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Abstract

Consider a higher order elliptic system

\[
\begin{cases}
D^\alpha (a^{\alpha \beta}_{ij} (x) D^\beta u^i) = D^\alpha f^\alpha_i & \text{in } \Omega, \\
|u^1| + |Du^1| + \ldots + |D^{m_i-1}u^i| = 0 & \text{on } \partial\Omega,
\end{cases}
\]

for all \( i = 1, \ldots, N \) with \( N \in \mathbb{N}_+ \), and all multi-indices \( |\alpha| = m_i, |\beta| = m_j \) with \( m_i \in \mathbb{N}_+ \) for all \( i = 1, \ldots, N \), and the standard summation notation is understood. We assume that the leading coefficients \( a^{\alpha \beta}_{ij} (x) \) have small BMO norms and the domain \( \Omega \subset \mathbb{R}^n \) is open, bounded and flat in the Reifenberg’s sense. This article is to prove the regularity estimates of this system in weighted Lorentz spaces and in Lorentz–Morrey spaces. Our results require weak assumptions on the regularity of the coefficients \( a^{\alpha \beta}_{ij} (x) \) and the boundary \( \partial\Omega \), and they are new even for scalar higher order elliptic equations.

© 2016 Elsevier Inc. All rights reserved.

MSC: 35J48; 35B65

* Corresponding author.
E-mail addresses: the.bui@mq.edu.au, bt_anh80@yahoo.com (T.A. Bui), xuan.duong@mq.edu.au (X.T. Duong), lexuantruong@tdt.edu.vn (X.T. Le).

http://dx.doi.org/10.1016/j.jde.2016.08.008
0022-0396/© 2016 Elsevier Inc. All rights reserved.
Keywords: Higher-order elliptic systems; Reifenberg flat domain; Weighted Lorentz spaces; Lorentz–Morrey spaces

Contents

1. Introduction ................................................................. 5638
2. Assumptions and main results ........................................ 5641
   2.1. Assumptions ......................................................... 5641
   2.2. State the main results ............................................ 5643
3. Approximation results .................................................. 5645
   3.1. Interior estimates .................................................. 5646
   3.2. Boundary estimates ............................................... 5651
4. Regularity estimates ................................................... 5660
Acknowledgments ............................................................. 5667
References ................................................................ 5668

1. Introduction

Consider the following higher order elliptic systems in the form:

\[
\begin{cases}
D^\alpha (a_{ij}^{\alpha \beta} (x) D^\beta u^i) = D^\alpha f_i^\alpha & \text{in } \Omega, \\
|u^i| + |Du^i| + \ldots + |D^{m_i-1}u^i| = 0 & \text{on } \partial \Omega,
\end{cases}
\]  

(1)

for all \(i = 1, \ldots, N\) with \(N \in \mathbb{N}_+\), and all multi-indices \(|\alpha| = m_i, \ |\beta| = m_j\) with \(m_i \in \mathbb{N}_+\) for all \(i = 1, \ldots, N\), where \(\Omega\) is an open, bounded subset on \(\mathbb{R}^n\) and \(f = \{ f_i^\alpha \}\) with \(f_i^\alpha \in L^2(\Omega)\) for all \(1 \leq i \leq N\) and multi-indices \(\alpha\) with \(|\alpha| = m_i\). (The standard summation notation on the elliptic system is understood).

In this article, we assume that the coefficients \(a_{ij}^{\alpha \beta} (x)\) of the equation (1) are uniformly bounded and elliptic, i.e. there exist two positive constants \(L, v > 0\) such that

\[|a_{ij}^{\alpha \beta} (x)| \leq L,\]  

(2)

and

\[
\sum_{i,j=1}^{N} \sum_{|\alpha|=m_i} \sum_{|\beta|=m_j} a_{ij}^{\alpha \beta} (x) \xi_i^\alpha \xi_j^\beta \geq v \sum_{i=1}^{N} \sum_{|\alpha|=m_i} |\xi_i^\alpha|^2, \quad \forall (\xi_i^\alpha).
\]  

(3)

We now give some notations:

- For every multi-index \(m = (m_1, \ldots, m_N)\), we denote by \(W^{m \cdot p} (\Omega, \mathbb{R}^N)\) and \(W_0^{m \cdot p} (\Omega, \mathbb{R}^N)\) the cartesian products

\[W^{m_1 \cdot p} (\Omega) \times \ldots \times W^{m_N \cdot p} (\Omega) \quad \text{and} \quad W_0^{m_1 \cdot p} (\Omega) \times \ldots \times W_0^{m_N \cdot p} (\Omega), \]

respectively.
• For $u^i \in W^{m_i,p}(\Omega)$ and $k \in \mathbb{N}$, we denote $D^k u^i = (D^\gamma u^i)|_{|\gamma|=k}$ for $i = 1, \ldots, N$.
• For $u = (u^1, \ldots, u^N) \in W^{m,p}(\Omega, \mathbb{R}^N)$ we denote $D^m u = (D^{m_1} u^1, \ldots, D^{m_N} u^N)$ and
  \[ |D^m u|^2 = \sum_{i=1}^{N} |D^{m_i} u^i|^2 = \sum_{i=1}^{N} \sum_{|\gamma|=m_i} |D^\gamma u^i|^2, \]
for all multi-indices $m = (m_1, \ldots, m_N)$.

We recall the definition of weak solutions to the system (1).

**Definition 1.1.** A function $u = (u^1, \ldots, u^N) \in W^{m,2}_0(\Omega)$ is said to be a (weak) solution to the system (1) if
  \[
  \int_\Omega \sum_{i,j=1}^{N} \sum_{|\alpha|=m_i} \sum_{|\beta|=m_j} a^{ij}_{\alpha\beta}(x) D^\beta u^j D^\alpha \varphi^i dx = \int_\Omega \sum_{i=1}^{N} \sum_{|\alpha|=m_i} f_i^\alpha D^\alpha \varphi^i dx, \tag{4}
  \]
for all $\varphi = (\varphi^1, \varphi^2, \ldots, \varphi^N) \in W^{m,2}_0(\Omega, \mathbb{R}^N)$.

By applying the Lax–Milgram theorem, we can prove the following results.

**Proposition 1.2.** The system (1) has a unique weak solution. Moreover, the following estimate holds true:
  \[ \|D^m u\|_{L^2(\Omega)} \lesssim \|f\|_{L^2(\Omega)}. \tag{5} \]

This paper is devoted to investigate the regularity results to the system (1) under the mild conditions on the coefficients and on the boundary of the domain. More precisely, we look for the conditions on the coefficients and on the boundary of the domain so that the following estimate holds true
  \[ \|D^m u\|_{\mathcal{F}} \lesssim \|f\|_{\mathcal{F}}, \tag{6} \]
for some function spaces $\mathcal{F}$.

The regularity problem for elliptic equations is one of the most interesting topics and plays a very important role in the theory of partial differential equations. This topic has received a great deal of attention from many mathematicians. The regularity results concerning the second order elliptic equations were investigated in, for example, [2,3,11,5,9,15,16,25,21,20,26] and the references therein. Note that the second order elliptic equations are the particular cases of the system (1) corresponding to $N = 1$ and $m = 1$. We now give a brief summary of the progress so far in this direction of research (but the list is by no means exhaustive).

(i) An early result in this direction is due to N. Meyers (cf. [21]). He proved that the $W^{1,p}$ regularity estimate (6) is valid for $p$ being close to 2 provided that the coefficient matrix $A$ is uniformly bounded and elliptic, and $\Omega$ is a bounded domain (opened connected set).
(ii) If the coefficient matrix \( A \) is assumed to satisfy suitable continuity conditions and the domain \( \Omega \) has some smoothness condition on its boundary then one can expect that (6) is valid on \( \mathcal{F} \equiv L^p \) for some \( p \in (1, \infty) \). See for example [22, Chapter 5] and [25].

(iii) In [15], the authors considered the quasilinear equations related to quasilinear elliptic operators \( L = \text{div} A(x, \nabla) \) on the regular domains which include the case of \( p \)-Laplacian \( \text{div}(|\nabla u|^{p-2} \nabla u) \). They obtained \( W^{1,r} \) regularity for these equations with \( r \) being close to \( p \). Moreover, a number of interesting results regarding comparison estimates and local difference estimates related to these equations were also obtained.

(iv) In [5], the authors introduced an effective approximation method to study the regularity of the general class of elliptic problems. Then they applied this method to study \( W^{1,p} \) regularity for a nonlinear elliptic operator in divergence form. In particular case of the linear elliptic equation, this method gives an alternative approach to the classical one. In this work, the coefficients matrix \( A \) is assumed to be continuous or close to the identity matrix in a suitable sense.

(v) The regularity of Laplacian Dirichlet problems on the Lipchitz domains was obtained in [16]. The authors obtained a complete description of all Sobolev estimates including the \( W^{1,p} \) regularity for these equations. More importantly, some counterexamples are also included to show that certain regularity estimates may fail if the boundary of the underlying domain is not smooth enough.

(vi) In [17,18], the author proves the regularity estimates of the second-order elliptic equations with VMO coefficients.

(vii) The \( W^{1,p} \) regularity of the second-order elliptic equations and the second-order elliptic systems with non-smooth coefficients and Reifenberg flat domains were proved in [2,3].

(viii) Recently, the authors in [19] proved the global gradient estimates on the weighted Lorentz spaces for the standard weak solutions to quasilinear elliptic equations on Reifenberg flat domains. As a consequence, they obtained other regularity results in Lorentz–Morrey, Morrey, and Hölder spaces.

The regularity results for the higher order elliptic equations are less well-known. We list some of works related to the research direction.

(i) In [12], the authors introduced a unified treatment to prove regularity results for weak solutions to higher-order elliptic systems on a bounded domain in \( \mathbb{R}^n \). This contains some important results concerned with the regularity problem of elliptic systems. Certain results on differentiability theory of weak solutions of the higher-order elliptic systems can be found in [13].

(ii) The work [8] is devoted to the \( L^p \)-theory of higher-order parabolic and elliptic systems in the whole space \( \mathbb{R}^n \), on the half space \( \mathbb{R}^n_+ \) and on a bounded domain in \( \mathbb{R}^n \). The leading coefficients of the systems are assumed to be merely measurable only in the time variable and have a small BMO norms with respect to the spatial variables.

(iii) The global regularity for higher order divergence elliptic equations on \( \mathbb{R}^n \) was investigated in [28]. They made use of the Fefferman–Stein maximal functions to obtain the regularity on Orlicz spaces.

(iv) Recently, in [4], the authors established optimal gradient estimates in the Orlicz space for solutions of a nonhomogeneous elliptic equation of higher order with discontinuous coefficients on a nonsmooth domain. The regularity estimates of higher order elliptic equations on \( \mathbb{R}^n \) with VMO-coefficients was investigated in [14].
The main aim of this paper is to prove the regularity estimates for the higher order elliptic systems (1) in the settings of weighted Lorentz spaces and Lorentz–Morrey spaces. We require neither smoothness conditions for the underlying domain $\Omega$ nor strong regularity conditions for the coefficients $\{a^{\alpha\beta}_{ij}\}$. This article only assumes some flatness condition on the domain and a small BMO norm condition on the coefficients. See Section 2. We note that neither the uniformly elliptic conditions (2) and (3) nor smoothness conditions guarantee the $L^p$-boundedness in the regularity estimates (5) even for the second-order elliptic case. See for example [21,16]. In this sense, our assumptions of the small BMO coefficients and the flatness domain are reasonable, and are flexible enough to cover a large class of elliptic systems. We refer to Section 2 for further comments on these two conditions.

We note that our approach in this paper is different from those in [28,8] which rely heavily on the sharp Fefferman–Stein maximal functions. The sharp Fefferman–Stein maximal functions approach may not be applicable to our setting due to the lack of the regularity of the coefficients and the smoothness of the domain. To overcome this problem, we employ the approach in [2,5,19] which relies on approximation estimates to the weak solutions, the Vitali type covering lemma and the Hardy–Littlewood maximal function.

Finally, it is worth noticing that the regularity estimates for the higher order elliptic equation and the second order elliptic systems, which are, respectively, particular cases of (1) corresponding to $i = j = 1$ and to $m_i = 1$ for all $i = 1, \ldots, N$, were investigated in [4,3]. In comparison with [4], our article gives results for the more general setting of the systems of higher order elliptic equations which requires a number of new estimates such as approximation results in Section 3. Unlike [4], we work in the setting of the weighted Lorentz spaces and Lorentz–Morrey spaces instead of the Orlicz spaces as in [4]. Therefore, the results in this article are new even in the special case of a higher order elliptic equation. Compared with [3], our paper can be viewed as an extension to the higher order elliptic systems and to the more general setting of the weighted Lorentz spaces.

The organization of the paper is as follows. In Section 2, we give the assumptions for the system (1) and state the main results. Some approximation results are given in Section 3. Finally, Section 4 is devoted to the proofs of the main results.

Throughout the paper, we always use $C$ and $c$ to denote positive constants that are independent of the main parameters involved but whose values may differ from line to line. We will write $A \lesssim B$ if there is a universal constant $C$ so that $A \leq CB$ and $A \sim B$ if $A \lesssim B$ and $B \lesssim A$.

2. Assumptions and main results

2.1. Assumptions

We begin with some notations which will be used frequently in the sequel.

For $r > 0$ and $x \in \mathbb{R}^n$, we denote:

- $B_r = \{y : |y| < r\}$, $B_r^+ = B_r \cap \{y = (y_1, \ldots, y_n) : y_n > 0\}$ and $T_r = B_r \cap \{y = (y_1, \ldots, y_n) : y_n = 0\}$;
- $B_r(x) = x + B_r$, $B_r^+(x) = x + B_r^+$ and $T_r(x) = x + T_r$;
- $\Omega_r = \Omega \cap B_r$, $\partial \Omega \cap B_r$ and $\Omega_r(x) = \Omega \cap B_r(x)$.

For a measurable function $f$ on a measurable subset $E$ in $\mathbb{R}^n$ we define
Throughout this paper, apart from (2) and (3) we additionally assume that the coefficients $a_{ij}^{\alpha \beta}$ satisfy the small BMO norm condition as follows.

**Definition 2.1.** Let $R, \delta > 0$. The coefficients $\{a_{ij}^{\alpha \beta}\}$ are said to satisfy the small $(\delta, R)$-BMO condition if

$$\sup_{y \in \mathbb{R}^n, 0 < r \leq R} \int_{B_r(y)} |a_{ij}^{\alpha \beta}(x) - \overline{a_{ij}^{\alpha \beta}}_{B_r(y)}|^2 \, dx \leq \delta^2,$$

for all $i, j, \alpha, \beta$ as in (1).

**Remark 2.2.** (a) The small $(\delta, R)$-BMO condition (7) was firstly used in [2] to study the regularity of the second order elliptic equations. This condition allows the coefficients to be merely measurable in $x$ and possibly not continuous in $x$. This is a good substitute to the VMO conditions in [9,14].

(b) Note that under the conditions (2), (3) and (7), it is easy to see that for any $\tau \in [1, \infty)$ there exists $\epsilon > 0$ so that

$$\sup_{y \in \mathbb{R}^n, 0 < r \leq R} \int_{B_r(y)} |a_{ij}^{\alpha \beta}(x) - \overline{a_{ij}^{\alpha \beta}}_{B_r(y)}|^{\tau} \, dx \lesssim \delta^{\epsilon},$$

for all $i, j, \alpha, \beta$ as in (1).

Concerning the underlying domain $\Omega$, we do not assume any smoothness condition on $\Omega$, but the following flatness condition.

**Definition 2.3.** Let $\delta, R > 0$. The domain $\Omega$ is said to be a $(\delta, R)$ Reifenberg flat domain if for every $x \in \partial \Omega$ and $0 < r \leq R$, there exists a coordinate system depending on $x$ and $r$, whose variables are denoted by $y = (y_1, \ldots, y_n)$ such that in this new coordinate system $x$ is the origin, and

$$B_r \cap \{y : y_n > \delta r\} \subset B_r \cap \Omega \subset \{y : y_n > -\delta r\}.$$  

The concept of a $(\delta, R)$-Reifenberg flatness domain was first introduced in [24]. This domain does not require any smoothness on the boundary of $\Omega$, but sufficiently flat in the Reifenberg’s sense. The Reifenberg flat domain includes domains with rough boundaries of fractal nature, and Lipschitz domains with small Lipschitz constants. See for example [24,7,23,27].

Fix $y \in \mathbb{R}^n$ and $r > 0$. Consider the re-scaled functions:

$$\tilde{a}_{ij}^{\alpha \beta}(x) = a_{ij}^{\alpha \beta}(rx + y), \quad f_i^{\alpha}(x) = f_i^{\alpha}(rx + y),$$

for all $i = 1, \ldots, N$ and multi-indices $\alpha$ with $|\alpha| = m_i$. We set
\[ \tilde{\Omega} = \left\{ \frac{x-y}{r} : x \in \Omega \right\}. \]

Then we deduce the following result immediately.

**Lemma 2.4.** Assume that the coefficients \( \{a_{ij}^{\alpha \beta}\} \) satisfy (2), (3) and the small \((\delta, R)\)-BMO condition (7), and the domain \( \Omega \) is a \((\delta, R)\) Reifenberg domain for some \( \delta, R > 0 \). If \( u \) is a weak solution to (1), then \( \tilde{u} \) is a weak solution to the following problem:

\[
\begin{align*}
D^\alpha (\tilde{a}_{ij}^{\alpha \beta} (x) D^\beta \tilde{u}^i) &= D^\alpha \tilde{f}_i \quad \text{in } \tilde{\Omega}, \\
|\tilde{u}^i| + |D\tilde{u}^i| + \ldots + |D^{m_i-1}\tilde{u}^i| &= 0 \quad \text{on } \partial \tilde{\Omega},
\end{align*}
\]

for all \( i = 1, \ldots, N \) with \( N \geq 1 \). Moreover, the coefficients \( \{\tilde{a}_{ij}^{\alpha \beta}\} \) satisfy (2), (3) and the small \((\delta, \frac{R}{r})\)-BMO condition (7), and the domain \( \tilde{\Omega} \) is a \((\delta, \frac{R}{r})\) Reifenberg flat domain.

Due to this result, in certain circumstances, we may assume that \( R = 8 \) or any fixed number.

2.2. State the main results

Let \( 1 \leq p < \infty \). A nonnegative locally integrable function \( w \) belongs to the Muckenhoupt class \( A_p \), say \( w \in A_p \), if there exists a positive constant \( C \) so that

\[ [w]_{A_p} := \sup_{B: \text{balls}} \left( \int_B w(x)dx \right) \left( \int_B w^{-1/(p-1)}(x)dx \right)^{p-1} \leq C, \quad \text{if } 1 < p < \infty, \]

and

\[ \int_B w(x)dx \leq C \text{ess-inf}_{x \in B} w(x), \quad \text{if } p = 1, \]

where the supremum is taken over all balls \( B \) in \( \mathbb{R}^n \). We say that \( w \in A_\infty \) if \( w \in A_p \) for some \( p \in [1, \infty) \). We shall denote \( w(E) := \int_E w(x)dx \) for any measurable set \( E \subset \mathbb{R}^n \).

**Lemma 2.5 ([10]).** Let \( w \in A_p, \ 1 \leq p < \infty \). Then, there exist \( \kappa_w > 0 \), and a constant \( C > 1 \) such that for any ball \( B \) and any measurable subset \( E \subset B \),

\[ C^{-1} \left( \frac{|E|}{|B|} \right)^p \leq \frac{w(E)}{w(B)} \leq C \left( \frac{|E|}{|B|} \right)^{\kappa_w}. \]

Let \( w \in A_\infty, \ 0 < p < \infty \) and \( 0 < q \leq \infty \). The weighted Lorentz space \( L_w^{p,q}(\Omega) \) is defined as the set of all measurable functions \( f \) on \( \Omega \) such that

\[
\|f\|_{L_w^{p,q}(\Omega)} := \left\{ \int_0^\infty \left[ \int_0^t t^p w(t) \, dt \right]^{q/p} \frac{dt}{t} \right\}^{1/q} < \infty
\]
In the particular case $p = q$, the weighted Lorentz spaces $L^{p,p}_w(\Omega)$ coincide with the weighted Lebesgue spaces $L^p_w(\Omega)$ which is defined as all measurable functions $f$ on $\Omega$ such that

$$
\|f\|_{L^{p,p}_w(\Omega)} = \left( \int_{\Omega} |f(x)|^p w(x) \, dx \right)^{1/p}.
$$

For $r > 0$, the Hardy–Littlewood maximal function $\mathcal{M}_r$ is defined by

$$
\mathcal{M}_r f(x) = \sup_{Q \ni x} \left( \frac{1}{|Q|} \int_Q |f(y)|^r \, dy \right)^{1/r}, \quad x \in \mathbb{R}^n,
$$

where the supremum is taken over all cubes $Q$ containing $x$. When $r = 1$, we write $\mathcal{M}$ instead of $\mathcal{M}_1$.

We now record the following results concerning the weighted Lorentz estimates of the maximal functions. See [19, Lemma 3.11].

**Lemma 2.6.** Let $r < p < \infty$, $0 < q \leq \infty$ and $w \in A_{p/r}$. Then we have

$$
\|\mathcal{M}_r f\|_{L^{p,q}_w(\mathbb{R}^n)} \lesssim \|f\|_{L^{p,q}_w(\mathbb{R}^n)}.
$$

Our main results are formulated in the following two theorems. The first one gives a regularity estimate in the weighted Lorentz spaces. The later addresses a regularity estimate in the Lorentz–Morrey spaces.

**Theorem 2.7.** Let $p \in (2, \infty)$ and let $w \in A_{p/2}$. Then there exist positive constants $C$ and $\delta$ such that the following holds. If $f_i^\alpha \in L^{p,q}_w(\Omega)$ for all $|\alpha| = m_i$ and $i = 1, \ldots, N$, the domain $\Omega$ is a $(\delta,R)$ Reifenberg flat domain, and the coefficients $\{a_{ij}^{\alpha\beta}\}$ satisfy (2), (3) and the small $(\delta,R)$-BMO condition (7), then the system (1) has a unique weak solution $u \in W^{m,2}_0(\Omega, \mathbb{R}^N)$ satisfying the following estimate:

$$
\|D^m u\|_{L^{p,q}_w(\Omega)} \lesssim \|f\|_{L^{p,q}_w(\Omega)}.
$$

The estimate (10) is nothing, but implies the $W^{m,p}$ regularity estimates for the weak solution to the system (1), i.e,

$$
\|D^m u\|_{L^p(\Omega)} \lesssim \|f\|_{L^p(\Omega)} , \quad p > 2.
$$

By the standard duality argument, it can be proved that (11) is valid for $1 < p < 2$, and hence, (11) holds true for all $1 < p < \infty$.

For $0 < p < \infty$, $0 < q \leq \infty$ and $\lambda \in (0, n)$, the Lorentz–Morrey function space $L^{p,q;\lambda}(\Omega)$ is defined as the set of all measurable functions $f$ such that

$$
\|f\|_{L^{p,q;\lambda}(\Omega)} = \sup_{z \in \Omega} \sup_{0 < r \leq \text{diam} \, \Omega} r^{-\frac{\lambda}{p}} \|f\|_{L^{p,q}(B_r(z) \cap \Omega)}.
$$
Theorem 2.8. Let \( p \in (2, \infty), 0 < q \leq \infty \) and \( \lambda \in (0, n) \). Then there exist positive constants \( C \) and \( \delta \) such that the following holds. If \( f_i^{\alpha} \in L^{p, q; \lambda}(\Omega) \) for all \( |\alpha| = m_i \) and \( i = 1, \ldots, N \), the domain \( \Omega \) is a \((\delta, R)\)-Reifenberg flat domain, and the coefficients \( \{a_{ij}^{\alpha\beta}\} \) satisfy (2), (3) and the small \((\delta, R)\)-BMO condition (7), then the system (1) has a unique weak solution \( u \in W^{m, 2}(\Omega, \mathbb{R}^N) \) satisfying the following estimate:

\[
\| D^m u \|_{L^{p, q; \lambda}(\Omega)} \lesssim \| f \|_{L^{p, q; \lambda}(\Omega)}.
\]

We end this section by the following two technical lemmas which play an important role in the sequel. The first one is known as a variant of the Vitali covering lemma in the weighted settings. The latter gives a characterization for functions in the weighted Lorentz spaces on a bounded domain.

Lemma 2.9 ([19]). Let \( \Omega \) be a \((\delta, R)\) Reifenberg flat domain, \( w \in A_{\infty} \) and \( r < R/60 \). Suppose that \( E \subset F \subset \Omega \) are measurable and satisfy the following conditions:

(a) \( w(E) < \epsilon w(B_r(y)) \), for some \( \epsilon \in (0, 1) \) and for every \( y \in \Omega \);
(b) for any ball \( B_\rho(y) \) with \( \rho \in (0, 2r) \) and \( y \in \Omega \), if \( w(E \cap B_\rho(y)) \geq \epsilon w(B_\rho(y)) \) then \( \Omega \cap B_\rho(y) \subset F \).

Then there exists \( c := c(n, w) \) such that

\[
w(E) \leq c \epsilon w(F).
\]

Lemma 2.10 ([19]). Let \( w \in A_{\infty} \) and \( f \) be a nonnegative measurable function in a bounded subset \( \Omega \). Let \( \theta \) and \( \lambda > 1 \) be constants. Then for \( 0 < p, q < \infty \) we have

\[
f \in L^{p, q}_w(\Omega) \text{ if and only if } S := \sum_{k \geq 1} \lambda^k q w(\{x \in \Omega : g(x) > \theta \lambda^k\})^{q/p} < \infty;
\]

moreover,

\[
S \lesssim \| f \|^q_{L^{p, q}_w(\Omega)} \lesssim w(\Omega)^{q/p} + S.
\]

For \( 0 < p < \infty \) and \( q = \infty \), we have

\[
T \lesssim \| f \|^p_{L^{p, \infty}_w(\Omega)} \lesssim w(\Omega)^{1/p} + T,
\]

where

\[
T = \sup_{k \geq 1} \lambda^k w(\{x \in \Omega : g(x) > \theta \lambda^k\})^{1/p}.
\]

3. Approximation results

In this section, we assume that the underlying domain \( \Omega \) is a \((\delta, 8)\) Reifenberg flat domain whereas the coefficients \( \{a_{ij}^{\alpha\beta}\} \) satisfy (2), (3) and the small \((\delta, 8)\)-BMO condition (7).
3.1. Interior estimates

We first restrict ourself to consider the case $B_{2\rho} \subset \Omega$ with $2\rho < R = 8$. Let $u = (u^1, \ldots, u^N) \in W^{m,2}_0(\Omega, \mathbb{R}^N)$ be a weak solution to the system (1). We now consider the following Dirichlet problem

$$
\begin{cases}
D^\alpha (a_{ij}^\alpha (x) D^\beta w^j) = 0 & \text{in } B_{2\rho}, \\
|u^i - w^i| + \ldots + |D^{m_{i-1}} (u^i - w^i)| = 0 & \text{on } \partial B_{2\rho},
\end{cases}
$$

(12)

for all $i = 1, \ldots, N$.

We then have the following higher integrability estimate for the weak solution to the system (12).

**Proposition 3.1.** Let $w \in W^{m,2}(B_{2\rho}, \mathbb{R}^N)$ be a weak solution to the problem (12). Then there exists $\epsilon_0 > 0$ such that

$$
\left( \int_{B_\rho} |D^m w|^{2+\epsilon_0} \, dx \right)^{\frac{1}{2+\epsilon_0}} \lesssim \left( \int_{B_{2\rho}} |D^m w|^2 \, dx \right)^{\frac{1}{2}}.
$$

(13)

To prove this proposition, we need the following auxiliary results concerning the Poincaré type inequality. See for example [12].

**Lemma 3.2.** Let $u \in W^{k,p}(B_r(x_0))$ with $k \in \mathbb{N}_+$ and $p \in [1, \infty)$. There exists a unique polynomial $P(x)$ of degree at most $k - 1$ depending on $x_0$, $r$, $u$ such that there holds:

(i) $\int_{B_r(x_0)} D^\alpha (u - P) \, dx = 0$ for all $\alpha$ with $|\alpha| \leq k - 1$.

(ii) For every $0 \leq s < t \leq k$, there exists a constant $c = c(n, p, s, t, k)$ such that

$$
\sum_{|\gamma| = s} \int_{B_r(x_0)} |D^\gamma (u - P)|^p \, dx \leq cr^{p(t-s)} \sum_{|\gamma| = t} \int_{B_r(x_0)} |D^\gamma (u - P)|^p \, dx.
$$

**Proof of Proposition 3.1.** Let $P = (P_i)_{i=1}^N$ be polynomials associated to the weak solution $w$ in the ball $B_{2\rho}$ as in Lemma 3.2. For $x \in B_{2\rho}$ and $r > 0$ such that $B_r(x) \subset B_{2\rho}$, we fix a function $\eta \in C_0^\infty (B_r(x))$ so that $0 \leq \eta \leq 1$, $\eta \equiv 1$ on $B_{r/2}(x)$ and $|D^\alpha \eta| \lesssim r^{-|\alpha|}$ for all $\alpha$ with $|\alpha| \leq \tilde{m} := \max_i m_i$. Taking $\varphi^i = (w^i - P_i)\eta^{2\tilde{m}} \in W^{m_{i-1},2}_0(\Omega)$ as a test function, we then have, from Definition 1.1,

$$
\sum_{i,j=1}^N \sum_{|\alpha| = m_i} \sum_{|\beta| = m_j} \int_{B_r(x)} a_{ij}^{\alpha\beta} (y) D^\beta w^j D^\alpha [(w^i - P_i)\eta^{2\tilde{m}}] \, dy = 0.
$$

Since $\deg P_i \leq m_i - 1$ and $|D^\alpha \eta| \lesssim r^{-|\alpha|}$ for all $\alpha$ with $|\alpha| \leq \tilde{m}$, the identity above together with (2), (3), the product rule and Hölder’s inequality implies that
\[ \sum_{i=1}^{N} \int_{B_r(x)} |\eta^m D^{m_i} w^i|^2 \, dy \]

\[ \lesssim \sum_{i,j}^{N} \sum_{|\gamma| = m_i - 1} \sum_{|\beta| = m_j} \left( \int_{B_r(x)} |\eta^m D^{\beta} w^j|^2 \, dy \right)^{1/2} \left( \int_{B_r(x)} |\eta^{2m_i - m_j + |\gamma|} D^\alpha \eta D^{\gamma} (w^i - P_i)|^2 \, dy \right)^{1/2} \]

\[ \lesssim \sum_{i,j}^{N} \sum_{|\gamma| = m_i - 1} \sum_{|\beta| = m_j} r^{-m_i + |\gamma|} \left( \int_{B_r(x)} |\eta^m D^{\beta} w^j|^2 \, dy \right)^{1/2} \left( \int_{B_r(x)} |D^{\gamma} (w^i - P_i)|^2 \, dy \right)^{1/2}. \]

We now apply Lemma 3.2 (ii) to conclude that

\[ \sum_{i=1}^{N} \int_{B_r(x)} |\eta^m D^{m_i} w^i|^2 \, dy \]

\[ \lesssim \sum_{i,j}^{N} \sum_{|\gamma| = m_i - 1} \sum_{|\beta| = m_j} r^{-m_i + |\gamma|} \left( \int_{B_r(x)} |\eta^m D^{\beta} w^j|^2 \, dy \right)^{1/2} \left( \int_{B_r(x)} |D^{\gamma} (w^i - P_i)|^2 \, dy \right)^{1/2}. \]

This implies

\[ \sum_{i=1}^{N} \int_{B_r(x)} |\eta^m D^{m_i} w^i|^2 \, dy \lesssim \sum_{i=1}^{N} \sum_{|\gamma| = m_i - 1} r^{-2} \int_{B_r(x)} |D^{\gamma} (w^i - P_i)|^2 \, dy, \]

and hence,

\[ \int_{B_{r/2}(x)} |D^m w|^2 \, dy \lesssim \sum_{i=1}^{N} \sum_{|\gamma| = m_i - 1} r^{-2} \int_{B_r(x)} |D^{\gamma} (w^i - P_i)|^2 \, dy. \]

Using Sobolev’s embedding Theorem, we obtain

\[ \left( \int_{B_{r/2}(x)} |D^m w|^2 \, dy \right)^{1/2} \lesssim \sum_{|\gamma| = m_i - 1} \left( \int_{B_r(x)} |D^{\gamma} (w - P)|^{2n \frac{n+2}{n+2}} \, dy \right)^{\frac{n+2}{2n}} + \left( \int_{B_r(x)} |D^m w|^{2n \frac{n+2}{n+2}} \, dy \right)^{\frac{n+2}{2n}}. \]

Applying Lemma 3.2 again, we can dominate the first term on the right hand side by

\[ \sum_{|\gamma| = m_i - 1} \left( \int_{B_r(x)} |D^{\gamma} (w - P)|^{2n \frac{n+2}{n+2}} \, dy \right)^{\frac{n+2}{2n}} \lesssim r \left( \int_{B_r(x)} |D^m w|^{2n \frac{n+2}{n+2}} \, dy \right)^{\frac{n+2}{2n}}, \]

where in the last inequality we used the fact that \( 0 < r < 8 \).
Therefore,
\[
\left( \int_{B_{r/2}(x)} |D^m w|^2 \, dy \right)^{1/2} \lesssim \left( \int_{B_r(x)} |D^m w|^{2m_{n+2}} \, dy \right)^{n+2 \over 2m}.
\]

This along with Proposition 1.1 in [11, Chapter V] deduces the desired estimate. \(\square\)

Let \(w \in W^{m,2}(B_{2\rho}, \mathbb{R}^N)\) be a weak solution to the problem (12). We consider the following problem:

\[
\begin{aligned}
&\partial^\alpha (a^{\alpha\beta}_{ij} B^\beta_{ij} D^\beta v^j) = 0 \quad \text{in } B_\rho, \\
&|v^i - w^i| + \ldots + |D^{m_i-1}(v^i - w^i)| = 0 \quad \text{on } \partial B_\rho,
\end{aligned}
\]
for all \(i = 1, \ldots, N\).

**Proposition 3.3.** Let \(v\) be a weak solution to the problem (14). Then we have

\[
\|D^m v\|_{L^\infty(B_{\rho/2})} \lesssim \left( \int_{B_\rho} |D^m v|^2 \right)^{1/2},
\]
and there exists \(\epsilon_1 > 0\) such that

\[
\left( \int_{B_\rho} |D^m (v - w)|^2 \right)^{1/2} \lesssim \delta^{\epsilon_1} \left( \int_{B_{2\rho}} |D^m w|^2 \right)^{1/2}.
\]

**Proof.** We first prove (15). Let \(P = (P_i)\) be polynomials associated to the weak solution \(v\) in the ball \(B_\rho\) as in Lemma 3.2. Then, \(v - P\) is a weak solution to the problem

\[
\partial^\alpha (a^{\alpha\beta}_{ij} B^\beta_{ij} D^\beta v^j) = 0 \quad \text{in } B_\rho.
\]

From the inequality (3.21) in [13, p. 121], we get that

\[
\sup_{B_{\rho/2}} |D^{m_j}(v^j - P_j)| \lesssim \sum_{i=1}^N \sum_{|\gamma| \leq m_i-1} \rho^{-m_i + |\gamma|} \left( \int_{B_\rho} |D^{\gamma}(v^i - P_i)|^2 \right)^{1/2},
\]
or equivalently,

\[
\sup_{B_{\rho/2}} |D^{m_j} v^j| \lesssim \sum_{i=1}^N \sum_{|\gamma| \leq m_i-1} \rho^{-m_i + |\gamma|} \left( \int_{B_\rho} |D^{\gamma}(v^i - P_i)|^2 \right)^{1/2}.
\]

At this stage, using Poincaré inequality in Lemma 3.2, we obtain
\[ \sup_{B_\rho/2} |D^{m_j} v^j| \lesssim \left( \int_{B_\rho} |D^m v|^2 \right)^{1/2}. \]

This proves (15).

We now take care of (16). From (3), we have

\[ \int_{B_\rho} |D^m (v - w)|^2 \lesssim \sum_{i,j=1}^N \sum_{|\alpha|=m_i \ |\beta|=m_j} \int_{B_\rho} a_{ij}^{\alpha\beta} D^\alpha v^j D^\beta (v^j - w^j). \]

On the other hand, since \( v - w \in W_0^{m,2}(B_\rho) \), from the definition of the weak solution to the problem (12) and (14) we get that

\[ \int_{B_\rho} \sum_{i,j=1}^N \sum_{|\alpha|=m_i \ |\beta|=m_j} a_{ij}^{\alpha\beta}(x) D^\alpha w_i D^\beta (v^j - w^j) = 0. \]

This along with the inequality above implies

\[ \int_{B_\rho} |D^m (v - w)|^2 \lesssim \sum_{i,j=1}^N \sum_{|\alpha|=m_i \ |\beta|=m_j} \int_{B_\rho} \left( a_{ij}^{\alpha\beta}(x) - \bar{a}_{ij}^{\alpha\beta} \right) D^\alpha w_i D^\beta (v^j - w^j). \]

Applying Hölder’s inequality and Proposition 3.1, we get that

\[ \int_{B_\rho} |D^m (v - w)|^2 \lesssim \sum_{i,j=1}^N \sum_{|\alpha|=m_i \ |\beta|=m_j} \left( \int_{B_\rho} |D^\beta (v^j - w^j)|^2 \right)^{1/2} \times \left( \int_{B_\rho} |D^\alpha w_i|^2 \right)^{1/2} \left( \int_{B_\rho} \left| \bar{a}_{ij}^{\alpha\beta} \right|^2 \right)^{1/2} \times \left( \int_{B_{2\rho}} |D^m w|^2 \right)^{1/2}, \]

This yields that

\[ \left( \int_{B_\rho} |D^m (v - w)|^2 \right)^{1/2} \lesssim \delta^{\epsilon_1} \left( \int_{B_{2\rho}} |D^m w|^2 \right)^{1/2}. \]
Proposition 3.4. For every $\epsilon > 0$, there exists $\delta$ such that the following holds. If $u \in W^{m,2}_0(\Omega, \mathbb{R}^N)$ is a weak solution to the system (1) with

$$\int_{B_{2\rho}} |D^m u|^2 < 1, \quad (17)$$

and

$$\int_{B_{2\rho}} |f|^2 < \delta^2, \quad (18)$$

then there exists $v \in W^{m,\infty}(B_{\rho/2}, \mathbb{R}^N)$ such that

$$\| |D^m v| \|_{L^\infty(B_{\rho/2})} \leq c_0, \quad (19)$$

and

$$\int_{B_{\rho/2}} |D^m (u - v)|^2 \leq \epsilon. \quad (20)$$

Proof. Let $w, v$ be solutions to the problems (12) and (14), respectively. Then we have, by (15) and (16),

$$\| |D^m v| \|_{L^\infty(B_{\rho/2})} \lesssim \left( \int_{B_{2\rho}} |D^m v|^2 \right)^{1/2} \lesssim \left( \int_{B_{2\rho}} |D^m u|^2 \right)^{1/2} + \left( \int_{B_{2\rho}} |D^m (u - w)|^2 \right)^{1/2} + \left( \int_{B_{2\rho}} |D^m w|^2 \right)^{1/2} \lesssim \left( \int_{B_{2\rho}} |D^m u|^2 \right)^{1/2} + \left( \int_{B_{2\rho}} |D^m (u - w)|^2 \right)^{1/2} \lesssim \left( \int_{B_{2\rho}} |D^m u|^2 \right)^{1/2} + \left( \int_{B_{2\rho}} |D^m (u - w)|^2 \right)^{1/2}. \quad (21)$$

On the other hand, observe that $u - w$ solves the following problem

$$\begin{cases} D^a (a_{ij}^{\alpha \beta} (x) D^\beta (u^j - w^j)) = D^a f^a_i & \text{in } B_{2\rho}, \\ |u^i - w^i| + \ldots + |D^{m_{i-1}} (u^i - w^i)| = 0 & \text{on } \partial B_{2\rho}, \end{cases}$$

for all $i = 1, \ldots, N$. 
By Proposition 1.2, one gets that
\[
\left( \int_{B_{2\rho}} |D^m(u - w)|^2 \right)^{1/2} \lesssim \left( \int_{B_{2\rho}} |f|^2 \right)^{1/2}.
\]
(22)

Taking this, (21), (18) and (17) into account, we can dominate \( \|D^m v\|_{L^\infty(B_1)} \) by
\[
\|D^m v\|_{L^\infty(B_{\rho/2})} \lesssim \left[ \left( \int_{B_{2\rho}} |D^m u|^2 \right)^{1/2} + \left( \int_{B_{2\rho}} |f|^2 \right)^{1/2} \right] \lesssim (1 + \delta).
\]

We now move on to prove (20). Note that
\[
\int_{B_{\rho/2}} |D^m(u - v)|^2 \lesssim \int_{B_{\rho/2}} |D^m(u - w)|^2 + \int_{B_{\rho/2}} |D^m(w - v)|^2.
\]

This estimate, in combination with (22) and (16), implies that
\[
\left( \int_{B_{\rho/2}} |D^m(u - v)|^2 \right)^{1/2} \lesssim \delta^\epsilon \left( \int_{B_{2\rho}} |D^m w|^2 \right)^{1/2} + \left( \int_{B_{2\rho}} |f|^2 \right)^{1/2}.
\]

Observe from (21) and (22) that
\[
\left( \int_{B_{2\rho}} |D^m w|^2 \right)^{1/2} \lesssim \left[ \left( \int_{B_{2\rho}} |D^m u|^2 \right)^{1/2} + \left( \int_{B_{2\rho}} |f|^2 \right)^{1/2} \right] \lesssim (1 + \delta).
\]

From these two estimates, we conclude that
\[
\int_{B_{\rho/2}} |D^m(u - v)|^2 \lesssim \delta^\epsilon (1 + \delta) + \delta.
\]

This completes the proof. \( \square \)

3.2. Boundary estimates

We now localize our interest to consider the following case:
\[
B_5^+ \subset \Omega_5 \subset \{ x \in B_5 : x_n > -12\delta \}.
\]
(23)

Let \( u \in W^{m,2}_0(\Omega, \mathbb{R}^N) \) be a weak solution to the system (1). We now consider the following Dirichlet problem:
\[
\begin{align*}
D^\alpha (a_{ij} (x) D^\beta w^i) &= 0 & \text{in } \Omega_5, \\
|u^i - w^i| + \ldots + |D^{m_i - 1} (u^i - w^i)| &= 0 & \text{on } \partial \Omega_5,
\end{align*}
\]
for all \( i = 1, \ldots, N \).

**Proposition 3.5.** Let \( w \in W^{m, 2} (\Omega_5, \mathbb{R}^N) \) be a weak solution to (24). Then there exists \( \epsilon_0 > 0 \) (without loss of generality, we may assume the same \( \epsilon_0 \) as in Proposition 3.1) such that

\[
\left( \int_{\Omega_4} |D^m w|^{2+\epsilon_0} \, dx \right)^{\frac{1}{2+\epsilon_0}} \lesssim \left( \int_{\Omega_5} |D^m w|^{2} \, dx \right)^{\frac{1}{2}}.
\]  

**Proof.** Let \( \tilde{w} \) be a zero extension of \( w \) from \( \Omega_4 \) to \( B_4 \). By Proposition 1.1 in [11, Chapter V], it suffices to prove that for \( y \in \Omega_4 \) and \( 0 < r < 4 \),

\[
\left( \int_{\Omega_{4r/5}(y)} |D^m w|^2 \, dx \right)^{1/2} \lesssim \left( \int_{B_r(y)} |D^m \tilde{w}|^{\frac{2n}{n+2}} \, dx \right)^{\frac{n+2}{2n}}.
\]  

Indeed, if \( B_{5r/6}(y) \subset \Omega_5 \) then arguing similarly to Proposition 3.1 we obtain

\[
\left( \int_{\Omega_{4r/5}(y)} |D^m w|^2 \, dx \right)^{1/2} \lesssim \left( \int_{B_{5r/6}(y)} |D^m \tilde{w}|^{\frac{2n}{n+2}} \, dx \right)^{\frac{n+2}{2n}}.
\]

Moreover, (26) follows immediately if \( B_{5r/6}(y) \subset \Omega_5^c \).

It remains to prove (26) in the case \( B_{5r/6}(y) \cap \Omega_5^c \neq \emptyset \). To do this, we fix a function \( \eta \in C_0^\infty (B_r(y)) \) so that \( 0 \leq \eta \leq 1 \), \( \eta \equiv 1 \) on \( B_{5r/6}(y) \) and \( |D^m \eta| \lesssim r^{-|\alpha|} \) for all \( \alpha \) with \( |\alpha| \leq \bar{m} := \max_i m_i \). Taking \( \varphi = \tilde{w} \eta = w \eta \in W^{m, 2}_0 (\Omega, \mathbb{R}^N) \) as a test function, and then arguing similarly to Proposition 3.1, we obtain that

\[
\left( \int_{\Omega_{4r/5}(y)} |D^m w|^2 \, dx \right)^{1/2} \lesssim \sum_{j=1}^N \sum_{|\gamma| \leq m_j - 1} r^{-m_j + |\gamma|} \left( \int_{B_r(y)} |D^\gamma \tilde{w}^j|^2 \, dx \right)^{\frac{1}{2}}.
\]

This together with the Poincaré inequality near the boundary (see for example [1, Corollary 8.2.7]) yields

\[
\left( \int_{\Omega_{4r/5}(y)} |D^m w|^2 \, dx \right)^{1/2} \lesssim \sum_{j=1}^N \sum_{|\gamma| = m_j - 1} r^{-1} \left( \int_{B_r(y)} |D^\gamma \tilde{w}^j|^2 \, dx \right)^{\frac{1}{2}}.
\]

Applying Sobolev’s embedding Theorem, we can conclude that

\[
\left( \int_{\Omega_{4r/5}(y)} |D^m w|^2 \, dx \right)^{1/2} \lesssim \sum_{j=1}^N \sum_{|\gamma| = m_j - 1} \left( \int_{B_r(y)} |D^\gamma \tilde{w}^j|^\frac{2n}{n+2} \, dx \right)^{\frac{n+2}{2n}} + \left( \int_{B_r(y)} |D^n \tilde{w}|^{\frac{2n}{n+2}} \, dx \right)^{\frac{n+2}{2n}}.
\]
Applying Poincaré inequality again for the first term on the right hand side of the inequality above, we get (26) as desired. □

Let \( w \) be a weak solution to the problem (24). We next consider the following system:

\[
\begin{align*}
D^\alpha (a_{ij}^{\alpha\beta} B_4^\beta h^j) &= 0 \quad \text{in } \Omega_4, \\
|h^i - w^i| + \ldots + |D^{m_i-1}(h^i - w^i)| &= 0 \quad \text{on } \partial \Omega_4,
\end{align*}
\]

(27)

for all \( i = 1, \ldots, N \).

Similarly to the proof of Proposition 3.3, we also obtain the following estimate.

**Proposition 3.6.** Let \( h \) be a weak solution to the problem (27). Then there exists \( \epsilon_1 > 0 \) (without loss of generality, we may assume the same \( \epsilon_1 \) as in Proposition 3.3) such that

\[
\left( \int_{\Omega_4} |D^m(h - w)|^2 \right)^{1/2} \lesssim \delta \epsilon_1 \left( \int_{\Omega_5} |D^m w|^2 \right)^{1/2}.
\]

(28)

The main difference between Proposition 3.6 and Proposition 3.3 is that in Proposition 3.6 we could not expect the \( L^\infty \) norm of \( D^m h \) to be bounded up to the boundary of \( \Omega \) due to the irregularity of the underlying domain \( \Omega \). To overcome this trouble, we consider another problem

\[
\begin{align*}
D^\alpha (a_{ij}^{\alpha\beta} B_4^\beta h^j) &= 0 \quad \text{in } \Omega_4, \\
|h^i| + \ldots + |D^{m_i-1}h^i| &= 0 \quad \text{on } \partial \omega \Omega_4,
\end{align*}
\]

(29)

for \( i = 1, \ldots, N \), and its limited problem

\[
\begin{align*}
D^\alpha (a_{ij}^{\alpha\beta} B_4^\beta v^j) &= 0 \quad \text{in } B_4^+, \\
|v^i| + \ldots + |D^{m_i-1}v^i| &= 0 \quad \text{on } T_4,
\end{align*}
\]

(30)

for \( i = 1, \ldots, N \)

**Definition 3.7.** (a) A function \( h = (h^1, \ldots, h^N) \in W^{m,2}(\Omega_4, \mathbb{R}^N) \) is said to be a weak solution to the problem (29) if

\[
\int_{\Omega} \sum_{i,j=1}^N \sum_{|\alpha|=m_i} \sum_{|\beta|=m_j} a_{ij}^{\alpha\beta} B_4^\beta D^\alpha h^j D^\beta \varphi^i dx = 0,
\]

for all \( \varphi \in W_0^{m,2}(\Omega_4, \mathbb{R}^N) \) and the zero extension \( \tilde{h} \) of \( h \) from \( \Omega_4 \) to \( B_4 \) is in \( W^{m,2}(B_4, \mathbb{R}^N) \).

(b) A function \( v = (v^1, \ldots, v^N) \in W^{m,2}(B_4^+, \mathbb{R}^N) \) is said to be a weak solution to the problem (30) if

\[
\int_{\Omega} \sum_{i,j=1}^N \sum_{|\alpha|=m_i} \sum_{|\beta|=m_j} a_{ij}^{\alpha\beta} B_4^\beta v^j D^\alpha \varphi^i dx = 0,
\]

for all \( \varphi \in W_0^{m,2}(B_4^+, \mathbb{R}^N) \) and the zero extension \( \tilde{v} \) of \( h \) from \( B_4^+ \) to \( B_4 \) is in \( W^{m,2}(B_4, \mathbb{R}^N) \).
Note that if \( h \) solves the system (27), then \( h \) also solves the system (29).

We then prove the following result.

**Proposition 3.8.** For every \( \epsilon > 0 \), there exists \( \delta \) such that the following holds. If \( h \) is a weak solution to the problem (29) along with (23) and

\[
\int_{\Omega_4} |D^m h|^2 \lesssim 1,
\]

then there exists \( v \in W^{m,\infty}(B_2^+, \mathbb{R}^N) \cap W^{m,2}(B_4^+, \mathbb{R}^N) \) solving the problem (30) with

\[
\int_{B_2^+} |D^m v|^2 \lesssim 1
\]

such that

\[
\int_{\Omega_2} |D^m (h - \tilde{v})|^2 \leq \epsilon,
\]

where \( \tilde{v} \) is the zero extension of \( v \) to \( B_4 \).

**Proof.** We will argue by contradiction as in [2]. Assume, to the contrary, that there exist an \( \epsilon > 0 \), a sequence of domains \( \{\Omega_k\} \), and a sequence of functions \( \{h_k\} \subset W^{m,2}(\Omega^k, \mathbb{R}^N) \) such that

\[
B_5^+ \subset \Omega^k_5 \subset \{x \in B_5 : x_n > -\frac{12}{k}\},
\]

\[
\begin{cases}
D^\alpha (a^{ij}_{\alpha \beta} B_4 D^\beta h_k^j) = 0 & \text{in } \Omega^k_4, \\
|h_k^i + \ldots + |D^{m_i-1} h_k^i| = 0 & \text{on } \partial_w \Omega^k_4,
\end{cases}
\]

for \( i = 1, \ldots, N \), and

\[
\int_{\Omega^k_4} |D^m h_k|^2 \lesssim 1.
\]

But, we have

\[
\int_{\Omega_2} |D^\nu (h_k - \tilde{v})|^2 > \epsilon,
\]

where \( v \) is a weak solution to the following problem and \( \tilde{v} \) is its zero extension to \( B_4 \)

\[
\begin{cases}
D^\alpha (a^{ij}_{\alpha \beta} B_4 D^\beta v^j) = 0 & \text{in } B_4^+ \\
v^i + \ldots + |D^{m_i-1} v^i| = 0 & \text{on } T_4,
\end{cases}
\]

for \( i = 1, \ldots, N \).
for $i = 1, \ldots, N$, with

$$\int_{B_4^+} |D^m v|^2 \lesssim 1$$  \hspace{1cm} (39)$$

From (36) and Poincaré inequality, it follows that there exist $h_0 \in W^{m,2}(B_4^+, \mathbb{R}^N)$, and a subsequence, which will still be denoted by $\{h_k\}$, so that for each $j = 1, \ldots, N$,

$$D^i h_k^j \to D^i h_0^j \text{ in } L^2(B_4^+), i = 0, \ldots, m_j - 1,$$

and

$$D^{m_j} h_k^j \to D^{m_j} h_0^j \text{ weakly in } L^2(B_4^+).$$

Therefore, this and (36) imply that

$$\int_{B_4^+} |D^m h_0|^2 \lesssim 1.$$  

Moreover, from (35), we have

$$\int_{B_4} \sum_{i,j=1}^N \sum_{|\alpha|=m_i} \sum_{|\beta|=m_j} a_{ij}^{\alpha\beta} B_4 D^{\beta} h_k^i D^\alpha \varphi^j dx = 0,$$

for all $\varphi \in W^{m,2}_0(B_4^+, \mathbb{R}^N)$. Passing to the limit $k \to \infty$, we get that

$$\int_{B_4} \sum_{i,j=1}^N \sum_{|\alpha|=m_i} \sum_{|\beta|=m_j} a_{ij}^{\alpha\beta} B_4 D^{\beta} h_0^i D^\alpha \varphi^j dx = 0,$$  \hspace{1cm} (40)$$

for all $\varphi \in W^{m,2}_0(B_4^+, \mathbb{R}^N)$. We will prove that

$$D^i h_0^j = 0 \text{ on } T_4,$$

for all $i = 0, \ldots, m_j - 1$ and all $j = 1, \ldots, N$. Indeed, we adapt the method of Browder and Minty used for the second order-elliptic equations in [2, p. 1301] to our situation. For every $j = 1, \ldots, N$, and every multi-index $|\gamma| \leq m_j - 1$, we fix any small $\theta > 0$ and take $x' \in T_4$. We set $s_k = \min\{s : (x', \theta - s) \in \partial\Omega^k_4\}$ for each $k \in \mathbb{N}$. Then, $0 < s_k < \theta + 12/k$ and $D^i h_k^j(x', \theta - s_k) = 0$ for all $k \in \mathbb{N}$. Without loss of generality, we may assume that $D^\gamma h_k^j \in [C^1(B_4)]^n$ ($h_k^j = 0$ in $B_4 \setminus \Omega^k_4$). Then we have
\[ |D^\gamma h^l_k(x', \theta)| = |D^\gamma h^l_k(x', \theta) - D^\gamma h^l_k(x', \theta - s_k)| = s_k \left| \frac{\partial}{\partial x_n} D^\gamma h^l_k(x', \theta - (1 - s)s_k) ds \right| \]

\[ \leq (\theta + 12/k) \int_0^1 |D|^{\gamma|+1} h^l_k(x', \theta - (1 - s)s_k)|ds. \]

Hence,

\[ |D^\gamma h^l_k(x', \theta)|^2 \leq (\theta + 12/k)^2 \int_0^1 |D|^{\gamma|+1} h^l_k(x', \theta - (1 - s)s_k)|^2 ds. \]

Integrating this over \( T_4 \) and using Poincaré inequality, we find that

\[
\begin{align*}
\int_{T_4} |D^\gamma h^l_k(x', \theta)|^2 dx' &\leq (\theta + 12/k)^2 \int_{T_4} |D|^{\gamma|+1} h^l_k(x', \theta - (1 - s)s_k)|^2 ds dx' \\
&\leq (\theta + 12/k)^2 \int_{B_4} |D|^{m_j} h^l_k|^2 dx \\
&\leq C (\theta + 12/k)^2. 
\end{align*}
\]

Letting \( k \to \infty \) and \( \theta \to 0 \), we get that

\[ \int_{T_4} |D^\gamma h^l_0(x', 0)|^2 dx' = 0, \]

for all \( j = 1, \ldots, N \) and \( |\gamma| \leq m_j - 1 \).

Therefore,

\[ D^i h^l_0 = 0 \text{ on } T_4, \]

for all \( i = 0, \ldots, m_j - 1 \) and all \( j = 1, \ldots, N \).

Gathering this with (40) we conclude that \( h_0 \) is a weak solution to the problem (30).

Let \( \tilde{h}_k, \tilde{h}_0 \) be zero extensions of \( h_k \), \( h_0 \) to \( B_4 \), respectively. The argument above show that there exist \( H_0 \in W^{m,2}(B_4, \mathbb{R}^N) \), and a subsequence, which will still be denoted by \( \{\tilde{h}_k\} \), so that for each \( j = 1, \ldots, N \),

\[ D^i \tilde{h}^l_k \to D^i H^l_0 \text{ in } L^2(B_4), i = 0, \ldots, m_j - 1, \]

and
\[ D^{m_j} \tilde{h}_k^j \rightarrow D^{m_j} \tilde{H}_0^j \text{ weakly in } L^2(B_4). \]

This together with (34) implies \( H_0 = 0 \) on \( B_4 \cap \{x_n < 0\} \). As a consequence, \( \tilde{h}_0 \equiv H_0 \) in \( B_4 \). Hence, for each \( j = 1, \ldots, N \),

\[ D^i \tilde{h}_k^j \rightarrow D^i \tilde{H}_0^j \text{ in } L^2(B_4), \ i = 0, \ldots, m_j - 1, \quad (41) \]

and

\[ D^{m_j} \tilde{h}_k^j \rightarrow D^{m_j} \tilde{H}_0^j \text{ weakly in } L^2(B_4). \quad (42) \]

We now claim that

\[ D^m \tilde{h}_k \rightarrow D^m \tilde{h}_0 \text{ in } L^2(B_2). \]

Indeed, take \( \phi \in C_0^\infty(B_4) \) so that \( 0 \leq \phi \leq 1 \), \( \phi = 1 \) in \( B_2 \), and \( |D^\alpha \phi| \lesssim 1 \) for all \( |\alpha| \leq \tilde{m} := \max_i m_i \). Fix \( i \in \{1, \ldots, N\} \). Define the test functions \( \varphi_k = \phi^{2\tilde{m}}(\tilde{h}_k - \tilde{h}_0) \in W^{m, 2}_0(\Omega_k^4, \mathbb{R}^N) \) for every \( k \in \mathbb{N}_+ \). We then have, by (3),

\[ \int \sum_{B_4} \sum_{i=1}^N \sum_{|\alpha|=m_i} \frac{D^\beta}{B_4} D^\alpha(\tilde{h}_k^j - \tilde{h}_0^j) \phi^{2\tilde{m}} d\tau \]

\[ \lesssim \int \sum_{B_4} \sum_{i=1}^N \sum_{|\alpha|=m_i} \sum_{|\beta|=m_j} \tilde{a}_{ij} B_4 D^\beta(\tilde{h}_k^j - \tilde{h}_0^j) D^\alpha(\tilde{h}_k^j - \tilde{h}_0^j) \phi^{2\tilde{m}} d\tau \]

\[ = \int \sum_{B_4} \sum_{i=1}^N \sum_{|\alpha|=m_i} \sum_{|\beta|=m_j} \tilde{a}_{ij} B_4 D^\beta \tilde{h}_k^j D^\alpha(\tilde{h}_k^j - \tilde{h}_0^j) \phi^{2\tilde{m}} d\tau \]

\[ - \int \sum_{B_4} \sum_{i=1}^N \sum_{|\alpha|=m_i} \sum_{|\beta|=m_j} \tilde{a}_{ij} B_4 D^\beta \tilde{h}_0^j D^\alpha(\tilde{h}_k^j - \tilde{h}_0^j) \phi^{2\tilde{m}} d\tau \]

\[ := I_1(k) + I_2(k). \quad (43) \]

Due to (42), we have \( I_2(k) \rightarrow 0 \) as \( k \rightarrow \infty \).

We now take care of \( I_1(k) \). To do this, we write

\[ I_1(k) = \int_{\Omega_k^4} \sum_{i,j=1}^N \sum_{|\alpha|=m_i} \sum_{|\beta|=m_j} \tilde{a}_{ij} B_4 D^\beta \tilde{h}_k^j D^\alpha(\phi^{2\tilde{m}}(\tilde{h}_k^j - \tilde{h}_0^j)) d\tau \]

\[ - \sum_{|\gamma|+|\eta|=m_i} \frac{\alpha_l}{\gamma! \eta!} \int_{B_4} \sum_{i,j=1}^N \sum_{|\alpha|=m_i} \sum_{|\beta|=m_j} \tilde{a}_{ij} B_4 D^\beta \tilde{h}_k^j D^\gamma(\tilde{h}_k^j - \tilde{h}_0^j) D^\eta \phi^{2\tilde{m}} d\tau \]

\[ := I_{11}(k) + I_{12}(k). \]

Since \( \phi^{2\tilde{m}}(\tilde{h}_k - \tilde{h}_0) \in W^{m, 2}_0(\Omega_k^4, \mathbb{R}^N) \), \( I_{11}(k) = 0 \).
Using Hölder’s inequality, (2) and (36), we have

\[
|I_{12}(k)| \lesssim \left( \int_{B_4} |D^m \tilde{h}_k|^2 \, dx \right)^{1/2} \left( \sum_{j=1}^{N} \sum_{\gamma \leq m-1} \int_{B_4} |D^{\gamma} (\tilde{h}_k^j - \tilde{h}_0^j)|^2 \, dx \right)^{1/2}
\]

\[
\lesssim \left( \sum_{j=1}^{N} \sum_{\gamma \leq m-1} \int_{B_4} |D^{\gamma} (\tilde{h}_k^j - \tilde{h}_0^j)|^2 \, dx \right)^{1/2}.
\]

This, in combination with (42), yields \( I_{12}(k) \to 0 \) as \( k \to \infty \). From the estimates of \( I_{11}(k) \), \( I_{12}(k) \), \( I_2(k) \) and (43), we imply that

\[
D^m \tilde{h}_k \to D^m \tilde{h}_0 \text{ in } L^2(B_2)
\]

This contradicts (37) by taking \( v = h_0 \) and \( k \) to be sufficiently large. \( \square \)

**Proposition 3.9.** For every \( \epsilon > 0 \), there exists \( \delta \) such that the following holds. If \( u \in W_0^{m,2}(\Omega, \mathbb{R}^N) \) is a weak solution to the system (1) with

\[
\int_{\Omega_5} |D^m u|^2 < 1, \tag{44}
\]

and

\[
\int_{\Omega_5} |f|^2 < \delta^2, \tag{45}
\]

then there exists \( v \in W^{m,\infty}(B_2^+, \mathbb{R}^N) \cap W^{m,2}(B_4^+, \mathbb{R}^N) \) solving (30) such that

\[
\sup_{B_1^+} |D^m v| \leq c_0, \tag{46}
\]

and

\[
\int_{\Omega_2} |D^m (u - \tilde{v})|^2 \leq \epsilon, \tag{47}
\]

where \( \tilde{v} \) is a zero extension of \( v \) to \( \Omega_4 \).

**Proof.** Let \( w, h \) be weak solutions to the problems (24) and (27), respectively. We then have, by Proposition 3.6,

\[
\int_{\Omega_4} |D^m h|^2 \lesssim \int_{\Omega_4} |D^m (h - w)|^2 + \int_{\Omega_4} |D^m (w - u)|^2 + \int_{\Omega_4} |D^m u|^2
\]
\[ \lesssim \delta^{2\epsilon} \int_{\Omega_5} |D^m w|^2 + \int_{\Omega_5} |D^m (w - u)|^2 + \int_{\Omega_5} |D^m u|^2 \]

\[ \lesssim \int_{\Omega_5} |D^m (w - u)|^2 + \int_{\Omega_5} |D^m u|^2, \]

provided that \( \delta \) is sufficiently small (\( \delta < 1 \) is enough).

Similarly to (22), we have

\[ \int_{\Omega_5} |D^m (w - u)|^2 \lesssim \int_{\Omega_5} |f|^2. \quad (48) \]

As a consequence,

\[ \int_{\Omega_4} |D^m h|^2 \lesssim \int_{\Omega_4} |D^m u|^2 + \int_{\Omega_4} |f|^2 \lesssim 1. \quad (49) \]

Hence, by Proposition 3.8, there exists \( v \in W^{m,\infty}(B_2^+, \mathbb{R}^N) \cap W^{m,2}(B_4^+, \mathbb{R}^N) \) solving the problem (30) with

\[ \int_{B_2^+} |D^m v|^2 \lesssim 1 \quad (50) \]

such that

\[ \int_{\Omega_2} |D^m (h - \bar{v})|^2 \leq \bar{\epsilon}. \quad (51) \]

Similarly to the inequality (3.21) in [13, p. 121], we can prove that

\[ \| D^m v \|_{L^{\infty}(B_1^+)} \lesssim \sum_{i=1}^{N} \sum_{|\gamma| \leq m_i - 1} \rho^{-m_i + |\gamma|} \left( \int_{B_2} |D^\gamma \bar{v}|^2 \right)^{1/2}. \]

Then applying the Poincaré inequality, we obtain that

\[ \| D^m v \|_{L^{\infty}(B_1^+)} \lesssim \left( \int_{B_2} |D^m v|^2 \right)^{1/2} \lesssim 1. \]

In order to obtain the desired estimate (47), using Proposition 3.6, (48) and (51) we arrive at
\[ \int_{\Omega_2} |D^m (u - v)|^2 \leq \int_{\Omega_2} |D^m (h - v)|^2 + \int_{\Omega_2} |D^m (h - w)|^2 + \int_{\Omega_1} |D^m (w - u)|^2 \]
\[ \leq \delta \epsilon \int_{\Omega_5} |w|^2 + \int_{\Omega_5} |f|^2 + \tilde{\epsilon} \]
\[ \leq \delta \epsilon \left( \int_{\Omega_5} |w - u|^2 + \int_{\Omega_5} |u|^2 \right) + \int_{\Omega_3} |f|^2 + \tilde{\epsilon} \]
\[ \leq \delta \epsilon (\delta + 1) + \delta + \tilde{\epsilon}. \]

This completes our proof. □

4. Regularity estimates

This section is devoted to prove Theorem 2.7 and Theorem 2.8. We need the following technical results.

Proposition 4.1. For \( w \in A_\infty \), there exists a positive constant \( \lambda_0 > 0 \) so that the following holds true. For any \( \epsilon > 0 \) there exists \( \delta \) such that if \( \Omega \) is a \( (\delta, 8) \) Reifenberg flat domain, the coefficients \( \{ a_{ij}^{ab} \} \) satisfy (2), (3) and the small \( (\delta, 8) \)-BMO condition (7), and \( u \in W^{m,2}_0 (\Omega, \mathbb{R}^N) \) is a weak solution to the system (1), and if, for some \( y \in \Omega \),
\[ w \left[ B_{1/10} (y) \cap \{ x : \mathcal{M}_2(|D^m u|)(x) > \lambda_0 \} \right] \geq \epsilon w (B_{1/10} (y)), \quad (52) \]
then
\[ \Omega_{1/10} (y) \subset \{ x \in \Omega : \mathcal{M}_2(|D^m u|)(x) > 1 \} \cup \{ x \in \Omega : \mathcal{M}_2(|f|\chi_{\Omega})(x) > \delta \}. \quad (53) \]

Proof. By Lemmas 2.5, it suffices to prove this proposition for the unweighted case \( w \equiv 1 \). To do this we argue by contradiction. Assume that
\[ |B_{1/10} (y) \cap \{ x : \mathcal{M}_2(|D^m u|)(x) > \lambda_0 \}| \geq \epsilon |B_{1/10} (y)|, \quad (54) \]
but there is \( x_0 \in \Omega_{1/10} (y) \) so that \( x_0 \notin \{ x \in \Omega : \mathcal{M}_2(|D^m u|)(x) > 1 \} \cup \{ x \in \Omega : \mathcal{M}_2(|f|\chi_{\Omega})(x) > \delta \} \). Hence, for any \( r > 0 \) we have
\[ \int_{B_r (x_0)} |D^m u|^2 \leq 1, \quad \text{and} \quad \int_{B_r (x_0)} |f|\chi_{\Omega}|^2 \leq \delta^2. \quad (55) \]
Observe that for any \( x \in B_{1/10} (y) \) we have
\[ \mathcal{M}_2(|D^m u|)(x) \leq \max \{ \mathcal{M}_2(|D^m u|\chi_{B_{1/5} (y)})(x), 3^n \} \quad (56) \]
We now consider the following 2 cases: \( B_{2/5} (y) \cap \Omega^c \neq \emptyset \) and \( B_{2/5} (y) \subset \Omega \).
Case 1: \( B_{2/5}(y) \cap \Omega_c \neq \emptyset \).

Fix some \( y_0 \in \partial \Omega \cap B_{2/5}(y) \). It is easy to see that

\[
B_{1/5}(y) \subset B_1(y_0) \subset B_{20}(y_0) \subset B_{40}(x_0).
\]

This together with (54) implies that

\[
\int_{B_{20}(y_0)} |D^{m} u|^2 \leq 2^n, \quad \text{and} \quad \int_{B_{20}(y_0)} |\Gamma \chi_{\Omega}|^2 \leq 2^n \delta^2.
\]

(57)

Moreover, from the definition of the \((\delta, R)\) Reifenberg flat domain, it can be seen that there exists a coordinate system, whose variables are denoted by \( z = (z_1, \ldots, z_n) \) with the origin at some interior point of \( \Omega \) such that in this new coordinate system \( y_0 = (0, \ldots, 0, -6\delta) \) and

\[
B^+_5 \subset \Omega \cap B_5 \subset B_5 \cap \{ z : z_n > -12\delta \}.
\]

(58)

For \( \delta < 1 \), it is obviously that in this coordinate system, we have \( B_5 \subset B_{20}(y_0) \). Taking this, (57) and (58) into account and applying Proposition 3.9, we can find a function \( v \in W^{m, \infty}(B_2, \mathbb{R}^N) \) so that

\[
\| D^{m} v \|_{L^{\infty}(B_{1/5}(y))} \leq C_1,
\]

and

\[
\int_{B_{1/5}(y)} |D^{m}(u - v)|^2 \, dx \leq C \int_{B_1} |D^{m}(u - v)|^2 \, dx \leq \tilde{\epsilon},
\]

where \( \tilde{\epsilon} \) is a positive small constant which will be fixed later.

On the other hand, by (54) we have

\[
\mathcal{M}_2(|D^{m} u|)(x) \leq \mathcal{M}_2(|D^{m} v| \chi_{B_{1/5}(y)})(x) + \mathcal{M}_2(|D^{m}(u - v)| \chi_{B_{1/5}(y)})(x).
\]

By choosing \( \lambda_0 = 2(C_1 + 3^n) \), we obtain that

\[
\{ x \in B_{1/10}(y) : \mathcal{M}_2(|D^{m} u|)(x) > \lambda_0 \} \leq \{ x \in B_{1/10}(y) : \mathcal{M}_2(|D^{m}(u - v)| \chi_{B_{1/5}(y)})(x) > \lambda_0/2 \}
\]

\[
\leq C \int_{Q_{1/5}(y)} |D^{m}(u - v)|^2 \, dx
\]

\[
\leq C_3 \tilde{\epsilon}|Q_{1/10}(y)|.
\]

We now choose \( \delta \) so that \( C_3 \tilde{\epsilon} < \epsilon \). Hence,

\[
\{ x \in B_{1/10}(y) : \mathcal{M}_2(|\nabla u|)(x) > \lambda_0 \} \leq \epsilon|B_{1/10}(y)|,
\]

which is a contradiction. This completes our proof of this case.
Case 2: $B_{2/5}(y) \subset \Omega$.

In this situation, we can repeat the argument above in which we make use of Proposition 3.4 instead of Proposition 3.9. We omit details here. □

By using the rescaling-argument, we have the following result.

**Proposition 4.2.** For $w \in A_\infty$, there exist a positive constant $\lambda_0 > 0$ so that the following holds true. For any $\epsilon > 0$ there exists $\delta$ such that if $\Omega$ is a $(\delta, R)$ Reifenberg flat domain, the coefficients $\{a_{ij}^{\alpha\beta}\}$ satisfy (2), (3) and the small $(\delta, R)$-BMO condition (7), and $u \in W_0^{m,2}(\Omega, \mathbb{R}^N)$ is a weak solution to the system (1), and if, for some $B_r(y)$, $y \in \Omega$ and $r < R/60$,

$$w\left[B_r(y) \cap \{x : M_2(|D^mu|)(x) > \lambda_0\}\right] \geq \epsilon w(B_r(y)),$$

then

$$\Omega_r(y) \subset \{x : M_2(|D^mu|)(x) > 1\} \cup \{x : M_2(|f|\chi_{\Omega})(x) > \delta\}.$$

**Proof.** Consider the re-scaled functions:

$$\tilde{u}^i(x) = \frac{u^i(rx + y)}{r^{m_i}}, \tilde{a}_{ij}^{\alpha\beta}(x) = a_{ij}^{\alpha\beta}(rx + y), \tilde{f}_i^\alpha(x) = f_i^\alpha(rx + y),$$

for all $i = 1, \ldots, N$ and multi-indices $\alpha$ with $|\alpha| = m_i$. We set $\tilde{\Omega} = \{\frac{x-y}{r} : x \in \Omega\}$. Then we can check that $\tilde{\Omega}$ is a $(\delta, 8)$ Reifenberg flat domain. At this stage, applying Proposition 4.1 to the system (1) with $\tilde{u}$, $\tilde{f}_i^\alpha$, $\tilde{a}_{ij}^{\alpha\beta}$ and the domain $\tilde{\Omega}$ replacing $u$, $f_i^\alpha$, $a_{ij}^{\alpha\beta}$ and the domain $\Omega$, respectively, we finish the proof. □

We are ready to give the proof of the main results.

**Proof of Theorem 2.7.** We first prove that if $|f| \in L_w^{p,q}(\Omega)$ then $|f| \in L^2(\Omega)$ with $p \in (2, \infty)$, $0 < q \leq \infty$ and $w \in A_{p/2}$. Indeed, from the definition of the weighted spaces $L_w^{p,q}(\Omega)$, we have, for $2 < p < \infty$, $0 < q \leq \infty$, $w \in A_\infty$,

$$L_w^{p,q}(\Omega) \subset L_w^{p,\infty}(\Omega) \subset L_w^{p-\sigma}(\Omega), \quad \text{for all } \sigma > 0 \text{ with } p - \sigma > 1. \quad (61)$$

Since $w \in A_{p/2}$, there exists $\sigma > 0$ such that $w \in A_{\frac{p-\sigma}{2}}$. See for example [10]. From this and (61), it suffices to prove that $L_w^s(\Omega) \subset L^2(\Omega)$ with $s > 2$ and $w \in A_{s/2}$. This follows from the following chain of inequalities

$$\left(\int_{\Omega} |g(x)|^2 dx \right)^{1/2} = \left(\int_{\Omega} |g(x)|^2 w^{2/s}(x) w^{-2/s}(x) dx \right)^{1/2} \leq \left(\int_{\Omega} |g(x)|^s w(x) dx \right)^{1/s} \left(\int_{\Omega} w(x)^{-\frac{2}{s-2}} dx \right)^{\frac{s-2}{s}} \leq \|g\|_{L_w^s(\Omega)} \left(w(\Omega)_{A_{s/2}} \frac{|\Omega|}{|\Omega|}\right)^{-1/s},$$

where in the second step we used Hölder’s inequality.
We now turn to the proof of the theorem. Let $\delta$, $\epsilon$ and $\lambda_0$ be as in Proposition 4.2. For $K > 0$, we define $u_K = \frac{u}{K}$ and $f_K = \frac{f}{K}$. We set

$$E = \{x \in \Omega : \mathcal{M}_2(|D^mu_K|)(x) > \lambda_0\}$$

and

$$F = \{x \in \Omega : \mathcal{M}_2(|D^mu_K|)(x) > 1\} \cup \{x \in \Omega : \mathcal{M}_2(|f_K|)(x) > \delta\}.$$

By (5), we have

$$|E| \leq \frac{c}{\lambda_0^2} \int_\Omega |D^mu_K|^2 = \frac{c}{(K\lambda_0)^2} \int_\Omega |D^m u|^2$$

$$\leq \frac{A_1}{(K\lambda_0)^2} \int_\Omega |f|^2.$$

Let $B_0$ be a fixed ball so that $\Omega \subset B_0$. For a fixed $r = R/60$, from Lemma 2.5, there exists a constant $A_2$ so that

$$w(\Omega) \leq w(B_0) \leq w(2B_0) \leq A_2 w(B_r(y)).$$

(62)

for all $y \in \Omega$.

Taking $K = \left[\frac{A_1}{\tilde{\epsilon}|B_0|^{\lambda_0^2}} \int_\Omega |f|^2\right]^{1/2}$, where $\tilde{\epsilon}$ is a constant will be fixed later, then we have

$$|E| \leq \tilde{\epsilon}|B_0|.$$

This, in combination with Lemma 2.5 and (62), implies that

$$w(E) \leq A_3 \tilde{\epsilon}^{kw} w(B_0) \leq A_2 A_3 \tilde{\epsilon}^{kw} w(B_r(y)), \ \forall y \in \Omega,$$

for some constant $A_3 > 0$.

Taking $\tilde{\epsilon}$ so that $A_2 A_3 \tilde{\epsilon}^{kw} < \epsilon$, we get that

$$w(E) \leq \epsilon w(B_r(y)), \ \forall y \in \Omega,$$

which satisfies the condition (a) in Lemma 2.9. The condition (b) in Lemma 2.9 follows immediately from Proposition 4.2. Hence, applying Proposition 4.2 iteratively, we get that following estimate:

$$w\left(\{x \in \Omega : \mathcal{M}_2(|D^mu_K|)(x) > \lambda_0^k\}\right)^{q/p}$$

$$\leq \epsilon_1^{k/p} w\left(\{x \in \Omega : \mathcal{M}_2(|D^mu_K|)(x) > 1\}\right)^{q/p}$$

$$+ \sum_{\ell=1}^k \epsilon_1^{\ell/p} w\left(\{x \in \Omega : \mathcal{M}_2(|f_K|)(x) > \delta \lambda_0^{k-\ell}\}\right)^{q/p},$$

for $k = 1, 2, \ldots$, where $\epsilon_1 = c(n, w)\epsilon$. 

Hence, we have
\[
\sum_{k=1}^{\infty} \lambda_0^{-kq} w \left( \{ x \in \Omega : M_2(|D^m u_K|)(x) > \lambda_0^k \} \right)^{q/p} \\
\leq \sum_{k=1}^{\infty} \epsilon_1^{-qk/p} \lambda_0^{-kq} w \left( \{ x \in \Omega : M_2(|D^m u_K|)(x) > 1 \} \right)^{q/p} \\
+ \sum_{k=1}^{\infty} \lambda_0^{-kq} \sum_{\ell=1}^{k} \epsilon_1^{-q\ell/p} w \left( \{ x \in \Omega : M_2(|f_K|)(x) > \delta \lambda_0^{k-\ell} \} \right)^{q/p} .
\]
Taking \( \epsilon \) small enough so that \( \epsilon_1 \lambda_0^p < 1 \) and then applying Lemma 2.10, we get that
\[
\| M_2(|D^m u_K|) \|_{L^{p,q}_w(\Omega)} \lesssim \| f_K \|_{L^{p,q}_w(\Omega)} + w(\Omega)^{1/p} .
\]
This together with Lemma 2.6 yields
\[
\| |D^m u_K| \|_{L^{p,q}_w(\Omega)} \lesssim \| f \|_{L^{p,q}_w(\Omega)} + w(\Omega)^{1/p} .
\]
This implies
\[
\| |D^m u| \|_{L^{p,q}_w(\Omega)} \lesssim \| f \|_{L^{p,q}_w(\Omega)} + K w(\Omega)^{1/p} .
\]
On the other hand, we have
\[
K = \left[ \frac{A_1}{\epsilon |B_0| \lambda_0^2} \int_{\Omega} |f|^2 \right]^{1/2} \lesssim \left( \int_{B_0} |f| \chi_{\Omega} |^2 \right)^{1/2} \lesssim \inf_{x \in \Omega} \mathcal{M}_2(|f| \chi_{\Omega})(x) .
\]
Hence, for \( \sigma > 0 \) such that \( w \in A_{\frac{p-\sigma}{2}} \), we have
\[
\| |D^m u| \|_{L^{p,q}_w(\Omega)} \lesssim \| f \|_{L^{p,q}_w(\Omega)} + w(\Omega)^{1/p} \inf_{x \in \Omega} \mathcal{M}_2(|f| \chi_{\Omega})(x) \\
\lesssim \| f \|_{L^{p,q}_w(\Omega)} + w(\Omega)^{1/p} \inf_{x \in \Omega} \mathcal{M}_2(|f| \chi_{\Omega})(x) \\
\lesssim \| f \|_{L^{p,q}_w(\Omega)} + \| \mathcal{M}_2(|f| \chi_{\Omega}) \|_{L^{p,q}_w(\Omega)} \\
\lesssim \| f \|_{L^{p,q}_w(\Omega)} + \| |f| \|_{L^{p,q}_w(\Omega)},
\]
where in the last inequality we used (61). This completes the proof. \( \square \)
We now give the proof of Theorem 2.8.

**Proof of Theorem 2.8.** Fix $x_0 \in \Omega$ and $r > 0$. According to Proposition 2 in [6] that for any $\sigma \in (0, 1)$, $(\mathcal{M}(\chi_{B_r(x_0)}))^\sigma \in A_1$.
Choose $\sigma \in (\lambda/n, 1)$. Then for $p \in (2, \infty)$, we have

$$(\mathcal{M}(\chi_{B_r(x_0)}))^\sigma \in A_1 \subset A_{p/2}.$$ 

Hence, Theorem 2.7 tells us that there exists $\delta$ so that

$$\| |D^m u| \|_{L^{p,q}_w (\Omega \cap B_r(x_0))} \lesssim \| f \|_{L^{p,q}_w (\Omega)}, \quad w(x) = (\mathcal{M}(\chi_{B_r(x_0)}))(x)^\sigma.$$ 

We now set

$$S_k(B_r(x_0)) = \begin{cases} B_{2^k r}(x_0) \setminus B_{2^{k-1} r}(x_0), & k \geq 1, \\ B_r(x_0), & k = 0. \end{cases}$$

We now consider two cases:

**Case 1:** $q/p \geq 1$.

We have

$$\| |D^m u| \|_{L^{p,q}_w (\Omega \cap B_r(x_0))}^p \lesssim \sum_{k=0}^{\infty} \left\{ p \int_0^\infty \left[ t^p \int_{\{x \in \Omega \cap S_k(B_r(x_0)): |D^m u(x)| > t\}} (\mathcal{M}(\chi_{B_r(x_0)}))(x)^\sigma \right] \frac{dt}{t} \right\}^{p/q}.$$ 

This, in combination with (63), gives

$$\| |D^m u| \|_{L^{p,q}_w (\Omega \cap B_r(x_0))}^p \lesssim \sum_{k=0}^{\infty} \left\{ p \int_0^\infty \left[ t^p \int_{\{x \in \Omega \cap S_k(B_r(x_0)): |D^m u(x)| > t\}} (\mathcal{M}(\chi_{B_r(x_0)}))(x)^\sigma \right] \frac{dt}{t} \right\}^{p/q}.$$ 

(64)
A simple calculation shows that

\[
(M(\chi_{B_r(x_0)}(x))(x))^{\sigma} \leq \begin{cases} 
1, & x \in S_0(B_r(x_0)) \\
2^{-\sigma n(k-1)}, & x \in S_k(B_r(x_0)), \ k \geq 1.
\end{cases}
\] (65)

Inserting this into (64), we obtain

\[
\| |D^m u|\|_{L^{p,q}(\Omega \cap B_r(x_0))}^p \\
\leq \left\{ p \int_0^\infty \left( t^p |\{ x \in \Omega \cap B_r(x_0) : |f(x)| > t \}| \right)^{q/p} \frac{dt}{t} \right\}^{p/q} \\
+ \sum_{k=1}^\infty 2^{-\sigma n(k-1)} \left\{ p \int_0^\infty \left( t^p |\{ x \in \Omega \cap B_{2^k r}(x_0) : |f(x)| > t \}| \right)^{q/p} \frac{dt}{t} \right\}^{p/q}.
\]

This implies that

\[
r^{-\lambda} \| |D^m u|\|_{L^{p,q}(\Omega \cap B_r(x_0))}^p \\
\leq r^{-\lambda} \left\{ p \int_0^\infty \left( t^p |\{ x \in \Omega \cap B_r(x_0) : |f(x)| > t \}| \right)^{q/p} \frac{dt}{t} \right\}^{p/q} \\
+ \sum_{k=1}^\infty 2^{-\sigma n(k-1)} r^{-\lambda} \left\{ p \int_0^\infty \left( t^p |\{ x \in \Omega \cap B_{2^k r}(x_0) : |f(x)| > t \}| \right)^{q/p} \frac{dt}{t} \right\}^{p/q} \\
\leq \| |f|\|_{L^{p,q;\lambda}(\Omega)}^p + \sum_{k=1}^\infty 2^{-k(n \sigma - \lambda)} \| |f|\|_{L^{p,q;\lambda}(\Omega)}^p \\
\lesssim \| |f|\|_{L^{p,q;\lambda}(\Omega)}^p.
\]

Hence

\[
\| |D^m u|\|_{L^{p,q;\lambda}(\Omega)} \lesssim \| |f|\|_{L^{p,q;\lambda}(\Omega)}.
\]

Case 2: \( q/p < 1 \).

Using the inequality

\[
\left( \sum_{k=0}^\infty a_k \right)^s \leq \sum_{k=0}^\infty a_k^s, \ \text{for all } a_k \geq 0 \text{ and } 0 < s < 1,
\]

and (63), we then argue similarly to the Case 1 to obtain
\[
\|D^m u\|_{L^{p,q}(\Omega \cap B_r(x_0))}^q \leq p \int_0^\infty \left[ t^p \int_{\{x \in \Omega : |D^m u(x)| > t\}} (\mathcal{M}(\chi_{B_r(x_0)})(x))^\sigma \, dx \right]^{q/p} \frac{dt}{t}
\]
\[
\leq p \int_0^\infty \left[ t^p \int_{\{x \in \Omega : |f(x)| > t\}} (\mathcal{M}(\chi_{B_r(x_0)})(x))^\sigma \, dx \right]^{q/p} \frac{dt}{t}
\]
\[
\leq p \int_0^\infty \left[ t^p \int_{\{x \in \Omega \cap S_k(B_r(x_0)) : |f(x)| > t\}} (\mathcal{M}(\chi_{B_r(x_0)})(x))^\sigma \, dx \right]^{q/p} \frac{dt}{t}.
\]
Using (65), we obtain
\[
\|D^m u\|_{L^{p,q}(\Omega \cap B_r(x_0))}^q \leq p \int_0^\infty \left( t^p |\{x \in \Omega \cap B_r(x_0) : |f(x)| > t\}| \right)^{q/p} \frac{dt}{t}
\]
\[
+ \sum_{k=1}^{\infty} 2^{-\sigma q(k-1)/p} \int_0^\infty \left( t^p |\{x \in \Omega \cap B_{2^k r}(x_0) : |f(x)| > t\}| \right)^{q/p} \frac{dt}{t}.
\]
This implies that
\[
r^{-\frac{\lambda q}{p}} \|D^m u\|_{L^{p,q}(\Omega \cap B_r(x_0))}^q \leq r^{-\frac{\lambda q}{p}} \sum_{k=1}^{\infty} 2^{-\sigma q(k-1)/p} \int_0^\infty \left( t^p |\{x \in \Omega \cap B_{2^k r}(x_0) : |f(x)| > t\}| \right)^{q/p} \frac{dt}{t}
\]
\[
\leq \|f\|_{L^{p,q;\lambda}(\Omega)}^q + \sum_{k=1}^{\infty} 2^{-kq(n\sigma - \lambda)/p} \|f\|_{L^{p,q;\lambda}(\Omega)}^q
\]
\[
\lesssim \|f\|_{L^{p,q;\lambda}(\Omega)}^q.
\]
Hence we obtain
\[
\|D^m u\|_{L^{p,q;\lambda}(\Omega)} \lesssim \|f\|_{L^{p,q;\lambda}(\Omega)}. \quad \square
\]
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