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Preface 

The Proceedings of the International Congress of Mathematicians 2002 
(ICM2002), held in Beijing from August 20 to August 28, are published in three 
volumes. 

Volume I contains information on the organization of the Congress including 
a list of the participants, the speeches at the opening and closing ceremonies, and 
the reports on the work of the Fields Medalists and the Nevanlinna Prize Winner as 
the first part, and the Plenary Lectures together with some Invited Lectures which 
have not been included in Volumes II and III as the second part. Volumes II and III 
which contain most of the Invited Lectures were published and distributed to the 
participants at the beginning of the Congress. Since the first part of material must 
be gathered during or after the Congress, Volume I is published several months 
later. 

The electronic version of Volumes I, II and III will be freely available on the 
web as a Math ArXiv overlay at the web page 

h t t p :/ /front.math.ucdavis.edu/ICM2002 
We take this opportunity to express our sincere thanks to all the speakers and 

organizers for their contribution and cooperation. 
We are also very grateful to Higher Education Press for the publication of the 

Proceedings of ICM2002. 

Shanghai, November 2002 LI Tatsien (LI Daqian) 
Fudan University-
Shanghai 200433, China 
Email: dqli@fudan.edu.cn 

mailto:dqli@fudan.edu.cn
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Opening Ceremony 

The opening ceremony of the Congress was held at the Great Hall of People 
on Tuesday, August 20, 2002, staring at 3:00pm. Jiang Zemin, President of the 
People's Republic of China, was present and granted the Fields Medals to two 
Fields Medalists. Here are the speeches at the opening ceremony. 

Jacob Palis 
President of the International Mathematical Union 

Dear Colleagues, Ladies and Gentleman, 
I am greatly honored and pleased to wel

come you all to ICM2002, the 24th Interna
tional Congress of Mathematicians. 

This is in many ways a very special 
Congress. Indeed, it is the first in the new 
Millennium and, therefore, we are bringing the 
dreams of Cantor and Felix Klein, dreamed in 
the late 1900s, into the 21st Century. They 
realized, then, that mathematics was becom
ing too large and diversified a subject and that 
was almost impossible for one person to em
brace, like probably was the case of Monge, Laplace, Lagrange and Gauss, among 
others, at the turn of the 19th Century. Thus, interaction among mathematicians 
both at a national and international level was the clear road for its development. 
Their dream was not only robust in time, but has grown in dimension; mathematics 
has become more and more international, and solidarity across countries has been 
increasing at a fast pace. This is occurring not only at a world basis, particularly-
through the activities of IMU, among which the ICM is a major event, but also 
in regional scenarios, as indicated by the rather recent creations of the European 
Mathematical Society and the Latin American and Caribbean Mathematical Union, 
following that of the African Mathematical Union and of the International Council 
for Industrial and Applied Mathematics. The first two organizations are affiliated 
to IMU, and we have solid relations with the last ones. 

The 24th ICM is also unique because for the first time it is taking place in 
a developing country, and in fact in the fastest growing country in the world at 
present, with a population which is about a fourth of humanity. Per se this makes 
the ICM more inclusive and being inclusive is a basic principle of our Union, as 
also shown by our joint efforts with the Local Organizing Committee in providing 
the opportunity to more than 400 colleagues, young and senior, from less affluent 
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parts of the world, to participate in the Congress. By having the Congress here, we 
are giving our trust to China for its commitment to mathematics and in particular 
to its young talents. But China is also paying a precious tribute to the Union, by 
the presence among us, for the first time in our history, of the highest authority of 
the host country, President Jiang Zemin. About a year and a half ago, he accepted 
our invitation to be in this Opening Ceremony and jointly with us award the Fields 
Medals. In doing so, the President is showing his appreciation for our science and 
its importance to the world of today. We are very confident that the Congress 
here in China will mark a formidable change in the level and scope of activities of 
mathematics in this country: a tree that was planted by S. S. Chern, L. K. Hua 
and K. Feng, as well as by C. H. Gu, W. T. Wu and S. Liao, and more recently S. 
T. Yau and G. Tian, among others. 

This Congress is also a culmination of an intense period of activities in mathe
matics throughout the world, as well as for achieving a certain maturity concerning 
the perspective for its future development. In this respect, besides fundamental re
search, the importance of the interaction of mathematics with other areas of science, 
beyond the classical case of physics, is now largely accepted. Also, more emphasis 
in applications is to be given. Moreover, there should be no division between pure 
and applied mathematics in accordance with Pasteur's beautiful sentence that there 
is no applied science, but applications of science. In terms of activities, we had an 
intense celebration of the Year 2000 as the World Mathematical Year: IMU pub-

The opening ceremony of the ICM2002 



Opening Ceremony 15 

lished a book "Mathematics: Frontiers and Perspectives"; co-sponsored major con
ferences in Europe, Latin America, Africa and Asia, one of them through its Com
mission on Mathematical Instruction, and promoted many mathematical exhibi
tions and events directed to the general public. Such a celebration was part of a 
Declaration made by Jacques-Louis Lions, in Rio de Janeiro, in 1992. 

Unfortunately, I have to register that he, Jürgen Moser and Lion's former 
adviser, the Fields Medallist Laurent Schwartz passed away in the last years. Of 
prime importance in this period, has been the activity of the Union's Committee on 
Electronic Information and Communication and the work of the IMU Commissions 
on Development and Exchanges (CDE), Instruction (ICMI) and History (ICHM). 

The present Congress is also special in other ways. For the first time, the 
IMU General Assembly has elected a woman to its Executive Committee and also 
a Chinese. Furthermore, at this occasion, the mathematical community can com
memorate the creation of two new prizes. The first, called the Gauss Prize for 
Applications of Mathematics is to be jointly awarded once every four years by IMU 
and the German Mathematical Society. The second, in honor of Abel, shall be 
awarded every year by the Norwegian Academy of Sciences: similar to the Nobel 
Prize, it has the potential to change, in years to come, the landscape of mathematics 
in the world scenario of sciences. 

Finally, on behalf of all of us, I wish to express our sincere gratitude to the 
Chinese Institutions that made the Congress possible and most especially to our 
colleagues Zhiming Ma, K.C. Chang, Daqian Li, Weiyue Ding and Ya-xiang Yuan 
for their warm reception and excellent organization. 

Thank you very much. 

The scene of the opening ceremony of the ICM2002 
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Li Lanqing 

Vice Premier of the People's Republic of China 

Respected President Jiang Zemin, Respected IMU 
President Mr. Palis, Distinguished Guests, Ladies 
and Gentlemen: 

Today, mathematicians from all over the world 
are gathering here for the first International Congress 
of Mathematicians in the new millennium. On be
half of President Jiang Zemin and the Chinese gov
ernment, I have the pleasure to extend to you our 
warmest welcome. 

No one could have imagined the extraordinary-
evolution of science and technology over the past cen
tury. Space exploration, nuclear energy, computers 
and information technology, not to mention biologi
cal engineering, are all milestones that mark a new 

era of knowledge for humankind. Our social progress depends on scientific innova
tion, and mathematics is fundamental to science. Mathematics expressed the the
ory of relativity and the quantum mechanics in the early 20th century; since then 
mathematicians has played a vital role in inventing computers, designing space and 
energy programs, and investigating the structure of DNA molecules. Mathematics 
is the language of the universe. 

Mathematical methods are used extensively in economics, medicine, agricul
ture, architecture, arts and all other fields of modern knowledge. As Roger Bacon 
pointed out, mathematics is the key to all branches of science. Today mathematics 
is the keystone of high technology, and, in a sense, the symbol of modern civilization. 
In this light, the Chinese government is especially delighted to see this congress be
ing held in Beijing. As President Jiang Zemin clearly expressed when he met with 
Professor Chern Shing-shen, IMU President Palis and other mathematicians in Oc
tober 2000, "the Chinese government fully supports hosting the 2002 International 
Congress of Mathematicians in Beijing. China wishes to take this opportunity to 
promote math research and education in the country, in an effort to bring them up 
to the world advanced level in the early 21st century and lay a solid foundation for 
the future progress of science and technology in China." 

As a developing country, China is marching on the road toward modernization. 
It has been a century-long pursuit for the Chinese people to revitalize their country-
through development of science and education. This historical process has been even 
further accelerated in the last two decades by reform and opening up policies, as 
both young talents and accomplished experts emerge in great numbers on the inter
national scientific scene. The Chinese government has fully supported all endeavors 
to pursue this development, including a series of programs launched nationwide to 
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promote basic scientific research, especially in mathematics. For example, in the 
past four years, the National Science Foundation of China has doubled its funding 
for mathematics, and the government has allocated thousands of millions of yuan 
to support the Pilot Knowledge Innovation Program in the Chinese Academy of 
Sciences. We are aware that China still has a long way to go before reaching the 
advanced world levels in science and technology. Science knows no boundaries. The 
advancement of science requires peace, stability and cooperation. In this regard, I 
believe that the International Congresses of Mathematicians, with over a hundred 
years of tradition, sets the example. Hosting the 24th Congress in Beijing is a good 
opportunity for Chinese scientists to learn from and to cooperate with their col
leagues abroad. I hope that this congress will mark a new starting point for the 
development of mathematics and science in China. As the first congress ever held 
in a developing country, I also hope that this congress will inspire a new era of 
international cooperation for global scientific community. 

In about 10 minutes' time, the new Fields medallists and the winner of the 
Nevanlinna Prize will be announced and awarded. I would like to take this op
portunity to offer them my sincere congratulations. Their achievements not only 
represent their distinguished contributions to mathematics, but to world coopera
tion and the well-being of all humankind. 

In conclusion, I wish this congress a great success, and all our guests a mem
orable stay in China. 

Thank you! 

* * G f c * * f # f c BEIJING INTERNA 

Beijing International Conference Center 
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Shing-shen Chern 

Honorary President of the ICM2002 

It is my great pleasure to welcome you to this 
gathering. We are in an ancient country that is very-
different from Western Europe where modern mathe
matics started. In 2000, we had a mathematics year, 
an effort to attract more people to math. We now 
have a vast field and a large number of professional 
mathematicians whose major work is mathematics. 
Mathematics used to be individual work. But now 
we have a public. In such a situation a prime duty-
seems to be to make our progress available to the 
people. There is clearly considerable room for pop
ular expositions. I also wonder if it is possible for 
research articles to be produced by a historical and 
popular introduction. The net phenomenon could be 
described as a globalization. It is more than geogra
phical. In recent studies different fields were not only found to have contacts, but 
were merging. We might even foresee a unification of mathematics, including both 
pure and applied, and even the possibility of the emergence of a new Gauss. 

China has a long way to go in modern mathematics. In recent contests of 
the international mathematical Olympiad China has consistently done very well. 
Thus China has begun from the roots and China has the advantage of "number" 
(of people). Hopefully this Congress will be a critical point in the development 
of modern math in China. The great Confucius guided China spiritually for over 
2000 years. The main doctrine is " f ' (pronounced "ren"), meaning two people, 
i.e., human relationship. Modern science has been highly competitive. I think an 
injection of the human element will make our subject more healthy and enjoyable. 
Let us wish that this Congress will open a new era in the future development of 
math. 
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Zhou Guangzhao 

Vice Chairman, Standing Committee of NPC, China 
President of the China Association for Science and Technology-

Ladies and gentlemen, 
Today, we are particularly overjoyed at the 

grand opening of the 24th International Congress of 
Mathematicians. On behalf of the China Association 
for Science and Technology and the Chinese scientific 
community, I would like to express our warmest wel
come to participants from all over the world and our 
sincere congratulations to the newly awarded Fields 
medallists and the winner of Nevalinna Prize. 

The reason of our being particularly overjoyed 
lies primarily on the fact that the subject of this 
Congress is mathematics, which has been respected 
as "the queen of sciences" for its brilliant intellectual 
accomplishments, as suggested by the examples of 
the discovery of Goedel's theorem and the proof of 

the Fermât Last theorem in the last century. Mathematics is also "the servant of 
sciences" as explained by the great German mathematician Gauss when he spoke 
of "the queen of sciences". In the past century the application of mathematics 
witnessed rapid and more exciting development. The highly abstract languages, 
structures, methods and ideas created by mathematicians have been repeatedly-
proven to be universal instruments useful to other fields of science and technology 
and to economic and social development. This truly reflects the marvelous and 
close relations between mathematical theories and the objective world. Just by-
mentioning Riemann geometry and the theory of Relativity, Turing machine and the 
real computers, Radon integral and the CT scanners, we can see that mathematics 
is exerting more and more important influence on the modern civilization and social 
progress. 

China had created glorious scientific and technological achievements in an
cient times before a decline set in some three or four centuries ago. In 1915, the 
first Chinese comprehensive scientific society — "the Chinese Society for Science" 
was founded. Its founders were a group of students studying abroad, including 
a mathematician who was the first Chinese Ph.D. in mathematics. Starting with 
only 180 members at the beginning, the seeds it sowed are blossoming and bearing 
fruits in China today. The reform and opening up policy that China has adopted 
since 1978 has given tremendous impetus to the country's science and education. 
We have built up a well distributed system of research and a network of academic 
societies. Our scientists are working on many frontier projects in various fields. In 
the past 20 years Chinese scientists succeeded in constructing the electron-positron 
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collider, developing large computers and strong laser light sources, breeding hybrid 
rice and determining genetic codes, developing sophisticated word processing sys
tems for Chinese characters, and setting up terrestrial stations for satellite remote 
sensing and nation-wide network for ecology observations. In mathematics, Chinese 
scholars have achieved important results in fields such as number theory, theorem-
proving by computer, differential geometry, topology, complex analysis, probability 
and mathematical statistics, PDE, functional analysis, numerical analysis and con
trol theory and so on. 

Today, we have entered a new age, in which the social development is more 
dependent than ever before on the advancement of knowledge. This situation has 
brought about both opportunities and challenges to the development of science and 
technology in China. We have to work hard to keep pace with science and technology-
development in the world and strive to make greater contributions to the progress 
of human society. Science is an international endeavor, and no nation could be 
successful in isolation. International exchanges and cooperation in mathematics 
is of greater significance. As a universal language of science, mathematics plays 
a unique role in merging diverse cultures on the Earth. A typical example is the 
transmission of the oriental decimal numeration and the Greek geometry in history. 
I hope sincerely that the first International Congress of Mathematicians in the 21st 
century will open a new page in the history of world cultural exchanges. We will 
continue our efforts to promote international cooperation in science and technology. 

In conclusion, I wish the Congress a great success, and hope that you all enjoy 
your stay in Beijing. 

Thank you very much. 

At recess — delegates are finding their own countries' 
locations on a stone terrestrial globe 
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Wu Wen-Tsun 

President of the ICM2002 

Ladies and Gentleman, 
Sixteen years ago I attended as an ob

server on behalf of the Chinese Mathematical 
Society the 10th General Assembly of the In
ternational Mathematical Union in Oakland, 
at which CMS became a member of the IMU. I 
am very happy to see that the cooperation be
tween Chinese mathematicians and the inter
national mathematical community has been 
developing rapidly and fruitfully since then, 
and the inspiring progress is demonstrated to
day by the opening of the 24th ICM in Beijing. 
It is a high privilege and an honor for me to 
extend to you my warmest welcome. 

Our science-mathematics, is an age-old yet evergreen field of human knowledge. 
The vitality of mathematics is, it seems to me, from its dealing with the numerical 
relation and spatial form in the most general sense. Numbers and forms, in the 
final analysis, reflect the most essential characters of things in the actual world. 
It is therefore no strange that the abstract theories and methods investigated by-
mathematicians would pervade almost all fields of science and technology. "Each 
science", as pointed out by Karl Marx, "could be considered to be perfect only if it 
permits the successful application of mathematics". 

Mathematics gives, directly or indirectly, impetus to the development of pro
ductive forces as well. I mention here only one example — the revolutions of the 
communication industry, which would not have been possible without the mathe
matical physics from Gauss to Maxwell, and more recently without Turing and von 
Neumann's ideas of computers. It is therefore not without reasons that Napoleon 
has once said "the advancement and perfection of mathematics are intimately con
nected with the prosperity of the State". I prefer to quote again non-mathematician's 
viewpoint on the value of mathematics to avoid arousing suspicion of mathemati
cians' boast. 

We are at the beginning of a new century. The unique situation of mathe
matics, different from any previous century at the turn, appears to be caused by 
the impact of the computers. Computers provide new tools, raise new problems, 
and allow new applications of mathematics. All that, I believe by my own research 
experience, will make a genuine new century of mathematics. It might be more 
challenging and promising to Chinese mathematicians whose country is struggling 
for transition from a developing society to the information and knowledge-based 
society. 
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Modern mathematics has historical roots of diverse civilizations. Mathematical 
activities in ancient China can be traced back to early time. The major pursuit of 
the ancient Chinese mathematicians was to solve problems expressed in equation. 
Along this line they contributed the decimal place-value numeration, negative and 
irrational numbers, various techniques for solving equations?etc. It is believable 
that ancient Chinese mathematicians had active knowledge exchanges with middle 
Asia and even Europe through the Silk Road. Today we have railways, airlines 
and even information highway instead of the Silk Road, the spirit of Silk Road-
knowledge exchanges and cultural mergence ought to be greatly carried forward. I 
hope that the International Congress of Mathematicians 2002, held for the first time 
in a developing country, will open a glorious new page in the universal cooperation 
of mankind and bring with a prosperous future of our mathematical sciences. 

I wish the Congress a success, wish you all a nice stay in Beijing. 

Entertainment — Peking Opera performance 
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Liu Qi 

Mayor of Beijing 

Dear Delegates, Dear Guests, Ladies and Gentlemen: 
Good afternoon! Today, I feel very honored to 

be present at International Congress of Mathemati
cians 2002. Here, on behalf of Beijing Municipal 
Government and the thirteen million people of the 
city, I would like to extend my sincere congratula
tions to the opening of this congress and express my 
warm welcome to scientists and guests participating 
in the conference. 

ICM is committed to the research in one of 
the most basic disciplines of human knowledge. The 
intellectual fruits achieved in the field by mathemati
cians exert far-reaching influences on the progress of 
science and technology of human society and on the 
development of social culture and people's way of life. The fact that this confer
ence is the first of its kind in the new century and the first session ever held in a 
developing country has given special significance to this meeting. The Municipal 
Government and myself are very pleased to be able to provide support and service 
to the meeting and we wish to present our highest compliments to mathematician 
and their exploration of reason. 

The mathematic tradition in Beijing can be traced back to ancient times. Since 
the end of the nineteenth century, Beijing has played an important role in promot
ing the scientific and cultural exchanges between the east and the west. The city-
has nurtured numerous brilliant mathematicians, from Zhu Shijie in the thirteenth 
century to professor Chen Xingshen who is present here today. Now, Beijing contin
ues to maintain its position as China's major center of mathematic education and 
research. Some two thousand mathematicians from the mathematic departments of 
tens of universities and research institutions such as Chinese Academy of Sciences 
are engaged in the education and high-level research of the field in an all-round way. 
At the same time, they keep extensive and close contacts and cooperate with their 
colleagues from countries and regions around the world. 

Isn't it a pleasure to have friends from afar! The ancient and modern city-
continues its three thousand years history of civilization and composes its ode to 
the 2008 Olympics. We sincerely welcome you to tour around the city during your 
spare time. The city's historical monuments and sites will demonstrate you the 
charm of Chinese culture. The rapid development will bring your thoughts to the 
future of an international metropolis. I hope that all the guests will have a pleasant 
and efficient stay in Beijing and a beautiful memory in your heart. 

May the conference a complete success! Thank you. 
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Ma Zhiming 

Chairman of the Organizing Committee of ICM2002 
President of the Chinese Mathematical Society-

Ladies and Gentlemen, 
After four years of preparation, the 24th 

International Congress of Mathematicians is 
now opening. It is my great honor on behalf 
of the Local Organizing Committee and the 
Chinese Mathematical Society to welcome you 
all to the ICM2002 in Beijing. 

Four years is long for expecting, but 
short for preparing. Since the 13th Gen
eral Assembly of the International Mathemat
ical Union in Dresden in 1998, at which Bei
jing was chosen as the site of ICM2002, Chi
nese mathematical community has been racing 
against time to work for today's ICM2002. 
The first step was the setting up of the Local Organizing Committee in September 
of mathematical 1998, right after the Berlin Congress. The Committee, consisting 
of representatives from Taiwan, Hong Kong and overseas Chinese mathematicians, 
has been cooperating closely with the Executive Committee of IMU to ensure a 
smooth and effective preparation of this Congress. The preparation of the Congress 
is a symphony of international cooperation. I would like to take this opportunity 
to thank colleagues world-wide who have rendered all kinds of help and assistance. 
I am indebted in particular to IMU President Jacob Palis, Past President David 
Mumford, and Secretary Phillip Griffiths for their all-out support. Special thanks 
goes also to my German predecessor Professor Martin Groetschel, whose experiences 
of organizing the Berlin Congress are really helpful to us. The preparation of the 
Congress has won wide social and governmental support in China. The support 
from the government is evidenced by the presence of President Jiang Zemin and 
other Chinese leaders at this opening ceremony. The financial support from the 
Chinese government was even more than expected. The Organizing Committee 
of ICM2002 is grateful to the Chinese ministries and agencies that were listed on 
the slide shown left, the total of their funding is 10 million Chinese yuan, which 
amounts to about 1.2 million US dollars. 

The spirit for the ICM2002 has been high among the Chinese public. Many-
Chinese scholars, teachers, industrialists, and even students were eager to contribute 
not only to help to prepare a successful ICM, but also to make the Congress a new 
start point for development of mathematics in China. Regarding the donations 
only, the Organizing Committee has received contributions of 3 million Chinese 
yuan from universities, industries and individuals. This amount is significant in 
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view of that China is still a developing country. Please watch the slides at left, 
which show the major donors, and I, in the name of the Organizing Committee of 
ICM2002, would like to extend to them our sincere thanks. 

While the financial support is important, the scientific program is always the 
core of the Congress. Thanks to the Program Committee headed by Professor Y. 
Manin and the 19 international panels, the selected 20 plenary lectures and 174 in
vited lectures will, I believe, represent the latest advancement and frontier achieve
ments in our science. The lectures given by the newly awarded Fields medallists 
and winner of the Nevanlinna Prize will of course highlight the scientific program of 
the Congress. On the other hand, more than 1200 short communications and poster 
presentations arranged by the local scientific committee will reflect the widespread 
active participation in the development of mathematics in recent years. 

Up to now, the ICM2002 has 4,270 registered participants from 101 countries 
and regions, among whom 1 percent are from Australia, 3 percent from Africa, 
56 percent from Asia, 16 percent from America, 24 percent from Europe. As the 
ICM held for the first time in a developing country, we see from above statistics 
that the percentage of the participation of mathematicians from developing coun
tries is above 52 percent. The success of the financial program enabled us to make 
good our promise by various means to support financially about 400 scholars from 
developing countries and Eastern Europe (here I should thank the IMU for cov
ering international traveling expenses for approximate 200 participants who are 
young mathematicians from developing countries and mathematicians from East
ern Europe, Africa and Latin America). In addition, the Organizing Committee 
has supported a number of mathematicians from western part of China as well. 

Keeping in mind that it is the first ICM of the 21st century, the Organizing 
Committee has paid due attention to the programs for the general public, and 
considered it to be important for a new information era to attract the public to 
modern mathematics. Public talks on a range of topics and special activities related 
to the Congress were arranged for that purpose. Part of them are shown on the slide, 
among which I would like to mention here two examples: the Juvenile Mathematics 
Forum and the ICM2002 Mathematics Summer Campus, both were organized to 
raise the enthusiasm of young generation to mathematics that may have impact on 
the future of mathematics. 

The 46 satellite conferences form a landscape of ICM2002. The slides show 
the list of satellite conferences, which are distributed geographically over 26 cities in 
different parts of China as well as 6 cities in Japan, Russia, Singapore, South Korea 
and Viet Nam. Almost for each satellite conference there is a story of international 
cooperation, the participation in of a number of Fields medallists, winners of Wolf 
Prize and winners of Nobel Prize made the whole program even more inspiring. 
Though it has been a tradition of ICMs to have a series of satellite conferences, 
the ICM2002 makes the satellite conference program broader in scale and more 
meaningful to a successful ICM. I would like therefore to express my thanks to all 
the local organizers of satellite conferences for their contribution. 

Last but not the least, a few words about the logo of the ICM2002. The 
design was based on a diagram drawn by the 3rd century Chinese mathematician 
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Zhao Shuang to demonstrate Pythagoras theorem that appeared in ancient China 
first in Zhou Dynasty (11th century B.C—3rd century B.C). Some inspirations 
were put in to transform it to our logo. Let me show quickly by the video how 
does it make sense. First, by opening the edge of the outer square and enlarging 
the square inside, it will symbolize that mind of mathematicians are open, and that 
China is open. Next, varying colors make the diagram more like a rotating pinwheel 
to symbolize the hospitality of Beijing people. (Pinwheel is a folk toy which you 
may see children in Beijing's hutong playing with and greeting you: "Welcome, 
welcome!") Welcome to ICM2002, welcome to Beijing. Let us join hands to lift the 
veil of a new epoch of mathematics. I wish the congress a great success, and wish 
you all pleasant stay in Beijing. 

Reception 
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Presentation of the Fields Medals 

President Jiang Zemin granted the 2002 Fields 
Medals to Laurent Lafforgue and Vladimir Voevod-
sky (from left to right: Vladimir Voevodsky, Jiang 
Zeming, Jacob Palis, Laurent Lafforgue) 

Fields Medal 
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Presentation of the Rolf Nevanlinna Prize 

Phillip A. Griffths granted the 2002 Rolf Nevanlinna 
Prize to Madhu Sudan (right) 

Nevanlinna Medal 
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Closing Ceremony 

The closing ceremony of the Congress was held at the Beijing International 
Conference Center on Wednesday, August 28, 2002, staring at 4:30pm. Here are 
the speeches at the closing ceremony. 

Jacob Palis 
President of the International Mathematical Union 

Dear Colleagues, Ladies and Gentlemen, 
At this moment, we are closing one more In

ternational Congress of Mathematicians, the 24th of 
a series that started in 1897 in Zurich in a span of 
more than one hundred years. 

Thus, it's time to try to respond to the ques
tions: Is it worthwhile to have such a comprehensive 
Congress, covering an impressive array of areas of 
mathematics, with 20 plenary talks, 174 invited lec
tures and many short communications? Were the 
lectures well presented in trying to reach a large 
mathematical audience, avoiding technical details 
and in offering an overview of the themes discussed 
and the prospect for research in the future? Is the 
Congress still attractive to a significant number of 
mathematicians from all over the world? Has it been 

organized in a way that led to the presence of a magical atmosphere combining 
friendship and inspiration for creativity in mathematics? 

We have posed so many difficult questions and yet we are absolutely certain 
that the answers are all very positive. Indeed, the echoes from the participants are 
overwhelming: The Congress was one of the best ever. The lectures provided, to a 
large extent, a grand vision of today's mathematics and its prospect for tomorrow. 

About 4,300 colleagues from 101 countries were present, among whom 2,700 
are foreigners. Jointly, IMU and the Local Organizing Committee have supported 
the participation of about 450 foreign mathematicians from developing countries. 
A substantial part of the IMU support came from its Special Development Fund, to 
which the following institutions have contributed in the period 1998-2002: Ameri
can Mathematical Society, Mathematical Society of Japan, London Mathematical 
Society, Brazilian National Research Council, Société Mathématique de France and 
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Wiskundig Genootschap Netherlands. To them we express our best thanks. There
fore, it's time to look to the future with optimism and determination in the pursuit 
of our dreams, in search of beauty in mathematics and its use to well serve society. 

It's time also to warmly thank the Local Organizing Committee for their won
derful job. I wish I could name all 300 volunteers engaged in the organization, but 
I have to content myself in citing only five: Pei Zhuan, Luo Yang, Bao Ying, Li 
Yingjie and Hong Weizhe. As a symbol of the fine administrative support, I want 
to mention Ms Guo Wei. Our highest appreciation goes to President Jiang Ze-min 
for honoring the Congress with his presence at the Opening Ceremony and for co-
awarding the Fields Medals. Hopefully, such a gesture by the highest dignitary of 
the host country may become, from now on, a tradition in the ICMs. Also, to the 
Chinese Institutions for their remarkable support in so many ways. To the Pro
gram Committee, we offer our sincere gratitude for the superb work in their choice 
of speakers. 

Now, I want to finalize my words by presenting the main results of the 14th 
General Assembly that took place in Shanghai and again remarkably well prepared. 

The officers of the International Mathematical Union for 2003-2006 are as 
follows: 

Executive Committee 

President: 
Vice-Presidents: 

Secretary: 
Members at Large: 

John M. Ball 
Jean-Michel Bismut 
Masaki Kashiwara 
Phillip A. Griffiths 
Andrey A. Bolibruch 
Martin Grötschel 
Zhiming Ma 
Ragni Piene 
Mad abusi S. Raghunathan 

United Kingdom 
France 
Japan 
USA 
Russia 
Germany-
China 
Norway-
India 

Ex-officio: Jacob Palis (Past President) Brazil 

Commission on Development and Exchanges (CDE) 

Chair: 
Secretary: 
Members at Large: 

Paulo Domingos Cordaro Brazil 
C. Herbert Clemens USA 
Hajer Bahouri Tunisia 
Graciela L. Boente Boente Argentina 
Shrikrishna G. Dani India 
Gérard Gonzalez-Sprinberg France 
Fazal M. Mahomed South Africa 
Toshikazu Sunada Japan 
Jiping Zhang China 
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International Commission on Mathematical Instruction (ICMI) 

President: Hyman Bass USA 
Vice Presidents: Jill Adler South Africa 

Michèle Artigue France 
Secretary: Bernard R. Hodgson Canada 
Members at Large: Carmen Batanero Spain 

Mary Elizabeth Falk de Losada Colombia 
Nikolai Dolbilin Russia 
Peter Lawrence Galbraith Australia 
Petar Stoyanov Kenderov Bulgaria 
Frederick K.S. Leung Hong Kong 

International Commission on the History of Mathematics (ICHM) 

Members at Large: Jeremy John Gray United Kingdom 
Wenlin Li China 

The Executive Committee also designated the following members for its Com
mittee on Electronic Information and Communications: Pierre Berard (France), 
Jonathan Borwein-Chair (Canada), John Ewing (United States), Martin Gröetschel-
EC representative (Germany), Alejandro J offre (Chile), Peter Michor (Austria), 
David Morrison (United States), and Alf van der Poorten (Australia). 

Various resolutions were voted at the General Assembly. Particularly, I would 
like to mention four of them: 

Resolution 1 
The General Assembly resolves that the next meeting of the General Assembly-

will be held at a time and place conveniently linked to the International Congress 
of Mathematicians in Madrid, Spain, in 2006. 

Resolution 2 
The General Assembly expresses its gratitude to the Organizing Committee 

of ICM2002, chaired by Ma, Zhiming. 
The General Assembly also expresses its gratitude to Li Ta-tsien for his hospi

tality reception and excellent arrangements at General Assembly meeting in Shang
hai. 

Resolution 4 
The General Assembly gives especial thanks to Phillip Griffiths for his excellent 

work as Secretary to the IMU over the last four years assisted by Arlen Hastings 
and Linda Geraci. It also thanks the Institute for Advanced Study (IAS) for its 
generous support of the IMU secretariat over this period. 

Resolution 7 
Notwithstanding these times of heightened tension and security concerns, we 

urge a continuation of scientific exchange and publication. The IMU opposes ef
forts either by governments, organizations, or individuals to restrict contacts and 
interactions in the world mathematical community. Specifically, we oppose holding 
individual mathematicians liable for the actions of their governments. The IMU en
dorses the principles expressed in the Article 5 of the Statutes of the International 
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Council for Science - ICSU, as adopted at the 1998 General Assembly, that reads 
as follows: In pursing its objections in respect of the rights and responsibilities 
of scientists, ICSU, as an international non-governmental body, shall observe and 
actively uphold the principle of the universality of science. This principle entails 
freedom of association and expression, access to data and information, and freedom 
of communication and movement in connection with international scientific activi
ties, without any discrimination on the basis of such factors as citizenship, religion, 
creed, political stance, ethnic origin, race, colour, language, age or sex. ICSU shall 
recognize and respect independence of the internal science policies of its National 
Scientific Members. ICSU shall not permit any of its activities to be disturbed by-
statements or actions of a political nature. 

All the resolutions will be published in the IMU Bulletin. 
Thank you very much. 

Presidents of the IMU: J. Ball and J. Palis 
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John Ball 
President of the IMU for 2003-2006 

Ladies and Gentlemen, Colleagues and Friends, 
It is a great privilege to be elected as the next 

President of IMU and thus to have the opportunity, 
with the new Executive Committee, of helping to in
fluence some of the important developments that will 
affect the mathematical community over the next few 
years. 

It is a particular honour to succeed Jacob Palis, 
who for the last 12 years has held high office in IMU, 
for 8 years as Secretary and since 1999 as President. 
All those who know him will testify to the great en
ergy, dedication and love for the community that he 
has brought to these posts. 

This has been a memorable Congress, and we 
all recognize the very large number of people whose work has contributed to its 
outstanding success, those who served on the various international committees, the 
speakers for the many inspiring lectures, and above all the local organizers from Ma 
Zhiming through to the splendid student volunteers. 

However, I would like to reserve some special words for the President of the 
Congress Professor Chern Shiing Shen. Despite his great age he was instrumental in 
ensuring the strong backing of the Chinese government for the Congress, and in his 
speech at the Opening Ceremony, and at other occasions during the Congress, he 
demonstrated the wisdom, warmth and dignity which are his hallmark. Professor 
Chern had hoped to attend the Closing Ceremony, but could not do so. But I 
am sure that his colleagues will convey to him our appreciation, not only for his 
contributions to this Congress, but also for his remarkable influence on our subject. 

In addition to its traditional tasks, the new Executive Committee has much 
work to do. First there are important issues identified and developed through 
the work of the previous Executive Committee and IMU Committees, such as the 
project to retro-digitize the entire mathematics literature. Second, the General 
Assembly in Shanghai gave strong encouragement to the new Executive Committee 
to examine all the procedures and activities of the Union, and to report back to 
National Committees. And if I can mention one area to which I am personally-
committed, it is to see how IMU can better serve the needs of poorer and developing 
countries. 

I can promise you that we will work hard, and with the help of mathematicians 
everywhere I hope that we will have some progress to report on when we meet again 
in Spain in 2006. 

Thank-you. 
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Carles Casacuberta 
Delegate of the Spanish IMU Committee 

Dear Colleagues, Ladies and Gentlemen, 
On behalf of the Spanish IMU Committee, 

which represents the Spanish mathematical societies, 
I am very pleased to invite you all to the next ICM, 
to be held in Madrid in 2006. The General Assem
bly of the IMU will be held just before, in Santiago 
de Compostela. Madrid is the capital of Spain, and 
Santiago, a UNESCO world heritage site, is in G ali
da, in the northwest corner of the country. 

We are well aware of the amount of work that 
the preparation of these events involves. We have 
been deeply impressed by the commitment of the or
ganizers of the ICM2002 in Beijing, and also by the 
high level of the lectures and presentations. We hope to maintain these standards 
and are lucky to have the backing of the Spanish mathematical community and 
the help of many institutions. His Majesty the King of Spain has expressed his 
support for the venture in a letter that we received last week. Government and local 
authorities are also firmly behind us as we take on the responsibility for organizing 
the next ICM. 

In addition, we plan to seek the cooperation of mathematical societies in Latin 
America. The event will provide an ideal opportunity to strengthen the links be
tween countries and to create new channels for exchanges and joint work. 

We are very grateful to the organizers of this ICM for allowing us to address 
this closing ceremony. Let me say warmheartedly: (Hasta la vista). 
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L. Faddeev 

St. Petersburg Department of Steklov Mathematical Institute 
Russian Academy of Sciences, Russia 

Dear colleagues, 
I think, that I can consider myself as a veteran 

of the International Mathematical Congresses. In
deed, the first one which I attended was the ICM1962 
in Stockholm. At that time Soviet Academy decided 
to include several young researchers in the delegation 
and I was among them. Afterwards I was present on 
almost all ICM-s with exception of Vacouver 1974 
and Helsinki 1978. My main impression here is that 
Beijin 2002 is one of the best Congresses both scien
tifically and organisationally. 

The main idea of the ICM is to confirm the 

unity and universality of Mathematics. This Congress gave a lot of examples of 
this. Take for instance the sections of logic, number theory and algebra. The 
general underlining mathematical structures as well as language, used by speakers, 
were essentially identical. 

I am highly impressed by the support to mathematics and fundamental science 
in genersl here in China. This is a great envy for many of us, coming from countries, 
where science and its needs are neglected. It was nice to realise that Russian 
mathematical school was highly represented here in Beijin. I would like to express 
my deep gratitude to organisers for the generous help, which allowed the presence 
at the Congress of many participants, living now in Russia and other countries of 
the FSU. 

Thank you. 
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Abderrahman Boukricha 
Faculté des Sciences de Tunis 

Speech on behalf of the grantees of the Special Development Funds 

The President of the International Mathematical 
Union, 
The Chairman of the Local Organizing Committee, 
Dear Colleagues, Ladies and Gentleman, 

On behalf of financial grantees to the ICM2002, 
I would like to express our gratitude to the Interna
tional Mathematical Union (IMU) for the travel sup
port as well as The Local Organizing Committee for 
local expenses support. 

We have really enjoyed our stay in Beijing and 

we are particularly grateful for all the exposure to the most recent development 
in various area of the mathematical sciences which reinforce the right way to the 
universal language and the universal knowledge. 

We are also happy about the pleasant atmosphere as well as the friendliness 
and hospitality of the Chinese people. 

Being here has also afforded me the opportunity of informing members of 
the ICM congress about the forthcoming Pan African Congress of Mathematicians 
scheduled to take place in Tunisia in September 2004. 

Thank you very much. 

Outside Door Party 
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Ladies and Gentlemen, Dear colleagues: 
You may remember the last words in my speech 

at the Opening Ceremony: 
"Let us join hands to lift the veil of a new 

epoch of Mathematics. I wish the Congress a great 
success, and wish you all pleasant stay in Beijing." 

At this moment I am very happy to say that 
what we expected has been achieved. As pointed 
out by the previous speakers at this Closing Cere
mony, we have had a great success of the Interna
tional Congress of Mathematicians 2002. I would 
therefore like to take this opportunity to thank all 
the institutions, organizations and individuals who 
have made efforts and contribution to ensure the suc
cess of the Congress. 

First of all, I am grateful to all our participants coming from all over the 
world, your enthusiastic participation offered a major guarantee of the success of 
the Congress. Let me express once again, as I did at the Opening Ceremony, our 
gratitude to the broad social organizations and governmental ministries and to IMU 
for their valuable support, without such support there would have been no success of 
the Congress. Special thanks go also to all our invited speakers for their remarkable 
lectures which represented the latest advancement and frontier achievements in 
our science and marked really a high academic level of our Congress. The three 
public lectures attracted a broad social audience and were of great significance 
to the popularization of mathematics and its applications. Also I would like to 
mention that the short communications and poster presentations arranged by the 
local scientific committee reflected the wide and active development of mathematics 
in recent years. 

I have a long list of Chinese organizations and colleagues whom we should 
appreciate for their contribution towards the success of the Congress. Because of 
the time limitation I could not mention all their names here, but we shall never 
forget their excellent work. 

Let me conclude my speech with sincere thanks to you all again and with best 
wishes for a new golden age of our science of mathematics. 

I declare the 24th International Congress of Mathematicians closed. 
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The Work of Laurent Lafforgue 

Gérard Laumon* 

Laurent Lafforgue has been awarded the Fields Medal for his proof of the 
Langlands correspondence for the full linear groups GLr (r > 1) over function 
fields. 

What follows is a brief introduction to the Langlands correspondence and to 
Lafforgue's theorem. 

1. The Langlands correspondence 
A global field is either a number field, i.e. a finite extension of Q, or a function 

field of characteristic p > 0 for some prime number p, i.e. a finite extension of ¥p (t) 
where ¥p is the finite field with p elements. The global fields constitute a primary-
object of study in number theory and arithmetic algebraic geometry. 

The conjectural Langlands correspondence, which was first formulated by-
Robert Langlands in 1967 in a letter to André Weil, relates two fundamental objects 
which are naturally attached to a global field F: 

- its Galois group Gal(F/F) , where F is an algebraic closure of F , or more 
accurately its motivic Galois group of F which is by definition the tannakian 
group of the tensor category of Grothendieck motives over F, 

- the ring A of adèles of F, or more precisely the collection of Hilbert spaces 
L2(G(F)\G(A)) for all reductive groups G over F. 

Roughly speaking, for any (connected) reductive group G over F, Langlands 
introduced a dual group LG = G x Gal(F/F) , the connected component G of which 
is the complex reductive group whose roots are the co-roots of G and vice versa. 
And he predicted that a large part of the spectral decomposition of the Hilbert 
space L2(G(F)\G(A)), equipped with the action by right translations of G (A), is 
governed by representations of the motivic Galois group of F with values in LG. 

Of special importance is the group G = GL r, the Langlands dual of which 
is simply the direct product L GLr = GLr(C) x Gal(F/F) . Indeed, any complex 
reductive group G may be embedded into GLr(C) for some r. 

*CNRS and Université Paris-Sud, UMR 8628, Mathématique, F-91405 Orsay Cedex, France, 
gerard.laumon@math.u-psud.fr 
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The particular case G = GLi of the Langlands correspondence is the abelian 
class field theory of Teiji Takagi and Emil Artin which was developed in the 1920s 
as a wide extension of the quadratic reciprocity law. 

The Langlands correspondence embodies a large part of number theory, arith
metic algebraic geometry and representation theory of Lie groups. Small progress 
made towards this conjectural correspondence had already amazing consequences, 
the most striking of them being the proof of Fermat's last theorem by Andrew 
Wiles. Famous conjectures, such as the Artin conjecture on L-functions and the 
Ramanujan-Petersson conjecture, would follow from the Langlands correspondence. 

2. Lafforgue's main theorem 
Over number fields, the Langlands correspondence in its full generality seems 

still to be out of reach. Even its precise formulation is very involved. In the 
function field case the situation is much better. Thanks to Lafforgue, the Langlands 
correspondence for G = GL r is now completely understood. 

From now on, F is a function field of characteristic p > 0. We also fix some 
auxiliary prime number l^p. 

As Alexandre Grothendieck showed, any algebraic variety over F gives rise to £-
adic representations of Gal(F/F) on its étale cohomology groups and the irreducible 
£-adic representations of Gal(F/F) are good substitutes for irreducible motives over 
F . Therefore, the Langlands correspondence may be nicely formulated using £-adic 
representations. 

Let r be a positive integer. On the one hand, we have the set Qr of isomorphism 
classes of rank r irreducible £-adic representations of Gal(F/F) the determinant of 
which is of finite order. To each a £ Qr, Grothendieck attached an Eulerian product 
L(a, s) = JJX L,x (a, s) over all the places x of F , which is in fact a rational function of 
p^s and which satisfies a functional equation of the form L(a,s) = e(a,s)L(av, 1—s) 
where <7V is the contragredient representation of a and e (a, s) is some monomial in 
p^s. If a is unramified at a place x, we have 

r 1 
Lx(o-,s) = TT- z - Zip-sdes(x) 

where z\,...,zr are the Frobenius eigenvalues of a at x and deg(ar) is the degree of 
the place x. 

On the other hand, we have the set Ar of isomorphism classes of cuspidal 
automorphic representations of GLr (Â) the central character of which is of finite 
order. Thanks to Langlands' theory of Eisenstein series, they are the building blocks 
of the spectral decomposition of L2(GL r(F)\GL r(Â)). To each n G Ar, Roger 
Godement and Hervé Jacquet attached an Eulerian product L(n, s) = f\x Lx(n, s) 
over all the places x of F , which is again a rational function of p^s, satisfying a 
functional equation L(n,s) = e(ir,s)L(iTv, 1 — s). If n is unramified at a place x, 
we have 

LX{TX,S) = TT- 1 
XJL 1 — ZiP - Zip-sdes(x) 
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where z\,...,zr are called the Hecke eigenvalues of IT at x. 

Theorem (i) (The Langlands Conjecture) There is a unique bijective cor
respondence IT —¥ er (it), preserving L-functions in the sense that Lx(a(ir),s) = 
Lx(n,s) for every place x, between Ar and Qr. 

(ii) (The Ramanujan-Petersson Conjecture) For any IT G Ar and for any place 
x of F where n is unramified, the Hecke eigenvalues z\,..., zr G <CX of n at x are 
all of absolute value 1. 

(iii) (The Deligne Conjecture) Any a G Qr is pure of weight zero, i.e. for 
any place x of F where a is unramified, and for any field embedding i : Qf <^-¥ C, 
the images t ( z i ) , . . . , i(zr) of the Frobenius eigenvalues of a at x are all of absolute 
value 1. 

As I said earlier, in rank r = 1, the theorem is a reformulation of the abelian 
class field theory in the function field case. Indeed, the reciprocity law may be 
viewed as an injective homomorphism with dense image 

F X \A X ^ G a l ( F / F ) a b 

from the idèle class group to the maximal abelian quotient of the Galois group. 
In higher ranks r, the first breakthrough was made by Vladimir Drinfeld in the 

1970s. Introducing the fundamental concept of shtuka, he proved the rank r = 2 
case. It is a masterpiece for which, among others works, he was awarded the Fields 
Medal in 1990. 

3. The strategy 
The strategy that Lafforgue is following, and most of the geometric objets that 

he is using, are due to Drinfeld. However, the gap between the rank two case and 
the general case was so big that it took more than twenty years to fill it. 

Lafforgue considers the £-adic cohomology of the moduli stack of rank r Drin
feld shtukas (see the next section) as a representation of GLr(A) x Gal(F/F) x 
Gal(F/F) . By comparing the Grothendieck-Lefschetz trace formula (for Hecke op
erators twisted by powers of Frobenius endomorphisms) with the Arthur-Selberg 
trace formula, he tries to isolate inside this representation a subquotient which 
decomposes as 

0 7T£gio-(7r)v ®a(n). 

Such a comparison of trace formulas was first made by Yasutaka Ihara in 1967 
for modular curves over Q. Since, it has been extensively used for Shimura varieties 
and Drinfeld modular varieties by Langlands, Robert Kottwitz and many others. 
There are two main difficulties to overcome to complete the comparison: 

- to prove suitable cases of a combinatorial conjecture of Langlands and Diana 
Shelstad, which is known as the Fundamental Lemma, 

- to compare the contribution of the "fixed points at infinity" in the Grothendieck-
Lefschetz trace formula with the weighted orbital integrals of James Arthur 
which occur in the geometric side of the Arthur-Selberg trace formula. 
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For the moduli space of shtukas, the required cases of the Fundamental Lemma 
were proved by Drinfeld in the 1970s. So, only the second difficulty was remaining 
after Drinfeld had completed his proof of the rank 2 case. This is precisely the 
problem that Lafforgue has solved after seven years of very hard work. The proof 
has been published in three papers totalling about 600 pages. 

4. Drinfeld shtukas 

Let X be "the" smooth, projective and connected curve over ¥p whose field of 
rational functions is F . It plays the role of the ring of integers of a number field. 
Its closed points are the places of F . For any such point x we have the completion 
F,x of F at a; and its ring of integers Ox C F,x. 

Let Ö = Y\x Ox C A be the maximal compact subring of the ring of adèles. 
Weil showed that the double coset space 

GL r (F ) \GL r (A) /GL r (0 ) 

can be naturally identified with the set of isomorphism classes of rank r vector 
bundles on X. 

Starting from this observation, with the goal of realizing a congruence relation 
between Hecke operators and Frobenius endomorphisms, Drinfeld defined a rank r 
shtuka over an arbitrary field k of characteristic p as a diagram 

Hecke 

f 

where £, £' and £' are rank r vector bundles on the curve Xf. deduced from X 
by extending the scalars to k, where £ <^-¥ £' is an elementary upper modification 
of £ at some fc-rational point of X which is called the pole of the shtuka, where 
£" ^ £' is an elementary lower modification of £' at some fc-rational point of X 
which is called the zero of the shtuka, and where T£ is the pull-back of £ by the 
endomorphism of Xf. which is the identity on X and the Frobenius endomorphism 
on k. 

Drinfeld proved that the above shtukas are the fc-rational points of an algebraic 
stack over ¥p which is equipped with a projection onto X x X given by the pole 
and the zero. More generally, he introduced level structures on rank r shtukas and 
he constructed an algebraic stack Shtr parametrizing rank r shtukas equipped with 
a compatible system of level structures. This last algebraic stack is endowed with 
an algebraic action of GLr(A) through the Hecke operators. 
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5. Iterated shtukas 

The geometry at infinity of the moduli stack Shtr is amazingly complicated. 
The algebraic stack Shtr is not of finite type and one needs to truncate it to ob
tain manageable geometric objects. Bounding the Harder-Narasimhan polygon of 
a shtuka, Lafforgue defines a family of open substacks (Sht^p)p which are all of 
finite type and whose union is the whole moduli stack. But in doing so, he loses 
the action of the Hecke operators which do not stabilize those open substacks. 

In order to recover the action of the Hecke operators, Lafforgue enlarges Shtr 

by allowing specific degenerations of shtukas that he has called iterated shtukas. 
More precisely, Lafforgue lets the isomorphism (p : T£ ~ > £" appearing in 

the definition of a shtuka, degenerate to a complete homomorphism T£ =$• £", i.e. 
a continuous family of complete homomorphisms between the stalks of the vector 
bundles T£ and £". 

Let me recall that a complete homomorphism V =$• W between two vector 
spaces of the same dimension r is a point of the partial compactification Hóm(V, W) 
of Isom(V, W) which is obtained by successively blowing up the quasi-affine variety 
Hom(V, W) — {0} along its closed subsets 

{/ G Hom(V,W0 - {0} | rank(/) < »} 

for z = 1 , . . . , r — 1. If V = W is the standard vector space of dimension r, the 
quotient of Hóm(V, W) by the action of the homotheties is the Procesi-De Concini 
compactification of PGL r . 

In particular, Lafforgue obtains a smooth compactification, with a normal 
crossing divisor at infinity, of any truncated moduli stack of shtukas without level 
structure. 

6. One key of the proof 

Lafforgue proves his main theorem by an elaborate induction on r. Compared 
to Drinfeld's proof of the rank 2 case, a very simple but crucial novelty in Lafforgue's 
proof is the distinction in the £-adic cohomology of Shtr between the r-negligible part 
(the part where all the irreducible constituents as Galois modules are of dimension 
< r) and the r-essential part (the rest). Lafforgue shows that the difference between 
the cohomology of Shtr and the cohomology of any truncated stack Sht^ p is r-
negligible. He also shows that the cohomology of the boundary of Slit- is r-
negligible. Therefore, the r-essential part, which is defined purely by considering 
the Galois action and which is naturally endowed with an action of the Hecke 
operators, occurs in the £-adic cohomology of any truncated moduli stack Sht^ p 

and also in their compactifications. 

At this point, Lafforgue makes an extensive use of the proofs by Richard Pink 
and Kazuhiro Fujiwara of a conjecture of Deligne on the Grothendieck-Lefschetz 
trace formula. 



96 Gérard Laumon 

7. Compactification of thin Schubert cells 
In proving the Langlands conjecture for functions fields, Lafforgue tried to 

construct nice compactifications of the truncated moduli stacks of shtukas with 
arbitrary level structures. A natural way to do that is to start with some nice 
compactifications of the quotients of PGL"+ 1 / P G L r for all integers n > 1, and to 
apply a procedure similar to the one which leads to iterated shtukas. 

Lafforgue constructed natural compactifications of PGL"+ 1 / P G L r . In fact, 
he remarked that PGL"+ 1 / PGL r is the quotient of GL"+ 1 / GLr by the obvious 
free action of the torus G^+1 /Gm and that GL"+ 1 / GL r may be viewed as a thin 
Schubert cell in the Grassmannian variety of r-planes in a r(n + l)-dimensional 
vector space. And, more generally, he constructed natural compactifications of all 
similar quotients of thin Schubert cells in the Grassmannian variety of r-planes in 
a finite-dimensional vector space. 

Let me recall that thin Schubert cells are by definition intersections of Schubert 
varieties and that Israel Gelfand, Mark Goresky, Robert MacPherson and Vera 
Serganova constructed natural bijections between thin Schubert cells, matroids and 
certain convex polyhedra which are called polytope matroids. 

For n = 1 and arbitrary r, Lafforgue's compactification of PGL^ / PGL r coin
cides with the Procesi-De Concini compactification of PGL r . It is smooth with a 
normal crossing divisor at infinity. 

For n = 2 and arbitrary r, Lafforgue proves that his compactification of 
PGLy / PGL r is smooth over a toric stack, and thus can be desingularized. 

For n > 3 and r > 3, the geometry of Lafforgue's compactifications is rather 
mysterious and not completely understood. 

Gerd Faltings linked the search of good local models for Shimura varieties 
in bad characteristics to the search of smooth compactifications of Gn+1 jG for a 
reductive group G. He gave another construction of Lafforgue's compactifications 
of PGL"+ 1 / PGL r and he succeeded in proving that Lafforgue's compactification 
of PGL"+ 1 / PGL r is smooth for r = 2 and arbitrary n. 

8. Conclusion 
I hope that I gave you some idea of the depth and the technical strength of 

Lafforgue's work on the Langlands correspondence for which we are now honoring 
him with the Fields Medal. 
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The Work of Vladimir Voevodsky 

Christophe Soulé* 

Vladimir Voevodsky was born in 1966. He studied at Moscow State University 
and Harvard university. He is now Professor at the Institute for Advanced Study-
in Princeton. 

Among his main achievements are the following: he defined and developed 
motivic cohomology and the A1-homotopy theory of algebraic varieties; he proved 
the Milnor conjectures on the FJ-theory of fields. 

Let us state the first Milnor conjecture. Let F be a field and n a positive 
integer. The Milnor K-group of F is the abelian group Kff(F) defined by the 
following generators and relations. The generators are sequences {cti , . . . , an} of n 
units a, G F*. The relations are 

{en, . . . , ak-i,xy, ak+1,. ..,an} 

= {cti,... ,ak-i,x, ctfc+i,... ,an\ + {cti,... ,a,k-i,y,a,k+i, • • •,««} 

for all cii,x,y G F*, 1 < k < n, and the Steinberg relation 

{en, . . . , x , . . . , 1 - x , . . . , an} = 0 

for all a, G F* and l e F - f O , 1}. 
On the other hand, let F be an algebraic closure of F and G = Gal(F/F) the 

absolute Galois group of F , with its profinite topology. The Galois cohomology of 
F with Z/2 coefficients is, by definition, 

Hn(F, Z /2 ) = Continuous (C) Z /2) . 

Theorem 1. (Voevodsky 1996 [5]) Assume 1/2 G F and n > 1. The Galois 
symbol 

K : K?(F)/2K!f(F) -+ Hn(F,Z/2) 

is an isomorphism. 

*CNRS and Institut des Hautes Etudes Scientifiques, 35, route de Chartres, 91440 Bures-sur-
Yvette, France. 
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This was conjectured by Milnor in 1970 [1]. When n = 2, Theorem 1 was 
proved by Merkurjev in 1983. The case n = 3 was then solved independently by 
Merkurjev-Suslin and Rost. 

There exists also a Galois symbol on Kff(F)/pKff(F) for any prime p in
vertitile in F . When n = 2 and F is a number field, Tate proved that it is an 
isomorphism. In 1983 Merkurjev and Suslin proved that it is an isomorphism when 
n = 2 and F is any field. Both Voevodsky and Rost have made a lot of progress 
towards proving that, for any F , any n > 0 and any p invertitile in F , the Galois 
symbol is an isomorphism. 

The map hn in Theorem 1 is defined as follows. When n = 1, we have 
Kf(F) = F* and H1(F,Z/2) = Hom(G,Z/2). The map 

ÌH : F*/(F*)2 -> Hom(G,Z/2) 

maps a G F* to the quadratic character \a defined by 

Xa(g) = g(y/a)/y/ä= ±1 

for any g £ G and any square root s/a of a in F . That h\ is bijective is a special 
case of Kummer theory. When n > 2, we just need to define hn on the generators 
{cti,... ,an} of Kff(F). It is given by a cup-product: 

/ i n ({a i , . . . , a n }) = Xoi U---UXo„ • 

The fact that hn is compatible with the Steinberg relation was first noticed by Bass 
and Tate. 

Theorem 1 says that Hn(F, Z/2) has a very explicit description. In particular, 
an immediate consequence of Theorem 1 and the definition of hn is the following 

Corollary 1. The graded Z/2-algebra H4f f" (F , Z/2) is spanned by elements 
n>0 

of degree one. 

This means that absolute Galois groups are very special groups. Indeed, it is 
seldom seen that the cohomology of a group or a topological space is spanned in 
degree one. 

Corollary 2. (Bloch) Let X be a complex algebraic variety and 
a G Hn(X(C), Z) a class in its singular cohomology. Assume that 2a = 0. Then, 
there exists a nonempty Zariski open subset U C X such that the restriction of a 
to U vanishes. 

If Theorem 1 was extended to Kff(F)/pKff(F) for all n and p, Corollary 2 
would say that any torsion class in the integral singular cohomology of X is sup
ported on some hypersurface. (Hodge seems to have believed that such a torsion 
class should be Poincaré dual to an analytic cycle, but this is not always true.) 
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With Orlov and Vishik, Voevodsky proved a second conjecture of Milnor re
lating the Witt group of quadratic forms over F to its Milnor FJ-theory [3]. 

A very serious difficulty that Voevodsky had to overcome to prove Theorem 1 
was that, when n = 2, Merkurjev made use of the algebraic FJ-theory of conies over 
F , but, when n > 2, one needed to study special quadric hypersurfaces of dimension 
2«-i _ i. And it is quite hard to compute the algebraic FJ-theory of varieties of 
such a high dimension. Although Rost had obtained crucial information about the 
FJ-theory of these quadrics, this was not enough to conclude the proof when n > 3. 
Instead of algebraic FJ-theory, Voevodsky used motivic cohomology, which turned 
out to be more computable. 

Given an algebraic variety X over F and two integers p,q G Z, Voevodsky 
defined an abelian group Hp'q(X,Z), called motivic cohomology. These groups are 
analogs of the singular cohomology of CW-complexes. They satisfy a long list of 
properties, which had been anticipated by Beilinson and Lichtenbaum. For example, 
when n is a positive integer and X is smooth, the group 

ff2"'"(X,Z) = CH"(X) 

is the Chow group of codimension n algebraic cycles on X modulo linear equivalence. 
And when X is a point we have 

Hn'n(point) = Kff(F). 

It is also possible to compute Quillen's algebraic K-theory from motivic cohomology. 
Earlier constructions of motivic cohomology are due to Bloch (at the end of the 
seventies) and, later, to Suslin. The way Suslin modified Bloch's definition was 
crucial to Voevodsky's approach and, as a matter of fact, several important papers 
on this topic were written jointly by Suslin and Voevodsky [4, 7]. There exist 
also two very different definitions of Hp'q(X,Z), due to Levine and Hanamura; 
according to the experts they lead to the same groups. But it seems fair to say that 
Voevodsky's approach to motivic cohomology is the most complete and satisfactory-
one. 

A larger context in which Voevodsky developed motivic cohomology is the 
A1-homotopy of algebraic manifolds [6], which is a theory of "algebraic varieties 
up to deformations", developed jointly with Morel [2]. Starting with the category 
of smooth manifolds (over a fixed field F) , they first embed this category into the 
category of Nisnevich sheaves, by sending a given manifold to the sheaf it represents. 
A Nisnevich sheaf is a sheaf of sets on the category of smooth manifolds for the 
Nisnevich topology, a topology which is finer (resp. coarser) than the Zariski (resp. 
étale) topology. Then Morel and Voevodsky define a homotopy theory of Nisnevich 
sheaves in much the same way the homotopy theory of CW-complexes is defined. 
The parameter space of deformations is the affine line A 1 instead of the real unit 
interval [0,1]. Note that, in this theory there are two circles (corresponding to the 
two degrees p and q for motivic cohomology)! The first circle is the sheaf represented 
by the smooth manifold A 1 — {0} (indeed, C — {0} has the homotopy type of a 
circle). The second circle is A1 /{0,1} ( note that R/{0,1} is a loop). The latter 
is not represented by a smooth manifold. But, if we identify 0 and 1 in the sheaf 
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of sets represented by A 1 we get a presheaf of sets, and A1 /{0,1} can be defined 
as the sheaf attached to this presheaf. This example shows why it was useful to 
embed the category of algebraic manifolds into a category of sheaves. 

It is quite extraordinary that such a homotopy theory of algebraic manifolds ex
ists at all. In the fifties and sixties, interesting invariants of differentiable manifolds 
were introduced using algebraic topology. But very few mathematicians anticipated 
that these "soft" methods would ever be successful for algebraic manifolds. It seems 
now that any notion in algebraic topology will find a partner in algebraic geometry. 
This has long been the case with Quillen's algebraic FJ-theory, which is precisely-
analogous to topological FJ-theory. We mentioned that motivic cohomology is an 
algebraic analog of singular cohomology. Voevodsky also computed the algebraic 
analog of the Steenrod algebra, i.e. cohomological operations on motivic cohomol
ogy (this played a decisive role in the proof of Theorem 1). Morel and Voevodsky 
developed the (stable) A1-homotopy theory of algebraic manifolds. Voevodsky de
fined algebraic cobordism as homotopy classes of maps from the suspension of an 
algebraic manifold to the classifying space MGL. There is also a direct geometric 
definition of algebraic cobordism, due to Levine and Morel (see Levine's talk in 
these proceedings), which should compare well with Voevodsky's definition. And 
the list is growing: Morava FJ-theories, stable homotopy groups of spheres, etc. . . 

Vladimir Voevodsky is an amazing mathematician. He has demonstrated an 
exceptional talent for creating new abstract theories, about which he proved highly 
nontrivial theorems. He was able to use these theories to solve several of the main 
long standing problems in algebraic FJ-theory. The field is completely different after 
his work. He opened large new avenues and, to use the same word as Laumon, he 
is leading us closer to the world of motives that Grothendieck was dreaming about 
in the sixties. 
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On the Work of Madhu Sudan: 
the 2002 Nevalinna Prize Winner 

Shafi Goldwasser* 

1. Introduction 
Madhu Sudan's work spans many areas of computer science theory including 

computational complexity theory, the design of efficient algorithms, algorithmic 
coding theory, and the theory of program checking and correcting. 

Two results of Sudan stand out in the impact they have had on the math
ematics of computation. The first work shows a probabilistic characterization of 
the class NP - those sets for which short and easily checkable proofs of member
ship exist, and demonstrates consequences of this characterization to classifying the 
complexity of approximation problems. The second work shows a polynomial time 
algorithm for list decoding the Reed Solomon error correcting codes. 

This short note will be devoted to describing Sudan's work on probabilistically-
checkable proofs - the so called PCP theorem and its implications. We refer the 
reader to [29, 30] for excellent expositions on Sudan's breakthrough work on list 
decoding, and its impact on the study of computational aspects of coding theory as 
well as the use of coding theory within complexity theory. 

Complexity theory is concerned with how many resources such as time and 
space are required to perform various computational tasks. Computational tasks 
arise in classical mathematics as well as in the world of computer science and en
gineering. Examples of what we may call a computational task include finding a 
proof for a mathematical theorem, automatic verification of the correctness of a 
given mathematical proof, and designing algorithms for transmitting information 
reliably through a noisy channel of communication. Defining what is a 'success' 
when solving some of these computational tasks is still a lively and important part 
of research in this stage of development of complexity theory. 

A large body of Sudan's work, started while he was working on his PhD the
sis, addresses the automatic verification of the correctness of mathematical proofs. 
Many issues come up: how should we encode a mathematical proof so that a com
puter can verify it, which mathematical statements have proofs which can be quickly-
verified, and what is the relation between the size of the description of the theorem 
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and the size of its shortest proof which can be quickly verified. The work of Sudan 
sheds light on all of these questions. 

2. Efficient proof checking 

Let us start with the classic notion of efficiently checkable proofs, which goes 
back to the early days of computer science in the early seventies when the NP class 
was defined [8, 25]. 

Definition 1 The class NP consists of those sets L c {0,1}* for which there exists 
polynomial time verification algorithm VL and polynomial p such that x G L if and 
only if there exists a yx G {0, 1}P(IXD which makes Vt(x,yx) = TRUE. We call VL 

the NP-verifier for the language L G NP, and yx the NP-witness for x in L. 

One example of L G NP is the set of pairs (G, k) where k G Z and G is a graph 
which contain a complete subgraph on k vertices - the so called CLIQUE problem. 
The NP-witness for pair (G, k) G CLIQUE is the complete subgraph in G of size k. 
Another example is the set of all logical formulas for which a truth assignment to 
its Boolean variables exists which makes it true - the SATISFIABILITY problem. 
The NP-witness for a logical formula <j> is a particular setting of its variables which 
make the formula satisfiable. Graphs, logical formulas, and truth assignments can 
all be encoded as binary strings. 

3. Probabil is t ic checking of proofs 

In the eighties, extensions of the notion of an efficiently verifiable proof were 
proposed to address issues arising in disciplines involving interactive computation 
such as cryptography. The extensions incorporate the idea of using randomness 
in the verification process and allow a negligible probability of error to be present 
in the verification process. Variants of probabilistic proof systems include inter
active proofs [16], public-coin interactive proofs [3], computational arguments [4], 
CS-proofs [26], Holographic proofs [6], multi-prover interactive proofs [7], memo-
ryless oracles [14], and probabilistically checkable proofs [10, 2]. The latter three 
definitions are equivalent to each other although each was introduced under a dif
ferent name. 

By the early nineties probabilistically checkable proofs proofs were generally-
accepted as the right extension for complexity theoretic investigations. The class 
PCP of sets for which membership can be checked by "probabilistically checkable 
proofs" is defined as follows. 

Definition 2 Let L c {0,1}*. For L in PCP, there exists a probabilistic polynomial 
time verification algorithm VL 

• ifxGL, then there exists a Ox G {0,1}* such that Prob^'2* (x) = TRUE] > 
1 

• ifx$L, then for all Ox G {0,1}*, Prob[V[}" (x) = TRUE] < \. 



On the Work of Madhu Sudan: the 2002 Nevalinna Prize Winner 107 

The probabilities above are taken over the probabilistic choices of the verification 
algorithm VL- The notation VL " means that VL does not receive Ox as an input 
but rather can read individual bits in Ox by specifying their locations explicitly. We 
call VL the PGP-verifier for L G PCP, and Ox the PGP-witness for x in L. 

A few comments are in order. 
For each bit of Ox read, we charge VL for the time it takes to write down the 

address of the bit to be read. The requirement that VL runs in polynomial time 
implies then that the length of the PCP-witness for x is bounded by an exponential 
in |x|. 

A verifier may make an error and accept incorrectly, but the probability of this 
event can be made exponentially (in |x|) small by running a polynomial number of 
independent executions of VL and accepting only if all executions accept. In light 
of the above, we argue that probabilistically checkable proofs capture what we want 
from any efficiently checkable proof system: correct statements are always accepted, 
incorrect statement are (almost) never accepted, and the verification procedure 
terminates quickly. 

Are probabilistically checkable proofs more powerful than the deterministic 
NP style proofs? Developments made in a sequence of beautiful papers [32, 24, 5], 
finally culminated in the result of Babai et. al. [5] showing that indeed PCP = 
NEXPTIME.1 By the separation of the non-deterministic time hierarchy, it is 
known that NP is strictly contained in NEXPTIME. Thus indeed, the proba
bilistic checking of proofs is more powerful than the classical deterministic one (at 
least when the verifier is restricted to polynomial time). 

Soon after the power of PCP verifiers was characterized, a finer look was 
taken at the resources PCP verifiers use. Two important resources in classifying 
the complexity of language L were singled out [10]: the amount of randomness used 
by the PCP verifier and the number of bits it reads from the PCP-witness (the 
latter number is referred to as the query size of VL)-

Definition 3 Let PCP(r(n),q(nj) denote class of sets L G PCP for which there 
exists a PCP verifier for L which on input x G {0,1}" uses at most 0(r(nj) random 
bits and reads at most 0(q(nj) bits of the witness oracle Ox.

 2 

Obviously, NP c PCP(0, licn
c) as an NP verifier is simply a special case of 

the PCP verifier which does not use any randomness. Starting with scaling down 
the result of [5] it was shown (or at least implied ) in a sequence of improvements 
[6, 10, 2] that NP c PCP(logn,poly(lognj). These results successively lowered 
the number of bits that the PCP- verifier needs to read from the PCP-witness, but 
it seemed essential for the correctness of the verification procedure that this number 
should be a function which grows with the size of the input. 

In the eighties, extensions of the notion of an efficiently verifiable proof were 
proposed to address issues arising in disciplines involving interactive computation 

1 The class NEXPTIME is defined exactly in the same manner as NP except that the verifier 
Vi, has exponential time and the witness may be exponentially long. 

20(g(n) = cf(n) s.t. there exists a constant c such that g(n) < cf(n) for all n sufficiently 
large} 
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such as cryptography. The extensions incorporate the idea of using randomness 
in the verification process and allow a negligible probability of error to be present 
in the verification process. Variants of probabilistic proof systems include inter
active proofs [16], public-coin interactive proofs [3], computational arguments [4], 
CS-proofs [26], Holographic proofs [6], multi-prover interactive proofs [7], memo-
ryless oracles [14], and probabilistically checkable proofs [10, 2]. The latter three 
definitions are equivalent to each other although each was introduced under a dif
ferent name. 

By the early nineties probabilistically checkable proofs proofs) were generally-
accepted as the right extension for complexity theoretic investigations. The class 
PCP of sets for which membership can be checked by "probabilistically checkable 
proofs" is defined as follows. 

Definition 4 Let L c {0,1}*. For L in PCP, there exists a probabilistic polynomial 
time verification algorithm VL 

• ifxGL, then there exists a Ox G {0,1}* such that Prob^'2* (x) = TRUE] > 
1 

• ifx$L, then for all Ox G {0,1}*, Prob[V[}" (x) = TRUE] < §. 

The probabilities above are taken over the probabilistic choices of the verification 
algorithm VL- The notation VL * means that VL does not receive Ox as an input 
but rather can read individual bits in Ox by specifying their locations explicitly. We 
call VL the PCP-verifier for L G PCP, and Ox the PCP-witness for x in L. 

A few comments are in order. 
For each bit of Ox read, we charge VL for the time it takes to write down the 

address of the bit to be read. The requirement that VL runs in polynomial time 
implies then that the length of the PCP-witness for x is bounded by an exponential 
in |x|. 

A verifier may make an error and accept incorrectly, but the probability of this 
event can be made exponentially (in |x|) small by running a polynomial number of 
independent executions of VL and accepting only if all executions accept. In light 
of the above, we argue that probabilistically checkable proofs capture what we want 
from any efficiently checkable proof system: correct statements are always accepted, 
incorrect statement are (almost) never accepted, and the verification procedure 
terminates quickly. 

Are probabilistically checkable proofs more powerful than the deterministic 
NP style proofs? Developments made in a sequence of beautiful papers [32, 24, 5], 
finally culminated in the result of Babai et. al. [5] showing that indeed PCP = 
NEXPTIME.3 By the separation of the non-deterministic time hierarchy, it is 
known that NP is strictly contained in NEXPTIME. Thus indeed, the proba
bilistic checking of proofs is more powerful than the classical deterministic one (at 
least when the verifier is restricted to polynomial time). 

3 The class NEXPTIME is defined exactly in the same manner as NP except that the verifier 
Vi, has exponential time and the witness may be exponentially long. 
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Soon after the power of PCP verifiers was characterized, a finer look was 
taken at the resources PCP verifiers use. Two important resources in classifying 
the complexity of language L were singled out [10]: the amount of randomness used 
by the PCP verifier and the number of bits it reads from the PCP-witness (the 
latter number is referred to as the query size of VL)-

Definition 5 Let PCP(r(n),q(nj) denote class of sets L G PCP for which there 
exists a PCP verifier for L which on input x G {0,1}" uses at most 0(r(nj) random 
bits and reads at most 0(q(nj) bits of the witness oracle Ox.

 4 

Obviously, NP c PCP(0, licn
c) as an NP verifier is simply a special case of 

the PCP verifier which does not use any randomness. Starting with scaling down 
the result of [5] it was shown (or at least implied ) in a sequence of improvements 
[6, 10, 2] that NP c PCP(logn,poly(lognj). These results successively lowered 
the number of bits that the PCP verifier needs to read from the PCP-witness, but it 
seemed essential for the correctness of the verification procedure that this number 
should be a function which grows with the size of the input. 

4. The P C P theorem 
In a breakthrough, which has since become known as the PCP theorem, Sudan 

and his co-authors characterized the class NP exactly in terms of PCP. They 
showed that NP contains exactly those languages in which a FCF-verifier can 
verify membership using only a constant query size and using logarithmic (in the 
instance size) number of coins. More over, there exists a polynomial time procedure 
to transform an iVF-witness of x in L into a PCP-witness of x in L. 

Theorem 6 [1] NP = PCP{\ogn, 1) 

On an intuitive level, the PCP theorem says that there exist a probabilistic 
verifier for proofs of mathematical assertions which can look only at a constant 
number of bit positions at the proof and yet with some positive probability catch 
any mistake made in a fallacious argument. 

The proof of the PCP theorem is deep, beautiful, and quite complex. It brings 
together ideas from algebra, error correcting codes, probabilistic computation, and 
program testing. 

Although the PCP theorem establishes a complexity result, its proof is algo
rithmic in nature, as it is a transformation of an NP-witness and a deterministic 
NP-verifier for L G NP into a PCP-witness and an PCP-verifier for L. As such 
it uses methods from the design of computer algorithms and the design of error 
correcting codes. Several excellent expositions of the proof appeared [28]. 

In a very strong sense, the act of transforming an NP witness into a PCP 
witness is similar to transforming a message into an error correcting code word. 
The analogy being that a code word is an encoding of a message which enables 

40(g(n) = cf(n) s.t. there exists a constant c such that g(n) < cf(n) for all n sufficiently 
large} 
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error detection in spite of noise injected by an adversary, and a PCP witness is an 
encoding of a proof which enables detection with high probability of an error in 
spite the best efforts to hide it made by a cheating pretend-to-be prover. 

Yet, the act of classic decoding of a code word is very different than the act 
of checking the correctness of a PCP witness . Whereas in error correcting codes 
one attempts to recover the entire original message from the corrupted code word if 
too much noise has not occurred; here we only want to verify that the PCP-witness 
is a proper encoding of a valid NP-witness (of the same fact) which would have 
convinced an NP-verifier to accept. It suffices to read only a constant number of bit 
positions to achieve the latter task, whereas the decoding task depends on reading 
the entire code word. 

One of the subsequent contributions of Sudan, involves constructing a new 
type of locally testable codes [11, 17]. Locally testable codes are error-correcting 
codes for which error detection can be made with probability proportional to the 
distance of the non-codeword from the code, based on reading only a constant 
number of (random) symbols from the received word. A related concept is that of 
locally decodable codes [23, 18] which are error correcting codes which may enable 
recovery of part of the message (rather than the entire message) by reading only-
part of the corrupted code word. 

5. P C P and hardness of approximation 
The intellectual appeal of the PCP theorem statement is obvious. What is 

much less obvious and what has been the main impact of the PCP theorem is its 
usefulness in proving NP hardness of many approximate versions of combinato
rial optimization problems. A task which alluded the theoretical computer science 
community for over twenty years. 

Shortly after the class NP and the companion notion of an iVF-complete and 
NP-hard problems5 were introduced, Karp illustrated its great relevance to combina
torial optimization problems in his 1974 paper [22], He showed that a wide collection 
of optimization problems ( including the minimum travelling salesman problem in a 
graph, integer programming, minimum graph coloring and maximum graph clique 
suitably reformulated as language membership problems) are NP-complete. Proving 
that a problem is NP-complete is generally taken to mean that they are intrinsically-
intractable as otherwise NP = P. 

In practice this means there is no point in wasting time trying to devise efficient 
algorithms for NP-complete problems, as none exists (again if NP ^ P). Still these 
problems do come up in applications all the time, and need to be addressed. The 
question is, how? Several methods for dealing with NP-completeness arose in the 
last 20 years. 

One technique is to devise algorithms which provably work efficiently for par
ticular input distribution on the instances ( "average" instances ) of the NP-complete 

5A set is A/'T'-hard if any efficient algorithm for it, can be used to efficiently decide every other 
set in MV. An NP set which is NP-hard is called NP-complete. By definition, every A/'T'-complete 
language is as hard to compute as any other. 
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problems. It is not clear however how to determine whether your application pro
duces such input distribution. 

Another direction has been to devise approximation algorithms. We say that 
an approximation algorithm «-approximates a maximization problem if, for every 
instance, it provably guarantees a solution of value which is at least ^ of the value 
of an optimal solution; an approximation algorithm is said to «-approximate a 
minimization problem if it guarantees a solution of value at most a of the value of 
an optimal solution. 

Devising approximation algorithms has been an active research area for twenty-
years, still for many NP-hard problems success has been illusive whereas for others 
good approximation factors were achievable. There has been no theoretical expla
nation of this state of affairs. Attempting to prove that approximating the solution 
to NP-hard problems is in itself NP-hard were not successful. 

The PCP theorems of Sudan and others, starting with the work of Feige et. 
al. [10], has completely revolutionized this state of affairs. It is now possible using 
the PCP characterization of NP to prove that approximating many optimization 
problems each for different approximation factors is in itself NP-hard. The mys
teries of why it is not only hard to solve optimization problems exactly but also 
approximately, and why different NP-hard problems behave differently with respect 
to approximation have been resolved. 

The connection between bounding the randomness and query complexity of 
PCP-verifiers for NP languages and proving the NP hardness of approximation was 
established in [10, 2] for the Max-CLIQUE problem (defined below). It seemed at 
first like an isolated example. The great impact of Sudan et. al.'s [1] theorem was 
in showing this was not the case. They showed that proving characterization of 
NP as PCP(logn, 1) implies the NP hardness of approximation for a collection of 
NP-complete problems including Max-3-SAT, Max-VERTEX COVER, and others 
(as well as improving the Max-CLIQUE hardness factor). 

The basic idea is the following: A PCP type theorem provides a natural(?) 
optimization problem which cannot be efficiently approximated by any factor better 
than 2 as follows. Fix a PCP-verifier VL for an NP language L and an x. Any 
candidate PCP-witness Ox for x defines an acceptance probability of VL " (x). The 
gap of 1/2 in the maximum acceptance probability for x G L versus x f. L (which 
exists by the definition of PCP) implies that it is NP-hard to 2-approximate the 
maximum acceptance probability of VL- In other words, the existence of a polyno
mial time algorithm to 2-approximate the acceptance probability of x by VL would 
imply that NP = P. 

For different optimization problems, showing hardness of approximation is 
done by demonstrating reductions from variants of the above optimization problem. 
These reductions are far more complex than reductions showing NP-hardness for 
exact problems as one needs to address the difference in in-approximability factors 
of problems being reduced to each other. 

Moreover, these new NP-hardness results have brought on a surge of new 
research in the algorithmic community as well. New approximation algorithms 
have been designed which at times have risen to the task of meeting from above the 
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approximation factors which were proved using PCP theorems to be best possible 
(unless NP = P) . This has brought on a meeting of two communities of researchers: 
the algorithm designers and complexity theorists. The former may take the failure 
of the latter to prove NP hardness of approximating a problem within a particular 
approximation factor as indication of what factor is feasible and vice versa. 

This radical advance is best illustrated by way of a few examples. Finding 
the exact optimal solution to all of the following problems is A/'P-complete. Naive 
approximation algorithms existed for a long time, which no one could improve. They 
yield completely different approximation factors. For some of these problems we now 
have essentially found optimal approximation problem. Any further advancement 
will imply that NP problems are efficiently solvable. 

Max-CLIQUE: Given a finite graph on n vertices, find the size of the largest 
complete subgraph. A single vertex solution is within factor n of optimal. More 
elaborate algorithms give factor w999. This problem was the first one to be proved 
hard to approximate using PCP type theorem [10]. It is now known that achieving 
a factor of n1_ l ! is A/'P-hard for every e > 0 [19]. 

Max-3-SAT: Given a logical formula in conjunctive normal form with n variables 
where there is at most 3 literals per clause, determine the maximal number of 
clauses which can be satisfied simultaneously by a single truth assignment. A simple 
probabilistic algorithm satisfies | of the clauses. It is now known [20] that achieving 
a factor 7/8 — e for e > 0 approximation factor is iVF-hard even if the formula is 
satisfiable. At the same time [21] has shown an algorithm which matches the 7/8 
approximation factor when the formula is satisfiable. 

Min-Set Cover: Given a collection of subsets of a given finite universe of size n, 
determine the size of the smallest subcollection that covers every element in the 
universe. A simply greedy algorithm, choosing the subsets which maximizes the 
coverage of as many yet uncovered elements as possible, yields a factor In n from 
optimal. It is now known that approximation by a factor of (1 — e) In n is A/'P-hard 
for every e > 0 [9]. 

We point the reader to a collection of papers and expositions by Sudan himself 
[31] on these works as well as exciting further developments. 
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Discrete Mathematics: 
Methods and Challenges 

Noga Alon* 

Abstract 

Combinatorics is a fundamental mathematical discipline as well as an es
sential component of many mathematical areas, and its study has experienced 
an impressive growth in recent years. One of the main reasons for this growth 
is the tight connection between Discrete Mathematics and Theoretical Com
puter Science, and the rapid development of the latter. While in the past 
many of the basic combinatorial results were obtained mainly by ingenuity 
and detailed reasoning, the modern theory has grown out of this early stage, 
and often relies on deep, well developed tools. This is a survey of two of the 
main general techniques that played a crucial role in the development of mod
ern combinatorics; algebraic methods and probabilistic methods. Both will 
be illustrated by examples, focusing on the basic ideas and the connection to 
other areas. 

2000 Mathematics Subject Classification: 05-02. 
Keywords and Phrases: Combinatorial nullstellensatz, Shannon capacity, 
Additive number theory, List coloring, The probabilistic method, Ramsey 
theory, Extremal graph theory. 

1. Introduction 
The originators of the basic concepts of Discrete Mathematics , the mathemat

ics of finite structures, were the Hindus, who knew the formulas for the number of 
permutat ions of a set of n elements, and for the number of subsets of cardinality k 
in a set of n elements, already in the sixth century. The beginning of Combinatorics 
as we know it today started with the work of Pascal and De Moi vre in the 17th 
century, and continued in the 18th century with the seminal ideas of Euler in Graph 
Theory, with his work on parti t ions and their enumeration, and with his interest in 
latin squares. These old results are among the roots of the study of formal methods 
of enumeration, the development of configurations and designs, and the extensive 
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work on Graph Theory in the last two centuries. The tight connection between Dis
crete Mathematics and Theoretical Computer Science, and the rapid development 
of the latter in recent years, led to an increased interest in combinatorial techniques 
and to an impressive development of the subject. It also stimulated the study of 
algorithmic combinatorics and combinatorial optimization. 

While many of the basic combinatorial results were obtained mainly by ingenu
ity and detailed reasoning, without relying on many deep, well developed tools, the 
modern theory has already grown out of this early stage. There are already well de
veloped enumeration methods, some of which are based on deep algebraic tools. The 
probabilistic method initiated by Erdös (and to some extent, by Shannon) became 
one of the most powerful tools in the modern theory, and its study has been fruit
ful to Combinatorics, as well as to Probability Theory. Algebraic and topological 
techniques play a crucial role in the modern theory, and Polyhedral Combinatorics, 
Linear Programming and constructions of designs have been developed extensively. 
Most of the new significant results obtained in the area are inevitably based on the 
knowledge of these well developed concepts and techniques, and while there is, of 
course, still a lot of room for pure ingenuity in Discrete Mathematics, much of the 
progress is obtained by relying on the fast growing accumulated body of knowledge. 

Concepts and questions of Discrete Mathematics appear naturally in many-
branches of mathematics, and the area has found applications in other disciplines 
as well. These include applications in Information Theory and Electrical Engineer
ing, in Statistical Physics, in Chemistry and Molecular Biology, and, of course, in 
Computer Science. Combinatorial topics such as Ramsey Theory, Combinatorial 
Set Theory, Matroid Theory, Extremal Graph Theory, Combinatorial Geometry 
and Discrepancy Theory are related to a large part of the mathematical and sci
entific world, and these topics have already found numerous applications in other 
fields. A detailed account of the topics, methods and applications of Combinatorics 
can be found in [35]. 

This paper is mostly a survey of two of the main general techniques that played 
a crucial role in the development of modern combinatorics; algebraic methods and 
probabilistic methods. Both will be illustrated by examples, focusing on the basic 
ideas and the connection to other areas. The choice of topics and examples described 
here is inevitably biased, and is not meant to be comprehensive. Yet, it hopefully 
provides some of the flavor of the techniques, problems and results in the area in 
a way which may be appealing to researchers, even if their main interest is not 
Discrete Mathematics. 

2. Dimension, geometry and information theory 
Various algebraic techniques have been used successfully in tackling problems 

in Discrete Mathematics over the years. These include tools from Representation 
Theory applied extensively in enumeration problems, spectral techniques used in 
the study of highly regular structures, and applications of properties of polynomials 
and tools from algebraic geometry in the theory of Error Correcting Codes and in 
the study of problems in Combinatorial Geometry. These techniques have numer-
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ous interesting applications. Yet, the most fruitful algebraic technique applied in 
combinatorics, which is possibly also the simplest one, is the so-called dimension 
argument. In its simplest form, the method can be described as follows. In order 
to bound the cardinality of a discrete structure A, one maps its elements to vectors 
in a linear space, and shows that the set A is mapped to a linearly independent set. 
It then follows that the cardinality of A is bounded by the dimension of the corre
sponding linear space. This method is often particularly useful in the solution of 
extremal problems in which the extremal configuration is not unique. The method 
is effective in such cases because bases in a vector space can be very different from 
each other and yet all of them have the same cardinality. Many applications of this 
basic idea can be found in [13], [14], [37]. 

2.1. Combinatorial geometry 
An early application of the dimension argument appears in [49]. A set of points 

A c Rn is a two-distance set if at most 2 distinct positive distances are determined 
by the points of A. Let f(n, 2) denote the maximum possible size of a two-distance 
set in Rn. The set of all 0/1 vectors in Rn+1 with exactly two l's shows that 
f(n,2) > n(n+ l ) /2 , and the authors of [49] proved that f(n,2) < (n+ l)(n + 4)/2. 
The upper bound is proved by associating each point of a two-distance set A with 
a polynomial in n variables, and by showing that these polynomials are linearly-
independent and all lie in a space of dimension (n + l)(n + 4)/2. This has been 
improved by Blokhuis to (n + l)(n + 2)/2, by showing that one can add n + 1 
additional polynomials that lie in this space to those obtained from the two-distance 
set, keeping the augmented set linearly independent. See [14] and its references for 
more details. The precise value of f(n,2) is not known. 

Borsuk [21] asked if any compact set of at least 2 points in Rd can be par
titioned into at most d + 1 subsets of smaller diameter. Let m(d) be the smallest 
integer m so that any such set can be partitioned into a most m subsets of smaller 
diameter. Borsuk's question is whether m(d) = d+ 1 (the d+1 points of a simplex 
show that m(d) is at least d+1.) Kahn and Kalai [42] gave an example showing that 
this is not the case for all sufficiently large d, by applying a theorem of Frankl and 
Wilson [33]. Improved versions of their construction have been obtained by Nilli in 
1994, by Raigorodski in 1997, by Hinrichs in 2001 and by Hinrichs and Richter in 
2002. The last two results are based on some properties of the Leech Lattice and 
give a construction showing that already in dimension d = 298, more than d + 1 
subsets may be needed. All the constructions and the proofs of their properties are 
based on the dimension argument. Here is a brief sketch of one of them. 

Let n = 4p, where p is an odd prime, and let T be the set of all vectors 
x = (x i , . . . ,xn) G { —1,1}", where x\ = 1 and the number of negative coordinates 
of x is even. One first proves the following. 

If G C T contains no two orthogonal vectors then \G\ < Xa=o ("71)- (-0 

This is done by associating each member of G with a multilinear polynomial 
of degree at most p — 1 in n — 1 variables, so that all the obtained polynomials are 
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linearly independent. Having established (1), define S = {x * x : x e J7}, where 
T is as above, and x * x is the tensor product of x with itself, i.e., the vector of 
length n2, (XJJ : 1 < i,j <n), where Xjj = XjXj. The norm of each vector in S is n 
and the scalar product between any two members of S is non-negative. Moreover, 
by (1) any set of more than X f̂=o i"^1) members of S contains an orthogonal pair, 
i.e., two points the distance between which is the diameter of S. It follows that S 
cannot be partitioned into less than 2 " - 2 / X^=o ("71) subsets of smaller diameter. 
This shows that m(d) > c(d for some c± > 1. An upper bound of m(d) < cd where 
C2 = \ /3 /2 + o(l) is known, but determining the correct order of magnitude of m(d) 
is an open question. The following conjecture seems plausible. 

Conjecture 2.1 There is a constant c > 1 such that m(d) > cd for all d> 1. 

An equilateral set (or a simplex) in a metric space, is a set A, so that the 
distance between any pair of distinct members of A is 6, where 6 ̂  0 is a constant. 
Trivially, the maximum cardinality of such a set in Rn with respect to the (usual) h-
norm is n + 1. Somewhat surprisingly, the situation is far more complicated for the 
li norms. The li-distance between two points a = (cti,... an) and 6 = (6 i , . . . , bn) in 
Rn is | |a^6| | i = (X]fc=i \aì ~bi\- Let e(lf) denote the maximum possible cardinality 
of an equilateral set in If. The set of standard basis vectors and their negatives 
shows that e(lf ) > 2n. Kusner [39] conjectured that this is tight, i.e., that e(lf ) = 
2n for all n. For n < 4 this is proved in [44]. For general n, the best known upper 
bound is e (If) < cinlogn for some absolute positive constant c\. This is proved in 
[9] by an appropriate dimension argument. Each vector in an equilateral set of m 
vectors in Rn is mapped to a vector in l | for an appropriate t = t(m, n), by applying 
a probabilistic technique involving randomized rounding. It is then shown, using a 
simple argument based on the eigenvalues of the Gram matrix of these new vectors, 
that they span a space of dimension at least c^rri, implying that c^rri < t(m, n) and 
supplying the desired result. The precise details require some work, and can be 
found in [9]. 

2.2. Capacities and graph powers 

Let G = (V, E) be a simple, undirected graph. The power Gn of G is the 
graph whose set of vertices is Vn in which two distinct vertices («i, «2, • • •, «») and 
(wi,W2, • • • ,vn) are adjacent iff for all i between 1 and n either Uj = w, or UjVi G E. 
The Shannon capacity c(G) of G is the limit lim„_s-00(o;(G"))1/'", where a(Gn) is 
the maximum size of an independent set of vertices in Gn. This limit exists, by 
super-multiplicativity, and it is always at least a(G). 

The study of this parameter was introduced by Shannon in [61], motivated 
by a question in Information Theory. Indeed, if V is the set of all possible letters 
a channel can transmit in one use, and two letters are adjacent if they may be 
confused, then a(Gn) is the maximum number of messages that can be transmitted 
in n uses of the channel with no danger of confusion. Thus c(G) represents the 
number of distinct messages per use the channel can communicate with no error 
while used many times. 
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Calculation of c(G) seems to be very hard. For example c(C^) = V5 was only-
shown in 1979 by Lovâsz [50], and c(C-j) remains unknown. Certain polynomially 
computable upper bounds on c(G) are known including Lovâsz's theta function 
0(G), and other upper bounds are due to Haemers and to Schrijver. 

Another upper bound, based on the dimension argument and related to the 
bound of Haemers [40], is described in [3], where it is applied to solve a problem of 
Shannon on the capacity of the disjoint union of two graphs. The (disjoint) union of 
two graphs G and H, denoted by G + H, is the graph whose vertex set is the disjoint 
union of the vertex sets of G and of H and whose edge set is the (disjoint) union of 
the edge sets of G and H. If G and H are graphs of two channels, then their union 
represents the sum of the channels corresponding to the situation where either one 
of the two channels may be used, a new choice being made for each transmitted 
letter. Shannon proved that for every G and H, c(G + H) > c(G) + c(H) and that 
equality holds in many cases. He conjectured that in fact equality always holds. In 
[3] it is shown that this is false in the following strong sense. 

Theorem 2.2 For every k there is a graph G so that the Shannon capacity of the 
graph and that of its complement G satisfy c(G) < k, c(G) < k, whereas c(G + G) > 
jj(i+o(i))81oglogfe an(j £^e 0(\yierm tends to zero as k tends to infinity. 

Therefore, the capacity of the disjoint union of two graphs can be much bigger 
than the capacity of each of the two graphs. Strangely enough, it is not even known 
if the maximum possible capacity of a disjoint union of two graphs G and H, each 
of capacity at most k, is bounded by any function of k. It seems very likely that 
this is the case. 

3. Polynomials, addition and graph coloring 
The study of algebraic varieties, that is, sets of common roots of systems of 

polynomials, is the main topic of algebraic geometry. The most elementary property 
of a univariate nonzero polynomial over a field is the fact that it does not have 
more roots than its degree. This elementary property is surprisingly effective in 
Combinatorics: it plays a major role in the theory of error correcting codes, and 
has many applications in the study of finite geometries — see, e.g., [14]. A similar 
property holds for polynomials of several variables, and can also be used to supply-
results in Discrete Mathematics. In this section we describe a general result of this 
type, which is called in [4] Combinatorial Nullstellensatz, and briefly sketch some 
of its applications in Additive Number Theory and in Graph Theory. 

3.1. Combinatorial nullstellensatz 
Hubert's Nullstellensatz (see, e.g., [65]) is the fundamental theorem that as

serts that if F is an algebraically closed field, and f,gi,- •• ,gm
 a r e polynomials in 

the ring of polynomials F[x\,... ,x„], where / vanishes over all common zeros of 
gi,...,gm, then there is an integer k and polynomials h\,...,hm in F[x\,...,x„] 
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so that 

/* = £ h*9i-
ì=i 

In the special case m = n, where each gt is a univariate polynomial of the form 
uses- (xi ~ s) f° r s o m e Si C F, a stronger conclusion holds. It can be shown 
that if F is an arbitrary field, /,(?,, S, are as above, and / vanishes over all the 
common zeros of g\,... ,gn (that is; / ( « i , . . . , sn) = 0 for all s» G S,), then there 
are polynomials h\,...,hn G F[x\,...,x„] satisfying deg(hj) < deg(f) — deg(gì) so 
that 

ì=i 

As a consequence of the above one can prove the following. 

Theo rem 3.1 Let F be an arbitrary field, and let f = f{x\,..., xn) be a polynomial 
in F[xi,... ,x„]. Suppose the degree deg(f) of f is X^iLi*«; where each tj is a 
nonnegative integer, and suppose the coefficient of ]J"=1 x1^ in f is nonzero. If 
Si,..., Sn are subsets of F with \Si\ > ti, then there are «i G Si, «2 G S2 , . . . , sn G 
Sn so that 

/ ( s i , . . . , s n ) # 0 . 

The detailed proof, as well as many applications, can be found in [4]. A quick 
application, first proved in [5], is the assertion that for any prime p, any loopless 
graph G = (V, E) with average degree bigger than 2p — 2 and maximum degree at 
most 2p — 1 contains a p-regular subgraph. 

To prove it, let (aV:e)vev,eeE denote the incidence matrix of G defined by 
aV:e = 1 if v G e and av>e = 0 otherwise. Associate each edge e of G with a variable 
xe and consider the polynomial 

/ = II t1 - ( £ 0»,e*e)p-1] - JI (! - *e), 
veV eeE eeE 

over GF(p). Applying Theorem 3.1 with ti = 1 and S, = {0,1} for all i, we conclude 
that there are values xe G {0,1} such that f(xe : e G E) ^ 0. It is now easy to 
check that in the subgraph consisting of all edges e G E for which xe = 1 all degrees 
are divisible by p, and since the maximum degree is smaller than 2p all positive 
degrees are precisely p, as needed. 

Pyber applied the above result to solve a problem of Erdös and Sauer and 
prove that any simple graph on n vertices with at least 200nlogn edges contains 
a 3-regular subgraph. Pyber, Rodi and Szemerédi proved that this is not very far 
from being best possible, by showing, using probabilistic arguments, that there are 
simple graphs on n vertices with at least en log log n edges that contain no 3-regular 
subgraphs. See [58] for some further related results. 
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3.2. Additive number theory 
The Cauchy-Davenport Theorem, which has numerous applications in Ad

ditive Number Theory, is the statement that if p is a prime, and A, B are two 
nonempty subsets of Zp, then 

\A + B\ > min{p, \A\ + \B\ - 1}. 

Cauchy proved this theorem in 1813, and applied it to give a new proof to a 
lemma of Lagrange in his well known 1770 paper that shows that every positive 
integer is a sum of four squares. Davenport formulated the theorem as a discrete 
analogue of a conjecture of Khintchine about the Schnirelman density of the sum 
of two sequences of integers. There are numerous extensions of this result, see, e.g., 
[56]. A simple algebraic proof of this result is given in [7], and its main advantage is 
that it extends easily and gives several related results. This proof can be described 
as a simple application of Theorem 3.1. If |.4| + \B\ > p, then the result is trivial, 
as the sets A and g — B intersect, for each g G Zp. Otherwise, assuming the result 
is false and \A + B\ < \A\ + \B\ — 2, let C be a subset of Zp satisfying A + B c C 
and \C\ = \A\ + \B\ — 2. Define / = f(x,y) = Y\c€C(x + y — c) and apply Theorem 
3.1 with t\ = \A\ — 1, <2 = |-B| — 1) Si = A, S2 = B to get a contradiction. 

Using similar (though somewhat more complicated) arguments, the following 
related result is proved in [7]. 

Proposition 3.2 Let p be a prime, and let A0, Ai,... ,Ak be nonempty subsets of 
the cyclic group Zp. If\Ai\ ^ \Aj\ for allO <i < j < k and ^2i=0 \Ai\ < p+[ ^2) —1 
then 

* fk + 2\ 
\{a0 + en + . . . + ak : a, G At,a, # a,- for all i # j}\ > 2 J \Ai\ - I „ ) + 1-

i=0 

The very special case of this proposition in which k = 1, A0 = A and Ai = 
A — {a} for an arbitrary element a G A implies that if A c Zp and 2\A\ — 1 < p+2 
then the number of sums a,\ + <H with 01,02 G A and a,\ ^ <H is at least 2\A\ — 3. 
This supplies a short proof of a result of Dias Da Silva and Hamidoune [23], which 
settles a conjecture of Erdös and Heilbronn (cf., e.g., [27]). 

Snevily [62] conjectured that for any two sets A and B of equal cardinality in 
any abelian group of odd order, there is a renumbering a,, 6, of the elements of A 
and B so that all sums a, + 6, are pair wise distinct. 

For the cyclic group Zp of prime order, this follows easily from Theorem 3.1 
by considering the polynomial / = fl^.Axi — xj)Tìì<_i(aì + xì ~ ai ~ xj) "with 
Si = • •• = Sk = B. 

More generally, Dasgupta et al. [24] proved the conjecture for any cyclic 
group of odd order, by applying the polynomial method for polynomials over Q[OJ], 

where u is an appropriate root of unity, and by considering G as a subgroup of the 
multiplicative group of this field. Further related results appear in [63]. 

Additional applications of Theorem 3.1 in additive number theory can be found 
in [4]. 
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3.3. Graph coloring 

Theorem 3.1 has various applications in the study of Graph Coloring, which 
is the most popular area in Graph Theory. We sketch below the basic approach, 
following [12]. See also [52], [53] for a related method. 

A vertex coloring of a graph G is an assignment of a color to each vertex of G. 
The coloring is proper if adjacent vertices get distinct colors. The chromatic number 
X(G) of G is the minimum number of colors used in a proper vertex coloring of G. 
An edge coloring of G is, similarly, an assignment of a color to each edge of G. It is 
proper if adjacent edges receive distinct colors. The minimum number of colors in 
a proper edge coloring of G is the chromatic index x' (G) of G. This is equal to the 
chromatic number of the line graph of G. 

A graph G = (V,E) is k-choosable if for every assignment of sets of integers 
S(v) C Z, each of size k, to the vertices v G V, there is a proper vertex coloring 
c : V >-¥ Z so that c(v) G S(v) for all v G V. The choice number of G, denoted by 
ch(G), is the minimum integer k so that G is fc-choosable. Obviously, this number 
is at least the chromatic number x(G) of G. The choice number of the line graph 
of G, denoted by ch'(G), is usually called the list chromatic index of G, and it is 
clearly at least the chromatic index x' (G) of G. 

The study of choice numbers was introduced, independently, by Vizing [67] 
and by Erdös, Rubin and Taylor [29]. There are many graphs G for which the 
choice number ch(G) is strictly larger than the chromatic number x(G) (a complete 
bipartite graph with 3 vertices in each color class is one such example). In view 
of this, the following conjecture, suggested independently by various researchers 
including Vizing, Albertson, Collins, Tucker and Gupta, which apparently appeared 
first in print in [17], is somewhat surprising. 

Conjecture 3.3 ( The list coloring conjecture) For every graph G, ch'(G) = x'(G). 

This conjecture asserts that for line graphs there is no gap at all between the 
choice number and the chromatic number. Many of the most interesting results in 
the area are proofs of special cases of this conjecture, which is still wide open. 

The graph polynomial fa = fG(xi,X2,...,xn) of a graph G = (V,E) on a set 
V = {l,...,n} of n vertices is defined by fa(xi,X2,- • • ,xn) = H{(xi — Xj) : i < 
j , ij G I?}. This polynomial has been studied by various researchers, starting 
already with Petersen [57] in 1891. 

Note that if S i , . . . , Sn are sets of integers, then there is a proper coloring 
assigning to each vertex i a color from its list S,, if and only if there are s» G S, 
such that fa(si,..., sn) ^ 0. This condition is precisely the one appearing in the 
conclusion of Theorem 3.1, and it is therefore natural to expect that this theorem 
can be useful in tackling coloring problems. By applying it to line graphs of planar 
cubic graphs, and by interpreting the appropriate coefficient of the corresponding 
polynomial combinatorially, it can be shown, using a known result of Vigneron [66] 
and the Four Color Theorem, that the list chromatic index of every 2-connected 
cubic planar graph is 3. This is a strengthening of the Four Color Theorem, which 
is well known to be equivalent to the fact that the chromatic index of any such 
graph is 3. An extension of this result appears in [25]. 
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Additional results on graph coloring and choice numbers using the above al
gebraic approach are described in the survey [2]. These include the fact that the 
choice number of every planar bipartite graph is at most 3, thus solving a conjec
ture raised in [29], and the assertion, proved in [32], that if G is a graph on 3n 
vertices, whose set of edges is the disjoint union of a Hamilton cycle and n pair wise 
vertex-disjoint triangles, then the choice number and the chromatic number of G 
are both 3. 

4. The probabilistic method 
The discovery that deterministic statements can be proved by probabilistic 

reasoning, led already in the middle of the previous century to several striking 
results in Analysis, Number Theory, Combinatorics and Information Theory. It 
soon became clear that the method, which is now called the probabilistic method, is 
a very powerful tool for proving results in Discrete Mathematics. The early results 
combined combinatorial arguments with fairly elementary probabilistic techniques, 
whereas the development of the method in recent years required the application 
of more sophisticated tools from Probability Theory. In this section we illustrate 
the method and describe several recent results. More material can be found in the 
recent books [11], [16], [41] and [55]. 

4.1. Thresholds for random properties 
The systematic study of Random Graphs was initiated by Erdös and Rényi 

whose first main paper on the subject is [28]. Formally, G(n,p) denotes the prob
ability space whose points are graphs on a fixed set of n labelled vertices, where 
each pair of vertices forms an edge, randomly and independently, with probability 
p. The term "the random graph G(n,p)" means, in this context, a random point 
chosen in this probability space. Each graph property A (that is, a family of graphs 
closed under graph isomorphism) is an event in this probability space, and one may-
study its probability Fr[.4], that is, the probability that the random graph G(n,p) 
lies in this family. In particular, we say that A holds almost surely if the probability 
that G(n,p) satisfies A tends to 1 as n tends to infinity. There are numerous papers 
dealing with random graphs, and the two recent books [16], [41] provide excellent 
extensive accounts of the known results in the subject. 

One of the important discoveries of Erdös and Rényi was the discovery of 
threshold functions. A function r(n) is called a threshold function for a graph 
property A, if when p(n)/r(n) tends to 0, then G(n,p(nj) does not satisfy A almost 
surely, whereas when p(n)/r(n) tends to infinity, then G(n,p(nj) satisfies A almost 
surely. Thus, for example, they identified the threshold function for the property of 
being connected very precisely: if p(n) = ^ + ^, then, as n tends to infinity, the 
probability that G(n,p(nj) is connected tends to e _ e . 

A graph property is monotone if it is closed under the addition of edges. Note 
that many interesting graph properties, like hamiltonicity, non-planarity, connec
tivity or containing at least 10 vertex disjoint triangles are monotone. 
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Bollobâs and Thomason [18] proved that any monotone graph property has 
a threshold function. Their proof applies to any monotone family of subsets of a 
finite set, and holds even without the assumption that the property A is closed 
under graph isomorphism. 

Friedgut and Kalai [30] showed that the symmetry of graph properties can 
be applied to obtain a sharper result. They proved that for any monotone graph 
property A, if G(n,p) satisfies A with probability at least e, then G(n,q) satisfies 
A with probability at least 1 — e, for q = p + 0(log(l/2e)/ logn). 

The proof follows by combining two results. The first is a simple but fun
damental lemma of Margulis [51] and Russo [60], which is useful in Percolation 
Theory. This lemma can be used to express the derivative with respect to p of the 
probability that G(n,p) satisfies A as a sum of contributions associated with the 
single potential edges. The second result is a theorem of [19], which is proved using 
Harmonic Analysis, that asserts that at least one such contribution is always large. 
The symmetry implies that all contributions are the same and the result follows. 
See also [64] for some related results. These results hold for every transitive group 
of symmetries. In [20] it is shown that one can, in fact, prove that the threshold 
for graph properties is even sharper, by taking into account the precise group of 
symmetries induced on the edges of the complete graph by permuting the vertices. 
It turns out that for every monotone graph property and for every fixed e > 0, the 
width of the interval in which the probability the property holds increases from e 
to 1 — e is at most cs/(logn)2^s for all Ö > 0. The power 2 here is tight, as shown 
by the property of containing a clique of size, say, [2 log2 n\. 

It is natural to call the threshold for a monotone graph property sharp if for 
every fixed positive e, the width w of the interval in which the probability that the 
property holds increases from e to 1 —e satisfies w = o(p), where p is any point inside 
this interval. In [31] Friedgut obtained a beautiful characterization of all monotone 
graph properties for which the threshold is sharp. Roughly speaking, a property-
does not have a sharp threshold if and only if it can be approximated well in the 
relevant range of the probability p by a property that is determined by constant size 
witnesses. Thus, for example, the property of containing 5 vertex disjoint triangles 
does not have a sharp threshold, whereas the property of having chromatic number 
bigger than 10 does. A similar result holds for hypergraphs as well. The proofs 
combine probabilistic and combinatorial arguments with techniques from Harmonic 
analysis. 

4.2. Ramsey numbers 

Let Hi,H2, • • •, Hk be a sequence of k finite, undirected, simple graphs. The 
(multicolored) Ramsey number r ( iJ i , iJ2 , ••• ,Hk) is the minimum integer r such 
that in every edge coloring of the complete graph on r vertices by k colors, there 
is a monochromatic copy of Ht in color i for some 1 < i < k. By a (special case 
of) a well known theorem of Ramsey (cf., e.g., [38]), this number is finite for every 
sequence of graphs Ht. 

The determination or estimation of these numbers is usually a very difficult 
problem. When all graphs Hi are complete graphs with more than two vertices, the 
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only values that are known precisely are those of r(K3,Km) for m < 9, r(K/i,K/i), 
r(K4,K5) and r(K3,K3,K3). Even the determination of the asymptotic behaviour 
of Ramsey numbers up to a constant factor is a hard problem, and despite a lot 
of efforts by various researchers (see, e.g., [38], [22] and their references), there are 
only a few infinite families of graphs for which this behaviour is known. 

In one of the first applications of the probabilistic method in Combinatorics, 
Erdös [26] proved that if (^)21_V2J < i then R(k,k) > n, that is, there exists a 
2-coloring of the edges of the complete graph on n vertices containing no monochro
matic clique of size k. The proof is extremely simple; the probability that a random 
two-edge coloring of Kn contains a monochromatic Kk is at most (^)21_V2J < i ; 

and hence there is a coloring with the required property. 
A particularly interesting example of an infinite family for which the asymtotic 

behaviour of the Ramsey number is known, is the following result of Kim [43] 
together with that of Ajtai, Komlós and Szemerédi [1]. 

Theo rem 4.1 ([43], [1]) There are two absolute positive constants ci,C2 such that 

ci'm"J'logro < r(K3,Km) < e,2'mr/'logm 

for all m > 1. 

The upper bound, proved in [1], is probabilistic, and applies a certain random 
greedy algorithm. The lower bound is proved by a "semi-random" construction and 
proceeds in stages. The detailed analysis is subtle, and is based on certain large 
deviation inequalities. 

Even less is known about the asymptotic behaviour of multicolored Ramsey-
numbers, that is, Ramsey numbers with at least 3 colors. The asymptotic behaviour 
of r(K3, K3,Km), for example, has been very poorly understood until recently, and 
Erdös and Sós conjectured in 1979 (cf., e.g., [22]) that 

,. r(K3,K3,Km) _ 
m^oo r(K3,Km) 

This has been proved recently, in a strong sense, in [10], where it is shown that in 
fact r(K3,K3,Km) is equal, up to logarithmic factors, torn 3 . A more complicated, 
related result proved in [10], that supplies the asymptotic behaviour of infinitely-
many families of Ramsey numbers up to a constant factor is the following. 

Theo rem 4.2 For every t > 1 and s > (t — l)\+l there are two positive constants 
ci, C2 such that for every m > 1 

ci-—ï— < r(Kt}S,Kt}S,Kt}S,Km) < c2 
log m log m 

where Kt:S is the complete bipartite graph with t vertices in one color class and s 
vertices in the other. 

The proof combines spectral techniques, character sum estimates, and proba
bilistic arguments. 
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4.3. Turân type results 
For a graph H and an integer n, the Turân number ex(n, H) is the maximum 

possible number of edges in a simple graph on n vertices that contains no copy of 
H. The asymptotic behavior of these numbers for graphs of chromatic number at 
least 3 is well known, see, e.g., [15]. For bipartite graphs H, however, much less 
is known, and there are relatively few nontrivial bipartite graphs H for which the 
order of magnitude of ex(n, H) is known. 

A result of Füredi [34] implies that for every fixed bipartite graph H in which 
the degrees of all vertices in one color class are at most r, there is some c = c(H) > 0 
such that ex(n,H) < cn2~1/r. As observed in [6], this result can be derived from 
a simple and yet surprisingly powerful probabilistic lemma, variants of which have 
been proved and applied by various researchers starting with Rodi and including 
Kostochka, Gowers and Sudakov (see [46], [36], [47]). The lemma asserts, roughly, 
that every graph with sufficiently many edges contains a large subset A in which 
every a vertices have many common neighbors. The proof uses a process that may
be called a dependent random choice for finding the set A; A is simply the set of 
all common neighbors of an appropriately chosen random set R. Intuitively, it is 
clear that if some a vertices have only a few common neighbors, it is unlikely all 
the members of R will be chosen among these neighbors. Hence, we do not expect 
A to contain any such subset of a vertices. This simple idea can be extended. 
In particular, it can be used to bound the Turân numbers of degenerate bipartite 
graphs. 

A graph is r-degenerate if every subgraph of it contains a vertex of degree at 
most r. An old conjecture of Erdös asserts that for every fixed r-degenerate bipartite 
graph H, ex(n, H) < 0(n2~1/r), and the above technique suffices to show that there 
is an absolute constant c > 0, such that for every such H, ex(n,H) < n2~c/r. 

Further questions and results about Turân numbers can be found in [6], [15] 
and their references. 

5. Algorithms and explicit constructions 
The rapid development of Theoretical Computer Science and its tight con

nection to Discrete Mathematics motivated the study of the algorithmic aspects of 
algebraic and probabilistic techniques. Can a combinatorial structure, or a sub
structure of a given one, whose existence is proved by algebraic or probabilistic 
means, be constructed explicitly (that is, by an efficient deterministic algorithm)? 
Can the algorithmic problems corresponding to existence proofs be solved by ef
ficient procedures? The study of these questions often requires tools from other 
branches of mathematics. 

As described in subsection 3.3, if G is a graph on 3n vertices, whose set of edges 
is the disjoint union of a Hamilton cycle and n pairwise vertex-disjoint triangles, 
then the chromatic number of G is 3. Can we solve the corresponding algorithmic 
problem efficiently ? That is, is there a polynomial time, deterministic or random
ized algorithm, that given an input graph as above, colors it properly with 3 colors? 
Similarly, as mentioned in subsection 3.3, the list chromatic index of any planar 
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cubic 2-connected graph is 3. Can we color properly the edges of any given planar 
cubic 2-connected graph using given lists of three colors per edge, in polynomial 
time? 

These problems, as well as the algorithmic versions of additional applications 
of Theorem 3.1, are open. Of course, an algorithmic version of the theorem itself 
would provide efficient procedures for solving all these questions. The input for 
such an algorithm is a polynomial in n variables over a field described, say, by 
a polynomial size arithmetic circuit. Suppose that this polynomial satisfies the 
assumptions of Theorem 3.1, and that the fact it satisfies it can be checked efficiently. 
The algorithm should then find, efficiently, a point (si,S2, • • • ,sn) satisfying the 
conclusion of Theorem 3.1. 

Unfortunately, it seems unlikely that such a general result can exist, as it would 
imply that there are no one-way permutations. Indeed, let F : {0,1}" H> {0,1}" 
be a 1 — 1 function, and suppose that for any x = (xi,... ,xn) G {0,1}", the value 
of F(x) can be computed efficiently. Every Boolean function can be expressed as a 
multilinear polynomial over GF(2), and hence, when we wish to find an x such that 
F(x) = y = (yi,... ,yn), we can write it as a system of multilinear polynomials 
over GF(2): Fi(x) = yi for all 1 < i < n. Equivalently, this can be written as 
f]^=1(Fj(a;) + yt + 1) ^ 0. This last equation has a unique solution, implying that 
its left hand side, written as a multilinear polynomial, is of full degree n (since 
otherwise it is easy to check that it attains the value 1 an even number of times). 
It follows that the assumptions of Theorem 3.1 with / = YYl=i(Fi(x) + yi + 1), 
ti = 1 and Si = GF(2) hold. Thus, the existence of an efficient algorithm as 
above would enable us to invert F efficiently, implying that there cannot be any
one-way permutations. As this seems unlikely, it may be more productive (and 
yet challenging) to try and develop efficient procedures for solving the particular 
algorithmic problems corresponding to the results obtained by the theorem. 

Probabilistic proofs also suggest the study of the corresponding algorithmic 
problems. This is related to the study of randomized algorithms, a topic which has 
been developed tremendously during the last decade. See, e.g., [54] and its many-
references. In particular, it is interesting to find explicit constructions of combinato
rial structures whose existence is proved by probabilistic arguments. "Explicit" here 
means that there is a an efficient algorithm that constructs the desired structure in 
time polynomial in its size. Constructions of this type, besides being interesting in 
their own, have applications in other areas. Thus, for example, explicit construc
tions of error correcting codes that are as good as the random ones are of interest 
in information theory, and explicit constructions of certain Ramsey type colorings 
may have applications in derandomization — the process of converting randomized 
algorithms into deterministic ones. 

It turns out, however, that the problem of finding a good explicit construction 
is often very difficult. Even the simple proof of Erdös, described in subsection 
4.2, that there are two-edge colorings of the complete graph on [2™/2J vertices 
containing no monochromatic clique of size m, leads to an open problem which 
seems very difficult. Can we construct, explicitly, such a coloring of a complete 
graph on n > (1 + e)m vertices, in time which is polynomial in n, where e > 0 is 
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any positive absolute constant ? 

This problem is still open, despite a lot of efforts. The best known explicit 
construction is due to Frankl and Wilson [33], who gave an explicit two-edge coloring 

of the complete graph on m(-1+o(-1"41oeloem vertices with no monochromatic clique 
on m vertices. 

The construction of explicit two-edge colorings of large complete graphs Kn 

with no red Ks and no blue Km for fixed s and large m also appears to be very-
difficult. Using probabilistic arguments it can be shown that there are such colorings 

(8 + 1)72 
for n which is c ( lo™ I for some absolute constant c > 0. The best known 

explicit construction, however, given in [8], works only for msV los sl los l o s s
 ; for SOme 

absolute constant Ö > 0. The description of the construction is not complicated 
but the proof of its properties relies on tools from various mathematical areas. 
These include some ideas from algebraic geometry obtained in [45], the well known 
bound of Weil on character sums, spectral techniques and their connection to the 
pseudo-random properties of graphs, the known bounds of [48] for the problem of 
Zarankiewicz and the well known Erdös-Rado bound for the existence of A-systems. 

The above example is typical, and illustrates the fact that tools from vari
ous mathematical disciplines often appear in the design of explicit constructions 
of combinatorial structures. Other examples that demonstrate this fact are the 
construction of Algebraic Geometry codes, and the construction of sparse pseudo
random graphs called expanders. 

6. Some future challenges 

Several specific open problems in Discrete Mathematics are mentioned through
out this article. These, and many additional ones, provide interesting challenges for 
future research in the area. We conclude with some brief comments on two more 
general future challenges. 

It seems safe to predict that in the future there will be additional incorpora
tion of methods from other mathematical areas in Combinatorics. However, such 
methods often provide non-constructive proof techniques, and the conversion of 
these to algorithmic ones may well be one of the main future challenges of the area. 
Another interesting recent development is the increased appearance of Computer 
aided proofs in Combinatorics, starting with the proof of the Four Color Theorem, 
and including automatic methods for the discovery and proof of hypergeometric 
identities — see [59]. A successful incorporation of such proofs in the area, without 
losing its special beauty and appeal, is another challenge. These challenges, the 
fundamental nature of the area, its tight connection to other disciplines, and the 
many fascinating specific open problems studied in it, ensure that Discrete Mathe
matics will keep playing an essential role in the general development of science in 
the future as well. 
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Differential Complexes and 
Numerical Stability 

Douglas N. Arnold* 

Abstract 

Differential complexes such as the de Rhani complex have recently come 
to play an important role in the design and analysis of numerical methods for 
partial differential equations. The design of stable discretizations of systems 
of partial differential equations often hinges on capturing subtle aspects of 
the structure of the system in the discretization. In many cases the differen
tial geometric structure captured by a differential complex has proven to be a 
key element, and a discrete differential complex which is appropriately related 
to the original complex is essential. This new geometric viewpoint has pro
vided a unifying understanding of a variety of innovative numerical methods 
developed over recent decades and pointed the way to stable discretizations 
of problems for which none were previously known, and it appears likely to 
play an important role in attacking some currently intractable problems in 
numerical PDE. 

2000 Mathematics Subject Classification: 65N12. 
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1. Introduction 
During the twentieth century chain complexes, their exactness properties, and 

commutative diagrams involving them pervaded many branches of mathematics , 
most notably algebraic topology and differential geometry. Recently such homolog-
ical techniques have come to play an important role in a branch of mathematics 
often thought quite distant from these, numerical analysis. Their most significant 
applications have been to the design and analysis of numerical methods for the 
solution of partial differential equations. 

Let us consider a general problem, such as a boundary value problem in partial 
differential equations, as an operator equation: given da ta / in some space Y find 
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the solution u in some space X to the problem Lu = f. A numerical method 
discretizes this problem through the construction of an operator Lu : Xu —t Yu 
and data fu G Yu and defines an approximate solution uu G Xu by the equation 
LhMh = fh- Of course the numerical method is not likely to be of value unless it is 
consistent which means that Lu and fh should be close to L and / in an appropriate 
sense. 

Before we speak of solving the original problem, numerically or otherwise, we 
should first confront the question of whether it is well-posed. That is, given / e Y, 
does a unique u G X exist, and, if so, do small changes of / induce small changes 
in YI The analogous questions for the numerical method, whether given fu e Yf,, 
a unique uu € Xf,, is determined by the discrete equation Lu'au = fu, and whether 
small changes in fu induce small changes in uu, is the question of stability of the 
numerical method. A common paradigm, which can be formalized in many contexts 
of numerical analysis, is that a method which is consistent and stable is convergent. 

Well-posedness is a central issue in the theory of partial differential equations. 
Of course, we do not expect just any PDE problem to be well-posed. Well-posedness 
hinges on structure of the problem which may be elusive or delicate. Superficially-
small changes, for example to the sign of a coefficient or the type of boundary con
ditions, can certainly destroy well-posedness. The same is true for the stability of 
numerical methods: it often depends on subtle or elusive properties of the numerical 
scheme. Usually stability reflects some portion of the structure of the original prob
lem that is captured by the numerical scheme. However in many contexts it is not 
enough that the numerical scheme be close to the original problem in a quantitative 
sense for it to inherit stability. That is, it may well happen that a consistent method 
for a well-posed problem is unstable. In this paper we shall see several examples 
where the exactness properties of discrete differential complexes and their relation 
to differential complexes associated with the PDE are crucial tools in establishing 
the stability of numerical methods. In some cases the homological arguments have 
served to elucidate or validate methods that had been developed over the preceding 
decades. In others they have pointed the way to stable discretizations of problems 
for which none were previously known. They will very likely play a similar role in 
the eventual solution of some formidable open problems in numerical PDE, espe
cially for problems with significant geometric content, such as in numerical general 
relativity. As in other branches of mathematics, in numerical analysis differential 
complexes serve both to encode key structure concisely and to unify considerations 
from seemingly very different contexts. 

In this paper we shall discuss only finite element methods since, of the major 
classes of numerical methods for PDE, they are the most amenable to rigorous 
analysis, and have seen the greatest use of differential complexes. But complexes 
have recently arisen in the study of finite differences, finite volumes, and spectral 
methods as well. 

2. Finite element spaces 
A finite element space on a domain Q is a function space defined piecewise 
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by a certain assembly procedure which we now recall; cf. [7]. For simplicity, here 
we shall restrict to spaces of piecewise polynomials with respect to a triangulation 
of an n-dimensional domain by n-simplices with n = 2 or 3 (so implicitly we are 
assuming that O c t 2 is polygonal or Q c R3 is polyhedral). On each simplex T 
we require that there be given a function space of shape function WT and a set of 
degrees of freedom, i.e., a set of linear functional on WT which form a basis for 
the dual space. Moreover, each degree of freedom is supposed to be associated with 
some subsimplex of some dimension, i.e., in three dimensions with a vertex, an edge, 
a face, or the tetrahedron itself. For a subsimplex which is shared by two simplices 
in the triangulation, we assume that the corresponding functionals are in one-to-
one-correspondence. Then the finite element space Wu is defined as those functions 
on Q whose restriction to each simplex T of the triangulation belongs to WT and for 
which the corresponding degrees of freedom agree whenever a subsimplex is shared 
by two simplices. 

The simplest example is obtained by choosing WT to be the constant functions 
and taking as the only degree of freedom on T the Oth order moment <j> >-¥ JT <j>(x) dx 
(which we associate with T itself). The resulting finite element space is simply 
the space of piecewise constant functions with respect to the given triangulation. 
Similarly we could choose WT = IPi(T) (by VP(T) we denote the space of polynomial 
functions on T of degree at most p), and take as degrees of freedom the moments 
of degrees 0 and also those of degree 1, <j> >-¥ JT <j>(x)xi dx. Again all the degrees of 
freedom are associated to T itself. This time the finite element space consists of all 
piecewise linear functions. Of course, the construction extends to higher degrees. 

A more common piecewise linear finite element space occurs if we again choose 
WT = P i ( r ) , but take as degrees of freedom the maps <j> >-¥ <j>(v), one associated 
to each vertex v. In this case the assembled finite element space consists of all 
continuous piecewise linear functions. More generally we can choose WT = WP(T) 
for p > 1, and associate to each vertex the evaluation degrees of freedom just 
mentioned, to each edge the moments on the edge of degree at most p — 2, to each 
face the moments on the face of degree at most p — 3, and to each tetrahedron 
the moments of degree at most p — 4. The resulting finite element space, called the 
Lagrange finite element of degree p, consists of all continuous piecewise polynomials 
of degree at most p. Figure 1 shows a mesh of a two dimensional domain and a 
typical function in the space of Lagrange finite elements of degree 2 with respect to 
this mesh. 

Mnemonic diagrams as in Figure 2 are often associated to finite element spaces, 
depicting a single element T and a marker for each degree of freedom. 

Next we describe some finite element spaces that can be used to approximate 
vector-valued functions. For brevity we limit the descriptions to the 3-dimensional 
case, but supply diagrams in both 2 and 3 dimensions. Of course we may simply take 
the Cartesian product of three copies of one of the previous spaces. For example, 
the element diagrams shown on the left of Figure 3 refer to continuous piecewise 
linear vector fields in two and three dimensions. More interesting spaces are the 
face elements and edge elements essentially conceived by Raviart and Thomas [12] 
in two dimensions and by Nedelec [10] in three dimensions. In the lowest order 
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Figure 1: A mesh marked with the locations of the degrees of 
freedom for Lagrange finite elements of degree 2 and a typical 
such finite element function. 

Figure 2: Element diagrams. First row: discontinuous elements 
of degrees 0, 1, and 2 in two dimensions. Second row: Lagrange 
elements of degrees 1, 2, and 3 in two dimensions. Third and 
fourth rows: the corresponding elements in three dimensions. 

case, the face elements take as shape functions polynomial vector fields of the form 
p(x) = a + bx where a G R3, 6 G R and x = (xi,X2,x3), a 4-dimensional subspace 
of the 12-dimensional space Pi(T, R3) of polynomial vector fields of degree at most 
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1. The degrees of freedom are taken to be the Oth order moments of the normal 
components on the faces of codimension 1, p i-t Jfp(x) • rifdx where / is a face 
and rif the unit normal to the face. The element diagram is shown in the middle 
column of Figure 3. In the lowest order case the edge elements shape functions are 
polynomial vector fields of the form p(x) = a + b x x where a,b G R3, which form 
a 6-dimensional subspace of Pi(T, R3). The degrees of freedom are the 0th order 
moments over the edges of the component tangent to the edge, p>-¥ J p(x) • te dx, 
as indicated on the right of Figure 3. 

Figure 3: Element diagrams for some finite element approxima
tions to vector fields in two and three dimensions. Multiple dots 
are used as markers to indicate the evaluation of all components 
of a vector field. Arrows are used for normal moments on codi
mension 1 subsimplices and for tangential components on edges. 
Left: continuous piecewise linear fields. Middle: face elements of 
lowest order. Right: edge elements of lowest order. 

Each of these spaces can be generalized to arbitrarily high order. For the next 
higher order face space, the shape functions take the form p(x) = a(x) + b(x)x 
where a G Pi(T, R3) and 6 G Pi(T) a linear scalar-valued polynomial. This gives a 
subspace of P2(T, R3) of dimension 15, and the degrees of freedom are the moments 
of degree at most 1 of the normal components on the faces and the moments of 
degree 0 of all components on the tetrahedron. This element is indicated on the left 
of Figure 4. For the second lowest order edge space, the shape functions take the 
form p(x) = a(x) + b(x) x x with a,6 G Pi(T, R3), giving a 20-dimensional space. 
The degrees of freedom are the tangential moments of degree at most 1 on the edges 
(two per edge) and the tangential moments of degree 0 on the faces (two per face). 
This element is indicated on the right of Figure 4. 

The choice of the shape functions and the degrees of freedom determine the 
smoothness of the functions belonging to the assembled finite element space. For ex-
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Figure 4: The face (left) and edge (right) elements of the second 
lowest order in 2- and 3-dimensions. 

ample, the Lagrange finite element spaces of any degree belong to the Sobolev space 
i î 1 (0 ) of L2(Q) functions whose distributial first partial derivatives also belong to 
L2(Q) (and even to Ltnfty(iij). In fact, the distributional first partial derivative of 
a continuous piecewise smooth function coincides with its derivative taken piecewise 
and so belongs to L2. Thus the degrees of freedom we imposed in constructing the 
Lagrange finite elements are sufficient to insure that the assembled finite element 
space Wh C H1 (0). In fact more is true: for the Lagrange finite element space with 
shape function spaces WT = VP(T), we have 

Wh = { « G H1 (Sì) I U\T G WT for all simplices T of the triangulation }. 

This says that, in a sense, the degrees of freedom impose exactly the continuity-
required to belong to H1, no less and no more. 

In contrast, the discontinuous piecewise polynomial spaces are subsets of L2(Q) 
but not of i î 1 (0 ) , since their distributional first derivatives involve distributions 
supported on the interelement boundaries, and so do not belong to L2(Q). 

For the vector-valued finite elements there are more possibilities. The face and 
edge spaces contain discontinuous functions, and so are not contained in H1 (Q, R3 ). 
However, for vector fields belonging to one of the face spaces the normal component 
of the vector field does not jump across interelement boundaries, and this implies, 
via integration by parts, that the distributional divergence of the function coincides 
with the divergence taken piecewise. Thus the face spaces belong to ff(div, Q), the 
space of L2 vector fields on Q whose divergence belongs to L2. Indeed, for these 
spaces the degrees of freedom impose exactly the continuity of ff(div), no less or 
more. For the edge spaces it can be shown that the tangential components of a 
vector field do not jump across element boundaries, and this implies that the edge 
functions belong to H (curl, Si), the space of L2 vector fields whose curl belongs to 
L2. Again the degrees of freedom impose exactly the continuity needed for inclusion 
in If (curl). 

3. Discrete differential complexes 
The de Rham complex 

R - > A°(n) —^-+ A 1 ^ ) —^-> ••• —Ï-+ A"(n) -+ o 
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is defined for an arbitrary smooth n-manifold 0. Here /\ (0) denotes the space of 
differential fc-forms on Q, i.e., for u; G /\ (0) and x G 0, oj(x) is an alternating k-
linear map on the tangent space Txii. The operators d : f\ (0) —̂  f\ + (Q) denote 
exterior differentiation. This is is a complex in that the composition of two exterior 
differentiations always vanishes. Moreover, and if the manifold is topologically 
trivial, then it is exact. 

If 0 is a domain in R3, then we may identify its tangent space at any point 
with R3. Using the Euclidean inner product, the space of linear maps on R3 may
be identified by R3 as usual, so /\ (0) may be identified with the space C°°(ii, R3) 
of smooth vector fields on Q. Moreover, the space of alternating bilinear maps on 
R3 may be identified with R3 by associating to a vector u the alternating bilinear 
map (v,w) >-¥ det(u\v\w). Thus we have an identification of f\^(ii) with R3 as 
well. Finally the only alternating trilinear maps on R3 are given by multiples of 
the determinant map (u,v,w) >-¥ cdet(u\v\w), and so we may identify /\ (0) with 
C°°(ii). In terms of such proxy fields, the de Rham complex becomes 

i,R) -> 
(3.1) 

^ C°°(0) ^ £ + C°°(0,R3) ^ ^ C°°(0,R3) -ËL-t C°°(0,R) - • 0. 

Alternatively we may consider L-'-based forms and the sequence becomes 

E ^ H1^) - £ ^ + if (curl, ft) - ^ U if (div, ft) - ^ - + L2(ft,R) - • 0. 

The finite element spaces constructed above allow us to form discrete analogues 
of the de Rham complex. Given some triangulation of 0 c R3, let Wu denote 
the space of continuous piecewise linear finite elements, Qu the lowest order edge 
element space, Su the lowest order face element space, and Vu the space of piecewise 
constants. Then gradW^ C Qu (since Qu contains all piecewise constant vector 
fields belonging to if (curl) and the gradient of a continuous piecewise linear is 
certainly such a function), curlQ^ c Su (since Su contains all piecewise constant 
vector fields belonging to if (curl)), and divS^ C Vu- Thus we have the discrete 
differential complex 

R ^ Wu - ^ ^ Qu - ^ ^ Su ^ U V W O . (3-2) 

This differential complex captures the topology of the domain to the same extent 
as the de Rham complex. In particular, if the domain is topologically trivial, then 
the sequence is exact. 

It is convenient to abbreviate the above statement using the element diagrams 
introduced earlier. Thus we will say that the following complex is exact: 

div 
> 

By this we mean that if we assemble finite element spaces Wu, Qu, Su, and Vu using 
the indicated finite elements and a triangulation of a topologically trivial domain, 
then the corresponding discrete differential complex (3.2) is exact. 
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There is another important relationship between the de Rham complex (3.1) 
and the discrete complex (3.2). The defining degrees of freedom determine pro
jections n f : C°°(ft) - • Wu, n ^ : C°°(ft,R3) - • Qh„ and so on. In fact Tlf is 
just the usual interpolant, II ̂  is the L2-projection into the piecewise constants, 
and the projections n ^ and n f onto the edge and face elements are determined by 
the maintenance of the appropriate moments. It can be checked, based on Stokes 
theorem, that the following diagram commutes. 

^C°°(ft, grad curl div > C°°(ft,R3) ^ ^ C°°(ft,R3) _ i^_+ C°° ( f t ,R)^0 

n v n? 

. ^ Wt 
grad 

QH 
curl 

Sh 
div 

v. ^ 0 
(3.3) 

The finite element spaces appearing in this diagram, with one degree of freedom 
for each vertex for Wu, for each edge for Qu, for each face for Sh, and for each 
simplex for 14, are highly geometrical. In fact, recalling the identifications between 
fields and differential forms, we may view these spaces as spaces of piecewise smooth 
differential forms. They were in fact first constructed in this context, without any-
thought of finite elements or numerical methods, by Whitney [13]. The spaces were 
reinvented, one-by-one, as finite element spaces in response to the needs of various 
numerical problems, and the properties which are summarized in the commutative 
diagram above were slowly rediscovered as needed to analyze the resulting numerical 
methods. The connection between low order edge and face finite elements and 
Whitney forms was first realized by Bossavit [5]. 

Analogous statements hold for higher order Lagrange, edge, face, and discon
tinuous finite elements. For example, the following diagram commutes and has 
exact rows: 

^C°°(ft, grad > C°°(ft,R3) ~ ^ U C°°(ft,R3) _Ëiï_+ C°° ( f t ,R)^0 

. ^ 
grad curl div 

We shall see many other discrete differential complexes below. 

4. Stability of Galerkin methods 
Consider first the solution of the Dirichlet problem for Poisson's equation on 

a domain in R" : 
—Au = f in ft, u = 0 on 9ft. 

The solution can be characterized as the minimizer of the energy functional 

£(u) : = ö / 18rad u(x) P dx — / f(x)u(x)dx 
2 Jn Jn 
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over the Sobolev space H1^}) (consisting of if1 (ft) functions vanishing on 9ft), or 
as the solution of the weak problem: find u G H1^}) such that 

grad «(a;) • gradw(ar) dx = f(x)v(x) dx for all v G H1 (fi). 
n Jn 

We may define an approximate solution uu by minimizing the Dirichlet integral 
over a finite dimensional subspace Wu of H1^}); this is the classical Ritz method. 
Equivalently, we may use the Galerkin method, in which uu G Wu is determined by 
the equations 

g r a d u a i ) • gradw(ar) dx = f(x)v(x) dx for all v G Wu-
fi Jn 

After choice of a basis in Wu this leads to a system of linear algebraic equations, 
and uu is computable. 

Let Tu denote the discrete solution operator / H> uu- Then it is easy to check 
that Tu is bounded as a linear operator from if_1(ft) := H1^})* to H1^}) by a 
constant that depends only on the domain ft (and, in particular, doesn't increase 
if the space Wu is enriched). This says that the Galerkin method is stable. A 
consequence is the quasioptimality estimate 

\\u-uh\\Hi<c inf | | u - t ; | | j j i , (4.4) 
vewh 

for some constant c depending only on the domain ft. Note that there is no restric
tion on the subspace Wu to obtain this estimate. Galerkin's method for a coercive 
elliptic problem is always stable and convergence depends only on the approxima
tion properties of the subspace. A natural choice for Wu is the Lagrange finite 
element space of some degree p with respect to some regular simplicial mesh of 
maximal element size h, in which case Galerkin's method is a standard finite ele
ment method. In this case the right hand side of (4.4) is 0(hp) provided that u is 
sufficiently smooth. 

Next consider the related eigenvalue problem, which arises in the determination 
of the fundamental frequencies of a drum. That is, we seek standing wave solutions 
w(x,i) to the wave equation on some bounded domain ft c R2 which vanish on 
9ft. Assuming that the tension and density of the drum membrane are unity, these 
solutions have the form w(x, t) = acos(^/Xt)u(x) + ßsm(^/Xt)u(x) where a and ß 
are constants and u and À satisfy the eigenvalue problem 

—Au = Xu in ft, u = 0 on 9ft. 

The eigenvalues À form a sequence of positive numbers tending to infinity. The 
numbers v/A/(27r) are the fundamental frequencies of the drum and the functions 
u give the corresponding fundamental modes. 

The eigenvalues and eigenfunctions are characterized variationally as the crit
ical values and critical points of the Rayleigh quotient 

= / J grad «(a:) |2 dx 

jQ\u(x)\2 dx 
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defined for nonzero u belonging to the Sobolev space H1 (ft). The classical Rayleigh-
Ritz method for the approximation of eigenvalue problems determines approximate 
eigenvalues A^ and eigenfunctions uu as the critical values and points of the restric
tion of TZ to the nonzero elements of some finite dimensional subspace Wu of H1 (ft). 
Equivalently, we can write the eigenvalue problem in weak form: find À G R and 
nonzero u G H1^}) such that 

grad «(a;) • gradv(x) dx = X / u(x)v(x) dx for all v G H1 (fi). (4.5) 
fi Jn 

The Galerkin approximation of the eigenvalue problem, which is equivalent to the 
Rayleigh-Ritz method, seeks A j E l and nonzero uu G Wu such that 

gradu,u(x) • gradv(x) dx = Xu / uu(x)v(x)dx for all v G Wu- (4.6) 
fi Jn 

We now discuss the convergence of this method. Let À denote the j th eigen
value of the problem (4.5). In the interest of simplicity we assume that À is a simple 
eigenvalue, so the corresponding eigenfunction u is uniquely determined up to sign 
by the normalization ||«||iji = 1. Similarly let A^ and uu denote the j th eigenvalue 
of (4.6). It can then be proved (see, e.g., [3] for much more general results) that 
there exists a constant c such that 

\\u-uh\\Hi <c inf \\u-v\\Hi, \X - Xh\ < c\\u - uu\\2
Hi • (4-7) 

veWh 

In short, the eigenfunction approximation is quasioptimal and the eigenvalue error 
is bounded by the square. Again there is no restriction on the space Wu-

Figure 5 reports on the computation of the eigenvalues of the Laplacian on an 
elliptical domain of aspect ratio 3 using Lagrange finite elements of degree 1. 

Now consider an analogous problem, the computation of the resonant frequen
cies of an electromagnetic cavity occupying a region f i e l 3 . In this case we wish 
to find standing wave solutions of Maxwell's equations. If we take the electric per
mittivity and the magnetic permeability to be unity and assume a lossless cavity 
with perfectly conducting boundary, we are led to the following eigenvalue problem 
for the electric field: find nonzero E : ft —¥ R3, À G R such that 

curl curl E = XE, div E = 0 in ft, E x n = 0 on 9ft. (4.8) 

This is again an elliptic eigenvalue problem and the eigenvalues form a sequence of 
positive numbers tending to infinity. The divergence constraint is nearly redundant 
in this eigenvalue problem. Indeed if curl curl E = XE for À > 0, then divi? = 
À - 1 div curl curl E = 0 since the divergence of a curl vanishes. Thus the eigenvalue 
problem 

curl curl E = XE in ft, E x n = 0 on 9ft, (4.9) 

has the same eigenvalues and eigenfunctions as (4.8) except that it also admits 
À = 0 as an eigenvalue, and the corresponding eigenspace is infinite-dimensional (it 
contains the gradients of all smooth functions vanishing on the boundary of ft). The 
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Figure 5: The point plot shows the first 40 eigenvalues computed 
with piecewise linear finite elements with respect to the triangu
lation shown (•) versus the exact eigenvalues (+). The surface 
plot shows the computed eigenfunction associated to the fourth 
eigenvalue. The mesh has 737 vertices, of which 641 are interior, 
and 1,376 triangles. 

eigenvalues and eigenfunctions are now critical points and values of the Rayleigh 
quotient 

JQ | curl .©(a:) |2da: 
71(E) 

In \E(x)\2dx 

over the space of nonzero fields E in H (curl, ft), which is defined to be the space 
of functions for which both the above integrals exist and are finite and which have 
vanishing tangential component on the boundary (i.e., E x n = 0 on 9ft). 

In Figure 6 we show the result of approximating a two-dimensional version 
of this eigenvalue problem using the Rayleigh-Ritz method or, equivalently, the 
Galerkin method with continuous piecewise linear vector fields on ft whose tangen
tial components vanish on the boundary (the first element depicted in Figure 3). 
For ft we take a square of side length n, in which case the nonzero eigenvalues are 
known to be all numbers of the form À = m2 + n2 with 0 < m, n G Z not both 
zero, and the corresponding eigenfunctions are E = (sin my, sin nx). For the mesh 
pictured, the finite element space has dimension 290. We find that 73 of the 290 
computed eigenvalues are between 0 and 10 and that they have no tendency to clus
ter near the integers 1,1,2,4,4,5,5,8,9,9 which are the exact eigenvalues between 
0 and 10. Thus this numerical method is useless: the computed eigenvalues bear 
no relation to the true eigenvalues! The analogue of (4.7) is surely not true. 

If instead we choose the lowest order edge elements as the finite element space 
(Figure 3, top right), we get very different results. Using the same mesh, the edge 
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Figure 6: The plot shows the first 73 eigenvalues computed with 
piecewise linear finite elements for the resonant cavity problem on 
the square using the mesh shown. They bear no relation to the 
exact eigenvalues, 1, 1, 2, 4, 4, . . . , indicated by the horizontal 
lines. 

finite element space has dimension 472. It turns out that 145 of the computed eigen
values are zero (to within round-off), and the subsequent eigenvalues are 0.9998, 
0.9999, 2.0023, 3.9968, 4.0013, . . . , i.e., excellent approximations of the exact eigen
values. See Figure 7. 

Figure 7: The first plot shows the first 100 positive eigenvalues for 
the resonant cavity problem on the square computed with lowest 
order edge elements using the mesh of Figure 6. The error in 
the first 54 eigenvalues is below 2%. The inset focuses on the 
first 10 eigenvalues, for which the error is less than 0.25%. The 
second plot shows the vector field associated to the third positive 
eigenvalue. 
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The striking difference between the behavior of the continuous piecewise linear 
finite elements and the edge elements for the resonant cavity problem is a question 
of stability. We shall return to this below, after examining stability in a simpler 
context. 

5. Stability of mixed formulations 
Consider now the Dirichlet problem 

— div C grad u = f in ft, u = 0 on 9ft, 

where ft is a domain in R3 and the coefficient C is a symmetric positive definite 
matrix at each point. We may again characterize « as a minimizer of the energy-
functional 

u H> - / C grad u • grad udx — j fudx 

and use the Ritz method. This procedure is always stable. 
However, for some purposes it is preferable to work with the equivalent first 

order system 
a = C grad«, — div<r = / . (5.10) 

The pair (a, u) is then characterized variationally as the unique critical point of the 
functional 

£(a,u) = / (-C^1a • a+ udiva)dx — / fudx (5-H) 
Jn 2 ,/n 

over if (div, ft) x L2(ft). Note that (a,u) is a saddle-point of £, not an extremum. 
Numerical discretizations based on such saddle-point variational principles are called 
mixed methods. 

It is worth interpreting the system (5.10) in the language of differential forms, 
because this brings some insight. The function « is a 0-form, and the operation 
u >-¥ grad« is just exterior differentiation. The vector field a is a proxy for a 2-form 
and the operation a H> diva is again exterior differentiation. The loading function 
/ is the proxy for a 3-form. Since grad« is the proxy for a 1-form, it must be 
that the operation on differential forms that corresponds to multiplication by C 
takes 1-forms to 2-forms. In fact, if we untangle the identifications, we find that 
multiplication by C is a Hodge star operation. A Hodge star operator defines an 
isomorphism of f\ (ft) onto f\ ~~ (ft). To determine a particular such operator, we 
must define an inner product on the tangent space R3 at each point of ft. The pos
itive definite matrix C does exactly that. Many of the partial differential equations 
of mathematical physics admit similar interpretations in terms of differential forms. 
For a discussion of this in the context of discretization, see [9]. 

A natural approach to discretization of the mixed variational principle is to 
choose subspaces Su C if (div, ft), Vu C L2(ft) and seek a critical point (au,uu) G 
Su x Vu- This is of course equivalent to a Galerkin method and leads to a system of 
linear algebraic equations. However in this case, stability is not automatic. It can 
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happen that the discrete system is singular, or more commonly, that the norm of 
the discrete solution operator grows unboundedly as the mesh is refined. 

In a fundamental paper, Brezzi [6] established two conditions that together 
are sufficient (and essentially necessary) for stability. Brezzi's theorem applied to 
a wide class of saddle-point problems, but for simplicity we will state the stability-
conditions for the saddle-point problem associated to the functional (5.11). 

(51) There exists 71 > 0 such that 

C^T-rdxy 7ilMlff(div)> 

for all r G Su such that J div TV dx = 0 for all v G Vu • 
(52) There exists 72 > 0 such that for all v G Vu there exists nonzero r G Su 

satisfying 

Vdivrdx >72|MlL2|Mliï(div)-

Theorem (Brezzi) If the stability conditions (SI) and (S2) are satisfied, then £ 
admits a unique critical point (au,uu) over Su x Vu, the solution operator f i-t 
(o~h,Uh) is bounded L2(fï) —t if (div, ft) x L2(ft), and the quasioptimal estimate 

\\o--o-h\\H,div) + \\u-uh\\L2 <c inf ( | |CT-r | |m d i v )+ | |u- t ; | |L2) 
(T,v)eshxvh 

holds with c depending on 71 and 72. 
The stability conditions of Brezzi strongly limit the choice of the mixed finite 

element spaces Su, and Vu- Condition (SI) is satisfied if the indicated functions 
r G Sh, those whose divergence is orthogonal to 14, are in fact divergence-free. (In 
practice, this is nearly the only way it is satisfied.) This certainly holds if div Su C 
Vu, and so such as inclusion is a common design principle of mixed finite element 
spaces. On the other hand, condition (S2) is most easily satisfied if divS^ D Vu, 
because in this case, given v G Vu, we can choose r G Su with divr = v, so 
JQ vdivrdx = \\v\\L2, and the second condition will be satisfied as long as we can 
insure that HrH/r^v) < 72~

1||w||L2. In short, we need to know that div maps Su 
onto Vu and that div \$h admits a bounded one-sided inverse. 

The face elements of Raviart-Thomas and Nedelec were designed to satisfy-
both these conditions. Specifically, let Su again denote the space of face elements of 
lowest degree (whose element diagram is shown in the middle of the second row of 
Figure 3), and Vu the space of piecewise constants.1 We know that Su C if (div, ft) 
so these elements are admissable for the mixed variational principle. Moreover, we 
have div Su C Vu, so (SI) holds. 

To verify (S2), we refer to the commutative diagram (3.3). Given v G Vu, we 
can solve the Poisson equation A<f> = v and take a = grad <j> to obtain a function 

1I t may seem odd to seek u^ in \ \ , a space of discrete 3-forms, rather than in a space of 
0-forms, since M is a 0-form. The resolution is through a Hodge star operator, this time formed 
with respect to the Euclidean inner product on K3. In the mixed method u^ is a discrete 3-form, 
approximating the image of u under this star operator. 
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with div a = v and ||<T||ìJI < C||w||L2. Now let r = n|<7 G Sh- Then 

div r = div HhcT = Tl\ div a = lJx
hv = v, 

where we have used the commutativity and the fact that v G 14. Moreover 
IMIiï(div) < C||CT||ìJI < C'||W||L2, where we used the boundedness of n f on if1(ft ,R3). 
This shows that div 14 = Sh and establishes a bound on the one-sided inverse, and 
so verifies (S2). Of course, the same argument shows the stability of a mixed method 
based on higher order face elements as well. 

Thus we see that the stability of the mixed finite element method depends 
on the properties of the spaces 14 and Sh encoded in the rightmost square of the 
commutative diagram (3.3). 

Now let us return to the resonant cavity eigenvalue problem (4.9) for which 
we explored the Galerkin method: find Xh G R, 0 ^ Eh G Qh such that 

/ curl Eh • curl F dx = Xh / Eh • F dx for all F G Qh- (5.12) 
Jn Jn 

We saw that if Qh C H (curl, ft) is taken to be a space of edge elements this method 
gives good results in that the positive eigenvalues of the discrete problem are good 
approximations for the positive eigenvalues of the continuous problem. However, 
the simple choice of Lagrange finite elements did not give good results. We now 
explain the good performance of the edge elements based on the middle square 
of the commutative diagram (3.3). Following Boffi et. al [4] we set Ph = curlQ^ 
and introduce the following mixed discrete eigenvalue problem: find Àj e I , 0 / 
(Eh,Ph) G Qu x Ph such that 

/ Eh-Fdx+ / curl F • ph dx = 0 for all F G Qu, (5.13) 
Jn Jn 

/ curium • qdx = —Xu \ pu • qdx for all q G Pu- (5.14) 
Jn Jn 

It is then easy to verify that if Xu, Eu is a solution to (5.12) with Xu > 0, then 
Xu, (Eu, X^1 curl Eh) is a solution to (5.13), and if Xu, (Eu,pu) is a solution to 
(5.13) then Xu > 0 and Xu, Eu is a solution to (5.12). In short, the two problems 
are equivalent except that the former admits a zero eigenspace which the mixed 
formulation suppresses. As explained in [4], the accuracy of the mixed eigenvalue 
problem (5.13) hinges on the stability of the corresponding mixed source problem. 
This is a saddle-point problem of the sort studied by Brezzi, and so stability depends 
on conditions analogous to (SI) and (S2). The proof of these conditions in case Qu 
is the space of edge elements follows, as in the preceding stability verification, from 
surjectivity and commutativity properties encoded in the diagram (3.3). 

The diagram can also be used to explain the zero eigenspace computed with 
edge elements. Recall that in the case of the mesh shown in Figure 6, this space had 
dimension 145. In fact, this eigenspace is simply the null space of the curl operator 
restricted to Qu- Referring again to the commutative diagram (3.3), this is the 
gradient of the space Wu of linear Lagrange elements vanishing on the boundary. 
Its dimension is therefore exactly the number of interior nodes of the mesh. 
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6. The elasticity complex 
Let S denote the space of 3 x 3 symmetric matrices. Given a volumetric loading 

density / : ft —¥ R3, the system of linearized elasticity determines the displacement 
field « : ft —¥ R3 and the stress field a : ft —¥ S induced in the elastic domain ft by 
the equations 

CT = C eu, — div CT = / , 

together with boundary conditions such as « = 0 on 9ft. Here e« is the symmetric 
part of the matrix grad«, and the elasticity tensor C : S —¥ S is a symmetric positive 
definite linear operator describing the particular elastic material, possibly varying 
from point to point. 

The solution (CT, «) may be characterized variationally as a saddle-point of the 
Hellinger-Reissner functional 

£(a,u) = I ( - C _ V : CT + « • diva)dx — I f-udx (6.15) 
Jn 2 ,/n 

over if (div, ft, S) x L2(ft,R2) (i.e., CT is sought in the space of square-integrable 
symmetric-matrix-valued functions whose divergence by rows is square-integrable, 
and « is sought among all square-integrable vector fields). 

For a mixed finite element method, we need to specify finite element subspaces 
Sh C if (div, ft, S) and 14 C L2(ft,R2) and restrict the domain of the variational 
problem. Of course the spaces must be carefully designed if the mixed method 
is to be stable: the analogues of the stability conditions (SI) and (S2) must be 
satisfied. The functional (6.15) is quite similar in appearance to (5.11) and so 
it might be expected that the mixed finite elements developed for the latter (the 
face elements for CT and discontinuous elements for «) could be adapted to the 
case of elasticity. In fact, the requirement of symmetry of the stress tensor and, 
correspondingly, the replacement of the gradient by the symmetric gradient, changes 
the structure significantly. Four decades of searching for mixed finite elements for 
elasticity beginning in the 1960s did not yield any stable elements with polynomial 
shape functions. 

Using discrete differential complexes, R. Winther and the author recently de
veloped the first such elements for elasticity problems in two dimensions [1]. (The 
three-dimensional case remains open.) For elasticity, the displacement and stress 
fields cannot be naturally interpreted as differential forms and the relevant differ
ential complex is not the de Rham complex. In three dimensions it is instead the 
elasticity complex: 

T ^ C ° ° ( f t , R 3 ) —ï—• C°°(ft,S) —^—• C°°(ft,S) - ^ ^ C°° ( f t ,R 3 )^0 . 

Here the operator J is a second order differential operator which acts on a symmetric 
matrix field by first replacing each row with its curl and then replacing each column 
with its curl to obtain another symmetric matrix field. The resolved space T is the 
six-dimensional space of infinitesimal rigid motions, i.e., the same space of linear 
polynomials a+ b x x which arose as the shape functions for the lowest order edge 
elements. If the domain ft is topologically trivial, this complex is exact. Although 
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it involves a second order differential operator, and so looks quite different from the 
de Rham complex, Eastwood [8] recently pointed out that it can be derived from 
the de Rham complex via a general construction known as the Bernstein-Gelfand-
Gelfand resolution. 

In two dimensions the elasticity complex takes the form 

-+ C°°(ft,S) div Pi ^C°° ( f t ) -

where now the second order differential operator is 

/ 92 92 

J = 

* C°°( f t ,R 2 )^0 , 

92 

dx2. 

d2 

\ 9;ci9;E2 

\ 
9a;i9a;2 

92 

84 ) 

Figure 8: Element diagram for the new mixed finite elements for 
elasticity, lowest order case. 

In the lowest order case, the finite elements we introduced in [1], for which 
the element diagrams can be seen in Figure 8, use discontinuous piecewise linear 
vector fields for the displacement field and a piecewise polynomial space which we 
shall now describe for the stress field. The shape functions on an arbitrary triangle 
T are given by 

ST = { T G P3(T,S) | d ivr G Pi(T, R2) }, 

which is a 24-dimensional space consisting of all quadratic symmetric matrix fields 
on T together with the divergence-free cubic fields. The degrees of freedom are 

• the values of three components of T(X) at each vertex x of T (9 degrees of 
freedom) 

• the values of the moments of degree 0 and 1 of the two components of rn on 
each edge e of T (12 degrees of freedom) 

• the value of the three components of the moment of degree 0 of r on T (3 
degrees of freedom) 

Note that these degrees of freedom are enough to ensure continuity of rn across 
element faces, and so will furnish a finite element subspace of if (div, ft, S). The 
continuity is not however, the minimal needed for inclusion in if (div). The de
grees of freedom also enforce continuity at the vertices, which is not required for 
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membership in if (div). For various reasons, it would be useful to have a mixed 
finite element for elasticity that does not use vertex degrees of freedom. But, as we 
remark below, this is not possible if we restrict to polynomial shape functions. 

In order to have a well-defined finite element, we must verify that the 24 degrees 
of freedom form a basis for the dual space of ST- We include this verification since 
it illustrates an aspect of the role of the elasticity complex. Since dim ST = 24, 
we need only show that if all the degrees of freedom vanish for some r G ST, then 
r = 0. Now rn varies cubically along each edge, vanishes at the endpoints, and has 
vanishing moments of degree 0 and 1. Therefore rn = 0. Letting v = divr, a linear 
vector field on T, we get by integration by parts that 

v2 dx = — J T : evdx + / r n • v ds = 0 
T -JT JdT 

since the integral of r vanishes as well as rn. Thus r is divergence-free. In view of 
the exactness of the elasticity complex, r = Jq for some smooth function q. Since 
all the second partial derivatives of q belong to V3(T), q G V5(T). Adjusting by 
an element of Pi(T) (the null space of J ) , we may take q to vanish at the vertices. 
Now d2q/ds2 = rn • n = 0 on each edge, whence q is identically zero on dT. This 
implies that the gradient of q vanishes at the vertices. Since d2q/dsdn = -rn-t = 0 
on each edge (with t a unit vector tangent to the edge), we conclude that dq/dn 
vanishes identically on dT as well. Since q has degree at most 5, it must vanish 
identically. 

Let n f : C°°(ft,S) —¥ Sh denote the projection associated with the supplied 
degrees of freedom, and II ̂  : C°°(ft,R2) —¥ 14 the L2-projection. For any triangle 
T, T G C°°(ft,S), and v G Pi(ft,R2), we have 

/ div(r — n f T ) • vdx = - / (r — Ilfr) : evdx + (r — Ilfr)n • vds. 
JT JT JdT 

The degrees of freedom entering the definition of n f ensure that the right hand side 
vanishes, and from this we obtain the commutativity div Hfr = II ̂  div r which 
is essential for stability. (Actually a technical difficulty arises here, since Uf as 
given is not bounded on if1(ft,S). See [1] for the resolution.) Note that, by their 
definitions, divS^ C 14 and, using the commutativity, we have divS^ = 14, i.e., 
Sh y Vu —¥ 0 is exact. To complete this to a discrete analogue of the elasticity-
complex, we define Yu to be the inverse image of Su under J. Then Yu is exactly 
the space of C1 piecewise quintic polynomials which are C2 at the vertices of the 
meshes. This is in fact a well-known finite element space, called the Hermite quintic 
or Argyris space, developed for solving 4th order partial differential equations (for 
which the inclusion in if2(ft) and therefore C1 continuity is required). The shape 
functions are V5(T) and the 21 degrees of freedom are the values of the function 
and all its first and second partial derivatives at the vertices and the integrals of 
the normal derivatives along edges. We then have a discrete elasticity complex 

Vi ^Yh — ^ Su - ^ - + V*-» 0, 
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or, diagrammatically, 

h^ / \ — ^ y* V ^ ^ /---\-^o. 
FT" 

Moreover this sequence is exact and is coupled to the two-dimensional elasticity-
sequence via a commuting diagram: 

P i ^ C ° ° ( f t ) —1—t C°°(ft,S) - ^ - + C°° ( f t ,R 3 )^0 

H W Yh - ^ - + Sh - ^ - + 14 -+0 
The right half of this diagram encodes the information necessary to establish the 
stability of our mixed finite element method. 

The Hermite quintic finite elements arose naturally from our mixed finite ele
ments to complete the commutative diagram. Had they not been long known, we 
could have used this procedure to devise a finite element space contained in if2(ft). 
In fact, on close scrutiny we can see that any stable mixed finite elements for elas
ticity with polynomial shape functions will give rise to a finite element space with 
polynomial shape functions contained in if2(ft). However, it is known that such 
spaces are difficult to construct and complicated. In fact, it can be proved that an 
if2 finite element space must utilize shape functions of degree at least 5 and the first 
and second partial derivatives at the vertices must be among the degrees of freedom 
[14]. This helps explain why mixed finite elements for elasticity have proven so hard 
to devise. In particular, we can rigorously establish the stress elements must involve 
polynomials of degree 3, and that vertex degrees of freedom are unavoidable. 

In addition to the element just described, elements of all greater orders are 
also introduced in [1]. The elements of next higher order can be seen as the final 
two elements in this discrete elasticity complex. 

div 
*"* - — 

"TTTT 

It is also possible to simplify the lowest order element slightly. To do this we reduce 
the displacement space from piecewise linear vector fields to piecewise rigid motions, 
and we replace the stress space with the inverse image under the divergence of the 
reduced displacement space. This leads to a stable element shown in this exact 
sequence: 

T T V ~~ 

Because of the unavoidable complexity of if2 finite elements, practitioners 
solving 4th order equations often resort to nonconforming finite element approxi
mations of if2. This means that the finite element space does not belong to if2 
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in that the function or the normal derivative may jump across element boundaries, 
but the spaces are designed so that jumps are small enough in some sense (e.g., on 
average). The error analysis is more complicated for nonconforming elements, since 
in addition to stability and approximation properties of the finite element space, one 
must analyze the consistency error arising from the jumps in the finite elements. 
In [2] Winther and the author investigated the the possibility of nonconforming 
mixed finite elements for elasticity, which, however are stable and convergent, and 
developed two such elements. These are related to nonconforming if2 elements via 
nonconforming discrete elasticity complexes, two of which are pictured here: 

i ^ r \ -^-> y . v ^ ^ / - - A - K ) . 
J , 

J , 

ffi a a 

yv 
/ \ 

a a 

div 

div 

A 
/ - - \ 

A i ^ r \ ——>• V V - ^ ^ A A - • o. 

In both cases the shape function space for the stress is contained between Pi(T, S) 
and P2(T, S). The nonconforming if2 finite element depicted in these diagrams 
was developed for certain 4th order problems in [11]. Note the nonconforming 
mixed elasticity elements are significantly simpler than the conforming ones (and, 
in particular, don't require vertex degrees of freedom). 
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Hyperbolic Systems of Conservation Laws 
in One Space Dimension 
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Abstract 

Aim of this paper is to review some basic ideas and recent developments 
in the theory of strictly hyperbolic systems of conservation laws in one space 
dimension. The main focus will be on the uniqueness and stability of entropy 
weak solutions and on the convergence of vanishing viscosity approximations. 
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1. Introduction 
By a system of conservation laws in m space dimensions we mean a first order 

system of partial differential equations in divergence form: 

TTU + ÌT -^-Fa(U) = 0, U£lRn, (t,x)£ Rx Rm. 
at ^—' oxa 

The components of the vector U = (Ui,..., Un) are the conserved quantities. Sys
tems of this type express the balance equations of continuum physics, when small 
dissipation effects are neglected. A basic example is provided by the equations of 
non-viscous gases, accounting for the conservation of mass, momentum and energy. 
The subject is thus very classical, having a long tradition which can be traced back 
to Euler (1755) and includes contributions by Stokes, Riemann, Weyl and Von Neu
mann, among several others. The continued attention of analysts and mathematical 
physicists during the span of over two centuries, however, has not accounted for a 
comprehensive mathematical theory. On the contrary, as remarked in [Lx2], [D2], 
[S2], the field is still replenished with challenging open problems. In several space 
dimensions, not even the global existence of solutions is presently known, in any 
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significant degree of generality. Until now, most of the analysis has been concerned 
with the one-dimensional case, and it is only here that basic questions could be 
settled. In the remainder of this paper we shall thus consider systems in one space 
dimension, referring to the books of Majda [M], Serre [SI] or Dafermos [D3] for a 
discussion of the multidimensional case. 

Toward a rigorous mathematical analysis of solutions, the main difficulty that 
one encounters is the lack of regularity. Due to the strong nonlinearity of the 
equations and the absence of diffusion terms with smoothing effect, solutions which 
are initially smooth may become discontinuous within finite time. In the presence 
of discontinuities, most of the classical tools of differential calculus do not apply. 
Moreover, for general nxn systems, the powerful techniques of functional analysis 
cannot be used. In particular, solutions cannot be represented as fixed points of 
a nonlinear transformation, or in variational form as critical points of a suitable 
functional. Dealing with vector valued functions, comparison arguments based on 
upper and lower solutions do not apply either. Up to now, the theory of conservation 
laws has progressed largely by ad hoc methods. A survey of these techniques is the 
object of the present paper. 

The Cauchy problem for a system of conservation laws in one space dimension 
takes the form 

ut + f(u)x = 0, (1.1) 

u(0,x)=ü(x). (1.2) 

Here u = (ui,...,un) is the vector of conserved quantities, while the components 
of / = ( / i , . . . , /„) are the fluxes. We shall always assume that the flux function 
/ : Rn H> Rn is smooth and that the system is strictly hyperbolic, i. e., at each 
point u the Jacobian matrix A(u) = Df(u) has n real, distinct eigenvalues 

A i ( u ) < - - - < A „ ( u ) . (1.3) 

As already mentioned, a distinguished feature of nonlinear hyperbolic systems is 
the possible loss of regularity. Even with smooth initial data, it is well known that 
the solution can develop shocks in finite time. Therefore, solutions defined globally 
in time can only be found within a space of discontinuous functions. The equation 
(1.1) must then be interpreted in distributional sense. A vector valued function 
u = u(t,x) is a weak solution of (1.1) if 

[u(j>t + f(u)(j>x]dxdt = 0 (1.4) 

for every test function <f> G C\, continuously differentiable with compact support. 
In particular, the piecewise constant function 
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is a weak solution of (1.1) if and only if the left and right states u^,u+ and the 
speed A satisfy the famous Rankine-Hugoniot equations 

/ («+) - / ( « - ) = A (U+-U-). (1.6) 

When discontinuities are present, the weak solution of a Cauchy problem may 
not be unique. To single out a unique "good" solution, additional entropy conditions 
are usually imposed along shocks [Lxl], [L3]. These conditions often have a physical 
motivation, characterizing those solutions which can be recovered from higher order 
models, letting the diffusion or dispersion coefficients approach zero (see [D3]). 

In one space dimension, the mathematical theory of hyperbolic systems of 
conservation laws has developed along two main lines. 

1. The BV setting, pioneered by Glimm (1965). Solutions are here constructed 
within a space of functions with bounded variation, controlling the BV norm by a 
wave interaction potential. 

2. The L°° setting, introduced by DiPerna (1983), based on weak convergence and 
a compensated compactness argument. 

Both approaches yield results on the global existence of weak solutions. How
ever, it is only in the BV setting that the well posedness of the Cauchy problem 
could recently be proved, as well as the stability and convergence of vanishing vis
cosity approximations. On the other hand, a counterexample in [BS] indicates that 
similar results cannot be expected, in general, for solutions in L°°. In the remainder 
of this paper we thus concentrate on the theory of BV solutions, referring to [DP2] 
or [SI] for the alternative approach based on compensated compactness. 

We shall first review the main ideas involved in the construction of weak so
lutions, based on the Riemann problem and the wave interaction functional. We 
then present more recent results on stability, uniqueness and characterization of 
entropy weak solutions. All this material can be found in the monograph [B3]. The 
last section contains an outline of the latest work on stability and convergence of 
vanishing viscosity approximations. 

2. Existence of weak solutions 
Toward the construction of more general solutions of (1.1), the basic building 

block is the Riemann problem, i.e. the initial value problem where the data are 
piecewise constant, with a single jump at the origin: 

u(0,x)=\\ * *<0. (2.1) 
[ tA if x > 0 . 

Assuming that the amplitude |tA — u^\ of the jump is small, this problem was 
solved in a classical paper of Lax [Lxl], under the additional hypothesis 
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(H) For each i = l,...,n, the z-th field is either genuinely nonlinear, so that 
DXi(u) • Ti(u) > 0 for all u, or linearly degenerate, with _DA,(«) • rj(«) = 0 for 
all u. 

The solution is self-similar: u(t,x) = U(x/t). It consists of n + 1 constant states 
OJQ = u~, oji,... ,ojn = tA (see Fig. 1). Each couple of adiacent states w»_i, w» 
is separated either by a shock (the thick lines in Fig. 1) satisfying the Rankine 
Hugoniot equations, or else by a centered rarefaction. In this second case, the 
solution u varies continuously between w»_i and w» in a sector of the t-x-rAane (the 
shaded region in Fig. 1) where the gradient ux coincides with an z-eigenvector of 
the matrix A(u). 

2At 

Figure 1 

Approximate solutions to a more general Cauchy problem can be constructed 
by patching together several solutions of Riemann problems. In the Glimm scheme 
(Fig. 2), one works with a fixed grid in the x-t plane, with mesh sizes Ax, At. At 
time t = 0 the initial data is approximated by a piecewise constant function, with 
jumps at grid points. Solving the corresponding Riemann problems, a solution is 
constructed up to a time At sufficiently small so that waves generated by different 
Riemann problems do not interact. By a random sampling procedure, the solution 
u(At, •) is then approximated by a piecewise constant function having jumps only 
at grid points. Solving the new Riemann problems at every one of these points, one 
can prolong the solution to the next time interval [At, 2At], etc. . . 

x x’ 

Figure 3 

An alternative technique for contructing approximate solutions is by wave-
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front tracking (Fig. 3). This method was introduced by Dafermos [Dl] in the scalar 
case and later developed by various authors [DPI], [BI], [R], [BJ]. It now provides 
an efficient tool in the study of general nxn systems of conservation laws, both for 
theoretical and numerical purposes [B3], [HR]. 

The initial data is here approximated with a piecewise constant function, and 
each Riemann problem is solved approximately, within the class of piecewise con
stant functions. In particular, if the exact solution contains a centered rarefaction, 
this must be approximated by a rarefaction fan, containing several small jumps. At 
the first time ti where two fronts interact, the new Riemann problem is again ap
proximately solved by a piecewise constant function. The solution is then prolonged 
up to the second interaction time Ì2, where the new Riemann problem is solved, 
etc . . . The main difference is that in the Glimm scheme one specifies a priori the 
nodal points where the the Riemann problems are to be solved. On the other hand, 
in a solution constructed by wave-front tracking the locations of the jumps and of 
the interaction points depend on the solution itself, and no restarting procedure is 
needed. 

In the end, both algorithms produce a sequence of approximate solutions, 
whose convergence relies on a compactness argument based on uniform bounds on 
the total variation. We sketch the main idea involved in these a priori BV bounds. 
Consider a piecewise constant function u : R >-¥ Rn, say with jumps at points 
xi < X2 < • • • < XM- Call aa the amplitude of the jump at xa. The total strength 
of waves is then defined as 

V(u) = 5 > Q | . (2.2) 
Q 

Clearly, this is an equivalent way to measure the total variation. Along a solution 
u = u(t,x) constructed by front tracking, the quantity V(t) = V(u(t,-)) may well 
increase at interaction times. To provide global a priori bounds, following [G] one 
introduces a wave interaction potential, defined as 

Q(u) = ^ \aaaß\' (2-3) 
(a,ß)eA 

where the summation runs over the set A of all couples of approaching waves. 
Roughly speaking, we say that two wave-fronts located at xa < Xß are approaching 
if the one at xa has a faster speed than the one at Xß (hence the two fronts are 
expected to collide at a future time). Now consider a time r where two incoming 
wave-fronts interact, say with strengths a, a' (for example, take r = h in Fig. 3). 
The difference between the outgoing waves emerging from the interaction and the 
two incoming waves a, a' is of magnitude 0(1) • \cra'\. On the other hand, after 
time r the two incoming waves are no longer approaching. This accounts for the 
decrease of the functional Q in (2.3) by the amount \aa'\. Observing that the new 
waves generated by the interaction could approach all other fronts, the change in 
the functionals V, Q across the interaction time r is estimated as 

AV(T) = 0(1) • \aa'\, AQ(T) = -\aa'\ + 0(1) • \aa'\ V(r-). 
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If the initial data has small total variation, for a suitable constant Co the quantity 

T(t) = V(u(t,-))+ Co Q(u(t,-)) 

is monotone decreasing in time. This argument provides the uniform BV bounds on 
all approximate solutions. Using Helly's compactness theorem, one obtains the con
vergence of a subsequence of approximate solutions, and hence the global existence 
of a weak solution. 

Theorem 1. Let the system (1.1) be strictly hyperbolic and satisfy the assumptions 
(H). Then, for a sufficiently small 5 > 0 the following holds. For every initial 
condition ü with 

||ü||L~ < ö, Tot. Var.{ü} < Ö, (2.4) 

the Cauchy problem has a weak solution, defined for all times t>0. 

This result is based on careful analysis of solutions of the Riemann problem 
and on the use of a quadratic interaction functional (2.3) to control the creation of 
new waves. These techniques also provided the basis for subsequent investigations 
of Glimm and Lax [GL] and Liu [L2] on the asymptotic behavior of weak solutions 
as t —¥ oo. 

3. Stability 
The previous existence result relied on a compactness argument which, by 

itself, does not provide informations on the uniqueness of solutions. A first under
standing of the dependence of weak solutions on the initial data was provided by 
the analysis of front tracking approximations. The idea is to perturb the initial 
data by shifting the position of one of the jumps, say from i t o a nearby point x' 
(see Fig. 3). By carefully estimating the corresponding shifts in the positions of 
all wave-fronts at a later time t, one obtains a bound on the L1 distance between 
the original and the perturbed approximate solution. After much technical work, 
this approach yielded a proof of the Lipschitz continuous dependence of solutions 
on the initial data, first in [BC1] for 2 x 2 systems, then in [BCP] for general nxn 
systems. 

Theorem 2. Let the system (1.1) be strictly hyperbolic and satisfy the assumptions 
(H). Then, for every initial data ü satisfying (2.4) the weak solution obtained as 
limit of Glimm or front tracking approximations is unique and depends Lipschitz 
continuously on the initial data, in the L1 distance. 

These weak solutions can thus be written in the form u(t, •) = S tu, as tra-
jecories of a semigroup S :T> x [0, OG[H> T> on some domain T> containing all func
tions with sufficiently small total variation. For some Lipschitz constants L, V one 
has 

\\St.u — Ssv||L1 < L ||« — u||Li + L'\t — s\, (3.1) 

file:////St.u
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for all t,s >0 and initial data u,v Ç.V. 

An alternative proof of Theorem 2 was later achieved by a technique introduced 
by Liu and Yang in [LY] and presented in [BLY] in its final form. The heart of the 
matter is to construct a nonlinear functional, equivalent to the L1 distance, which 
is decreasing in time along every pair of solutions. We thus seek $ = $(«, v) and a 
constant C such that 

1 , i 

C 
||L1 < $(u,v) < C • | 

! * ( « ( * ) , «(*))< 0. 

(3.2) 

(3.3) 

— 

CÛ3= v(x) 

q] " 
hi 

+ — c « 
v 

G\\ 

^ \qi 
u 

%= u(x) 

X X„ 

Figure 4 

In connection with piecewise constant functions u,v : R >-¥ Rn generated by 
a front tracking algorithm, this functional can be defined as follows (Fig. 4). At 
each point x, we connect the states u(x), v(x) by means of n shock curves. In 
other words, we construct intermediate states OJO = U(X),OJI,. .. ,ojn = v(x) such 
that each pair WJ_I,U;J is connected by an Ashock. These states can be uniquely-
determined by the implicit function theorem. Call qi,...,qn, the strengths of these 
shocks. We regard qt(x) as the z-th scalar component of the jump (u(x), v(x)). For 
some constant C, one clearly has 

1 n 

— • \v(x) — u(x)\ < \ J | % ( ï ) | < C • \v(x) — u(x)\. (3.4) 
ì=i 

The functional $ is now defined as 
n /-CX3 

$(u,v) = y j / Wi(x) \qi(x)\ dx, 
^ _ 1 J—oo 

(3.5) 

where the weights W, take the form 

Wi (x) = l + Ki • [total strength of waves in u and in v 

which approach the Awave qt(x)] 

+ K,2 • [wave interaction potentials of u and of v] 

= l + KiVi(x) + K2 [Q(u) + Q(v)] 

(3.6) 
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for suitable constants Ki,K2- Notice that, by construction, qi(x) represents the 
strength of a fictitious shock wave located at x, travelling with a speed A»(x) de
termined by the Rankine-Hugoniot equations. In (3.6), it is thus meaningful to 
consider the quantity 

Vi(x) = ^ lCT"l> 
aeAi(x) 

where the summation extends to all wave-fronts aa in u and in v which are ap
proaching the Ashock qi(x). From (3.4) and the boundedness of the weights W,, 
one easily derives (3.2). By careful estimates on the Riemann problem, one can 
prove that also (3.3) is approximately satisfied. In the end, by taking a limit of 
front tracking approximations, one obtains Theorem 2. 

For general n x n systems, in (3.1) one finds a Lipschitz constant L > 1. 
Indeed, it is only in the scalar case that the semigroup is contractive and the theory 
of accretive operators and abstract evolution equations in Banach spaces can be 
applied, see [K], [C]. We refer to the flow generated by a system of conservation 
laws as a Riemann semigroup, because it is entirely determined by specifying how 
Riemann problems are solved. As proved in [B2], if two semigroups S, S' yield the 
same solutions to all Riemann problems, then they coincide, up to the choice of 
their domains. 

From (3.1) one can deduce the error bound 

fT { \\w(t + h) -Shw(t)\\T1 ) 
\\w(T) - STw(0) L <L- / h i m i n f ^ , \ dt, (3.7) 
11 W | | L _ JQ ^ h^Q+ h J 

valid for every Lipschitz continuous map w : [0,T] >-¥ T> taking values inside the 
domain of the semigroup. We can think of t >-¥ w(i) as an approximate solution of 
(1.1), while t H> St.w(0) is the exact solution having the same initial data. According 
to (3.7), the distance at time T is bounded by the integral of an instantaneous error 
rate, amplified by the Lipschitz constant L of the semigroup. 

Using (3.7), one can estimate the distance between a front tracking approxima
tion and the corresponding exact solution. For approximate solutions constructed 
by the Glimm scheme, a direct application of this same formula is not possible 
because of the additional errors introduced by the restarting procedures at times 
tk = kAt. However, relying on a careful analysis of Liu [LI], one can construct a 
front tracking approximate solution having the same initial and terminal values as 
the Glimm solution. By this technique, in [BM] the authors proved the estimate 

|| Glimm/y ) _ exact ( j . ) || 
lim Ü A = V ; | l L = 0 . (3.8) 

Ax-»o v Aa; • | In Aa, 

In other words, letting the mesh sizes Ax, At —¥ 0 while keeping their ratio Ax/At 
constant, the L1 norm of the error in the Glimm approximate solution tends to zero 
at a rate slightly slower than ^/Ax. 
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4. Uniqueness 
The uniqueness and stability results stated in Theorem 2 refer to a special 

class of weak solutions: those obtained as limits of Glimm or front tracking ap
proximations. For several applications, it is desirable to have a uniqueness theorem 
valid for general weak solutions, without reference to any particular constructive 
procedure. Results in this direction were proved in [BLF], [BG], [BLe]. They are 
all based on the error formula (3.7). In the proofs, one considers a weak solution 
u = u(t,x) of the Cauchy problem (1.1)—(1.2). Assuming that u satisfies suitable 
entropy and regularity conditions, one shows that 

\\u(t + h) — Su,u(t)\\ t 
liminf- H*- = 0 (4.1) 
h^Q+ h 

at almost every time t. By (3.7), u thus coincides with the semigroup trajectory 
t >-¥ St.u(Ö) = St'ü. Of course, this implies uniqueness. As an example, we state 
below the result of [BLe]. Consider the following assumptions: 

( A l ) (Conservat ion Equat ions) The function u = u(t,x) is a weak solution of 
the Cauchy problem (1.1)—(1.2), taking values within the domain T> of the 
semigroup S. More precisely, u : [0,T] H> T> is continuous w.r.t. the L1 

distance. The initial condition (1.2) holds, together with 

[u 4>t + / («) <j>x] dxdt = 0 

for every C1 function <f> with compact support contained inside the open strip 
]0,T[xR. 

( A2) (Lax Ent ropy Condit ion) Let u have an approximate jump discontinuity at 
some point (r, £) G]0,T[x#i. In other words, assume that there exists states 
ur, tA G 0 and a speed A G R such that, calling 

(4.2) 

holds 

u(t,x) = {i; 

i r+p ri+p 

hm — / / 
p^0+ p2 JT_p ]i_p 

if x < £ + X(t — T), 

if x > £ + X(t — T), 

u(t,x) — U(t,x) dxdt = 0. (4.3) 

Then, for some i G { 1 , . . . , n), one has the entropy inequality: 

Ai(tA) > A > Xi(u+). (4.4) 

(A3) (Bounded Variat ion Condit ion) The function x >-¥ U(T(X),X) has bounded 
variation along every Lipschitz continuous space-like curve {t = T(X)}, which 
satisfies \dr/dx\ < ö a.e., for some constant ö > 0 small enough. 
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Theorem 3. Let u = u(t,x) be a weak solution of the Cauchy problem (1.1) (1.2) 
satisfying the assumptions (Al), (A2) and (A3). Then 

u(t,-) = Stu (4.5) 

for allt. In particular, the solution that satisfies the three above conditions is unique. 

An additional characterization of these unique solutions, based on local integral 
estimates, was given in [B2]. The underlying idea is as follows. In a forward 
neighborhood of a point (r, £) where u has a jump, the weak solution u behaves 
much in the same way as the solution of the corresponding Riemann problem. On 
the other hand, on a region where its total variation is small, our solution u can be 
accurately approximated by the solution of a linear hyperbolic system with constant 
coefficients. 

To state the result more precisely, we introduce some notations. Given a 
function u = u(t,x) and a point (r, £), we denote by Ui .T , , the solution of the 
Riemann problem with initial data 

tA = lim U(T, x), tA = lim U(T, X). (4.6) 

In addition, we define UÌU.T ^ as the solution of the linear hyperbolic Cauchy prob
lem with constant coefficients 

wt + Awx = 0, w(0, x) = U(T,X). (4.7) 

Here A = A(U(T, £)). Observe that (4.7) is obtained from the quasilinear system 

ut + A(u)ux = 0 (.4 = Df) (4.8) 

by "freezing" the coefficients of the matrix A(u) at the point (r, £) and choosing 
U(T) as initial data. A new notion of "good solution" can now be introduced, by 
locally comparing a function u with the self-similar solution of a Riemann problem 
and with the solution of a linear hyperbolic system with constant coefficients. More 
precisely, we say that a function u = u(t,x) is a viscosity solution of the system 
(1.1) if t >-¥ u(t,-) is continuous as a map with values into ~L\0C, and moreover the 
following integral estimates hold. 

(i) At every point (r, £), for every ß' > 0 one has 

1 
lim 

h^o+ h Jz_ß,h 

i+ß'h 
U(T + h, x) — U?.TÌ)(h, x — £) dx = 0. (4.9 

(ii) There exist constants C, ß > 0 such that, for every r > 0 and a < Ç < b, one 
has 

j cb-ßh 2 
limsup— / U(T + h, x) — U,U.T ^(h,x) dx < C • (Tot.Var.{«(r); ]a, b[ } J . 

(4.10) 
h^o+ h Ja+ßh 
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As proved in [B2], this concept of viscosity solution completely characterizes 
semigroup trajectories. 

Theorem 4. Let S : T> x [0,oo[xX> be a semigroup generated by the system of 
conservation laws (1.1). A function u : [0,T] H> T> is a viscosity solution of (1.1) if 
and only if u(t) = Stu(0) for all t G [0,T]. 

5. Vanishing viscosity approximations 
A natural conjecture is that the entropie solutions of the hyperbolic system 

(1.1) actually coincide with the limits of solutions to the parabolic system 

ue
t+ f(ue)x=eue

xx, (5.1) 

letting the viscosity coefficient e —¥ 0. In view of the previous uniqueness results, 
one expects that the vanishing viscosity limit should single out the unique "good" 
solution of the Cauchy problem, satisfying the appropriate entropy conditions. In 
earlier literature, results in this direction were based on three main techniques: 

1 - Comparison principles for parabolic equations. For a scalar conservation 
law, the existence, uniqueness and global stability of vanishing viscosity solutions 
was first established by Oleinik [O] in one space dimension. The famous paper by 
Kruzhkov [K] covers the more general class of L°° solutions and is also valid in 
several space dimensions. 

2 - Singular perturbations. Let « be a piecewise smooth solution of the n x n 
system (1.1), with finitely many non-interacting, entropy admissible shocks. In 
this special case, using a singular perturbation technique, Goodman and Xin [GX] 
constructed a family of solutions u6 to (5.1), with u6 —¥ u as e —¥ 0. 

3 - Compensated compactness. If, instead of a BV bound, only a uniform 
bound on the L°° norm of solutions of (5.1) is available, one can still construct a 
weakly convergent subsequence u6 —*• u. In general, we cannot expect that this weak 
limit satisfies the nonlinear equations (1.1). However, for a class of 2 x 2 systems, 
in [DP 2] DiPerna showed that this limit u is indeed a weak solution of (1.1). The 
proof relies on a compensated compactness argument, based on the representation 
of the weak limit in terms of Young measures, which must reduce to a Dirac mass 
due to the presence of a large family of entropies. 

Since the main existence and uniqueness results for hyperbolic systems of 
conservation laws are valid within the space of BV functions, it is natural to seek 
uniform BV bounds also for the viscous approximations u6 in (5.1). This is indeed 
the main goal accomplished in [BB]. As soon as these BV bounds are established, the 
existence of a vanishing viscosity limit follows by a standard compactness argument. 
The uniqueness of the limit can then be deduced from the uniqueness theorem in 
[BG]. By further analysis, one can also prove the continuous dependence on the 
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initial data for the viscous approximations u6, in the L1 norm. Remarkably, these 
results are valid for general n x n strictly hyperbolic systems, not necessarily in 
conservation form. 

Theorem 5. Consider the Cauchy problem for a strictly hyperbolic system with 
viscosity 

Uf + A(ue)ue
x = eue

xx, ue(0,x) = u(x). (5.2) 

Then there exist constants C, L, L' and Ö > 0 such that the following holds. If 

Tot.Var.{ü} < Ö, | | « (A) | |L~ < Ö, (5.3) 

then for each e > 0 the Cauchy problem (5.2) has a unique solution u6, defined for 
all t > 0. Adopting a semigroup notation, this will be written as t >-¥ u6(t, •) = Sf tï. 
In addition, one has: 

B V bounds : Tot.Var.{Se
tu} < C Tot. Var.{u} . (5.4) 

L1 s t ab i l i ty : \\Sîu — SfwIL , < L Ilo — v\\T, , (5.5) 
•> II t t U L I — II ML1 ' v ' 

\\Sfu — Sgojlj^! < L' (\t — s\ + IVA — \fes | J . (5.6) 

Convergence. As e —¥ 0+, the solutions u6 converge to the trajectories of a 
semigroup S such that 

\\Stu - S A I L I < L\\U- tl||Li +L'\t-s\. (5.7) 

These vanishing viscosity limits can be regarded as the unique vanishing viscosity 
solutions of the hyperbolic Cauchy problems 

ut + A(u)ux = 0, «(0, a;) = «(a;). (5.8) 

In the conservative case where A(u) = Df(u) for some flux function f, the 
vanishing viscosity solution is a weak solution of 

ut + f(u)x = 0, «(0, a;) = «(a;), (5.9) 

satisfying the Liu admissibility conditions [L3]. Moreover, the vanishing viscosity 
solutions are precisely the same as the viscosity solutions defined at (4-9)-(4-10) in 
terms of local integral estimates. 

The key step in the proof is to establish a priori bounds on the total variation 
of solutions of 

ut + A(u)ux = uxx (5.10) 

uniformly valid for all times t G [0, oo[. We outline here the main ideas. 

file:////Sfu
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(i) At each point (t, x) we decompose the gradient along a suitable basis of unit 
vectors fi, say 

ux = ^2vifi. (5.11) 

(ii) We then derive an equation describing the evolution of these gradient compo
nents 

Vi,t + (XiVi)x - vi>xx = 4>i. (5.12) 

(iii) Finally, we show that all source terms (f>i = (f>i (t, x) are integrable. Hence, for 
all r > 0, 

|[wi(T)')||Li < ||wi(0, OIILI + / / \4>i(t,x)\ dxdt < oo. (5.13) 
•JO JlR 

In this connection, it seems natural to decompose the gradient ux along the 
eigenvectors of the hyperbolic matrix A(u). This approach however does NOT work. 
In the case where the solution « is a travelling viscous shock profile, we would obtain 
source terms which are not identically zero. Hence they are certainly not integrable 
over the domain {t > 0, x G R}. 

An alternative approach, proposed by S. Bianchini, is to decompose ux as a 
sum of gradients of viscous travelling waves. By a viscous travelling t'-wave we mean 
a solution of (5.10) having the form 

w(t,x) = U(x-at), (5.14) 

where the speed a is close to the t'-th eigenvalue A, of the hyperbolic matrix A. 
Clearly, the function U must provide a solution to the second order O.D.E. 

U" = (A(U) - a)U'. (5.15) 

The underlying idea for the decomposition is as follows. At each point (t, x), given 
(u,ux,uxx), we seek travelling wave profiles Ui,...,Un such that 

Ui(x) = u(x), i = l,...,n, (5.16) 

Y^UKX) = ux(x), Y,u"(x) = «**(*) • (5-17) 
ì Ì 

In general, the system of algebraic equations (5.16)^(5.17) admits infinitely many-
solutions. A unique solution is singled out by considering only those travelling 
profiles Ui that lie on a suitable center manifold Mi- We now call ft the unit vector 
parallel to U[, so that U[ = w,fj for some scalar Vi- The decomposition (5.11) is 
then obtained from the first equation in (5.17). 

Toward the BV estimate, the second part of the proof consists in deriving the 
equation (5.12) and estimating the integrals of the source terms fa. Here the main 
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idea is that these source terms can be regarded as generated by wave interactions. 
In analogy with the hyperbolic case considered by Glimm [G], the total amount of 
these interactions can be controlled by suitable Lyapunov functionals. We describe 
here the main ones. 

1. Consider first two independent, scalar diffusion equations with strictly different 
drifts: 

j zt+ [X(t,x)z]x - zxx = 0, 

\z;+[X*(t,x)z*]x-z*xx = 0, 

assuming that 
inf A* (t, x) — sup X(t, x) > c > 0. 
t,x t,x 

We regard z as the density of waves with a slow speed A and z* as the density of 
waves with a fast speed A*. A transversal interaction potential is defined as 

Q(z,z*) = - j i K(x2 — xi)\z(xi)\ \z*(x2)\ dxidx2 , (5.18) 
c R2 

vi \ • i e-cy/2 if y>0, ,, i n \ 
K(y) = { 1 .f J £ 0 ; (5.19) 

One can show that this functional Q is monotonically decreasing along every couple 
of solutions z, z*. The total amount of interaction between fast and slow waves can 
now be estimated as 

OO f. /»OC 

/ \z(t,x)\ \z*(t,x)\ dxdt < — j 
0 J R Jo 

lQ(z(t),z*(t)) (It 

<Q(z(0),z*(0)) < - [ \z(0,x)\dx- [ \z*(0,x)\dx. 
c JR JR 

By means of Lyapunov functionals of this type one can control all source terms in 
(5.12) due to the interaction of waves of different families. 

2. To control the interactions between waves of the same family, we seek functionals 
which are decreasing along every solution of a scalar viscous conservation law 

ut + g(u)x = uxx . (5.20) 

For this purpose, to a scalar function x >-¥ u(x) we associate the curve in the plane 

. / u \ / conserved quantity \ ,_ „ , . 

7 = U ) - « J = l A - ) • ( 5 - 2 1 ) 

In connection with a solution u = u(t,x) of (5.20), the curve 7 evolves according to 

It +g'(uhx =1xx- (5.22) 
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Notice that the vector g'(u)^x is parallel to 7, hence the presence of this term in 
(5.22) only amounts to a reparametrization of the curve, and does not affect its 
shape. The curve thus evolves in the direction of curvature. An obvious Lyapunov 
functional is the length of the curve. In terms of the variables 

ux 
—Ut 

this length is given by 

E(l) — I Yix\dx = j yv2 + w2 dx. 

We can estimate the rate of decrease in the length as 

M [iwlv)x 

(5.23) 

(5.24) 

-s1«""«) ,3 /2 dx > 
1 M [(w/v)xy dx, 

Il + (W/V)2Y>* (1 + S2)3/2 J\w/v\<6 
(5.25) 

for any given constant Ö > 0. This yields a useful a priori estimate on the integral 
on the right hand side of (5.25). 
3. In connection with the same curve 7 in (5.21), we now introduce another func
tional, defined in terms of a wedge product. 

Q(i) = 
1 

\lx (x) A 7a- (a;') I dx dx'. (5.26) 
x<x' 

For any curve that moves in the plane in the direction of curvature, one can show 
that this functional is monotone decreasing and its decrease bounds the area swept 
by the curve: |cL4| < —dQ. 

Using (5.22)^(5.23) we now compute 

dQ 
' dt 

> 
dA 

dt 
htA<yx\dx-- \lxx A 7a, I da: \vxw — vwx\ dx. 

Integrating w.r.t. time, we thus obtain another useful a priori bound: 

dQ(l(t)) 
\vTw — vuiridxdt < 

dt 
dt < Q (7(0)) . 

Together, the functionals in (5.24) and (5.26) allow us to estimate all source terms 
in (5.12) due to the interaction of waves of the same family. 

This yields the L1 estimates on the source terms fa, in (5.12), proving the 
uniform bounds on the total variation of a solution u of (5.10). See [BB] for details. 

Next, to prove the uniform stability of all solutions of the parabolic system 
(5.10) having small total variation, we consider the linearized system describing the 
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evolution of a first order variation. Inserting the formal expansion « = Uo+ez+0(e2) 
in (5.10), we obtain 

zt + [DA(u) -z]ux + A(u)zx = zxx . (5.27) 

Our basic goal is to prove the bound 

||*(t)||L1 < L | | z ( 0 ) | | L 1 , (5.28) 

for some constant L and all £ > 0 and every solution z of (5.27). By a standard 
homotopy argument, from (5.28) one easily deduces the Lipschitz continuity of the 
solution of (5.8) on the initial data. Namely, for every couple of solutions u, ü with 
small total variation one has 

\\u(t) - M(*)| |L 1 < L \\u(0) - M(0) | | L 1 . (5.29) 

To prove (5.28) we decompose the vector z as a sum of scalar components: z = 
Y^i hifi, write an evolution equation for these components: 

hi,t + (XiJii)x — hi}XX = fa , 

and show that the source terms fa are integrable on the domain {t > 0 ,x G R). 

For every initial data «(0, •) = « with small total variation, the previous argu
ments yield the existence of a unique global solution to the parabolic system (5.8), 
depending Lipschitz continuously on the initial data, in the L1 norm. Perform
ing the rescaling t H> t/e, x >-¥ x/e, we immediately obtain the same results for 
the Cauchy problem (5.2). Adopting a semigroup notation, this solution can be 
written as u6(t, •) = Sfu. Thanks to the uniform bounds on the total variation, a 
compactness argument yields the existence of a strong limit in ~L\0C 

u = lim u6m (5.30) 
em->0 

at least for some subsequence em —¥ 0. Since the u6 depend continuously on the 
initial data, with a uniform Lipschitz constant, the same is true of the limit solution 
u(t,-) = S tu. In the conservative case where A(u) = Df(u), it is not difficult to 
show that this limit u actually provides a weak solution to the Cauchy problem 
(1.1H1.2). 

The only remaining issue is to show that the limit in (5.30) is unique, i.e. it 
does not depend on the subsequence {eTO}. In the standard conservative case, this 
fact can already be deduced from the uniqueness result in [BG]. In the general case, 
uniqueness is proved in two steps. First we show that, in the special case of a 
Riemann problem, the solution obtained as vanishing viscosity limit is unique and 
can be completely characterized. To conclude the proof, we then rely on the same 
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general argument as in [B2] : if two Lipschitz semigroups S, S' provide the same 
solutions to all Riemann problems, then they must coincide. See [BB] for details. 

6. Concluding remarks 
1. A classical tool in the analysis of first order hyperbolic systems is the method of 
characteristics. To study the system 

ut + A(u)ux = 0, 

one decomposes the solution along the eigenspaces of the matrix A(u). The evo
lution of these components is then described by a family of O.D.E's along the 
characteristic curves. In the t-x plane, these are the curves which satisfy dxjdt = 
Xi(u(t,x)). The local decomposition (5.16)^(5.17) in terms of viscous travelling 
waves makes it possible to implement this "hyperbolic" approach also in connection 
with the parabolic system (5.10). In this case, the projections are taken along the 
vectors fi, while the characteristic curves are defined as dxjdt = CTJ, where CT, is the 
speed of the t'-th travelling wave. Notice that in the hyperbolic case the projections 
and the wave speeds depend only on the state u, through the eigenvectors t*j(ti) and 
the eigenvalues A,(«) of the matrix A(u). On the other hand, in the parabolic case 
the construction involves the derivatives ux, uxx as well. 

2. In nearly all previous works on BV solutions for systems of conservation laws, 
following [G] the basic estimates on the total variation were obtained by a careful 
study of the Riemann problem and of elementary wave interactions. The Riemann 
problem also takes the center stage in all earlier proofs of the stability of solutions 
[BC1], [BCP], [BLY]. In this connection, the hypothesis (H) introduced by Lax [Lxl] 
is widely adopted in the literature. It guarantees that solutions of the Riemann 
problem have a simple structure, consisting of at most n elementary waves (shocks, 
centered rarefactions or contact discontinuities). If the assumption (H) is dropped, 
some results on global existence [L3], and continuous dependence [AM] are still 
available, but their proofs become far more technical. On the other hand, the 
approach introduced in [BB] marks the first time where uniform BV estimates are 
obtained without any reference to Riemann problems. Global existence and stability 
of weak solutions are obtained for the whole class of strictly hyperbolic systems, 
regardless of the hypothesis (H). 

3. For the viscous system of conservation laws 

«t + f(u)x = « i i , 

previous results in [L4], [SX], [SZ], [Yu] have established the stability of special types 
of solutions, for example travelling viscous shocks or viscous rarefactions. Taking 
e = 1 in (5.2), from Theorem 5 we obtain the uniform Lipschitz stability (w..r.t. the 
L1 distance) of ALL viscous solutions with sufficiently small total variation. An 
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interesting alternative technique for proving stability of viscous solutions, based on 
spectral methods, was recently developed in [HZ]. 

4. In the present survey we only considered initial data with small total variation. 
This is a convenient setting, adopted in much of the current literature, which guar
antees the global existence of BV solutions of (1.1) and captures the main features 
of the problem. A recent example constructed by Jenssen [J] shows that, for initial 
data with large total variation, the L°° norm of the solution can blow up in finite 
time. In this more general setting, one expects that the existence and uniqueness 
of weak solutions, together with the convergence of vanishing viscosity approxima
tions, should hold locally in time as long as the total variation remains bounded. 
For the hyperbolic system (1.1), results on the local existence and stability of solu
tions with large BV data can be found in [Sc] and [BC2], respectively. Because of 
the counterexample in [BS], on the other hand, similar well posedness results are 
not expected in the general L°° case. 
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Non Linear Elliptic Theory and 
the Monge-Ampere Equation 

Luis A. Caffarelli* 

Abstract 

The Monge-Ampere equation, plays a central role in the theory of fully 
non linear equations. In fact we will like to show how the Monge-Ainpere 
equation, links in some way the ideas comming from the calculus of variations 
and those of the theory of fully non linear equations. 

2000 Mathematics Subject Classification: 35J15, 35J20, 35J70. 

When learning complex analysis, it was a remarkable fact tha t the real part u 
of an analytic function, just because it satisfies the equation: 

« I I +Uyy = A U = 0 

(Laplace's equation) is real analytic, and furthermore, the oscillation of u in any-
given domain U, controls all the derivatives of u, of any order, in any subset Ü, 
compactly contained in U. 

One can give three, essentially different explanations of this phenomena. 
a) Integral r epresenta t ions (Cauchy integral, for instance). This gives rise to 
many of the modern aspects of real and harmonic analysis: fundamental solutions, 
singular integrals, pseudo-differential operators, etc. For our discussion, an impor
tan t consequence of this theory are the Schauder and Calderon-Zygmund estimates. 

Heuristically, they say tha t if we have a solution of an equation 

AìJ(X)DìJU = 0 

and Aij (x) is, in a given functional space, a small perturbat ion of the Laplacian 
then DijU is actually in the same functional space as A^. For instance, if [A^] is 
Holder continuous (Ca(Uj) and positive definite, we can transform it to the identity 
(the Laplacian) at any given point aro by an affine transformation, and will remain 
close to it in a neighborhood. Thus £>y« will also be Ca(U). 
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b) Energy considerations. Harmonie functions, u, are also local minimizers of 
the Dirichlet integral 

E(v) = ((Vvf dx . 

That is, if we change u to w, in U CC U 

E(w)\fJ > E(u)\fJ . 

This gives rise to the theory of calculus of variations (minimal surface, harmonic 
maps, elasticity, fluid dynamics). 

One is mainly concerned, there, with equations (or systems) of the form 

DiFi(Vu,X) = 0 . (1) 

For instance, in the case in which « is a local minimizer of 

E(u) = j T(Vu, X) dx 

(1) is simply the Euler-Lagrange equation associated to E: 

Fi = VPT . 

If we attempt to write (1) in second derivatives form, we get 

Fij(Vu,X)Diju + --- = 0 . 

This strongly suggests that in order for the variational problem to be "elliptic", 
like the Laplacian, Ftj should be positive definite, that is T should be strictly-
convex. 

It also leads to the natural strategy of showing that V«, that in principle is 
only in L2 (finite energy), is in fact Holder continuous. Reaching this regularity-
allows us to apply the (linear) Schauder theory. 

That implies £>y« is Ca(U), thus V« is C1,a(Ü), and so on (the bootstrapping 
method). 

The difficulty with this approach is that solutions, u, are invariant under Rn+1-
dialations of their graphs. 

This fact keeps the class of Lipschitz functions (bounded gradients) invariant. 
There is no reason, thus, to expect that this equation will "improve" under diala-
tions. The fact that V« is indeed Holder continuous is the celebrated De Giorgi's 
theorem, that solved the nineteenth Hubert's problem: 

De Giorgi looked at the equation that first derivatives, ua satisfy 

DiFijÇvu)DjUa = 0. 

He thought of Fy(V«) as elliptic coefficients Aij(x) that had no regularity-
whatsoever, and he proved that any solution w of 

DìAìJ(X)DJW = 0 
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was Holder continuous 

I M I c - ( A < C \ W \ L * ( U ) • 

De Giorgi's theorem is in fact a linear one, but for a new invariant class of 
equations. No matter how the solution (and the equation) is renormalized, it stays 
far from the constant coefficient theory, and a radically new idea surfaces: if we have 
a class of functions for which at every scale, in some average sense, the function 
controls its derivatives (the energy inequality), further regularity follows. 

Finally, the third approach is 
c) Comparison principle. Two solutions «i , «2 of Au = 0 cannot "touch without 
crossing". That is, if «1 —«2 is positive it cannot become zero in some interior point, 
Xo, of U. 

Again, heuristically, this is because the function 

F(D2u) = Au = Trace[£>2u] 

is a monotone function of the Hessian matrix [-Dyti] and, thus, in some sense, we 
must have F(D2ui) ">" F(D2U2) at X0 (or nearby). 

The natural family of equations to consider in this context, is then 

F(D2u) = 0 

for F a strictly monotone function of D2u. 
Such type of equations appear in differential geometry. For instance, the co

efficients of the characteristic polynomial of the Hessian 

P(X) = det(D2u - XI) 

are such equations if we restrict D2u to stay in the appropriate set of Rnxn. If A, 
denote the eigenvalues of D2u 

Ci = Au = 2_. \ (Laplace) 

C2 = 22XkXj... 

Cn = TT A, = det D2u (Monge-Ampere) . 

In the case of Cn = det D2u = f] A, is a monotone function of the Hessian provided 
that all Aj's are positive. That is, provided that the function, u, under consideration 
is convex. 

If F(D2u,X) is uniformly elliptic, that is, if F is strictly monotone as a func
tion of the Hessian, or in differential form, 

Fij(M) = Dmi.F 

is uniformly positive definite, then solutions of F(D2u) are C1,a(Ü). As in the 
divergence case, this is because first derivatives ua satisfy an elliptic operator, 

Fij(D
2u)Dijua = 0 
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now in non divergence form. As long as we do not have further information on D2u, 
we must think again of Fy as bounded measurable coefficients. 

The De Giorgi type theorem for ay(ar)i?ytiQ = 0 is due to Krylov and Safanov, 
and states again that solutions of such an equation are Holder continuous. 

We point out that, again this result has "jumped" invariance classes. Rescaling 
of ay (a;) does not improve them. Unfortunately, this is not enough to "bootstrap", 
as in the divergence case: The coefficients, *4y(a:) = Fy(iAti), depend on second 
derivatives. If we will manage to prove that D2u is Holder continuous, then, from 
equation (1), Dau would be C2,a(Ü), i.e., u would be C3'a(U) and we could improve 
and improve. 

To prove this, once more convexity reappears. If F(D2u) is concave (or con
vex) then all pure second derivatives are sub (or super) solutions of the linearized 
operator. This, together with the fact that D2u lies in the surface F(D2u), implies 
the Holder continuity of D2u, and, by the bootstrapping argument u is as smooth 
as F allows. 

The Monge-Ampere equation and optimal transportation 
We would like now to turn our attention to the Monge-Ampere equation 

det D2u = TT A, = f(x, u, V«) . 

As pointed out before, the equation fits in the context of elliptic equations provided 
that we consider convex solutions. That is, provided that / is positive. Further 
log det D2u = Y^ log K is concave as function of the A, and thus is a concave function 
of D2u. Unfortunately deti?2« is not uniformly strictly convex. 

For instance if we prescribe 

det Du = J J Xi = 1 

ellipticity deteriorates as one of the A's goes to infinity and some other is forced to 
go to zero. This difficulty is compensated by two fundamental facts. 

1) The rich family of invariances that the Monge-Ampere equation enjoys. 
2) Its "hidden" divergence structure. 

The divergence structure is due to the fact that det D2u can be thought of as 
the Jacobian of the gradient map: X —t Vu. Thus for any domain Ü 

det D2udx = Vol(X7u(U)). 
u 

But if Ü CC U, u being convex implies that 

(Vti)lf; < C ose u\u-

This gives us a sort of "energy inequality" that controls a positive quantity of D2u 
by the oscillation of u: 

detD2u<C(Ü,U)(oscu)n. 
u 
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Invariances 
The Monge-Ampere equation is invariant of course, under the the standard 

families of transformations: 

a) Rigid motions, R: 

b) Translations: 

c) Quadratic dialations: 

deti?2ti(i?a;) = f(Rx), 

det D2u(x + v) = f(x + v), 

det D2—u(tx) = / ( t e ) . 1 

fi 
But also 

d) Monge-Ampere is invariant under any affine transformation A, of determinant 

det£>2u(.4a:) = f(Ax) . 

If / is, for instance, in one of the following classes: 

a) / constant, 
b) / close to constant (|/ — 1| < e), 
c) f bounded away from zero and infinity (0 < ^ < / < a), 

any of the transformations above gives a new u in the same class of solutions. 
For instance, if « is a solution of 

det£>2ti = 1 

then, «(ear, \y) is also a solution of the same equation. But this has dramatically 
"deformed" the graph of u. It is then almost unavoidable that there are singular 
solutions (Pogorelov). 

In fact, for n > 3, one can construct convex solutions u that contain a line their 
graph and are not differentiable in the direction transversal to that line, solutions 
of 

det£>2ti = f(x) 

with / a smooth positive function. 
Fortunately, this geometry can only be inherited from the boundary of the 

domain. 

Theo rem 0.1 . If in the domain U C Rn 

a) - < det D2u < a, 
b) u > 0, 
c) The set F = {« = 0} is not a point, then T is generated as "convex combina

tions " of its boundary points 

T = convex envelope of T n dU . 

A corollary of this theorem is that 
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a) If we can "cut a slice" of the graph of u, with a hyperplane l(x) so that the 
support S oî (u — l)^ is compactly contained in U, then u is, inside S, both 
C1,a regular and also C1,a- strictly convex, i.e., separates from any of its 
supporting planes with polynomial growth. 

This is the equivalent of De Giorgi's and Krylov-Safanov result (remember that 
the Ca theorems were applied to the derivatives of the solutions of the non-linear 
equations under consideration). 

Note that by an affine transformation and a dilation we can always renormalize 
the support of the "slice" S to be equivalent to the unit ball of Rn: Bi C S C Bn. 

After this normalization, it is possible to reproduce for u all the classical 
estimates we had for the Laplacian: 

a) (Calderon-Zygmund). If / is close to constant (|/ — 1| < e), then D2u G 
Lp(Biß) (p = p(e) goes to infinity when e goes to zero). 

b) If / G Ck'a (has up to k derivatives Holder continuous) then u G Ck+2'a (all 
second derivatives of u are Ck,a. 

Note that / plays, for Monge-Ampere, simultaneously the role of "right hand 
side" and "coefficients" due to the structure of its non-linearity. 

The Monge-Ampere equation and optimal transportation (the 
Monge problem) 

The Monge-Ampere equation has many applications, not only in geometry, but 
also in applied areas: optimal design of antenna arrays, vision, statistical mechanics, 
front formation in meteorology, financial mathematics. 

Many of these applications are related to optimal transportation and the 
Wasserstein metric between probability distributions. In the discrete case, opti
mal transportation consists of the following. 

We are given two sets of k points in Rn: Xi,...,Xk and Yi,..., Yk, and want 
to map the X's onto the Y's, i.e., we look at all one-to-one functions Y(Xj). But 
we want to do so, minimizing some transportation costs 

C = J2C(Y(XJ)-Xj 

For our discussion C(X — Y) =\\X — Y\2. It is easy to see that the minimizing 
map must be the gradient (subdifferential) of a convex potential (p. 

In the continuous case, instead of having fc-points we have two probability-
densities, f(X) dX and g(Y) dY and we want to consider those (admissible) maps 
Y(X) that "push forward" / to g. 

Heuristically that means that in the change of variable formula, we can sub
stitute 

g(Y(X)) det DxY(X)«=»f(X). 
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A weak formulation, substitutes the map Y(X), by a joint probability density 
v(X,Y) with marginals f(X)dX and g(Y)dY, i.e., 

f(XQ) = J dYv(Xo,Y), 

g(Y0) = / dxv(X,Yo). 

(We don't ask the "map" to be one-to-one any more, the image of X0 may now 
spread among "many Y's". 

Among all such v, we want to maximize correlation 

K= j {X,Y)dv(X,Y) 

or minimize cost 

C= fhx-Y\2dv(X,Y 

\[C defines a metric, the Wasserstein metric among probability densities. 
Under mild hypothesis, we have the 

Theorem 0.2. The unique optimal VQ concentrates in a graph (is actually a one-
to-one map, Y(X)). Further Y(X) is the subdifferential of a convex potential ip, 
i.e., Y(X) = Vip. Heuristically, then, ip must satisfy the Monge-Ampere equation 

g(V<p)detD2tp= f(X). 

For several reasons, the weak theory does not apply in general, but one can 
still prove, for instance: 

Theorem 0.3. If f and g never vanish or if the supports of f and g are convex 
sets, the map Y(X) is "one derivative better" than f and g. 

Some applications and current issues 
a) It was pointed out by Otto, that the Wasserstein metric can be used to 

describe the evolution of several of the classical "diffusion" equations: heat equation, 
porous media, lubrication. 

The idea is that a diffusion process for one equation with conservation of 
mass, consists of the balance of two factors: trying to minimize distance between 
consecutive distributions (u(x,tu) and u(x,tk+ij), plus trying to flatten or smooth 
(diffuse), u(x,tk+i)-

This fact has allowed to prove rates of decay to equilibrium in many of the 
classical equations, as well as a number of new phenomena. The fine relations be
tween the discrete and continuous problems is an evolving issue (rate of convergence, 
regularity of the discrete problems, etc.). 

b) Another family of problems, coming both from geometry and optimal trans
portation concerns the study of several issues on solutions of Monge-Ampere equa
tions in periodic or random media. 
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bi) Liouville type theorems: We start with a theorem of Calabi of Liouville 
type: Given a global convex solution of Monge-Ampere equation, det D2u = 1, u 
must be a quadratic polynomial. Suppose now that instead of RHS equal to one, 
we have a general RHS, f(x). Given a global solution, to discover its behavior at 
infinity we may try to "shrink it" through quadratic transformations: 

u= = e2« I — ) , satisfies det D2u. = 
Ve/ ve 

Suppose now that / averages out at infinity, for instance / is periodic. Then due 
to the "divergence structure" of Monge-Ampere ue should converge to a quadratic 
polynomial. 

Theorem 0.4. Given a RHS f(x), periodic, with average -f f = a 

i) Given any quadratic polynomial P with det D2P = a, there exists a unique 
periodic function w, such that 

det£>2(F + w) = f(x) 

(w is a "corrector" in homogenization language). 
ii) Conversely (Liouville type theorem): Given a global solution u, it must be of 

the form P + w. 

What are the implications for homogenization? What can we say if f(X, u, Vu) 
is periodic in X and «? What can we say if fw(x) is random in XI 

\)2) Vorticity transport: (2 dimensions) Again in the periodic context we 
seek a "vorticity density", p(X,i) periodic in X. At each time t, p generates a 
periodic "stream function", ip(X,t) by the equation 

det(i + D2ip) = p . 

In turn, ip generates a periodic velocity field v = —(ipy,ipx) that transports p: 

Pt + div(up) = 0 . 

Given some initial data po(x), what can we say about p? 
If po is a vorticity patch, po(x) = 1 + xn, does it stay that way? 
If we choose po, '<po so that po = F('(pQ), that is det I + D2ip0 = F('<Po), we have 

a stationary vorticity array, i.e., p(X,i) = p0. 
What can we say, in parallel to the classic theory of rotating fluids, or plasma, 

where det is substituted by A'ipl 
c) Another area of research relates to optimal transportation as a natural 

"map" between probability densities. It has been shown that optimal transportation 
explains naturally interpolation properties of densities (of Brunn Minkowski type), 
monotonicity properties (like correlation inequalities that express in which way the 
probability density, g, is shifted in some cone of directions with respect to / ) , and 
concentration properties of g versus / (in which sense for instance, a log concave 
perturbation of a Gaussian is more concentrated than a Gaussian). 
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Of particular interest would be to understand optimal transportation as di
mension goes to infinity. Since convex potentials are very stable objects, this would 
provide, under some circumstances, an "infinite dimensional" change of variables 
formula between probability densities. 

d) Finally, one of my favorite problems is to understand the geometry of 
optimal transportation in the case in which the cost function C(X — Y) is still 
strictly convex, but not quadratic. In that case, the optimal map is still related to 
a potential that satisfies 

det(I + D(Fj(Vip)j) = ---

where Fj is now the gradient of the convex conjugate to C. 
At this point, we have come full circle and we are now in a higher hierarchy, 

in a sort of Lagrangian version of the Euler-Lagrange equation from the calculus of 
variations. 

In fact if we put an epsilon in front of D and linearize, 

det(I+eD(Fj(V'ip))) = 1+e Trace(D(F i(Vt/')))+0(e2) = 1+e div F,(Vip) +0(e2). 

Bibliographical references can be found in the books of J. Gilbarg-N. Trudinger, 
L.C. Evans and L.A. Caffarelli-X. Cabre for nonlinear PDE's; T. Aubin, I. Bakel-
man and C. Gutierrez for the Monge-Ampere equation, and the recent surveys by 
L. Ambrosio and C. Villani for optimal transportation. 
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Non-linear Partial Differential Equations 
in Conformai Geometry* 

Sun-Yung Alice Change Paul C. Yang* 

0. Introduction 

In the study of conformai geometry, the method of elliptic partial differential 
equations is playing an increasingly significant role. Since the solution of the Yam-
abe problem, a family of conformally covariant operators (for definition, see section 
2) generalizing the conformai Laplacian, and their associated conformai invariants 
have been introduced. The conformally covariant powers of the Laplacian form a 
family F2fc with k G N and k < f if the dimension n is even. Each F2fc has leading 
order term (—A)* and is equal to (— A)k if the metric is flat. 

The curvature equations associated with these ?2k operators are of interest in 
themselves since they exhibit a large group of symmetries. The analysis of these 
equations is of necessity more complicated, it typically requires the derivation of 
an optimal Sobolev or Moser-Trudinger inequality that always occur at a critical 
exponent. A common feature is the presence of blowup or bubbling associated to 
the noncompactness of the conformai group. A number of techniques have been 
introduced to study the nature of blowup, resulting in a well developed technique 
to count the topological degree of such equations. 

The curvature invariants (called the Q-curvature) associated to such operators 
are also of higher order. However, some of the invariants are closely related with 
the Gauss-Bonnet-Chern integrand in even dimensions, hence of intrinsic interest 
to geometry. For example, in dimension four, the finiteness of the Q-curvature 
integral can be used to conclude finiteness of topology. In addition, the symmetric 
functions of the Ricci tensor appear in natural fashion as the lowest order terms of 
these curvature invariants, these equations offer the possibility to analyze the Ricci 
tensor itself. In particular, in dimension four the sign of the Q-curvature integral 
can be used to conclude the sign of the Ricci tensor. Therefore there is ample 
motivation for the study of such equations. 
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In the following sections we will survey some of the development in the area 
that we have been involved. We gratefully acknowledge the collaborators that we 
were fortunate to be associated with. 

1. Prescribing Gaussian curvature on compact sur
faces and the Yamabe problem 
In this section we will describe some second order elliptic equations which have 

played important roles in conformai geometry. 
On a compact surface (M, g) with a Riemannian metric g, a natural curvature 

invariant associated with the Laplace operator A = Ag is the Gaussian curvature 
K = Kg. Under the conformai change of metric gw = e2wg, we have 

- A w + K = Kwe2w on M (1.1) 

where Kw denotes the Gaussian curvature of (M,gw). The classical uniformization 
theorem to classify compact closed surfaces can be viewed as finding solution of 
equation (1.1) with Kw = — 1, 0, or 1 according to the sign of J Kdvg. Recall that 
the Gauss-Bonnet theorem states 

Kwdvgw =2nX(M) (1.2) 
M 

where x(M) is the Euler characteristic of M, a topological invariant. The variational 
functional with (1.1) as Euler equation for Kw = constant is thus given by 

| 2 j „ . i o / TS,...,i„, I I ISA,., \i„„JM Su J[w]= \Vw\2dvg + 2 Kwdvg-( Kdvg)logJf / A (1.3) 
J M J M J M J M d'vg 

When the surface (M,g) is the standard 2-sphere S2 with the standard canoni
cal metric, the problem of prescribing Gaussian curvature on S2 is commonly known 
as the Nirenberg problem. For general compact surface M, Kazdan and Warner 
([57]) gave a necessary and sufficient condition for the function when x(M) = 0 and 
some necessary condition for the function when x(M) < 0. They also pointed out 
that in the case when x(M) > 0, i.e. when (M,g) = (S2,gc), the standard 2-sphere 
with the canonical metric g = gc, there is an obstruction for the problem: 

VKW • Vx e2wdvg = 0 (1.4) 
s2 

where x is any of the ambient coordinate function. Moser ([63]) realized that this 
implicit integrability condition is satisfied if the conformai factor has antipodal 
symmetry. He proved for an even function / , the only necessary condition for (1.1) 
to be solvable with Kw = / is that / be positive somewhere. An important tool 
introduced by Moser is the following inequality ([62]) which is a sharp form of an 
earlier result of Trudinger ([80]) for the limiting Sobolev embedding of W0'" m t o 

the Orlicz space eL : Let w be a smooth function on the 2-sphere satisfying the 
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normalizing conditions: Js2 \Vw\2dvg < 1 and w = 0 where w denotes the mean 
value of w, then 

eßw2dvg < C (1.5) 
s2 

where ß < 4n and C is a fixed constant and 4n is the best constant. If w has 
antipodal symmetry then the inequality holds for ß < 8n. 

Moser has also established a similar inequality for functions u with compact 
support on bounded domains in the Euclidean space R" with the W1,n energy norm 
J \Vu\ndx finite. Subsequently, Carleson and Chang ([14]) found that, contrary to 
the situation for Sobolev embedding, there is an extremal function realizing the 
maximum value of the inequality of Moser when the domain is the unit ball in 
Euclidean space. This fact remains true for simply connected domains in the plane 
(Flücher [43]), and for some domains in the n-sphere (Soong [77]). 

Based on the inequality of Moser and subsequent work of Aubin ([3] and 
Onofri ([64]), we devised a degree count ([26], [27], [16]) associated to the function 
/ and the Mobius group on the 2-sphere, that is motivated by the Kazdan-Warner 
condition (1.4). This degree actually computes the Leray-Schauder degree of the 
equation (1.1) as a nonlinear Fredholm equation. In the special case that / is a 
Morse function satisfying the condition Af(x) ^ 0 at the critical points x of / , this 
degree can be expressed as: 

Y^ (-i)*»^) _ l. (1.6) 
V/( ? )=0 ,A/ ( g )<0 

The latter degree count is also obtained later by Chang-Liu ([15]) and Han ([54]). 
There is another interesting geometric interpretation of the functional J given 

by Ray-Singer ([73]) and Polyakov ([71]); (see also Okikiolu [67]) 

J[w] =127T log {^rivJ (L7) 

for metrics gw with the volume of gw equals the volume of g; where the determinant 
of the Laplacian det Ag is defined by Ray-Singer via the "regularized" zeta function. 
In [64], (see also Hong [55]), Onofri established the sharp inequality that on the 
2-sphere J[w] > 0 and J[w] = 0 precisely for conformai factors w of the form 
e2w9o = T*9o where T is a Mobius transformation of the 2-sphere. Later Osgood-
Phillips-Sarnak ([65], [66]) arrived at the same sharp inequality in their study of 
heights of the Laplacian. This inequality also plays an important role in their proof 
of the C°° compactness of isospectral metrics on compact surfaces. 

The formula of Polyakov-Ray-Singer has been generalized to manifolds of di
mension greater than two in many different settings; one of which we will discuss 
in section 2 below. There is also a general study of extremal metrics for det Ag 

or det Lg for metrics g in the same conformai class with a fixed volume or for all 
metrics with a fixed volume([5], [8], [7], [72], [68]). A special case of the remarkable 
results of Okikiolu ([68]) is that among all metrics with the same volume as the 
standard metric on the 3-sphere, the standard canonical metric is a local maximum 
for the functional det Ag. 



192 Sun-Yung Alice Chang Paul C. Yang 

More recently, there is an extensive study of a generalization of the equation 
(1.1) to compact Riemann surfaces. Since Moser's argument is readily applicable 
to a compact surface (M,g), a lower bound for similarly defined functional J on 
(M, g) continues to hold in that situation. The Chern-Simons-Higgs equation in the 
Abelian case is given by: 

N 

Aw = pe2w(e2w - l ) + 27T^(Jp i. (1.8) 

A closely related equation is the mean field equation: 

A w + p ( J 7 Ä ^ 1 ) = 0' (1-9) 
where p is a real parameter that is allowed to vary. 

There is active development on these equations by several group of researchers 
including ([13], [36], [79], [78], [31]). 

On manifolds (Mn,g) for n greater than two, the conformai Laplacian Lg is 
defined as Lg = -cnAg + Rg where cn = '^~2 ', and Rg denotes the scalar curvature 
of the metric g. An analogue of equation (1.1) is the equation, commonly referred 
to as the Yamabe equation, which relates the scalar curvature under conformai 
change of metric to the background metric. In this case, it is convenient to denote 
the conformai metric as g = w>-2g for some positive function u, then the equation 
becomes 

LgU = Ru^2- (1.10) 
The famous Yamabe problem to solve (1.10) with R a constant has been settled by 
Yamabe ([85]), Trudinger ([81]), Aubin ([2]) and Schoen ([74]). The correspond
ing problem to prescribe scalar curvature has been intensively studied in the past 
decades by different groups of mathematicians, we will not be able to survey all the 
results here. We will just mention that the degree theory for existence of solutions 
on the n-sphere has been achieved by Bahri-Coron ([4]), Chang-Gursky-Yang ([16]) 
and Schoen-Zhang ([75]) for n = 3 and under further constraints on the functions 
for n > 4 by Y. Li ([59]) and by C-C. Chen and C.-S. Lin ([32]). 

2. Conformally covariant differential operators and 
the Q-curvatures 
It is well known that in dimension two, under the conformai change of metrics 

9w = c?wg, the associated Laplacians are related by 

Agw = e-2wAg. (2.1) 

Similarly on (Mn,g), the conformai Laplacian L = —^~ 2 ' A + R transforms under 
_ 4 

the conformai change of metric g = w-2g: 

Lg = u-^Lg(u-) (2.2) 



Non-linear Partial Differential Equations in Conformai Geometry 193 

In general, we call a metrically defined operator A conformally covariant of 
bidegree (a, 6), if under the conformai change of metric gw = e2ujg, the pair of 
corresponding operators Au and A are related by 

AU(LP) = erbu'A(eau'<p) for all <p G C°°(Mn). 

Note that in this notation, the conformai Laplacian opertor is conformally covariant 
of bidegree (Ik^,E^). 

There are many operators besides the Laplacian A on compact surfaces and 
the conformai Laplacian L on general compact manifold of dimension greater than 
two which have the conformai covariance property. We begin with the fourth order 
operator on 4-manifolds discovered by Paneitz ([70]) in 1983 (see also [37]): 

Pip = A2tp + ô( -Rg - 2Ric j dp 

where Ö denotes the divergence, d the deRham differential and Rie the Ricci tensor of 
the metric. The Paneitz operator P (which we will later denote by Pi) is conformally 
covariant of bidegree (0,4) on 4-manifolds, i.e. 

P9w (ip) = e-
iuPg(<p) for all <p G C°°(M4) . 

More generally, T. Branson ([6]) has extended the definition of the fourth order 
operator to general dimensions n ^ 2 ; which we call the conformai Paneitz operator: 

tri — A. 

F4" = A2 + 5 (anRg + 6„Ric) d + —^-Q 

where 

QI = cn\Ric\2 + dnR
2 - 1 AR, 

2(n - 1) 
and 

(n - 2)2 + 4 
On. — -. i (-"ii. — / „ -, ^ i dn 

'" 

n3 -
8(n 

4n2 + 16n 

-ï)2(n-

(2.3) 

(2.4) 

- 1 6 
2)2 ' " " 2 ( n - l ) ( n - 2 ) ' " " n - 2 ' " " (n-2)2' n 

The conformai Paneitz operator is conformally covariant of bidegree (lk
2^-, E^)- As 

in the case of the second order conformally covariant operators, the fourth order 
Paneitz operators have associated fourth order curvature invariants Q: in dimension 
n = 4 we write the conformai metric gw 

and in dimensions n ^ l 

Pw + 2Q 

= e2wg; Q = Qg •-

= 2Q9y
w 

— 2 (QiJg 

, 2,4 we write the conformai metric as g = 

P4"u = Qlu^à. 

In dimension n = 4 the Q-curvature equation is closely 
Bonnet-Chern formula: 

4TT2X(M4) = j 
r(Q + l\W\2)dv 

, then 

u^g: 

(2.5) 

(2.6) 

connected to the Gauss-

(2.7) 
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where W denotes the Weyl tensor, and the quantity |W|2<fo is a pointwise conformai 
invariant. Therefore the Q-curvature integral J Qdv is a conformai invariant. The 
basic existence theory for the Q-curvature equation is outlined in [28]: 

Theorem 2 .1 . If J Qdv < 8n2 and the P operator is positive except for constants, 
then equation (2.5) may be solved with Q9w given by a constant. 

It is remarkable that the conditions in this existence theorem are shown by 
M. Gursky ([51]) to be a consequence of the assumptions that (M,g) has positive 
Yamabe invariant1, and that JQdv > 0. In fact, he proves that under these con
ditions F is a positive operator and J Qdv < 8n2 and that equality can hold only 
if (M, g) is conformally equivalent to the standard 4-sphere. This latter fact may
be viewed as the analogue of the positive mass theorem that is the source for the 
basic compactness result for the Q-curvature equation as well as the associated fully-
nonlinear second order equations that we discuss in section 4. Gursky's argument 
is based on a more general existence result in which we consider a family of 4-th 
order equations 

7i \W\2 + 72Q - 73AR = k • VoA1 (2.8) 

where k = J*(7i|W/~|2+72<3)dv. These equations typically arise as the Euler equation 
of the functional determinants. For a conformally covariant operator A of bidegree 
(a, b) with b — a = 2 Branson and Orsted ([9]) gave an explicit computation of the 
normalized form of log ^ ^ f which may be expressed as: 

F[w] = 7ii[w] + 72ii[w] + i3lll[w] (2.9) 

where 71,72,73 are constants depending only on A and 

/ eAwdv 
I[w] = 4 f \W\2wdv - ( f \W\2dvj log 

Jdv • 

J eiwdv 

Jdv 
II[w] = (Pw, w) + 4 / Qwdv — I / Qdv J log 

III[w] = ^ I f Rg]wdvgw - jR2dv\ . 

In [28], we gave the general existence result: 

Theorem 2.2. If the functional F satisfies 72 > 0, 73 > 0, and k < 8^2'K2, then 
inf F[w] is attained by some function wa and the metric ga = e2wdgo satisfies 

w£W2-2 

the equation 
7i \W\2 + 72 Qd^ Iz&dRd = k • VoKga)-1. (2.10) 

Furthermore, ga is smooth. 

1 The Yamabe invariant Y(M,g) is defined to be Y(M,g) = infTO ——gw
 nAf ; where n denotes 

vol(gw) n 
the dimension of M. Y(M, g) is confomally invariant and the sign of Y(M,g) agrees with that of 
the first eigenvalue of Lg. 
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This existence result is based on extensions of Moser's inequality by Adams 
([1], on manifolds [40]) to operators of higher order. In the special case of (M4,g), 
the inequality states that for functions in the Sobolev space W2,2(M) with 
JM(Aw)2dVg < 1, and w = 0, we have 

f e32n2w2dvg < C, (2.11) 
M 

for some constant C. The regularity for minimizing solutions was first given in [17], 
and later extended to all solutions by Uhlenbeck and Viaclovsky ([82]). There are 
several applications of these existence result to the study of conformai structures in 
dimension n = 4. In section 4 we will discuss the use of such fourth order equation 
as regularization of the more natural fully nonlinear equation concerned with the 
Weyl-Schouten tensor. Here we will mention some elegant application by M. Gursky 
([50]) to characterize a number of extremal conformai structures. 

Theo rem 2.3. Suppose (M,g) is a compact oriented manifold of dimension four 
with positive Yamabe invariant. 

(i) If fQgdVg = 0, and if M admits a non-zero harmonic 1-form, then (M,g) is 
conformai equivalent to a quotient of the product space S3 x R. In particular (M,g) 
is locally conformally flat. 

(ii) Ifb2 > 0 (i.e. the intersection form has a positive element), then with respect to 
the decompostion of the Weyl tensor into the self dual and anti-self dual components 
W = W+®W~, 

4TT2 

\WuT\2dVg>—(2X + ST), (2.12) 
M à 

where r is the signature of M. Moreover the equality holds if and only if g is 
conformai to a (positive) Kahler-Einstein metric. 

In dimensions higher than four, the analogue of the Yamabe equation for the 
fourth order Paneitz equation is being investigated by a number of authors. In par
ticular, Djadli-Hebey-Ledoux ([34]) studied the question of coercivity of the opera
tors P as well as the positivity of the solution functions, Djadli-Malchiodi-Ahmedou 
([35]) have studied the blowup analysis of the Paneitz equation. In dimension three, 
the fourth order Paneitz equation involves a negative exponent, there is now an ex
istence result ([84]) in case the Paneitz operator is positive. 

In general dimensions there is an extensive theory of local conformai invariants 
according to the theory of Fefferman and Graham ([41]). For manifolds of general 
dimension n, when n is even, the existence of a n-th order operator Pn conformally 
covariant of bidegree (0,n) was verified in [45]. However it is only explicitly known 
on the standard Euclidean space R" and hence on the standard sphere Sn. For 
all n, on (Sn,g), there also exists an n-th order (pseudo) differential operator P„ 
which is the pull back via sterographic projection of the operator (—A)"/2 from R" 
with Euclidean metric to (Sn,g). Wn is conformally covariant of bi-degree (0, n), 
i.e. (Vn)w = e^nwWn. The explicit formulas for P„ on Sn has been computed in 
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Branson ([7]) and Beckner ([5]): 

For n even P„ = T~fe ( - A + k(n - k - 1)), 
/ 9 X 1 / 2 ^ 3 (2.13) 

For n odd P„ = ( - A + ( n = i ) - ) 11^=0 ( ^ A + * ( " - * - !))• 

Using the method of moving planes, it is shown in [29] that all solutions of the 
(pseudo-) differential equation: 

Vnw + (n - 1)1 = (n - l)lenw (2.14) 

are given by actions of the conformai group of Sn. As a consequence, we derive ( [28] ) 
the sharp version of a Moser-Trudinger inequality for spheres in general dimensions. 
This inequality is equivalent to Beckner's inequality ([5]). 

I f I f n l o ë ^ ï ï / enWdv<T^T (nw + - — wVn(w))dv, (2.15) 
P I JS" P I JS" z(n - *-)• 

and equality holds if and only if enw represents the Jacobian of a conformai trans
formation of Sn. 

In a recent preprint, S. Brendle is able to derive a general existence result for 
the prescribed Q-curvature equation under natural conditions: 

Theorem 2.4. ([10]) For a compact manifold (M2m,g) satisfying 

(i) Pim be positive except on constants, 

(ii) JMQgdVg < C2m where C2m represents the value of the corresponding Q-
curvature integral on the standard sphere (S2m,gc), the equation P2mw + Q = 
Qwe2mw has a solution with Qw given by a constant. 

Brendle's remarkable argument uses a 2m-th order heat flow method in which 
again inequality of Adams ([1]) (the only available tool) is used. 

In another recent development, the n-th order Q-curvature integral can be in
terpreted as a renormalized volume of the conformally compact manifold (Nn+1,h) 
of which (Mn,g) is the conformai infinity. In particular, Graham-Zworski ([46]) 
and Fefferman-Graham ([42]) have given in the case n is an even integer, a spectral 
theory interpretation to the n-th order Q-curvature integral that is intrinsic to the 
boundary conformai structure. In the case n is odd, such an interpretation is still 
available, however it may depend on the conformai compactification. 

3. Boundary operator, Cohn-Vossen inequality 
To develop the analysis of the Q-curvature equation, it is helpful to consider the 

associated boundary value problems. In the case of compact surface with boundary 
(N2, Mx,g) where the metric g is defined on N2 U M1; the Gauss-Bonnet formula 
becomes 

2?rx(iV) = I K dv+ <£ k da, (3.1) 
JN JM 
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where k is the geodesic curvature on M. Under conformai change of metric gw on 
N, the geodesic curvature changes according to the equation 

— w + k = kwew on M. (3.2) 
on 

Ray-Singer-Polyakov log-determinant formula has been generalized to compact sur
face with boundary and the extremal metric of the formula has been studied by 
Osgood-Phillips-Sarnak ([66]). The role played by the Onofri inequality is the clas
sical Milin-Lebedev inequality: 

where D is the unit disc on R2 with the flat metric dx, and n is the unit outward 
normal. 

One can generalize above results to four manifold with boundary (N4, M3,g); 
with the role played by (—A, -J^) replaced by (Pi, P3) and with (K, k) replaced by 
(Q,T); where F4 is the Paneitz opertor and Q the curvature discussed in section 2; 
and where P3 is the boundary operator constructed by Chang-Qing ([22]). The key-
property of F3 is that it is conformally covariant of bidegree (0,3), when operating 
on functions defined on the boundary of compact 4-manifolds; and under conformai 
change of metric g = e2wg on N4 we have at the boundary M3 

P3w + T = Twe3w. (3.4) 

We refer the reader to [22] for the precise definitions of F3 and T and will here only-
mention that on (B4,S3,dx), where B4 is the unit ball in R4, we have 

Pi = (-A)2, P 3 = _ Q | - A + â ^ + â ) a n d T = 2 , (3.5) 

where A is the intrinsic boundary Laplacian on M. 
In this case the Gauss-Bonnet-Chern formula may be expressed as: 

4TT2X(N) = f (Q + hw\2) dv + I (T + £) da, (3.6) 
JN " JM 

where £ is a third order boundary curvature invariant that t ransforms by scaling 
under conformai change of metric. The analogue of the sharp form of the Moser-
Trudinger inequality for the pair (B4,S3, dx) is given by the following analogue of 
the Milin-Lebedev inequality: 

Theo rem 3.1 . ([23]) Suppose w G C°°(B4). Then 

i o g { i£ e 3 ( œ " w } 
* ïè* {LwA2wdx+L {2wPzw " £ + ë ) d a } • ( 3-7 ) 
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under the boundary assumptions f^ls3 = ew — 1 and Js3 Rwda9w = Js3 Rda where 
R is the scalar curvature of S3. Moreover the equality holds if and only if e2wdx on 
B4 is isometric to the standard metric via a conformai transformation of the pair 
(B4,S3,dx). 

The boundary version (3.6) of the Gauss-Bonnet-Chern formula can be used to 
give an extension of the well known Cohn-Vossen-Huber formula. Let us recall ([33], 
[56]) that a complete surface (N2,g) with Gauss curvature in L1 has a conformai 
compactification N = N\J{qi,...,qi} as a compact Riemann surface and 

2nX(N)= f KdA + T n , (3.8) 
JN *=I 

where at each end <j%, take a conformai coordinate disk {\z\ < r0} with qu at its 
center, then I/J. represents the following limiting isoperimetric constant: 

Length({\z\ = r})2 

Vk = l im 7T7 77 r"i TT- (3.9) 
r^o 2Area({r < \z\ < rQ}) 

This result can be generalized to dimension n = 4 for locally conformally flat 
metrics. In general dimensions, Schoen-Yau ([76]) proved that locally conformally 
flat metrics in the non-negative Yamabe class has injective development map into 
the standard spheres as domains whose complement have small Hausdorff dimension 
(at most !k^2-)- It is possible to further constraint the topology as well as the end 
structure of such manifolds by imposing the natural condition that the Q-curvature 
be in L1. 

Theorem 3.2. ([24], [25]) Suppose (M4,g) is a complete conformally flat manifold, 
satisfying the conditions: 
(i) The scalar curvature Rg is bounded between two positive constants and VgRg is 
also bounded; 
(ii) The Ricci curvature is bounded below; 
(üi) IM\Qs\dVg < o o ; 
then 
(a) if M is simply connected, it is conformally equivalent to S4 — {qi,--,qi} and we 
have 

4TT2 X.(M) = [ Qg dvg + 4TT2I ; (3.10) 
JM 

(b) if M is not simply connected, and we assume in addition that its fundamental 
group is realized as a geometrically finite Kleinian group, then we conclude that M 
has a conformai compactification M = M ö {qi, ...,qi} and equation (3.10) holds. 

This result gives a geometric interpretation to the Q-curvature integral as 
measuring an isoperimetric constant. There are two elements in this argument. 
The first is to view the Q-curvature integral over sub-level sets of the conformai 
factors as the second derivative with respect to w of the corresponding volume 
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integral. This comparison is made possible by making use of the formula (3.4). A 
second element is an estimate for conformai metrics e2w\dx\2 defined over domains 
0 c R4 satisfying the conditions of Theorem 3.2 must have a uniform blowup rate 
near the boundary: 

p«A) ~ f ? 1 l i 
d(x,dii)' ( ' 

This result has an appropriate generalization to higher even dimensional situation, 
in which one has to impose additional curvature bounds to control the lower order 
terms in the integral. One such an extension is obtained in the thesis of H. Fang 
([39]). 

It remains an interesting question how to extend this analysis to include the 
case when the dimension is an odd integer. 

4. Fully nonlinear equations in conformai geometry 
in dimension four 
In dimensions greater than two, the natural curvature invariants in conformai 

geometry are the Weyl tensor W, and the Weyl-Schouten tensor A = Rie — 2(n-i)9 
that occur in the decomposition of the curvature tensor; where Rie denotes the 
Ricci curvature tensor: 

Rm = W e —î-77-4 ©g. (4.1) 

Since the Weyl tensor W transforms by scaling under conformai change gw = e2wg, 
only the Weyl-Schouten tensor depends on the derivatives of the conformai factor. 
It is thus natural to consider au(Ag) the k-th symmetric function of the eigenvalues 
of the Weyl-Schouten tensor Ag as curvature invariants of the conformai metrics. 
As a differential invariant of the conformai factor w, au(Agw) is a fully nonlinear 
expression involving the Hessian and the gradient of the conformai factor w. We 
have abbreviating Aw for A9w : 

Aw = (n - 2){-V2w + dw ® dw - —y-} + Ag. (4.2) 

The equation 
ak(Aw) = l (4.3) 

is a fully nonlinear version of the Yamabe equation. For example, when k = 1, 
ai(Ag) = 2Al2n-Bg, where Rg is the scalar curvature of (M,g) and equation (4.3) is 
the Yamabe equation which we have discussed in section 1. When k = 2, a2(Ag) = 
\(\Trace Ag\

2 — |*4S|2) = 8 A ^ R 2 — | | i?tc|2 . In the case when k = n, an(Ag) = 
determinant of Ag, an equation of Monge-Ampere type. To illustrate that (4.3) is 
a fully non-linear elliptic equation, we have for example when n = 4, 

a2(AgJe4w =a2(Ag) + 2((Aw)2 - |V2w|2 

+ (Vw,V|Vw|2) +Aw|Vw| 2 ) (4.4) 

+lower order terms, 
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where all derivative are taken with respect to the g metric. 
For a symmetric n x n matrix M, we say M G F^ in the sense of Garding 

([44]) if <7fc(M) > 0 and M may be joined to the identity matrix by a path consisting 
entirely of matrices Mt such that au(Mt) > 0. There is a rich literature conerning 
the equation 

crk(V
2u) = f, (4.5) 

for a positive function / . In the case when M = (V2u) for convex functions u 
defined on the Euclidean domains, regularity theory for equations oïau(M) has been 
well established for M G F j for Dirichlet boundary value problems by Caffarelli-
Nirenberg-Spruck ([12]); for a more general class of fully non-linear elliptic equations 
not necessarily of divergence form by Krylov ([58]), Evans ([38]) and for Monge-
Ampere equations by Pogorelov ([69]) and by Caffarelli ([11]). The Monge-Ampere 
equation for prescribing the Gauss-Kronecker curvature for convex hypersurfaces 
has been studied by Guan-Spruck ([47]). Some of the techniques in these work can 
be modified to study equation (4.3) on manifolds. However there are features of the 
equation (4.3) that are distinct from the equation (4.5). For example, the conformai 
invariance of the equation (4.3) introduces a non-compactness due to the action of 
the conformai group that is absent for the equation (4.5). 

When k ^ f and the manifold (M,g) is locally conformally flat, Viaclovsky 
([83]) showed that the equation (4.3) is the Euler equation of the variational func
tional Jau(Agw)dvgw. In the exceptional case k = n/2, the integral Jau(Ag)dvg is 
a conformai invariant. We say g G F^ if the corresponding Weyl-Schouten tensor 
Ag(x) G F J for every point x G M. For k = 1 the Yamabe equation (1.10) for 
prescribing scalar curvature is a semilinear one; hence the condition for g G T'f is 
the same as requiring the operator Lg = —'^~2 ' Ag + Rg be a positive operator. 
The existence of a metric with g G F j implies a sign for the curvature functions 
([52], [18], [48]). 

Proposition 4.1. On (Mn,g), 
(i) When n = 3 and a2(Ag) > 0, then either Rg > 0 and the sectional curvature of 
g is positive or Rg < 0 and the sectional curvature of g is negative on M. 
(ii) When n = 4 and a2(Ag) > 0, then either Rg > 0 and Ricg > 0 on M or Rg < 0 
and Ricg < 0 on M. 
(Hi) For general n and Ag G F j for some fc > f, then Ricg > 0. 

In dimension 3, one can capture all metrics with constant sectional curvature 
(i.e. space forms) through the study of ai-

Theorem 4.2. ([52]) On a compact 3-manifold, for any Riemannian metric g, 
denote ^[g] = fMo-2(Ag)dvg. Then a metric g with T2[g] > 0 is critical for the 
functional T2 restricted to class of metrics with volume one if and only if g has 
constant sectional curvature. 

The criteria for existence of a conformai metric g G F j is not as easy for 
k > 1 since the equation is a fully nonlinear one. However when n = 4, k = 2 the 
invariance of the integral Ja2(Ag)dvg is a reflection of the Chern-Gauss-Bonnet 
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formula 

8TT2X(M) = / (a2(Ag) + \\Wg\
2)dvg. (4.6) 

In this case it is possible to find a criteria: 

Theorem 4.3. ([18])i?or a closed 4-manifold (M,g) satisfying the following con
formally invariant conditions: 
(i) Y(M,g) > 0, and 
(ii) Ja2(Ag)dvg > 0 ; 
then there exists a conformai metric gw G T2 • 

Remark. In dimension four, the condition g G T2 implies that R > 0 and Ricci 
is positive everywhere. Thus such manifolds have finite fundamental group. In 
addition, the Chern-Gauss-Bonnet formula and the signature formula shows that 
this class of 4-manifolds satisfy the same conditions as that of an Einstein manifold 
with positive scalar curvatures. Thus it is the natural class of 4-manifolds in which 
to seek an Einstein metric. 

The existence result depends on the solution of a family of fourth order equa
tions involving the Paneitz operator ([70]), which we have discussed in section 2. In 
the following we briefly outline this connection. Recall that in dimension four, the 
Paneitz operator P a fourth order curvature called the Q-curvature: 

Pgw + 2Qg = 2Qgme4w. (4.7) 

The relation between Q and a2(A) in dimension 4 is given by 

Qg = —ARg + -a2(Ag). (4.8) — A R „ + -i 
12 9 2 

In view of the existence results of Theorem 2.1 and Theorem 2.2, it is natural 
to find a solution of 

a2(Ag) = f (4.9) 

for some positive function / . It turns out that it is natural to choose / = c|WJ2 for 
some constant c and to use the continuity method to solve the family of equations 

(*)*: a2(Ag)=
Ô

iAgRg-2j\Wg\
2 (4.10) 

where 7 is chosen so that Ja2(Ag)dvg = —27 J \Wg\
2dvg, for 5 G (0,1] and let 5 

tend to zero. 
Indeed when 5 = 1, solution of (4.10) is a special case of an extremal metric of 

the log-determinant type functional F[w] in Theorem 2.2, where we choose 72 = 1, 
73 = Wi' w e then choose 7 = 71 so that k = 0. Notice that in this case, the 
assumption (ii) in the statement of Theorem 4.3 implies that 7 < 0. When Ö = | , 
equation (4.10) amounts to solving the equation 

QS = -f\Wg\
2, (4.11) 

which we can solve by applying Theorem 2.1. Thus the bulk of the analysis consist 
in obtaining apriori estimates of the solution as ö tends to zero, showing essentially 
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that in the equation the term f Ai? is small in the weak sense. The proof ends by-
first modifying the function \W\2 to make it strictly positive and by then applying 
the Yamabe flow to the metrics gg to show that for sufficiently small Ö the smoothing 
provided by the Yamabe flow yields a metric g G T2. 

The equation (4.3) becomes meaningful for 4-manifolds which admits a metric 
g G T2. In the article ([19]), when the manifold (M,g) is not conformally equivalent 
to (S4,gc), we provide apriori estimates for solutions of the equation (4.9) where 
/ is a given positive smooth function. Then we apply the degree theory for fully 
non-linear elliptic equation to the following 1-parameter family of equations 

a2(Agt) = tf + (1 - t) (4.12) 

to deform the original metric to one with constant a2(Ag). 
In terms of geometric application, this circle of ideas may be applied to char

acterize a number of interesting conformai classes in terms of the the relative size 
of the conformai invariant J a2(Ag)dVg compared with the Euler number. 

Theorem 4.4. ([21]) Suppose (M,g) is a closed 4-manifold with Y(M,g) > 0. 
(I) If JM a2(Ag)dvg > | JM \Wg\

2 dv g, then M is (Hfl'eomorphic to (S4,gc) or 
(RP4,gc). 

(II) If M is not diffeomorphic to (S4,gc) or (RP4,gc) and JM a2(Ag)dvg = 

I IM I ^ ' S P dvg, then either 
(a) (M,g) is conformally equivalent to (CP2 ,gFs), or 
(b) (M,g) is conformai equivalent to ((S3 x S1)/T,gpr0l{). 

Remark. The theorem above is an L2 version of an earlier result of Margerin [61]. 
The first part of the theorem should be compared to a result of Hamilton ([53]); 
where he pioneered the method of Ricci flow and established the diffeomorphism of 
M4 to the 4-sphere under the assumption that the curvature operator be positive. 

This first part of Theorem 4.4 applies the existence argument to find a con-
formal metric g' which satisfies the pointwise inequality 

cT2(Agl)>\\Wgl\
2. (4.13) 

The diffeomorphism assertion follows from Margerin's ([61]) precise convergence 
result for the Ricci flow: such a metric will evolve under the Ricci flow to one with 
constant curvature. Therefore such a manifold is diffeomorphic to a quotient of the 
standard 4-sphere. 

For the second part of the assertion, we argue that if such a manifold is not 
diffeomorphic to the 4-sphere, then the conformai structure realizes the minimum 
of the quantity J \Wg\

2dvg, and hence its Bach tensor vanishes. There are two 
possibilities depending on whether the Euler number is zero or not. In the first 
case, an earlier result of Gursky ([50]) shows the metric is conformai to that of the 
space S1 x S3. In the second case, we solve the equation 

cT2(Ag,) = ^\Wg,\
2+C€, (4.14) 



Non-linear Partial Differential Equations in Conformai Geometry 203 

where Cf_ is a constant which tend to zero as e tend to zero. We then let e tends to 
zero. We obtain in the limit a C1'1 metric which satisfies the equation on the open 
set 0 = {x\W(x) # 0}: 

a2(Ag,) = \\Wgl\
2. (4.15) 

Then a Lagrange multiplier computation shows that the curvature tensor of the 
limit metric agrees with that of the Fubini-Study metric on the open set where 
W ^ 0. Therefore \Wg'\ is a constant on Q thus W cannot vanish at all. It follows 
from the Cartan-Kahler theory that the limit metric agrees with the Fubini-Study 
metric of CF2 everywhere. 

There is a very recent work of A. Li and Y. Li ([60]) extending work of ([20]) 
to classify the entire solutions of the equation au(Ag) = 1 on I " thus providing 
apriori estimates for this equation in the locally conformally flat case. There is also 
a very recent work ([49]) on the heat flow of this equation, we have ([30]) used this 
flow to derive the sharp version of the Moser-Onofri inequality for the an. energy 
for all even dimensional spheres. In general, the geometric implications of the study 
of au for manifolds of dimension greater than four remains open. 
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Emerging Applications of 
Geometric Multiscale Analysis 

David L. Donoho* 

A b s t r a c t 

Classical multiscale analysis based on wavelets has a number of successful 
applications, e.g. in data compression, fast algorithms, and noise removal. 
Wavelets, however, are adapted to point singularities, and many phenom
ena in several variables exhibit intermediate-dimensional singularities, such 
as edges, filaments, and sheets. This suggests that in higher dimensions, 
wavelets ought to be replaced in certain applications by multiscale analysis 
adapted to intermediate-dimensional singularities, 

My lecture described various initial attempts in this direction. In partic
ular, I discussed two approaches to geometric multiscale analysis originally 
arising in the work of Harmonic Analysts Hart Smith and Peter Jones (and 
others): (a) a directional wavelet transform based on parabolic dilations; and 
(b) analysis via anistropic strips. Perhaps surprisingly, these tools have po
tential applications in data compression, inverse problems, noise removal, and 
signal detection; applied mathematicians, statisticians, and engineers are ea
gerly pursuing these leads. 

No te : Owing to space constraints, the article is a severely compressed 
version of the talk. An extended version of this article, with figures used in 
the presentation, is available online at: 

http .-//www- stat. Stanford. ed«/~ donoho /Lectures/ICM2002 
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Keywords and Ph ra se s : Harmonic analysis, Multiscale analysis, Wavelets, 
Ridgelets, Curvelets, Directional wavelets. 

1. Prologue 
Since the last ICM, we have lost three great mathematical scientists of the 

twentieth century: Alberto Pedro Calderón (1922-1999), John Wilder Tukey (1915-
2000) and Claude Elwood Shannon (1916-2001). Although these three are not 
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typically spoken of as a group, I find it fitting to mention these three together 
because each of these figures symbolizes for me one aspect of the unreasonable 
effectiveness of harmonic analysis. 

Indeed we are all aware of the birth of harmonic analysis in the nineteenth 
century as a tool for understanding of the equations of mathematical physics, but it 
is striking how the original tools of harmonic analysis have frequently (a) changed, 
and (b) been applied in ways the inventors could not have anticipated. Thus, (a) 
harmonic analysis no longer means 'Fourier Analysis' exclusively, because wavelet 
and other forms of decompositions have been invented by modern harmonic analysts 
(such as Calderón); and (b) harmonic analysis finds extensive application outside 
of mathematical physics, as a central infrastructural element of the modern infor
mation society, because of the ubiquitous applications of the fast Fourier transform 
(after Tukey) and Fourier transform coding (after Shannon). 

There is a paradox here, because harmonic analysts are for the most part 
not seeking applications, or at any rate, what they regard as possible applications 
seem not to be the large-scale applications that actually result. Hence the impact 
achieved by harmonic analysis has often not been the intended one After meditat
ing for a while on what seems to be the 'unreasonable' effectiveness of harmonic 
analysis, I have identified what seems to me a chain of argumentation that renders 
the 'unreasonable' at least 'plausible'. The chain has two propositions: 

• Information has its own architecture. Each data source, whether imagery, 
sound, text, has an inner architecture which we should attempt to discover 
and exploit for applications such as noise removal, signal recovery, data com
pression, and fast computation. 

• Harmonic Analysis is about inventing and exploring architectures for infor
mation. Harmonic analysts have always created new architectures for decom
position, rearrangement and reconstruction of operators and functions. 

In short, the inventory of architectures created by harmonic analysis amounts to an 
intellectual patrimony which modern scientists and engineers can fruitfully draw 
upon for inspiration as they pursue applications. Although there is no necessary-
connection between the architectures that harmonic analysts are studying and the 
architectures that information requires, it is important that we have many examples 
of useful architectures available, and harmonic analysis provides many of these. 
Occasionally, the architectures already inventoried by harmonic analysts will be 
exactly the right ones needed for specific applications. 

I stress that the 'externally professed goals' of harmonic analysis in recent 
decades have always been theorems, e.g. about the almost everywhere convergence 
of Fourier Series, the boundedness of Bochner-Riesz summation operators, or the 
boundedness of the Cauchy integral on chord-arc curves. These externally professed 
goals have, as far as I know, very little to do with applications where harmonic 
analysis has had wide scale impact. Nevertheless, some harmonic analysts are aware 
of the architectural element in what they do, and value it highly. As R.R. Coifman 
has pointed out to me in private communication: 

"The objective of Zygmund, Calderón and their school was not the 
establishment of new theorems by any means possible. It was often to 
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take known results that seemed like magic — e.g. because of the way 
they used complex variables methods — and tear them apart, finding 
the underlying structures and their inner interactions that made it abso
lutely clear what was going on. The test of understanding was measured 
by the ability to prove an estimate." 

In short, the goal was to find the right architecture, not merely to find the 
right estimate. 

2. Overview 
In my lecture, I was able to discuss the possibility that a coherent subject 

of Geometric Multiscale Analysis (GMA) can be developed - a subject spanning 
both mathematics and a wide range of applications. It is at this point unclear what 
the boundaries of the subject will be, but perhaps the speculative nature of what 
I had to say will excite the interest of some readers. I found it useful to orga
nize the presentation around the Calderón reproducing formula, which gave us the 
continuous wavelet transform, but also can be adapted to give us other multiscale 
transforms with interesting geometric aspects. The several different information 
architectures I described give an intuitive understanding of what GMA might con
sist of. In the article below, I will review some of the achievements of classical 
1-dimensional multiscale analysis (wavelet analysis) starting in the 1980's, both the 
mathematical achievements and the extensive applications; then I will as a warm-up 
discuss reasons that we need alternatives to 1-dimensional multiscale analysis and 
its straightforward d-dimensional extensions, and some ideas such as ridgelets, that 
point in the expected directions. In my lecture, I was able to discuss two harmonic 
analysis results of the 1990's - Hart Smith's "Hardy space for FIO's" and Peter 
Jones' "Travelling Salesman" theorem. Both results concern the higher-dimensional 
setting, where it becomes possible to bring in geometric ideas. I suggested that, 
in higher dimensions, there are interesting, nontrivial, nonclassical, geometric mul
tiscale architectures, with applications paralleling the one-dimensional case. I was 
able to sketch some developing applications of these post-classical architectures. If 
these applications can be developed as extensively as has been done for classical 
multiscale analysis, the impacts may be large indeed. In this article, I really have 
space only to mention topics growing out of my discussion of Hart Smith's paper. 
For an extended version of the article, covering the talk more fully, see [26]. 

Note: Below we make a distinction between stylized applications (idealized 
applications in mathematical models) and actual applications (specific contributions 
to scientific discourse and technological progress); we always describe the two in 
separate subsections. 

3. Classical multiscale analysis 
An efficient way to introduce classical multiscale analysis is to start from 

Calderón's reproducing formula, or as commonly called today, the Continuous 
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Wavelet Transform. We suppose we have a real-valued function / : R H> R which 
we want to decompose into contributions from various scales and locations. We take 
with a wavelet, an oscillatory real-valued function ip(t) satisfying the Calderón ad
missibility condition imposed on the Fourier transform %p as f0°° |A(£*)|2^ = 27r, 
V£ 7̂  0. We translate and dilate according to ('<pa,b)(i) = '<P((.t — b)/a)/^/a. We per
form Wavelet Analysis by 'hitting' the function against all the different wavelets, 
obtaining Wf(a,b) = {tpa,b,f)', Wf is called the Continuous Wavelet Transform 
(CWT). The CWT contains all the information necessary to reconstruct / , so we 
can perform Wavelet Synthesis by integrating overall all scales and locations, 
summing up wavelets with appropriate coefficients. 

f(t) = [ Wf(a,b)ipa,b(t)p(dadb). 

Here p(dadb) is the appropriate reference measure, in this case ^ ^f • The 'tightness' 
of the wavelet transform as a characterisation of the properties of / is expressed by 
the Parseval-type relation J Wf (a,b)2p(da db) = J f(t)2dt. See also [16, 36, 42]. 

3.1. Mathematical results 
The CWT maps / into a time-scale plane; by measuring properties of this time-

scale portrait we can obtain norms on functions which lead to interesting theories 
of functional spaces and their properties; there are two broad scales of such spaces 
we can describe. To define the Besov B° spaces we integrate over locations first, 
and then over scales 

(\W(a,b)\a-s)p db\q'p da\ 

a 

To define the Triebel-Lizorkin F^q spaces we integrate over scales first and then 
over locations 

da 
( | l F ( a , 6 ) | a - s ) « - - ^ Vl v ' '' ' a1+q/P 

P/Q I / P 

db 

Here s = a — (1/p — 1/2), and we adopt a convention here and below of ignoring the 
low frequencies so that actually these formulas are only correct for functions which 
are built from frequencies |£| > Ao; the correct general formulas would require an 
extra term for the low frequencies which will confuse the novice and be tedious 
for experts. Also for certain combinations of parameters p,q = l,oo for example, 
changes ought to be made, based on maximal functions, BMO norms, etc., but in 
this expository work we gloss over such issues. 

Each of these norms asks that the wavelet transform decay as we go to finer 
scales, and so controls the oscillations of the functions. Intuition about some of 
these spaces comes by thinking of a wavelet coefficient as something akin to a 
difference operator such as f(b + a) — 2/(6) + f(b — a); the various norms on the 
continuous wavelet coefficients measure explicitly the finite differences and implicitly 
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the derivatives of the analyzed functions. The distinctions between spaces come in 
the subtle aspects of choice of order of integrating in scale and in location and in 
choice of p and q. We get the following sequence of relations between the spaces 
defined by the F and B scales and classical spaces: 

. LP : L p ~ F p ° 2 , l < p < o o . 

. HP : HP ~ F p ° 2 , 0 < p < 1. 
• Sobolev: W™ ~ F™2, 1 < p < oo. 
. Holder: Ca ~ B ^ 

There are also equivalences with non-classical, but very interesting, spaces, such as 
the Bump Algebra B\ 1, and almost-equivalences to some other fundamental spaces, 
such as BV(R). The full story about such equivalence is told very well in [42, 36]. 

An important structural fact about these spaces is that they admit molecular 
decompositions; we can define molecules as functions obeying certain size, smooth
ness and vanishing moment conditions, which are localized near an interval of some 
scale and location, and then show that, although elements of these spaces are de
fined by norms on the continuum domain, functions belong to these spaces if and 
only if they can be written as superpositions f(x) = ^ A AQmg(x) where mg are 
molecules and the AQ are scalar coefficients, and where the coefficient sequence 
(AQ)Q obeys certain norm constraints. Results of this kind first emerged in the 
1970's; a canonical way to get such results uses the CWT [36]. Consider the dyadic 
cells 

Q = {(a,b) : 2-j >a> 2^ i + 1 ) , f c /2 i < 6 < (jfc + 1)/2J'}, 

note that they obey p(Q) « 1; they are "unit cells' for the reference measure. It 
turns out that the behavior of W(a, 6) at various points within such a cell Q stays 
roughly comparable [16, 36], and that the ipa$ all behave similarly as well. As a 
result, the integral decomposition offered by the Calderón reproducing formula can 
sensibly be discretized into terms arising from different cells. 

f(x) = / W(a,b)ipa^(x)p(dadb) 

= 2_\ I W(a,b)ipa^(x)p(dadb) 
^ JQ 

= y*MQ(x), MQ= / W(a,b)ipa,bp(dadb) 
Q JQ 

= J2AQmQÌx)> AQ = \W(-,-)\\L2(Q) 
Q 

Now roughly speaking, each mg is a mixture of wavelets at about the same location 
and scale, and so is something like a wavelet, a coherent oscillatory waveform of a 
certain location and scale. This type of discretization of the Calderón reproducing 
formula has been practiced since the 1970's, for example by Calderón, and by Coif-
man and Weiss [13, 14], who introduced the terms molecular decomposition (and 
atomic decomposition) for discrete series of terms localized near a certain scale and 
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location. Hence, the mg may be called molecules and the Ag represent the contri
butions of various molecules. The spaces F^q and B° can then be characterized 
by the decomposition f(x) = ^ A Agmg(x): we can define sequence-space norms 
fpq as in (3.2) below for which 

II/IIF/,, ~ \\(Ag)g\\f«q, 

and similarly for Besov sequence norms 6^ . This gives a clear understanding of 
the structure of / in terms of the distribution of the number and size of oscillations 
across scales. 

While the molecular decomposition is very insightful and useful for proving 
structure theorems about functional spaces, it has two drawbacks which severely 
restrict practical applications. First, the Ag are nonlinear functionals of the un
derlying object / ; secondly, the mg are variable objects which depend on / . As 
a result, practical applications of the sum ^Q Agmg are not as straightforward 
as one might like. Starting in the early 1980's, it was found that a much simpler 
and more practical decomposition was possible; in fact with appropriate choice of 
generating wavelet - different than usually made in the CWT - one could have an 
orthonormal wavelet basis [42, 16]. 

f = J2 W(2-1,k/V)fa-iik/# = J2 <*)Mh,k- (3.1) 
3,k j,k 

Essentially, instead of integrating over dyadic cells Q, it is necessary only to sample 
once per cell! Several crucial advantages in applications flow from the fact that the 
coefficients a^k are linear in / and the 'ipj^ are fixed and known. 

A theoretical advantage flows from the fact that the same norm equivalence 
that was available for the amplitudes (Ag) in the molecular decomposition also 
applies for the wavelet coefficients: 

\\f\\B«q ~ | | a | | 6 j . a = f e ( ^ K f c n 9 / p 2 i ï 9 J , (3.2) 

/ y / a 
II/IIAA ~ ll«ll//.,= (/(EK*l92i'9Xi,fc(*))p/9J • (3-3) 

This implies that the wavelets 'ipj^ make an unconditional basis for appropriate 
spaces in the Besov and Triebel scales. This can be seen from the fact that the norm 
involves only \a^k\; a fact which is quite different from the case with Fourier analysis. 
Unconditionality implies that the balls {/ : | | / | |B°- < -4} are closely inscribed by 
and circumscribed by balls {/ : \\a\\^ < A'} which are quite simple geometric 
objects, solid and orthosymmetric with respect to the wavelets as 'principal axes'. 
This solid orthosymmetry is of central significance for the optimality of wavelets for 
many of the stylized applications mentioned below; compare [20, 22, 32]. 

Our last chapter in the mathematical development of classical multiscale meth
ods concerns the connection between Besov spaces and approximation spaces. In the 



Emerging Applications of Geometric Multiscale Analysis 215 

late 1960's, Jaak Peetre observed that the space B°, 1 , , a > 1 was very special. 
It served as the Approximation Space for approximation in L°° norm by free knot 
splines, i.e. as the set of functions approximable at rate nr" by splines with n free 
knots. In the 1980's a more general picture emerged, through work of e.g. Brudnyi, 
DeVore, Popov and Peller [18]: that the space B° T served as the approximation 
space of many nonlinear approximation schemes (e.g. rational functions), under 
Lp approximation error, where 1/r = a + 1/p. This says that although r < 1 at 
first seems unnatural (because graduate mathematical training emphasizes convex 
spaces) these nonconvex spaces are fundamental. The key structural fact is that 
those spaces are equivalent, up to renorming, to the set of functions whose wavelet 
coefficients belong to an A ball, r < 1. Hence, membership of wavelet coefficients 
in an A ball for small r becomes of substantial interest. The intuitive appeal for 
considering A balls is clear by considering the closely-related weak-A balls; they 
can be defined as the constants C in relations of the form 

ß{(a,b) : |W"(a,6)| > e} < Ce'1^, e > 0, 

or 
#{(j,k)--\<x,,k\>e}<Ce-1/T, e > 0 . 

They are visibly measures of the sparsity in the time-scale plane, and hence sparsity 
of that plane controls the asymptotic behavior of numerous nonlinear approximation 
schemes. 

3.2. Stylized applications 

We now mention some stylized applications of classical multiscale thinking, i.e. 
applications in a model world where we can prove theorems in the model setting. 

3.2.1. Nonlinear approximation 

Since the work of D.J. Newman in the 1960's it was understood that approx
imation by rational functions could be dramatically better than approximation by-
polynomials; for example the absolute value function \t\ on the interval [—1,1] can 
be approximated at an exponential rate in n by rational functions with numerator 
and denominator of degree n, while it can be approximated only at an algebraic rate 
nr1 by polynomials of degree n. While this suggests the power of rational approxi
mation, it must also be noted that rational approximation is a highly nonlinear and 
computationally complex process. 

On the other hand, from the facts (a) that wavelets provide an unconditional 
basis for Besov spaces, and (b) that certain Besov spaces are approximation spaces 
for rational approximation, we see that wavelets give an effective algorithm for the 
same problems where rational functions would be useful. Indeed, based on work by 
DeVore, Popov, Jawerth, Lucier we know that if we consider the class of functions 
approximable at rate « nrT by rational approximation, these same functions can 
be approximated at the same rate simply by taking a partial reconstruction based 
on the n "biggest" wavelet coefficients. 
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In short, from the viewpoint of asymptotic rates of convergence, thresholding 
of wavelet coefficients - a very weakly nonlinear approximation scheme - is fully as 
effective as best rational approximation. The same assertion can be made comparing 
nonlinear approximation by wavelets and by free knot splines. 

3.2.2. D a t a compression 

Consider the following mathematical idealization of data compression. We 
have a function which is an unspecified element of a Besov Ball T = {/ : | | / | |B°- < 
.4} and we wish to have a coder/decoder pair which can approximate any such 
function to within an e-distance in L2 norm by encoding into, and decoding from, 
a finite bitstring. 

In mathematical terms, we are studying the Kolmogorov e-entropy: we wish 
to achieve N(e,J7), the minimal number of bits required to represent every / in 
T to within an L2 error e. This is known, since Kolmogorov and Tikhomirov, to 
behave as 

J V f c . f j x f ' / ' . ^ O . (3.4) 

Now, up to renorming, the ball T is isometric to a ball in sequence space 0 = 
{a : \\a\\^ < A}. Such a ball is a subset of wV for 1/r = a + 1/2 and each 
element in it can be approximated in f2 error at a rate M-Ar+A2 by sparse vectors 
containing only M nonzero coefficients. Here is a simple coder inspired by this 
fact. Pick M (e) coefficients such that the A-error of such an approximation is at 
most (say) e/2. The M (e) coefficients achieving this can be quantized into integer 
multiples of a base quantum q, according to a^k = [cxj:k/q\, with the quantum 
chosen so that the quantized vector a^ defined by or?I = q • cij}k, approximates 
the original coefficients to within I2 error e/2. The resulting integers a^k represent 
the function / to within L2 error e and their indices can be coded into bit strings, 
for a total encoding length of not worse that 0(log(e^1)M(e)) = 0(log(e~1)e~1^cr). 
Hence a very simple algorithm on the wavelet coefficients gets close to the optimal 
asymptotics (3.4)! Underlying this fact is the geometry of the body 0; because of 
its solid orthosymmetry, it contains many high-dimensional hypercubes of ample 
radius. Such hypercubes are essentially incompressible. 

In fact the log(e_1) factor is removable in a wide range of a,p,q. In many-
cases, the e-entropy can be attained, within a constant factor, by appropriate level-
dependent scalar quantization of the wavelet coefficients followed by run-length en
coding. In other work, Cohen et al. have shown that by using the tree-organization 
of wavelet coefficients one can develop algorithms which give the right order of 
asymptotic behavior for the across many smoothness classes; e.g. [12]. 

In fact more is true. Suppose we use for Besov ball simply the ball {/ : 
IW/^lfc" < -4} based on wavelet coefficients; then by transform coding as in 
[25] we can get efficient codes with codelength precisely asymptotic equivalence 
to the Kolmogorov e-entropy by levelwise A-sphere vector quantization of wavelet 
coefficients. Underlying this fact, the representation of the underlying functional 
class as an orthosymmetric body in infinite-dimensional space is very important. 
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3.2.3. Statistical estimation 

Consider the following mathematical idealization of nonparametric curve esti
mation. We have an unknown function f(t) on [0,1] which is an element of a Besov 
Ball J7 = {f : \\f\\B° < A} We observe data Y from the white noise model 

Y(dt) = f(t)dt + eW(dt), 

where the W(t) is a Wiener process and e the noise level, and we wish to reconstruct 
/ accurately. We measure risk using the mean squared error 

R€(f,f) = E\\f-fi\\l 

and evaluate quality by the minimax risk 

min max Rt ( / , / ) . 
/ A ^ 

Over a wide range of a,p, q, this minimax risk tends to zero at the rate (e2)2A(2,T-tA _ 
In this setting, some simple algorithms based on noisy wavelet coefficients 

Vj,k = JiPj,k(d)Y(dt) can be quite effective. In effect, y^k = ctj,k + ezj,fc> where z^k 
is a white Gaussian noise. By simply applying thresholding to the noisy wavelet 
coefficients of Y, 

àj,k = yj,kl{\yj,k\>\t} 

at scales 0 < j < log2(e -2) with threshold ^/21og(e_1) , we obtain a new set of coef
ficients; using these we obtained a nonlinear approximation / = V . k âj^'ipj,k- The 
quantitative properties are surprisingly good; indeed, using again the wf embed
ding of the Besov body 6£ , we have that the A-error of nonlinear approximation 
to a using M terms converges at rate M _ 1 / T + 1 / 2 . Heuristically, the coefficients 
surviving thresholding have errors of size K, e, and the object can be approximated 
by at most M of these with A error as M _ 1 / T + 1 / 2 ; simple calculations suggest that 
the risk of the estimator is then roughly e2 • M + M_2/T+1 where M is the number 
of coefficients larger than e in amplitude; this is the same order as the minimax 
risk e

2<?/(2<?+1i\ (Rigorous analysis shows that for this simple algorithm, log terms 
intervene [31].) If we are willing to refine the thresholding in a level-dependent way, 
we can obtain a risk which converges to zero at the same rate as the minimax risk 
as e —¥ 0, e.g. [32]. Moreover, if we are willing to adopt as our Besov norm the 
sequence space b° norm based on wavelet coefficients, then by applying a sequence 
of particular scalar nonlinearities to the noisy wavelet coefficients (which behave 
qualitatively like thresholds) we can get precise asymptotic equivalence to the min
imax risk, i.e. precise asymptotic minimaxity [32]. Parallel results can be obtained 
with wavelet methods in various inverse problems, where / is still the estimand, 
but we observe noisy data on Kf rather than / , with K a linear operator, such as 
convolution or Radon transform [21]. 
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3.2.4. Fast computation 

An important theme for scientific computation is the sparse representation, 
not of functions, but of operators. For this purpose a central fact pointed out by-
Yves Meyer [42] is that wavelets sparsify large classes of operators. Let T be a 
Calderon-Zygmund operator (CZO); the matrix representation of such operator in 
the wavelet basis 

M}Ì = bPJ,k,TiPi,ù, 

then M is sparse - all its rows and columns have finite A norms for each p > 0. In 
short, such an operator involves interactions between very few pairs of terms. 

For implications of such sparsity, consider the work of Beylkin, Coifman, and 
Rokhlin [3]. Suppose T is a CZO, and let Comp(e,n) denote the number of flops 
required to compute an e-approximation to PnTPn, where Pn is an projector onto 
scales larger than 1/n. In [3] it was shown that, ignoring set-up costs, 

Comp(e,n) = 0(log(l/e)n) 

so that such operators could be applied many times with cost essentially linear in 
problem size, as opposed to the 0(n2) cost nominally demanded by matrix multipli
cation. The algorithm was roughly this: represent the operator in a wavelet basis, 
threshold the coefficients, and keep the large coefficients in that representation. A 
banded matrix results, which can be applied in order 0(n) flops. (The story is a 
bit more subtle, since the algorithm as written would suffer an additional 0(log(n)) 
factor; to remove this, Beylkin, Coifman, and Rokhlin's nonstandard form must be 
applied.) 

3.3. Applications 

The possibility of applying wavelets to real problems relies heavily on the 
breakthrough made by Daubechies [15] (building on work of Mallat [41]) which 
showed that it was possible to define a wavelet transform on finite digital signals 
which had orthogonality and could be computed in order n flops. Once this algo
rithm was available, a whole range of associated fast computations followed. Cor
responding to each of the 'stylized applications' just listed, many 'real applications' 
have been developed over the last decade; the most prominent are perhaps the use 
of wavelets as part of the JPEG-2000 data compression standard, and in a variety of 
signal compression and noise-removal problems. For reasons of space, we omit de
tails, referring the reader instead to [33] and to various wavelet-related conferences 
and books. 

4. Need for geometric multiscale analysis 

The many successes of classical multiscale analysis do not exhaust the oppor
tunities for successful multiscale analysis. The key point is the slogan we formulated 
earlier - Information has its own architecture. In the Information Era, where new 
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data sources are proliferating endlessly, each with its own peculiarities and specific 
phenomena, there is a need for expansions uniquely adapted to each type of data. 

In this connection, note that classical wavelet analysis is uniquely adapted to 
objects which are smooth apart from point singularities. If a function is C°° except 
for step discontinuities at a finite set of points, its continuous wavelet transform 
will be very sparse. In consequence, the decreasing rearrangement of its wavelet 
coefficients will decay rapidly, and n-term approximations to the object will converge 
rapidly in L2 norm. With the right definitions the story in high dimensions is 
similar: wavelets give a sparse representation of point singularities. 

On the other hand, for singularities along lines, planes, curves, or surfaces, the 
story is quite different. For functions in dimension 2 which are discontinuous along 
a curve, but otherwise smooth, the 2-dimensional CWT will not be sparse. In fact, 
the the decreasing rearrangement of its wavelet coefficients will decay like C/N, 
and iV-term approximations to the object will converge no faster than 0(N^1) in 
squared L2 norm. Similar statements can be made for singularities of dimension 
0 < k < d in dimension d. In short, wavelets are excellent for representing smooth 
data containing point singularities but not singularities of intermediate dimensions. 

There are many examples of data where singularities of intermediate dimen
sions constitute important features. One example comes from extragalactic astron
omy, where gravitational clustering has caused matter to congregate in 'filaments' 
and 'sheets' in 3-dimensions. Another example comes from image analysis, say of 
SAR imagery, where stream beds, ridge lines, roads and other curvilinear phenom
ena punctuate the underlying background texture. Finally, recently-developed tools 
for 31? imaging offer volumetric data of phsyical objects (eg biological organs) where 
sheetlike structures are important. 

We can summarize our vision for the future of multiscale analysis as follows. 
If it is possible to sparsely analyze objects which are smooth apart from 

intermediate-dimensional singularities, this may open new vistas in mathemat
ical analysis, offering (a) new functional Spaces, and (b) new representation of 
mathematically important operators. 

If, further, it is possible algorithmize such analysis tools, this would open new 
applications involving (a) data compression; (b) noise removal and recovery from 
Ill-posed inverse problems; (c) feature extraction and pattern recognition; and (d) 
fast solution of differential and integral equations. 

But can we realistically expect to sparsely analyse such singularities? By-
considering Calderón-like formulas, we can develop some understanding. 

4.1. Ridgelet analysis 

We consider first the case of singularities of co-dimension 1. It turns out that 
the ridgelet transform is adapted to such singularities. 

Starting from an admissible wavelet ip, define the ridgelet pa,b,e(%) = ipafiu'gx), 
where u$ is a unit vector pointing in direction 6 and so this is a wavelet in one direc
tion and constant in orthogonal directions [6]. In analogy to the continuous wavelet 
transform, define the continuous ridgelet transform Rf(a,b,9) = (pa,b,e,f)- There 
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is a synthesis formula 

f(x)= j Rf(a,b,6)patb,e(x)ß(dadbd6) 

and a Parseval relation 

| | / | | |= / Rf(a,b,efp(dadbdO) 

both valid for an appropriate reference measure p. Note the similarity to the 
Calderón formula. 

In effect this is an analysis of / into contributions from 'fat planes'; it has 
been extensively developed in Emmanuel Candès' Stanford thesis (1998) and later 
publications. Suppose we use it to analyze a function f(x) G L2(R") which 
is smooth apart from a singularity across a hyperplane. If our function is, say, 
fu,a(x) = l{ti'œ>a}e_":r" , Candès [5]. showed that the ridgelet transform of /Uja is 
sparse. For example, a sampling of the continuous ridgelet transform at dyadic lo
cations and scales and directions gives a set of coefficients such that the rearranged 
ridgelet coefficients decay rapidly. It even turns out that we can define "orthonormal 
ridgelets" (which are not true ridge functions) such that the orthonormal ridgelet 
coefficients are sparse: they belong to every A with p > 0 [24]. In short, an 
appropriate multiscale analysis (but not wavelet analysis) successfully compresses 
singularities of co-dimension one. 

4.2. fe-plane ridgelet transforms 

We can develop comparable reproducing formulas of co-dimension k in Rd. 
If Pk denotes orthoprojector onto a fc-plane in Rd, and ip an admissible wavelet 
for fc-dimensional space, we can define a fc-plane Ridgelet: pa,b,pk(

x) = iPa,b(Pkx) 
and obtain a fc-plane ridgelet analysis: Rf(a,b,Pk) = (Pa,b,pk,f)- We a l s o obtain a 
reproducing formula 

f(x) = / Rf(a,b,Pk)pa,b,pk(x)p(dadbdPk) 

and a Parseval relation | | / | | | = J Rf(a,b,Pk)2p(dadbdPk), with in both cases p() 
the appropriate reference measure. In short we are analyzing the object / into 
'Fat Lines', 'Fat fc-planes,' 1 < k < n — 1. Compare [23]. Unfortunately, all such 
representations have drawbacks, since to use them one must fix in advance the 
co-dimension k; moreover, very few singularities are globally flat! 

4.3. Wavelet transforms for the full affine group 

A more ambitious approach is to consider wavelets indexed by the general affine 
group GA(n); defining (ipA,bg)(x) = ip(Ax + 6) • |.4|1//2. This leads to the wavelet 
analysis Wf(A,b) = (ipA,b,f)- Taking into account the wide range of'anisotropic 
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dilations and directional preferences poossible within such a scheme, we are analyz
ing / by waveforms which represent a very wide range of behaviors: 'Fat Points', 
'Fat Line Segments', 'Fat Patches', and so on. 

This exciting concept unfortunately fails. No matter what wavelet we pick 
to begin with, JWf(A, b)2p(dAdb) = +00. (technically speaking, we cannot get a 
square-integrable representation of the general affine group; the group is too large) 
[46, 47]. Moreover, synthesis fails: JWf(A,b)ipa^(t)p(dAdb) is not well-defined. 
Finally, the transform is not sparse on singularities. 

In short, the dream of using Calderón-type formulas to easily get a decomposi
tion of piecewise smooth objects into 'Fat Points', 'Fat Line Segments', 'Fat Surface 
Patches', and so on fails. Success will require hard work. 

4.4. A cultural lesson 
The failure of soft analysis is not unexpected, and not catastrophic. As Jerzy 

Neyman once said: life is complicated, but not uninteresting. As Lennart Carleson 
said: 

There was a period, in the 1940's and 1950's, when classical analysis 
was considered dead and the hope for the future of analysis was consid
ered to be in the abstract branches, specializing in generalization. As is 
now apparent, the death of classical analysis was greatly exaggerated ... 
the reasons for this ... [include] ... the realization that in many prob
lems complications cannot be avoided, and that intricate combinatorial 
arguments rather than polished theories are in the center. 

Our response to the failure of Calderón's formula for the full Ax + b group was 
to consider, in the ICM Lecture, two specific strategies for decomposing multidi
mensional objects. In the coming section, we will consider analysis using a special 
subset of the Ax + b group, where a Calderón-like formula still applies, and we can 
construct a fairly complete analog of the wavelet transform - only one which is effi
cient for singularities of co-dimension 1. In the lecture (but not in this article), we 
also considered analysis using a fairly full subset of the Ax + b group, but in a sim
plified way, and extracted the results we need by special strategies (viz. Carleson's 
"intricate combinatorial arguments") rather than smooth general machinery. The 
results delivered in both approaches seem to indicate the correctness of the vision 
articulated above. 

5. Geometric multiscale analysis 'with Calderón' 
In harmonic analysis since the 1970's there have been a number of important 

applications of decompositions based on parabolic dilations 

fa(xi,X2) = f1(a
1/2x1,ax2), 

so called because they leave invariant the parabola X2 = x\. Calderón himself used 
such dilations [4] and exhibited a reproducing formula where the scale variable acted 
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through such dilations. Note that in the above equation the dilation is always twice 
as strong in one fixed direction as in the orthogonal one. 

At the same time, decompositions began to be used based on directional 
parabolic dilations of the form 

fa,e(Xl,X2) = fa(Re(Xl,X2)')-

Such dilations (essentially) leave invariant curves defined by quadratic forms with 
9 as one of the principal directions. For example, Charles Fefferman in effect used 
decompositions based on parabolic scaling in his study of Bochner-Riesz summa-
bility citeFefferman. Elias Stein used decompositions exhibiting parabolic scaling 
in studying oscillatory integrals in the 1970's and 1980's [45]. In the 1990's, Jean 
Bourgain, Hart Smith, Chris Sogge, and Elias Stein found applications in the study 
of oscillatory integrals and Fourier Integral operators. 

The principle of parabolic scaling leads to a meaningful decomposition reminis
cent of the continuous wavelet transform, only with a much more strongly directional 
character. This point has been developed in a recent article of Hart Smith [37], who 
defined a continuous wavelet transform based on parabolic scaling, a notion of di
rectional molecule, showed that FIO's map directional molecules into directional 
molecules, and showed that FIO's have a sparse representation in a discrete decom
position. For this expository work, we have developed what seems a conceptually-
simple, perhaps novel way of approaching this topic, which we hope will be accesible 
to non-experts. Details underlying the exposition are available from [26]. 

5.1. Continuous directional multiscale analysis 
We will work exclusively in R2 , although everything generalizes to higher 

dimensions. Consider a family of directional wavelets with three parameters: scale 
a > 0, location 6 G R2 and orientation 9 G [0,27r). The orientation and location 
parameters are defined by the obvious rigid motion 

i-Pa,b,e = i-Pa,Qfi(Re(x-b)) 

with RQ the 2-by-2 rotation matrix effecting planar rotation by 9 radians. At 
fine scales, the scale parameter a acts in a slightly nonstandard fashion based on 
parabolic dilation, in the polar Fourier domain. We pick a wavelet 'ipi^ with %p of 
compact support away from 0, and a bump (p1:0 supported in [—1,1]. Here ipi:o 
should obey the usual admissibility condition and ||</>||2 = 1. At sufficiently fine 
scales (say a < 1/2) we define the directional wavelet by going to polar coordinates 
(r,oj) and setting 

Â.,o,o(rA) = Î , » W • 4>ai/2fi(u)), a < a0-

In effect, the scaling is parabolic in the polar variables r and u, with u being 
the 'thin' variable; thus in particular the wavelet ipa,o,o is not obtainable by affine 
change-of-vartiables on ipa',o,o for a' ^ a. We omit description of the transform at 
coarse scales, and so again ignore low frequency adjustment terms. Note that it is 
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correct to call these wavelets directional, since they become increasingly needle-like 
at fine scales. 

Equipped with such a family of high-frequency wavelets, we can define a Di
rectional Wavelet Transform 

DW(a,b,9) = ('<PaAe,f), a > 0,6 G R2,9 G [0,2TT) 

It is easy to see that we have a Calderón-like reproducing formula, valid for high-
frequency functions: 

f(x)= / DW(a,b,9)tpaAe(x)p(dadbd9) 

and a Parse val formula for high-frequency functions: 

| | / | | | 2 = f DW(a,b,9)2p(dadbd9) 

in both cases, p denotes the reference measure -f^ -f/2 — • 
Based on this transform, we can define seminorms reminiscent of Besov and 

Triebel seminorms in wavelet analysis; while it is probably a major task to prove 
that thse give well-founded spaces, and such work has not yet been done (for the 
most part), it still seems useful to use these as a tool measuring the distribution 
of a function's 'content' across scale, location and direction. We get a directional 
Besov-analog DB^q: integrating over locations and orientations first 

(\™*rt i. UU - — d® db \ 9 , P da (\D\V (a, b, 9)la 
I / P 

A/2 a3/2 

and a Triebel-analog DF£ by integrating over scales first 

mna,b,9)ia-r^^ 
da x p'q I / P 

dßdb 

In both cases we take s = a — 3/2(l /p — 1/2). (There is the possibility of defining 
spaces using a third index (eg B° ) corresponding to the Lr norm in the 9 variable, 
but we ignore this here). As usual, the above formulas can only provide norms for 
high-frequency functions, and would have to be modified at coarse scales if any low 
frequencies were present in / . As in the case of the continuous wavelet transform 
for R, there is some heuristic value in considering the transform as measuring finite 
directional differences e.g. f (b+ae$)-2f(b) + f(b-ae$), where e$ = (cos(9),sm(9))'; 
however this view is ultimately misleading. It is better to think of the transform 
as comparing the difference between polynomial approximation localized to two 
different rectangles, one of size a by \fa and the other, concentric and co-oriented, 
of size 2a by \f2a. 

The transform is actually performing a kind of microlocal analysis of / far more 
subtle than what is possible by simple difference/differential expressions. Indeed, 
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consider the Heaviside H(x) = l{Xl>o}; then at fine scales DW(a,0,9) = 0 for 
\9\ > sß and DW(a,0,0) « a3/4 for |0| -C yfi, so that J27r \DW(a,0,9)\d9 < 
Ca'*!4 as a —ï 0. In short, DW is giving very precisely the orientation of the 
singularity. Moreover, for 6 ^ (0,#2)', JQ* \DW(a,0,9)\dO —¥ 0 rapidly as a —¥ 0. 
So the transform is localizing the singularity quite well at fine scales, in a way 
that is difficult to imagine simple differences being able to do. Interpreting the 
above observations, we learn that a smoothly windowed Heaviside f(x) = H(x)e^x 

belongs in DB^ œ but not in any better space DB^ 0O, a > 0, while it belongs 
in DB\ œ and not in any better space DB° 0O, a > 1. The difference between the 
critical indices in these cases is indicative of the sensitivity of the p = 1 seminorms 
to sparsity. Continuing in this vein, we have that for weak A embeddings, for each 
•n > 0 

p{(a,b,9) : lDW(a,b,9)l > e} < C e ^ 3 / 2 ^ 

so that the space-scale-direction plane for the (windowed) Heaviside is almost in 
L2/3(ii) ~ DB2,^2,3; the Heaviside has something like 3/2-derivatives. In compar
ison, the wavelet expansion of the Heaviside is only in A, so the expansion is denser 
and 'more irregular' from the wavelet viewpoint than from the directional wavelet 
viewpoint. For comparison, the Dirac mass Ö belongs at best to -B^oo a n d -̂ 1 00 

while it belongs at best to DB^/^ and DB^^. The 'point singularity' is more reg
ular from the wavelet viewpoint than from the directional wavelet viewpoint, while 
the Heaviside is more regular from the directional wavelet viewpoint than from the 
wavelet viewpoint. In effect, the Dirac 'misbehaves in every direction', while the 
Heaviside misbehaves only in one direction, and this makes a big difference for the 
directional wavelet transform. 

There are two obvious special equivalences: first, L2 ~ DF22 ~ DB22 and 
L2 Sobolev W2' ~ DF22 ~ DB22. There are in general no other Lp equiva
lences. Outside the L2 Sobolev scale, the only equivalence with a previously pro
posed space is with Hart Smith's "Hardy Space for Fourier Integral Operators" 
[37]: 'Hpio ~ DF\2- This space has a molecular decomposition into directional 
molecules, which are functions that, at high frequency, are roughly localized in 
space to an a by y/ä rectangle and roughly localized in frequency to the dual rect
angle rotated 90 degrees, using traditional ways of measuring localization, such as 
boundedness of moments of all orders in the two principal directions. Under this 
qualitative definition of molecule, Smith showed that 'H1

FIo h a s a molecular decom
position / = ^2Q Agmg(x) in which the coefficients obey an A norm summability 
condition ^ | *4Q|2 J 3 / 4 < 1 when the directional molecules are L2 normalized. This 
is obviously the harbinger for a whole theory of directional molecular decomposi
tions. 

More generally, one can make a molecular decomposition of the directional 
Besov and directional Triebel classes by discretizing the directional wavelet trans
form according to tiles Q = Q(j, k\,k2,l) which obey the following desiderata: 

• In tile Q(j, ki,k,2, £), scale a runs through a dyadic interval 2A > a > 2~^+1\ 
• At scale 2A, locations run through rectangularly shaped regions with aspect 

ratio roughly 2 A by 2 _ J / 2 . 
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• The location regions are rotated consistent with the orientation 
bKRet(k1/y,k2/yf2). 

• The tile contains orientations running through 2TT£/2^2 < 9 < 2TT(£+ 1 ) / 2 J / 2 . 

Note again that for such tiles p(Q) « 1. Over such tiles different values of DW(a, b9) 
are roughly comparable and different wavelets ipa,b,e a s w e n - Hence it is sensible to 
decompose 

f(x) = f DW(a, b, 6)il)a,b,o (x)p(dadbd9) 

= YI / DW(a, b, 9)ipa b e (x)p(dadbdff) 
Q JQ 

= ^2MQ(X), MQ(X)= [ DW(a,b,9)ipaAe(x)u.(dadbd9) 
Q Q 

= Y.AQmQ^x^ AQ = \\DW(a,b,9)llmQ) 
Q 

Morever, for any decomposition into directional molecules (not just the ap
proach above), the appropriate sequence norm of the amplitude coefficients gives 
control of the corresponding directional Besov or directional Triebel norm. It is 
then relatively immediate that one can define sequence space norms for which we 
have the norm equivalences 

l l / l b s j , , ~ I I ( * 4 Q ) Q | U ^ , I I / I IüF/ , , ~ \\(AQ)QÌ\df^q (5-5) 

where we again omit discussion of low frequency terms. The sequence space equiv
alence db® 2 ~ d/ | 2 ~ t2 are trivial. An interesting equivalence of relevance to the 

Heaviside example above is dfe2/3 2/3 ~ £2^3, so that, again, a smoothness space 
with "p < 1" is equivalent to an A ball with r < 1. 

Hart Smith made the crucial observation that the molecules for the Smith space 
are invariant under diffeomorphisms. That is, if we take a C°° diffeomorphism <j>, 
and a family ofHpIO molecules (such as mg(xj), then every mg(x) = mg(<p(x)) 
is again a molecule, and the sizes of moments defining the molecule property are 
comparable for mg and for frig. It follows that 'Hpio '1S invariant under diffeomor
phisms of the base space. His basic lemma underlying this proof was strong enough 
to apply to invariance of directional molecules in every one of the directional Besov 
and directional Triebel classes. Hence directional Besov and directional Triebel 
classes are invariant under diffeomorphisms of the base space. 

This invariance enables a very simple calculation, suggesting that the direc
tional wavelet transform sparsifies objects with singularities along smooth curves, or 
at least sparsifies such objects to a greater extent that does the ordinary wavelet 
transform. Suppose we analyse a function / which is smooth away from a disconti
nuity along a straight line; then the Heaviside calculation we did earlier shows that 
most directional wavelet coefficients are almost in weak L2/3. Now since objects 
with linear singularities have £2/3+f- boundedness of amplitudes in a molecular de
composition, and directional molecules are diffeomorphism invariant, this sparsity 
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condition is invariant under diffeomorphisms of the underlying space. It follows 
that an object which is smooth away from a discontinuity along a smooth curve 
should also have molecular amplitudes in £2/3+f-. 

This sparsity argument suggests that directional wavelets outperform wavelets 
for representing such geometric objects. Indeed, for n > 0 there is an e > 0 so that 
f2/3+e boundedness of directional wavelet molecular amplitudes shows that approxi
mation by sums of N directional molecules allows a squared-L2 approximation error 
of order 0(N^2+ri), whereas wavelet coefficients of such objects are only in A, so 
sums of N wavelets only allow squared-L2 approximation error of size 0(N^1). 

5.2. Stylized applications 
The above calculations about sparsification of objects with curvilinear singu

larities suggests the possibility of using the directional wavelet transform based on 
parabolic scaling to pursue counterparts of all the various classical wavelet appli
cations mentioned in Section 3: nonlinear approximation, data compression, noise 
removal, and fast computations. It further suggests that such directional wavelet 
methods might outperform calssical wavelets - at least for objects containing sin
gularities along smooth curves, i.e. edges. 

5.2.1. First discretization: curvelets 

To develop applications, molecular decomposition is (once again) not enough: 
some sort of rigid decomposition needs to be developed; an orthobasis, for example. 

Candès and Donoho [7] developed a tight frame of elements exhibiting parabolic 
dilations which they called curvelets, and used it to systematically develop some of 
these applications. A side benefit of their work is knowledge that the transform 
is essentially optimal, i.e. that there is no fundamentally better scheme of nonlin
ear approximation. The curvelet system has a countable collection of generating 
elements 7 /i(#i,£2) , ß ~ (aj,^k1M,9i,tm) which code for scale, location, and di
rection. They obey the usual rules for a tight frame, namely, the reconstruction 
formula and the Parseval relation: 

/ = Ü(7M,/>7M, II/II2 = ^2(lß,f)2-

The transform is based on a series of space/frequency localizations, as follows. 

• Bandpass filtering. The object is separated out into different dyadic scale 
subbands, using traditional bandpass filtering with passband centered around 
|C|G[2i,2Ai]. 

• Spatial localization. Each bandpass object is then smoothly partitioned spa
tially into boxes of side 2A/ 2 . 

• Angular localization. Each box is analysed by ridgelet transform. 

The frame elements are essentially localized into boxes of side 2 A by 2 A / 2
 a t 

a range of scales, locations, and orientations, so that it is completely consistent with 
the molecular decomposition of the directional Besov or directional Fourier classes. 
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However, unlike the molecular decomposition, the coefficients are linear in / and 
the frame elements are fixed elements. Moreover, an algorithm for application to 
real data on a grid is relatively immediate. 

5.2.2. Nonlinear approximation 

In dimension 2, the analog to what was called free knot spline approximation is 
approximation by piecewise polynomials on triangulations with N pieces. This idea 
has generated a lot of interest but frustratingly few hard results. For one thing, it is 
not obvious how to build such triangulations in a way that will fulfill their apparent 
promise, and in which the resulting algorithm is practical and possible to analyze. 

Here is a class of two-dimensional functions where this scheme might be very-
attractive. Consider a class T of model 'images' which exhibit discontinuities across 
C2 smooth curves. These 'images' are supposed to be C2 away from discontinuity. 
Moreover, we assume uniform control both of the C2 norm for the discontinuity-
curve and smooth function. One can imagine that very fine needle-like triangles 
near curved discontinuities would be valuable; and this is indeed so, as [27] shows; 
in an ideal triangulation one geta a squared error converging at rate N^2 whereas 
adaptive quadtrees and other simpler partitioning schemes give only N^1 conver
gence. Moreover, this rate is optimal, as shown in [27], if we allow piecewise smooth 
approximation on essentially arbitrary triangulations with N pieces, even those de
signed by some as yet unknown very clever and very nonlinear algorithm, we cannot 
in general converge to such objects faster than rate N^2. 

Surprisingly, a very concrete algorithm does almost this well: simply thresh
olding the curvelet coefficients. Candès and Donoho have shown the following [8] 

Theorem: The decreasing rearrangement of the frame coefficients in the 
curvelet system obeys the following inequality for all f G PF: 

\al(k)<Ck-3/2loi,2(k), k>\. 

This has exactly the implication one would have hoped for from the molecu
lar decomposition of directional Besov classes: the frame coefficients are in £2/3+f-
for each e > 0. Hence, we can build an approximation to a smooth object with 
curvilinear discontinuity from N curvelets with squared L2-error log3(A) • A - 2 ; as 
mentioned earlier, Wavelets would give squared L2-error > cN^1. 

In words: approximation by sums of the A-biggest curvelet terms does essen
tially as well in approximating objects in T as free-triangulation into N regions. 
In a sense, the result is analogous to the result mentioned above in Section 3.2.1 
comparing wavelet thresholding to nonlinear spline approximation, where we saw 
that approximation by the A-biggest amplitude wavelet terms does as well as free-
knot splines with N knots. There has been a certain amount of talk about the 
problem of characterizing approximation spaces for approximation by N arbitrary-
triangles; while this problem seems very intractable, it is clear that the directional 
Besov classes provide what is, at the moment, the next best thing. 

5.2.3. Data compression 
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Applying just the arguments already given in the wavelet case show that the 
result of L2 nonlinear approximation by curvelets, combined with simple quanti
zation, gives near-optimal compression of functions in the class T above, i.e. the 
number of bits in the compressed representation is optimal to within some polylog 
factor. This seems to promise some interesting practical coders someday. 

5.2.4. Noise removal 

The results on nonlinear approximation by thresholding of the curvelet coef
ficients have corresponding implications in statistical estimation. Suppose that we 
have noisy data according to the white noise model 

Y(dx\,dx2) = f(x\,X2)dx\dx2 + eW(dx\,dx2) 

where W is a Wiener sheet. Here / comes from the same 'Image Model' T discussed 
earlier, of smooth objects with discontinuities across C2 smooth curves. We mea
sure risk by Mean Squared Error, and consider the estimator that thresholds the 
curvelet coefficients at an appropriate (roughly 2^/log(e-1)) multiple of the noise 
level. Emmanuel Candès and I showed the following [9]: 

Theorem: Appropriate thresholding of curvelet coefficients gives nearly the 
optimal rate of convergence; with polylog (e) a polynomial in log(l/e), the estimator 
fCT obeys 

Re (f, fCT) < polylog(e) • min max Rt (/, / ) . 

Hence, in this situation, curvelet thresholding outperforms wavelet threshold
ing at the level of rates: 0(polylog(e)-e4/3) vs 0(e). Similar results can be developed 
for other estimation problems, such as the problem of Radon inversion. There the 
rate comparison is polylog(e) • e4/5 vs log(l/e) • e2/3; [9]. In empirical work [44, 10], 
we have seen visually persuasive results. 

5.2.5. Improved discretization: directional framelets 

The curvelet representation described earlier is a somewhat awkward way of 
obtaining parabolic scaling, and also only indirectly related to the continuum di
rectional wavelet transform. Candès and Guo [10] suggested a different tight frame 
expansion based on parabolic scaling. Although this was not introduced in such a 
fashion, for this exposition, we propose an alternate way to understand their frame, 
simply as discretizing the directional wavelet transform in a way reminiscent of 
(3.1); for details, see [26]. Assuming a very specific choice of directional wavelet, 
one can get (the fine scale) frame coefficients simply by sampling the directional 
wavelet transform, obtaining a decomposition 

/ = YDW^^hkliM'2'Kll2j/2y^-3AA^.ißi/'2 = 5I,:AA«/'j,*Asay ; 
j,k,l j,k,l 

(as usual, this is valid as written only for high-frequency functions). In fact this 
can yield a tight frame, in particular the Parseval relation V . kla

2j ki = ll/ll2^-
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This has conceptual advantages: a better relationship to the continuous directional 
wavelet transform and perhaps an easier path to digital representation. In compar
ison with the original curvelets scheme, curvelets most naturally organizes matters 
so that 'within' each location we see all directional behavior represented, whereas di
rectional framelets most naturally organize matters so that 'within' each orientation 
we see all locations represented. 

5.2.6. Opera to r representa t ion 

Hart Smith, at the Berlin ICM, mentioned that decompositions based on 
parabolic scaling were valuable for understanding Fourier Integral Operators (FIO's) 
[38]; in the notation of our paper, his claim was essentially that FIO's of order 
zero operate on fine-scale directional molecules approximately by performing well-
behaved affine motions - roughly, displacement, scaling and change of orientation. 
Underlying his argument was the study of families of elements generated from a 
single wavelet by true affine parabolic scaling <pa,b,e(x) = 4>(Pa ° R$ ° Sbx) where 
Pa = diag(a, \/a) is the parabolic scaling operator and SbX = x — b is the shift. 
Smith showed that if T is an FIO of order 0 and <j> is directionally localized, the 
kernel 

K-a,b,6 = (<J>a,b,6,T<j>a',b',6') 

is rapidly decaying in its entries as one moves away from 'the diagonal' in an ap
propriate sense. 

Making this principle more adapted to discrete frame representations seems 
an important priority. Candès and Demanet have recently announced [11] that 
actually, the matrix representation of FIOs of order 0 in the directional framelet 
decomposition is sparse. That is, each row and column of the matrix will be in f 
for each p > 0. in a directional wavelet frame. This observation is analogous in 
some ways to Meyer's observation that the orthogonal wavelet transform gives a 
sparse representation for Calderón-Zygmund operators. Candès has hopes that this 
sparsity may form some day the basis for fast algorithms for hyperbolic PDE's and 
other FIO's. 

5.3. Applications 
The formalization of the directional wavelet transform and curvelet transform 

are simply too recent to have had any substantial applications of the 'in daily use 
by thousands' category. Serious deployment into applications in data compression 
or statistical estimation is still off in the future. 

However, the article [29] points to the possibility of immediate effects on re
search activity in computational neuroscience, simply by generating new research 
hypothesis. In effect, if vision scientists can be induced to consider these new types 
of image representation, this will stimulate meaningful new experiments, and re-
analyses of existing experiments. 

To begin with, for decades, vision scientists have been influenced by mathe
matical ideas in framing research hypotheses about the functioning of the visual 
cortex, particular the functioning of the VI region. In the 1970's, several authors 
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suggested that the early visual system does Fourier Analysis; by the 1980's the 
cutting edge hypothesis became the suggestion that the early visual system does 
Gabor Analysis; and by the 1990's, one saw claims that the early visual system 
does a form of wavelet analysis. While the hypotheses have changed over time, the 
invariant is that vision scientists have relied on mathematics to provide language & 
intellectual framework for their investigations. But it seems likely that the hypothe
ses of these previous decades are incomplete, and that to these should be added the 
hypothesis that the early visual system performs a directional wavelet transform 
based on parabolic scaling. During my Plenary Lecture, biological evidence was 
presented consistent with this hypothesis, and a proposal was made that future 
experiments in intrinsic optical imaging of the visual cortex ought to attempt to 
test this hypothesis. See also [29]. 

6. Geometric multiscale analysis 'without Calderón' 

In the last section we considered a kind of geometric multiscale analysis em
ploying a Calderón-like formula. In the ICM Lecture we also considered dispensing 
with the need for Calderón formulas, using a cruder set of multiscale tools, but one 
which allows for a wide range of interesting applications - very different from the 
applications based on analysis/synthesis and Parseval. Our model for how to get 
started in this direction was Peter Jones' travelling salesman problem. Jones con
sidered instead a countable number of points X = {XJ} in [0, l]2 and asked: when 
can the points of X be connected by a finite length (rectifiable) curve ? And, if 
they can be, what is the shortest possible length? Jones showed that one should 
consider, for each dyadic square Q such that the dilate 3Q intersects X, the width 
wg of the thinnest strip in the plane containing all the points in XCi3Q, and define 
ßc = wg/diam(Q) the proportional width of that strip, relative to the sidelength 
of Q. As ßg = 0 when the data lie on a straight line, this is precisely a measure 
of how close to linear the data are over the square Q. He proved the there is a 
finite-length curve F visiting all the points in X = {XJ} iff ^ßgdiam(Q) < oo. 
I find it very impressive that analysis of the number of points in strips of various 
widths can reveal the existence of a rectifiable curve connecting those points. In 
our lecture, we discussed this idea of counting points in anistropic strips and several 
applications in signal detection and pattern recognition [1, 2], with applications in 
characterizing galaxy clustering [34]. We also referred to interesting work such as 
Gilad Lerman's thesis [40], under the direction of Coifman and Jones, and to [30], 
which surveys a wide range of related work. Look to [26] for an extended version 
of this article covering such topics. 

7. Conclusion 

Important developments in 'pure' harmonic analysis, like the use of parabolic 
scaling for study of convolution operators and FIOs, or the use of anisotropic strips 
for analysis of rectifiable measures, did not arise because of applications to our 
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developing 'information society', yet they seem to have important stylized appli
cations which point clearly in that direction. A number of enthusiastic applied 
mathematicians, statisticians, and scientists are attempting to develop true 'real 
world' applications. 

At the same time, the fruitful directions for new kinds of geometric multiscale 
analysis and the possible limitations to be surmounted remain to be determined. 
Stay tuned! 
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Abstract 

The dynamical model on 3+1 dimensional space-time admitting soliton 
solutions is discussed. The proposal soliton is localized in the vicinity of a 
closed contour, which could be linked and/or knotted. The topological charge 
is Hopf invariant. Some applications in realistic physical systems are indicated. 
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1. Introduction 
The term "soliton" entered applied mathematics in 1965. It was coined by 

M. Kruskal and N. Zabusky for a special solution of nonlinear Korteweg-de Vries 
(KdV) equation, depicting solitary wave [1]. Use of convention of particle physics 
language shows that the author envisioned the particle-like interpretation for the 
object which they called soliton. 

The attention of mathematical physicists to solitons was attracted after the 
inverse scattering method was devised by G. Gardner, J. Green, M. Kruskal and 
R. Miura for solving the KdV equation [2] and its extension to Nonlinear Schroedinger 
Equation was found by V. Zakharov and A. Shabat [3]. In the 1970's this method 
and its generalizations got a lot of attention and involved quite a few active partic
ipants. Rather complete review can be found in [4]. In the end ofthat decade the 
quantum variant of the method was constructed and particle-like interpretations of 
solitons got natural confirmation in terms of quantum field theory, see review in [5]. 
The mathematical structure of the quantum method was deciphered in pure alge
braic way leading in the 1980's to notion of quantum groups with new applications 
in pure mathematics and mathematical physics. 

The value of solitons for the particle physics consists in the possibility of going 
beyond the paradigm of the perturbation theory. Indeed, soliton solutions corre
spond to full nonlinear equations and disappear in their linearized form. Charac
teristic for solitons is that they interact strongly if the excitations of the linearized 
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fields interact weakly. Another attractive feature is the appearance of elementary 
topological characteristics for solitons topological charges. 

This was understood already in the middle of 1970's by several groups as I 
underlined in my lectures, when I was touring USA in 1975 (see e. g. [6]). However, 
all these tantalizing features of solitons had one very important drawback: the 
developed methods applied only in 1 + 1 dimensional space-time. 

Naturally the search for 3 + 1 dimensional generalizations became eminent. 
General considerations showed that many features of 1 + 1 dimensional systems, 
such as complete integrability and existence of exact many-particle solutions could 
not be generalized to 3 + 1 dimensions. However, the mere existence of "one-
particle" soliton solutions was not excluded. One particular example was introduced 
by Skyrme in a pioneer paper [7] long before the soliton rush. Another example was 
proposed by G. 't Hooft and A. Polyakov in 1975 [8]. In the following years their 
solutions got real applications in nuclear and high energy physics. 

In both examples the solitons are "point-like", namely their deviation from the 
vacuum is concentrated around central point in space. Moreover they have spheri
cal symmetry, allowing the separation of variables in the corresponding equations, 
reducing them to ODE, which one can treat on a usual PC. 

In my lectures [6], already mentioned, I proposed one more possibility for 3 
+ 1 dimensional system, allowing solitons. The model, which superficially looks 
as a slight modification of Skyrme model, has quite distinct features. The center 
of the would-be soliton is not a point, but a closed contour, possibly linked or 
knotted. However my proposal remained unnoticed. The reason was evident: the 
maximal symmetry for such a soliton is axial, reducing 3-dimensional nonlinear PDE 
to 2-dimensional one. Existing computers were not able to treat such a problem. 
Thus my proposal was in slumber for 20 years until my colleague Antti Niemi 
became interested and agreed to sacrifice a year to learn computing and devising 
the programm. The preliminary results published in [9] attracted the attention 
of professionals in computational physics and now we have an ample evidence, 
confirming my proposal [10], [11]. 

The development which followed showed unexpected universality of my model. 
The variables, used in it, were shown to enter the list of degrees of freedom for several 
systems, having realistic physical applications [12], [13]. 

In this talk I shall describe all these developments in detail. First I shall 
introduce the model, then briefly discuss its numerical treatment and finish with 
the description of the applications. 

2. The field configurations and Hopf invariant 

The space time is 4-dimensional Minkowski space M with linear coordinates 
xß, p = 0,1,2,3, x° being time and xk, k = 1,2,3 space variables. The field n(x) 
is defined on M and has values on 2-dimensional sphere S2: 

ft : M -+ S2. 
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The boundary condition on spatial infinity is introduced 

n\r=oo = n0, (2.1) 

where r = ((x1)2 + (a:2)2 + (a:3)2)1/2 and HQ is a fixed vector, e.g. corresponding to 
the north pole 

no = (0,0,1). 

We shall consider mostly the time independent configurations, corresponding to a 
soliton at rest. The boundary condition (2.1) effectively compactifies the space R3, 
turning it into sphere S3, thus the stationary configurations realize the map 

ft : S3 - • S2, (2.2) 

which are known to be classified by Hopf invariant, sort of topological charge. 
In general, the density of topological charge is the zero component Jo of the 

current Jß, which is conserved 
dßJß = 0 

independently of the equations of motion. Mathematically it is more natural to use 
the 3-form J dual to 1-form J* = Jß d x11 and define the topological charge as an 
integral of J over space section 

Q = f J-

In our case the 3-form J is constructed as follows. The pull-back of the volume 
2-form on S2 via map (2.2) defines the closed 2-form on the space time 

H = HßVdxß Ada;", 

where antisymmetric tensor Hßl/ is expressed via field configuration n(x) as follows 

Hßv = (dßn x dvn,n). (2.3) 

Here I use usual notations of vector analysis in 3-space. In fact H is exact 

H = dC 

and current 3-form is given by 

J= ^-H hC. 
4TT 

In more detail, we have the relations 

Hik = diCk — dkCi 

and 

Q = "j— / ZìkjHìkCjd X. 
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For regular configurations Q gets integer values. This integer has a nice inter
pretation in the description of which I shall use the terminology of magnetostatic. 

Tensor Hik can be interpreted as a field strength of the stationary magnetic 
field in Maxwell theory. The corresponding lines of force are defined via equations 

d 1 
~7~A = ijZìkjH-kj, 

where « is a local parameter along the line. It is easy to see that components of 
n(x) along these lines are constant 

ln(x) = 0, 

giving two "integrals of the motion". In other words, the Maxwell lines of force are 
the preimages of points on S2 under the map (2.2). Hopf invariant is the intersection 
number of any pair of such lines. 

All these facts are well known and can be found in textbooks (see e.g. [14]). 
However I decided to include them into my text to make it more self contained. 

3. The dynamical model 
I introduce the dynamical model by giving the relativistic action functional 

A = a f(dßn)2d4x + b f(HßV)2d4x. 

In the usual convention of high-energy physics A is dimensionless, so the parameter 
a has dimension [length]_2 and parameter 6 is dimensionless. Corresponding static 
energy E has the same form as A with space-time coordinates substituted by space 
variables only 

E = a f(dkn)2d3x + 6 f(Hik)
2d3x. (3.4) 

and has proper dimension [length]_1. The structure of E is similar to that of 
Skyrme model, where the field variable having values in S3 is used and corresponding 
topological charge is just a degree of map. 

Usual check based on the scale transformation is favorable for (3.4) in the same 
way as in Skyrme model. Indeed 

where E2 and E± are quadratic and quartic in derivatives of ft correspondingly. 
Thus under scaling x —¥ Xx we have 

Ei —\ XE2, -Ej —y -TEH, 
A 

and the virial theorem states that on the minimal configuration (if any) 

E2 = A4. 
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In terms of quantum theory E2 has a standard interpretation of the energy 
of nonlinear sigma-model whereas A4 is rather exotic. On the contrary in the 
magnetic interpretation, mentioned above, A4 is a natural term — it is just the 
Maxwell magnetic energy, whereas the nature of E2 is not that clear. However in 
what follows the presence of both E2 and A4 is crucial for the existence of solitons 
as the scaling argument already showed. 

This is confirmed also by a beautiful estimate, obtained in [15] 

A > c | Q 3/4 

which shows that in the sectors with nonzero Q the minimum of energy is strongly-
positive. Thus the soliton solutions should be obtained by the minimizing of E with 
Q # 0 fixed. 

Unfortunately until now there exists no proof of the compactness of the mini
mizing sequence in general case. For the case of axial symmetry uncouraging result 
are obtained in [16]. So the main argument for the evidence of solitons in my model 
is based on the numerical work. 

4. Numerical work 
To find the numerical evidence of the existence of localized solitons it is not 

necessary to solve the nonlinear elliptic equation, obtained by the variational prin
ciple 

§ = "• ^ 

Instead one can introduce an auxiliary time s and consider the parabolic equation 

dn ÖE 
ds oft 

with initial value ft\r 

being a configuration with the prescribed Hopf invariant. Of course to simulate 
(4.6) on the computer one is to use some difference scheme. If for large s solution 
of (4.6) stabilizes it gives the solution of (4.5). In other words the soliton appears 
as an attractor for the evolution equation. 

There are of course many important practical details how to discretize equa
tion, how to take into account the normalization condition ft2 = 1 and how to 
choose the initial configuration njnit. The main papers [10] and [11] use different 
prescription for all this, however quite satisfactorily the final results coincide. I refer 
to these papers for the details of calculations and proceed to describe the results. 

The iterative process was performed for the configuration with Q = 1,2,... 7. 
The results are as follows: for Q = 1 and Q = 2 the solutions are axial symmetric. 
The center line — the preimage of the point n = (0,0,-1) — is a circle. The 
surfaces n% = a, —1 < a < 1 are toroidal and they are spanned by the lines of force 
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wrapping the torus once for Q = 1 and twice for Q = 2. In other words the soliton 
can be viewed as a filament of lines of force, closed and twisted once or twice. 

The solution for Q = 3 is similar but not axial symmetric any more, the 
corresponding "cable" is warped. For Q = 4 the soliton is a link of two twisted 
filaments. Especially beautiful case is Q = 7, the central line of the corresponding 
soliton is a trefoil knot. 

The file [17] contains impressive moving pictures illustrating the convergence 
of the iterations. I plan to show these movies in my talk, but unfortunately can not 
do it in a written text. 

Thus the numerical work gives the compelling evidence of the existence of 
string-like solitons in my model. There remains an important mathematical chal
lenge to provide the rigorous existence theorem. Another interesting direction is 
to find some realistic applications of the model. Some progress in this direction is 
already obtained and I proceed to the description of it. 

5. The applications 
Nonlinear fields such as n(x) rarely enter the dynamical models directly. How

ever they can appear as a part of degrees of freedom in a suitable parameterization 
of the original fields. For example in condensed matter theory one uses the complex 
valued functions ipa(x), a = 1 , . . . , N to describe the density amplitudes of Bose gas 
or the gap function of superconductor. The interaction supports the configurations, 
for which 

N 

P2 = ^2bPa\2 (5.7) 
a = l 

is nonvanishing. In this case it is natural to use p as one of the independent variables 
and introduce new variables 

Xa = tpa/P 

such that 

a = l 

In this way the compact target (I use the slang of the string theory) S2JV_1 

appears. 
When magnetic interaction is introduced the invariance with respect to the 

phase transformation 
tpa(x) -+ eiX{x)tpa(x) 

is invoked. This means that the target S2JV_1 changes 

S 2JV- I _> s2JV-V?7(l). 

In particular for N = 2 we have 

S 3 /C/ (1)~S 2 
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and the field n(x) naturally appears. Quite satisfactorily the tensor Hik also emerges 
as a contribution to the magnetic field strength. 

Let us illustrate it in more detail. From the beginning we shall treat the 
stationary system, so no electric field will be used. 

The magnetic field is described in a usual way by means of the vector potential 
Ak (x) and its interaction with é-fields is introduced via covariant derivatives 

VfcV = dk'ip + iAk'ip-

The energy density (of Landau-Ginsburg-Gross-Pitaevsky type) looks as follows 

2 1 
£ = £ | V * ^ Q | 2 + -i?fc + V(hM), (5.9) 

a = l 

where 
Fik = dtAk -dkAi 

is the field strength of the magnetic field. The energy is invariant with respect to 
the gauge transformations 

tpa -+ eatpa, Ak -+ Ak - dkX. 

We shall make the change of the field variables so that only gauge invariant ones 
will remain. For that observe that the first term in the RHS of (5.9) is a quadratic 
form in A 

2 2 

Y^ \^k1-Pa? = YI l ^ a l 2 + AkJk + P~'A\, 

where we use variable p from (5.7) and introduce current 

Jk = -» J^O/'cAV'a ~ dk^at-Pa)-
a = l 

It is easy to check, that under the gauge transformations the current Jk changes as 
follows 

Jk~> Jk + 2p2dkX, 

so that the sum 
Ck = Ak + TT^Jk 

2p2 

is gauge invariant. We shall use this variable instead of Ak- Another gauge invariant 
combination is given by the quadratic form 

Ä = ( X i , X i ) r W , (5.10) 

where r = (T\,T2,TZ) are Pauli matrices 

0 1\ /0 -i\ \ 0 
T l = l i o ' T2 = U o ' T 3 ^ \ o - l 
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Normalization (5.8) for \a implies that n is a real unit vector. In fact the map 

(X1A2) ^ n 

defined in (5.10) is a standard Hopf map. Variable ft is manifestly gauge invariant 
and the set of variables (p, ft, Ck) is our gauge invariant choice, substituting for the 
initial set ('ipa, Ak). The energy density can be explicitly expressed via p,n and Ck 

as follows 

E = (dkp)2 + p2((dkn)2 + C2) + \(dkCi - diCk + Hik)
2 + v(p, n3). 

The most notable feature is the appearance of the tensor Hik, defined in (2.3). 
The model, described in the main text, emerges if we put p = const and C = 0. 
Hopefully nontrivial p and C, at least confined to some range, do not spoil the 
soliton picture. This problem is under discussion now, see [13], [18]. 

Let us stress, that the use of two fields %pa, a = 1,2 is most essential in this 
example. If N = 1 only variables p and C remain after the reduction, similar to 
just described. If N > 2 the CP(N — 1) field generalizing ft has no topological 
characteristics. 

Another application, considered recently [12], deals with the parameterization 
for the SU(2) Yang-Mills field Aa

ß(x), p = 0,1,2,3, a = 1,2,3. The Yang-Mills 
Lagrangian is invariant with respect to the nonabelian gauge transformations 

5Aß = dße
a + fabcAße

c. 

However in some treatments one reduces this invariance by the partial gauge fixing 
to the abelian one 

ÖBß = ieBß , 8Al = dße, 

where Bß = A1 + iA2
ß is a complex vector field. I shall not discuss the reason for 

this reduction here and proceed assuming that it is done. Observe, that two vector 
fields A1, A2

ß in generic situation define a plane in Minkowski space and introduce 
an orthonormalized basis in this plane eß, a = 1,2. 

• ie2. The basis is defined up to rotation 

The fields Bß can be written in terms of this basis as 

Bß = ipieß + ip2eß 

and thus two complex valued fields %p\ and %p2 appear. The situation becomes quite 
similar to the previous example and indeed in [12] the complete parameterization of 
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the Yang-Mills variables is introduced with appearance of n-field and correspond
ing Jf-tensor. This is an indication that the Yang-Mills theory can have string-like 
excitations. However the situation is not that simple. The classical Yang-Mills the
ory is conformally invariant and has no dimensional parameters. Thus no hope for 
the localized regular classical solution exists. Nevertheless this complication could 
be lifted by quantum corrections. The famous "dimensional transmutation", which 
leads to the appearance of dimensional parameter in quantum effective action, could 
favor the nonvanishing value of the corresponding p-variable. All these considera
tions at the moment are rather speculative and need much more work to become 
reasonable. Personally I am quite impressed by this possibility and continue to work 
on it. 

6. Conclusions 
I think that the topic of my talk is quite instructive. It connects different do

mains in mathematics and mathematical physics: nonlinear PDE, elementary topol
ogy, quantum field theory, numerical methods. It illustrates the essential unity of 
mathematics, theoretical and applied. Finally it could lead to the realistic physical 
applications. For all these reasons I decided to present it to the ICM2002. 
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Abstract 

Theoretical computer science has found fertile ground in many areas of 
mathematics. The approach has been to consider classical problems through 
the prism of computational complexity, where the number of basic compu
tational steps taken to solve a problem is the crucial qualitative parameter. 
This new approach has led to a sequence of advances, in setting and solving 
new mathematical challenges as well as in harnessing discrete mathematics to 
the task of solving real-world problems. 

In this talk, I will survey the development of modern cryptography — 
the mathematics behind secret communications and protocols — in this light. 
I will describe the complexity theoretic foundations underlying the crypto
graphic tasks of encryption, pseudo-randomness number generators and func
tions, zero knowledge interactive proofs, and multi-party secure protocols. I 
will attempt to highlight the paradigms and proof techniques which unify 
these foundations, and which have made their way into the mainstream of 
complexity theory. 
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1. Introduction 
The mathematics of cryptography is driven by real world applications. The 

original and most basic application is the wish to communicate privately in the 
presence of an eavesdropper who is listening in. With the rise of computers as 
means of communication, abundant other application arise, ranging from verifying 
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authenticity of data and access priveleges to enabling complex financial transactions 
over the internet involving several parties each with its own confidential information. 

As a rule, in theoretical fields inspired by applications, there is always a subtle 
(and sometimes not so subtle) tension between those who do "theory" and those 
who "practice". At times, the practitioner shruggs of the search for a provably 
good method, saying that in practice his method works and will perform much 
better when put to the test than anything for which a theorem could be proved. 
The theory of Cryptography is unusual in this respect. Without theorems that 
provably guarantee the security of a system, it is in a sense worthless, as there is 
no observable outcome of using a security system other than the guarantee that no 
one will be able to crack it. 

In computational complexity based cryptography one takes feasible (or easy) 
to mean those computations that terminate in polynomial time and infeasible (or 
hard) those computations that do not1. Achieving many tasks of cryptography-
relies on a gap between feasible algorithms used by the legitimate user versus the 
infeasibility faced by the adversary. On close examination then, it becomes apparent 
that a necessary condition for many modern cryptographic goals is that NP ^ P2, 
although it is not known to be a sufficient condition. A (likely) stronger necessary-
condition which is also sufficient for many tasks is the existence of one-way functions: 
those functions which are easy to compute but hard to invert with non-negligible 
probability of success taken over a polynomial time samplable distribution of inputs. 

In 1976 when Diffie and Hellman came out with their paper "New Direction 
in Cryptography" [20] announcing that we are "on the brink of a revolution in 
cryptoghraphy" hopes were high that the resolution of the celebrate P vs. NP 
problem was close at hand and with it techniques to lower bound the number of 
steps required to break cryptosystems. That did not turn out to be the case. As of 
today, no non-linear lower bounds are known for any NP complete problem3. 

Instead, we follow a 2-step program when faced with a cryptographic task 
which can not be proved unconditionally (1) find the minimal assumptions necessary 
and sufficient for the task at hand. (2) design a cryptographic system for the task 
and prove its security if and only if the minimal assumptions hold. Proofs of security-
then are realy proofs of secure design. They take a form of a constructive reduction. 
For example, the existence of a one-way function has been shown a sufficient and 
necessary condition for "secure" digital signatures to exist[29, 52, 60]. To prove this 
statement one must show how to convert any "break" of the digital signature scheme 
into an efficient algorithm to invert the underlying one-way function. Defining 
formally "secure" and "break" is an essential preliminary step in accomplishing this 
program. 

1We remark however that all security definitions (although not necessarily all security proofs) 
still make sense for a different meaning of 'easy' and 'hard'. For example, one may take easy to 
mean linear time whereas hard to mean quadratic time. ) 

2This is the celebrated unresolved NP vs. P problem posed by Karp, Cook and Levin in the 
early seventies. NP corresponds to those problems for which given a solution its correctness be 
verified in polynomial time whereas P corresponds to those problems for which a solution can be 
found in polynomial time. 

3NP-complete problems are the hardest problems for NP. Namely, if an NP complete problem 
can be solved in polynomial time and thus be in P, then all problems in NP are in P. 
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These type of constructive reductions are a double edged sword. Say that sys
tem has been proved secure if and only if integer factorization is not in polynomial 
time. Then, either the system is breakable and then the reduction proof imme
diately yields a polynomial time integer factorization algorithm which will please 
the mathematicians to no end, or there exists no polynomial time integer factoriza
tion algorithms and we have found a superb cryptosystem with guaranteed security 
which will please the computer users to no end. 

Curiously, whereas early hopes of complexity theory producing lower bounds 
have not materialized, cryptographic research has yielded many dividends to com
plexity theory. New research themes and paradigms, as well as techniques orig
inating in cryptography, have made their way to the main stream of complexity-
theory. Well known techniques include random self-reducibility, hardness amplifi
cation, low degree polynomial representations of Boolean functions, and proofs by-
hybrid and simulation arguments. Well known examples of research themes include 
: interactive and probabilisticly checkable proofs and their application to show in-
approximability of NP-hard algorithmic problems, the study of average versus worst 
case hardness of functions, and trading off hardness of computation for randomness 
to be used for derandomizing probabilistic complexity classes. 

These examples seem, on a superficial level, quite different from each other. 
There are similarities however, in addition to the fact that they are investigated by 
a common community of researchers, who use a common collection of techniques. 
In all of the above, an "observer" is always present, success and failure are defined 
"relative to the observer", and if the observer cannot "distinguish" between two 
probabilistic events, they are treated as identical. This is best illustrated by exam
ples. (1) A probabilistically checkable proofs is defined to achieve soundness if the 
process of checking it errs with exponentially small probability (which is indistin
guishable from zero). (2) A function is considered hard to compute if all observers 
fail to compute it with non negligible probability taken over a efficiently samplable 
input distribution. It is not considered "hard" enough if it is only hard to compute 
with respect to some worst case input never to be encountered by the observer. (3) 
A source outputting bits according to some distribution is defined as pseudorandom 
if no observer can distinguish it from a truly random source (informally viewed as 
an on going process of flipping a fair coin). 

1.1. Cryptography and classical mathematics 
Computational infeasibility, which by algorithmic standards is the enemy of 

progress, is actually the cryptographer's best friend. When a computationally diffi
cult problem comes along with some additional properties to be elaborated on in this 
article, it allows us to design methods which while achieving their intended function
ality are "infeasible" to break. Luckily, such computationally intensive problems are 
abundant in mathematics. Famous examples include integer factorization, finding 
short vectors in an integer lattice, and elliptic curve logarithm problem. Viewed this 
way, cryptography is an external customer of number theory, algebra, and geometry. 
However, the complexity theory view point has not left these fields untouched, and 
often shed new light on old problems. 
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In particular, the history of cryptography and complexity theory is intertwined 
with the development of algorithmic number theory. This is most evident in the 
invention of faster tests for integer primality testing and integer factorization [48] 
whose quality is attested by complexity analysis rather than the earlier benchmark
ing of their performance. A beautiful account on the symbiotic relationship between 
number theory and complexity theory is given by Adleman [2] who prefaces his ar
ticle by saying that "Though algorithmic number theory is one of man's oldest 
intellectual pursuit, its current vitality is unrivaled in history. This is due in part 
to the injection of new ideas from computational complexity." 

1.2. Cryptography and information theory 
In a companion paper to his famous paper on information theory, Shannon 

[66] introduced a rigorous theory of perfect secrecy based on information theory. 
The theory addresses adversary algorithms which have unlimited computational 
resources. Thus, all definitions of security, which we will refer to henceforth as 
information theoretic security, and proofs of possibility and impossibility are with 
respect to such adversary. Shannon proves that "perfectly secure encryption" can 
only exist if the size of secret information that legitimate parties exchange between 
them in person prior to remote transmission, is as large as the total entropy of secret 
messages they exchange remotely. Maurer [51] generalized these bounds to two-way-
communications. This limits the practice of encryption based on information theory 
a great deal. Even worse, the modern cryptographic tasks of public-key encryption, 
digital signatures, pseudo random number generation, and most two party protocols 
can be proved down right impossible information theoretically. To achieve those, 
we turn to adversaries who are limited computationally and aim at computational 
security with the cost of making computational assumptions or assumptions about 
the physical world. 

Having said that, some cryptographic tasks can achieve full information the
oretic security. A stellar example is of multi party computation. Efficient and 
information theoretic secure multi-party protocols are possible unconditionally tol
erating less than half faults, if there are perfect private channels between each pair 
of honest users [8, 19, 61, 33]. Statistical zero-knowledge proofs are another example 
[32, 71]. 

Perfect private channels between pairs of honest users can be implemented in 
several settings: (1) The noisy channel setting [45] (which is a generalization of 
the wire tal channel [75]) where the communication between users in the protocol 
as well as what the adversary taps is subject to noise). (2) A setting where the 
adversary's memory (i.e. ability to store data) is limited [18]. (3) The Quantum 
Channels setting where by quantum mechanics, it is impossible for the adversary to 
obtain full information on messages exchanged between honest users. Introducing 
new and reasonable such settings which enable information theoretic security is an 
important activity. 

Moreover, often paradigms and construction introduced within the computa
tional security framework can be and have been lifted out to achieve information 
theoretic security. The development of randomness extractors from pseudo random 
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number generators can be done in this fashion [72]. 
We note that whereas the computational complexity notions of secrecy, knowl

edge, and pseudo-randomness are different than their information theoretic ana
logues, techniques of error recovery developed in information theory are extremely-
useful. Examples include the Haddamard error correcting codes which is used to 
exhibit hard core predicates in one-way functions [28], and various polynomial based 
error correcting codes which enable high fault tolerance in multi-party computation 
[8]. 

To sum up, the theory of cryptography has in the last 30 years turned into a 
rich field with its own rules, structure, and mathematical beauty which has helped 
to shape complexity theory. In the talk, I will attempt to lead you through a 
short summary of what I believe to have been a fascinating journey of modern 
cryptography. I apologize in advance for describing my own journey, at the expense 
of other points of view. I attach a list of references including several survey articles 
that contain full details and proofs [40]. 

In the rest of the article, I will briefly reflect on a few points which will make 
my lecture easier to follow. 

2. Conventions and complexity theory terminol
ogy 

We say that an algorithm is polynomial time if for all inputs x, the algorithm 
runs in time bounded by some polynomial in |x| where the latter denotes the length 
of x when represented as a binary string. A probabilistic algorithm is one that can 
make random choices, where without loss of generality each choice is among two 
and is taken with probability 1/2. We view these choices as the algorithm coin 
tosses. A probabilistic algorithm A on input x may have more than one possible 
output depending on the outcome of its coin tosses, and we will let A(x) denote 
the probability distribution over all possible outputs. We say that a probabilistic 
algorithm is probabilistic polynomial time (PPT) if for any input x, the expectation 
of the running time taken over the all possible coin tosses is bounded by some 
polynomial in |x|, regardless of the outcome of the coin tosses. 

In complexity theory, we often speak of language classes. A language is a 
subset of all binary strings. The class P is the set of languages such that there 
exists a polynomial time algorithm, which on every input x can decide if x is in 
the language or not. The class BPP are those languages whose membership can 
be decided by a probabilistic polynomial time algorithm which for every input, 
is incorrect with at most negligible probability taken over the coin tosses of the 
algorithm. The class NP is the class of languages accepted by polynomial time non-
deterministic algorithm which may make non-deterministic choices at every point 
of computation. Another characterization of NP is as the class of languages that 
have short proofs of memberships. Formally, NP = {L\ there exists polynomial 
time computable function / and k > 0, such that x £ L IS there exists y such that 
f(x,y) = 1 and \y\ < lx\k]. 



250 S. Goldwasser 

In this article, we consider an 'easy' computation to be one which is carried 
out by a PPT algorithm. A function v. N —t R is negligible if it vanishes faster 
than the inverse of any polynomial. All probabilities are defined with respect to 
finite probability spaces. 

3. Indistinguishability 
Indistinguishability of probability distributions is a central concept in modern 

cryptography. It was first introduced in the context of defining security of encryp
tion systems by Goldwasser and Micali [31]. Subsequently, it turned out to play a 
fundamental role in defining pseudo-randomness by Yao [76], and zero-knowledge 
proofs by Goldwasser, Micali, and Rackoff [32]. 

Definition 1 Let X = {Xk}k, Y = {Yk} be two ensembles of probability distribu
tions on {0,1}*. We say that X is computat ional ly indist inguishable from Y 
if V probabilistic polynomial time algorithms A, V c > 0, 3ko, s.t Vfc > ko, 

I Pr (A(t) = I)-Pr(A(t) = 1)1 <±. 
t£Xk t&k K 

The algorithm A used in the above definition is called a polynomial time statistical 
test. 

Namely, for sufficiently long strings, no probabilistic polynomial time algo
rithms can tell whether the string was sampled according to X or according to Y. 
Note that such a definition cannot make sense for a single string, as it can be drawn 
from either distribution. Although we chose to focus on polynomial time indistin
guishability, one could instead talk of distribution which are indistinguishable with 
respect to any other computational resource, in which case all the algorithms A in 
the definition should be bounded by the relevant computational resource. This, has 
been quite useful when applied to space bounded computations [53]. 

Of particular interest are those probability distributions which are indistin
guishable from the uniform distribution, focused on in [76], and are called pseudo
random distributions. 

Let U = {Uk} denote the uniform probability distribution on {0,1}*. That is, 
for every a G {0,1}*, Prxeuk[x = a] = ^ . 

Definition 2 We say that X = {Xk}k is pseudo random if it is computationally 
indistinguishable from U. That is, V probabilistic polynomial time algorithms A, V 
c > 0 3ko, such that Vfc > ko, 

| Pr[A(t) = l]- Pr[A(t) = l]l<^. 
t£Xk tC.Uk lì 

If 3A and c such that the condition in definition 2 is violated, we say that Xk fails 
the statistical test A. 

http://tC.Uk
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A simple but not very interesting example of two probability distributions 
which are computationally indistinguishable are two distributions which are statis
tically very close. For example, X = {Xk} defined exactly as the uniform distri
bution over {0,1}* with two exceptions, 0* appears with probability ^è+r and 1* 
appears with probability ^ p r . Then the uniform distribution and X can not be 
distinguished by any algorithm (even one with no computational restrictions) as 
long as it is only given a polynomial size sample from one of the two distributions. 

It is fair to ask as this point whether computationally indistinguishability is 
anything more than statistical closeness where the latter is formally defined as 
follows. 

Definition 3 Two probability distributions X, Y are statistically close if Vc > 0, 
3fco such that Vfc > ko, 

J2\Pr(t£Xk)-J2(t£Uk)<±;. 

X and Y are far if they are not close. 

Do there exist distributions which are statistically far apart and yet are com
putationally indistinguishable? Goldreich and Krawczyk [27] who pose the question 
note this to be the case by a counting argument. However their argument is non 
constructive. The works on secure encryption and pseudo random number genera
tors [31, 10, 76] imply the existence of efficiently constructible pairs of distributions 
that are computationally indistinguishable but statistically far, under the existence 
of one-way functions. The use of assumptions is no accident. 

Theorem 4 [25] The existence of one-way functions is equivalent to the existence 
of pairs of polynomial-time constructible distributions which are computationally 
indistinguishable and statistically far. 

4. Building blocks 
A central building block required for many tasks in cryptography is the ex

istence of a one-way function. Let us discuss this basic primitive as well as a few 
others in some detail. 

4.1. One-way functions 
Informally, a one-way function is a function which is "easy" to compute but 

"hard" to invert. Any probabilistic polynomial time (PPT) algorithm attempting 
to invert the function on an element in its range, should succeed with no more than 
"negligible" probability, where the probability is taken over the elements in the 
domain of the function and the coin tosses of the PPT attempting the inversion. 
We often refer to an algorithm attempting to invert the function as an adversary-
algorithm. 
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Definition 5 A function / : {0,1}* —¥ {0,1}* is one-way if: 

1. Easy to Evaluate: there exists a PPT algorithm that on input x output f(x); 
2. Hard to Invert: for all PPT algorithm A, for all c > 0, there exists ko such 

that for all k > ko, 

Pr[A(lk,f(x)) = z : f(x) = f(z)} < 1 

where the probability is taken over x G {0,1}* and the coin tosses of A. 

Note Unless otherwise mentioned, the probabilities during this section are calcu
lated uniformly over all coin tosses made by the algorithm in question. 

A few remarks are in order. (l)The guarantee is probabilistic. The adversary-
has low probability of inverting the function where the probability distribution is 
taken over the inputs of length k to the one-way function and the possible coin 
tosses of the adversary. 

(2) The adversary is not asked to find x; that would be pretty near impossible. 
It is asked to find some inverse of f(x). Naturally, if the function is 1-1 then the only-
inverse is x. We note that it is much easier to find candidate one-way functions 
without imposing further restrictions on its structure, but being 1-1 or at least 
regular (that is, the number of preimage of any image is about of the range), it 
results in easier and more efficient cryptographic constructions. 

(3) One may consider a non-uniform version of the "Hard to invert" require
ment, requiring the function to be hard to invert by all non-uniform polynomial 
size family of algorithms, rather than by all probabilistic polynomial time algo
rithms. The former extends probabilistic polynomial time algorithms to allow for 
each different input size, a different polynomial size algorithm. 

(4) The definition is typical to definitions from computational complexity the
ory, which work with asymptotic complexity—what happens as the size of the prob
lem becomes large. One-wayness is only asked to hold for large enough input lengths, 
as k goes to infinity. Per this definition, it may be entirely feasible to invert / on, 
say, 512 bit inputs. Thus such definitions are useful for studying things on a basic 
level, but need to be adapted to be directly relevant to practice. 

(5) The above definition can be considerably weakened by replacing the second 
requirement of the function to require it to be hard to invert on some non-negligible 
fraction of its inputs (rather than all but non-negligible fraction of its inputs ). 
This relaxation to a weak one-way function is motivated by the following example. 
Consider the function / : Z x Z ^ Z where f(x,y) = x • y. This function can 
be easily inverted on at least half of its outputs (namely, on the even integers) 
and thus is not a one-way function as defined above. Still, / resists all efficient 
algorithms when x and y are primes of roughly the same length which is the case 
for a non-negligible fraction (as -p-) of the fc-bit composite integers. Thus according 
to our current state of knowledge of integer factorization, / does satisfy the weaker 
requirement. Convertion between any weak one-way function to a one-way function 
have been shown using "hardness amplification" techniques which expand the size of 
the input by a polynomial factor [76]. Using expanders, constant factor expansions 
(of the input size) construction of a one-way function from a weak one-way function 
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is possible [26]. 
(6) To apply this definition to practice we must typically envisage not a single 

one-way function but a family of them, parameterized by a security parameter k. 
That is, for each value of the security parameter k, there is a family of functions, 
each defined over some finite domain and finite ranges. The existence of a single 
one-way function is equivalent to the existence of a collection of one-way functions. 

Definition 6 A collection of one-way functions is a set F = {fi : Di —t Rì)ìQI 

where I is an index set, and Di (Ri) are finite domain (range) for i G I, satisfying 
the following conditions. 

1. Selection in Collection: 3 PPT algorithm Si that on input lk outputs ani £ I 
where \i\ = k. 

2. Selection in Domain: 3 PPT algorithm S2 that on input i £ I outputs x G £>, 
3. Easy to Evaluate: 3 PPT algorithm Eval such that for i G J and x G £>,, 

Eval(i,x) = fi(x). 
4- Hardness to Invert: V PPT adversary algorithm A, c > 0, 3 ko such that V 

k > kQ, 

Pr[A(lk,i,fi(x))=z : f(x) = f(z)} < 1 

(the probability is taken over i G Si(lk),x G S^i) and the coin tosses of A). 

The hardness to invert condition can be made weaker by requiring only that 
3c > 0, such that V PPT algorithm A, 3 ko such that V k > ko- Prob[A(lk,i, fi(xj) ^ 
z, f(x) = f(z)] > £j- (the probability taken over i G Si(lk),x G S2(1) and the coin 
tosses of .4). We call collections which satisfy such weaker conditions, collection 
of weak one-way functions. Transformations exist via sampling algorithms between 
both types of collections. 

Another useful and equivalent notion is of a one-way predicate, first introduced 
in [31]. This is a Boolean function of great use in encryption and protocol design. 
A one-way predicate is equivalent to the existence of 0/1 problems, for which it is 
possible to uniformly select an instance for which the answer is 0 (or respectively 1), 
and yet for a (pre-selected) instance it is hard to compute with success probability-
greater than I whether the answer is 0 or 1. 

Definition 7 A one-way predicate is a Boolean function B : {0,1}* —¥ {0,1} for 
which 

1. Sampling is possible: 3 PPT algorithm S that on input v G {0,1} and lk, 
outputs a random x such that B(x) = v and x G {0,1}*. 

2. Guessing is hard: Vc > 0, V PPT algorithms A, Vfc sufficiently large, Prob[A(x) 
= B(x)] < I + ^7 (probability is taken over v G {0,1}, x G S(lk,v), and the 
coin tosses of A). 

Proving the equivalence between one-way predicates and one-way functions is 
easy in the forward direction, by viewing the sampling algorithm S as a function 
over its coin tosses. To prove the reverse implication is quite involved. Toward this 
goal, the notion of a hard core predicate of a one-way function was introduced in 
[10, 76]. Jumping ahead, hard core predicate of one-way functions yield immediately-
one-way predicates. 
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4.1.1. Hard-core predicates 

The fact that / is a one-way function obviously does not necessarily imply-
that f(x) hides everything about x. It is easy to come up with constructions of 
universal one-way functions in which one of the bits of x leaks from f(x). Even if 
each bit of x is well hidden by f(x) then some function of all of the bits of x can 
be easy to compute. For example, the least significant bit of x is easy to compute 
from fP:g (x) = gx mod p where p is a prime and g a generator for the cyclic group 
Z*, even though we know of no polynomial time algorithms to compute x from 
fp,g(x). Similarity, it is easy of compute the Jacobi symbol of x mod n from the 
RSA function RSAn^e(x) = xe mod n where (e,<p(n)) = 1, even though the fastest 
algorithm to invert RSAn^e needs to factor integer n first, which is not known to 
be a polynomial time computation. 

Yet, clearly there are some bits of information about x which cannot be com
puted from f(x), given that x in its entirety is hard to compute. The question 
is, which bits of x are hard to compute, and how hard to compute are they. The 
answer is encouraging. For several functions / for which no polynomial time invert
ing algorithm is known, we can identify particular bits of the pre-image of / which 
can be proven (via a polynomial time reduction) to be as hard as to compute with 
probability significantly better than \, as it is to invert / itself in polynomial time. 
Examples of these can be found in [10, 31, 36, 1]. 

More generally, a hard-core predicate for / , is a Boolean predicate about x 
which is efficiently computable given x, but is hard to compute from f(x) with 
probability significantly better than | . 

Definition 8 A hard-core predicate of a function f : {0,1}* —¥ {0,1}* is a Boolean 
predicate B : {0,1}* —¥ {0,1}, such that 

1. 3PPT algorithm Eval, such thatVx Eval(x) = B(x) 
2. V PPT algorithm A, Vc > 0, 3kQ, sA Vfc > kQ Pr[^(/(x)) = B(x)] < \ + A. 

The probability is taken over the random coin tosses of A, and random choices 
of x of length k. 

Yao proposed a construction of a hard-core predicate for any one-way func
tion [76]. A considerably simpler construction and proof general result is due to 
Goldreich and Levin [28]. 

Theorem 9 [28] Let f be a length preserving one-way function. Define f'(xor) = 
f(x) o r, where \x\ = \r\ = k, and o is the concatenation function. Then 

B(x or) = "Sk
=1Xiri(m,od 2) 

is a hard-core predicate for / ' (Notice that if f is one-way then so is f ) . 

Interestingly, the proof of the theorem can be regarded as the first example of 
a polynomial time list decoding [63] algorithm. Essentially B(x,r) may be viewed 
as the rth bit of a Haddamrd encoding of x. The proof of the theorem yields a 
polynomial time error decoding algorithm which returns a polynomial size list of 
candidates for x, as long as the encoding is subject to an error rate of less than 
\ — e where e > -^ for some constant c > 0, k = \x\. The length of the list is O(j^)-
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4.2. Trapdoor functions 
A trapdoor function f is a one-way function with an extra property. There also 

exists a secret inverse function (the trapdoor) that allows its possessor to efficiently 
invert / at any point in the domain of his choosing. It should be easy to compute 
/ on any point, but infeasible to invert / with high probability without knowledge 
of the inverse function. Moreover, it should be easy to generate matched pairs of 
/ ' s and corresponding trapdoor. 

Definition 10 A trapdoor function is a one-way function f : {0,1}* —¥ {0,1}* 
such that there exists a polynomial p and a probabilistic polynomial time algorithm 
I such that for every k there exists a tk G {0,1}* such that |A| < p(k) and for all 
x G {0,1}*, I(f(x),tk) = y such that f(y) = f(x). 

Trapdoor functions are much harder to locate than one-way function, as they 
seem to require much more hidden structure. An important problem is to establish 
whether one implies the other. Recent results of [41] indicate this may not the case. 

A trapdoor predicate is a one-way predicate with an extra trapdoor property: 
for every k, there must exist trapdoor information tk whose size is bounded by a 
polynomial in k and whose knowledge enables the polynomial-time computation of 
B(x), for all x G {0,1}*. Restating as a collection of trapdoor predicates we get. 

Definition 11 Leti be an index set and for i G I, D» a finite domain. A collection 
of trapdoor is a set B = {Bi : Di —t {0, l}}jgj such that: 

1. 3 PPT algorithm Si which on input lk outputs (i,ti) where i G I Ci {0,1}*, 
and \ti\ < poly(k) (ti is the trapdoor). 

2. 3 PPT algorithm S2 which on input i G / , v G {0,1} outputs x G D» such that 
Bi(x) = v. 

3. 3 PPT algorithm S3 which on input i G / , x G Di, ti outputs Bi(x). 
4- V PPT adversary algorithms A, c > 0, 3ko.yk > ko, Prob[A(i,x) = Bi(x)] < 

2 T k 

coins of A). 
— (the probability taken over i G Si(lk),v G {0, l},x G S2(i,v), and the 

The existence of a trapdoor predicate is equivalent to the existence of secure 
public-key encryption as we shall see in the next section. Trapdoor functions imply 
trapdoor predicates, but it is an open problem to show that they are equivalent. 

Claim 12 If trapdoor functions exist then collection of trapdoor predicates exist. 

4.3. Candidate examples of building blocks 
It has been shown by a fairly straightforward diagonalization argument [39] 

how to construct a universal one-way function (i.e. a function which is one-way if 
any one-way function exists). Still this is very inefficient, and concrete proposals for 
one-way function are needed for any practical usage of cryptographic constructions 
which utilized one-way functions. Moreover, looking into the algebraic, combinato
rial, and geometric structure of concrete proposals has lead to many insights about 
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what could be true about general one-way functions. The revelation process seems 
almost always to start from proving properties about concrete examples to gener
alizing to proving properties on general one-way functions. 

Interesting proposals for one-way functions, trapdoor functions, and trapdoor 
predicates have been based on hard computational problems from number theory, 
coding theory, algebraic geometry, and geometry of numbers. What makes a com
putational problem a "suitable" candidate? First, it should be put under extensive 
scrutiny by the relevant mathematical community. Second, the problem should be 
hard on the average and not only in the worst case. A big project in cryptography-
is the construction of cryptographic functions which are provably hard to break on 
the average under some worst-case computational complexity assumption. A central 
technique is to show that a problem is as hard for an average instance as it is for 
a worst case instance by random self reducibility [6]. A problem P is random self 
reducible if there exists a probabilistic polynomial time algorithm that maps any 
instance J of F to a collection of random instances of P such that given solutions to 
the random instances, one can efficiently obtain a solution to the original instance. 
Variations would allow mapping any instance of P to random instances of P'.4 

Perhaps the most interesting problem in cryptography today is to show (or 
rule out) that the existence of a one-way function is equivalent to the NP ^ BPP. 

For lack of space, we discuss in brief a few proposals. 

4.3.1. Discrete logarithm problem proposal 

Let p be a prime integer and g a generator for the multiplicative cyclic group 
Zp = {1 < V < PÌ(y,P) = !} • The discrete log problem (DLP) is given p,g, and 
y G Z*, compute the unique x such that 1 < x < p — 1 and y = gx mod p. The 
discrete log problem has been first suggested to be useful for key exchange over the 
public channel by Diffie and Hellman [20]. 

The function DL(p,g,x) = (p,g,gx modp), and the corresponding collection 
of functions DL = {DLP:g : Zp^i —t Z*,DLP:g(x) = gx mod p}<P:g>ei where 
I = {< p,g >,p prime ,g generator} have served as proposals for a one-way func
tion and a collection of one-way functions (respectively). On one hand, there exist 
efficient algorithms to select pairs of (p, g) of a given length with uniform probability 
[7], and to perform modulo exponentiation. On the other hand, the fastest algo
rithms to solve the discrete log problem is the generalized number field sieve version 

1 2 

of the index-calculus method which runs in expected time e^ c + o ( 1 ^ l o g î ^ 3
 ( 1 O S 1 O S î > )

 3 ) 
(see survey [54]). Moreover, for a fixed prime p, DL(p,g,gx modp) can be shown 
as hard to invert on the average over the 1 < x < p — 1 and g generators, as it is 
for every g and x. 

4This technique was first observed and applied to the number theoretic problems of factoring, 
discrete log, testing quadratic residuosity, and the RSA function. In each of these problems, one 
could use the algebraic structure to show how to map a particular input uniformly and randomly 
to other inputs in such a way that the answer for the original input can be recovered from the 
answers for the targets of the random mapping. Showing that polynomials are randomly self 
reducible over finite fields was applied to the low-degree polynomial representations of Boolean 
functions, and has been a central and useful technique in probabilistically checkable proofs. 
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An important open problem is to prove that, without fixing first the prime 
p, solving the discrete log problem for an average instance (p,g,y) is hard on the 
average as in the worst case. 

In the mid-eighties an extension of the discrete logarithm problem over prime 
integers, to computing discrete logarithms over elliptic curves was suggested by 
Koblitz and V. Miller (see survey [46]). The attraction is that the fastest algorithms 
known for computing logarithms over elliptic curves are of complexity 0(s/p) for 
finite field Fp. The main concern is that they have not been around long enough 
to go under extensive scrutiny, and that the intersection between the mathematical 
community who can offer such scrutiny and the cryptographic community is not 
large. 

4.3.2. Shortest vector in integer lattices proposal 

In a celebrated paper [4] Ajtai described a problem that is hard on the av
erage if some well-known integer lattice problems are hard to approximate in the 
worst case, and demonstrated how this problem can be used to construct one-way-
functions. Previous worst case to average case reductions were applied to two pa
rameter problems and the reduction was shown upon fixing one parameter (e.g. in 
the discrete logarithm problem random self reducibility was shown fixing the prime 
parameter), whereas the [4] reduction is the first which averages over all parameters. 

Let V be a set of n linearly independent vectors V = {vi,--- ,vn,Vi G 7i}. 
The integer lattice spanned by V is the set of all possible linear combinations of the 
Wj's with integer coefficients, namely L(V) = {Xà a Aì : a« € Z for all i}. We call 
V the basis of the lattice L(V). We say that a set of vectors L c TV1 is a lattice if 
there is a basis V such that L = L(V). 

Finding "short vectors" (i.e., vectors with small Euclidean norm) in lattices 
is a hard computational problem. There are no known efficient algorithms to find 
or even approximate - given an arbitrary basis of a lattice - either the shortest 
non-zero vector in the lattice, or another basis for the same lattice whose longest 
vector is as short as possible. Given an arbitrary basis B of a lattice L in R n , the 
best algorithm to approximate (up to a polynomial factor in n) the length of the 
shortest vector in L is the L3 algorithm [49] which approximates these problems to 
within a ratio of 2A2 in the worst case, and its improvement [64] to ratio (1 + e)" 
for any fixed e > 0. 

Ajtai reduced the worst-case complexity of problem (W) which is closely re
lated the length of the shortest vector and basis in a lattice, to the average-case 
complexity of problem (A) (version presented here is due to Goldreich, Goldwasser, 
and Halevi [34]). 

W : Given an arbitrary basis B of a lattice L, find a set of n linearly independent 
lattice vectors, whose length is at most polynomially (in n) larger than the 
length of the smallest set of n linearly independent lattice vectors. (The length 
of a set of vectors is the length of its longest vector.) 

A : Let parameters n,m,q G A' be such that nlogq < m < ^ and q = 0 ( A ) 
for some constant c > 0. Given a matrix M G Z"xm, find a vector x G 
{-1,0, l}m,x # 0 so that Mx = 0 (mod q). 
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Theorem 13 [4, 34] Suppose that it is possible to solve a uniformly selected instance 
of Problem (A) in expected T(n,m,q)-time, where the expectation is taken over the 
choice of the instance as well as the coin-tosses of the solving algorithm. Then it is 
possible to solve Problem (W) in expected poly(|J|) • T(n,poly(n),poly(n)) time on 
every n-dimensional instance I, where the expectation is taken over the coin-tosses 
of the solving algorithm. 

The construction of a candidate one-way function follows in a straight forward 
fashion. Let M be a random k x m matrix M with entries from Zq, where m and 
q are chosen so that klogq < m < -^ and q = 0 ( A ) for some constant c > 0 (k 
here is the security parameter). 

The one-way function candidate is then f(M, s) = (M, Ms mod q = ^ • s» M j mod 
q) where s = s\S2 • • • sm G {0,1}TO and Af, is the A h column of M. We note that 
this function is regular. 

4.3.3. Factoring integers proposal 

Consider the function Squaring(n, x) = (n, x2 mod n) where n = pq for 
p,q G Z prime numbers and x G Z*, and the corresponding collection of func
tions Squaring = {Squaringn(x) = x2 mod n : Z^ —t Z*,n = pq,p,q primes, |p| = 
\Q\ = k}k- This function is easy to compute without knowing the factorization of n, 
and is easy to invert given the factorization of n (the trapdoor) using fast square 
root extraction algorithms modulo prime moduli [5] and the Chinese remainder the
orem. Moreover, as the primes are abundant by the prime number theorem (»s ^ 
for fc-bit primes) and there exist probabilistic expected polynomial time algorithms 
for primality testing [30, 3], it is easy to uniformly select n,p,q of the right form. 

In terms of hardness to invert, Rabin [62] has shown it as hard to invert as it is 
to factor n as follows. Suppose there exists a factoring algorithm A. Choose r £ Z* 
at random. Let y = A(r2 mod n). If y ^ r or n — r, then let p = gcd(r — y, n), else 
choose another r and repeat. Within expected 2 trials you should obtain p. The 
asymptotically proven fastest integer factorization algorithm to date is the number 
field sieve which runs in expected time eA+<A))0°g»A0°gi°g»A) [59]. The hardest 
input to any factoring algorithms are integers n = pq which are product of two 
primes of similar length. Finally, for a fixed n, Squaring(n, •) can be shown as 
hard to invert on the average over x £ Z^ as it is for any x. We remark, that 
integer factorization has been first proposed as a basis for a trapdoor function in 
the celebrated work of Ri vest, Shamir and Adelman [56]. 

By choosing p and q to be both congruent to 3 mod 4 and restricting the 
domain of Squaringn to the quadratic residues mod n, this collection of functions 
becomes a collection of permutations proposed by Williams [74], which are especially-
easy to work with in many cryptographic applications. 

An open problem is to prove that the difficulty of factoring integers is as hard 
on the average as in the worst case. In our terminology an affirmative answer would 
mean that x2 mod n is as hard to invert on the average over n and x, as it is for 
any n and x. 
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4.3.4. Quadratic residues vs. quadratic non residues proposal 

Let n £ Z. Then we call y £ Z^ is a quadratic residue mod n iff 3x £ Z^ such 
that y = x2 mod n. Let us restrict our attention to n = pq where p = q = 3 mod 4. 

Selecting a random quadratic residue mod n is easy by choosing r £ Z* and 
computing r2 mod n. Similarily, for such n, selecting a random quadratic non-
residue is easy by choosing r £ Z^ and computing n — r2 mod n (this is a quadratic 
non-residue by the property of the As chosen). 

On the other hand, deciding whether a: is a quadratic residue modulo n for 
n composite (which is the case if and only if it is a quadratic residue modulo 
each of its prime factors), seems a hard computational problem. No algorithm 
is known other than first factoring n and then deciding whether a: is a quadratic 
residue modulo all its prime factors. This is easy for a prime modulos by computing 
the Legendre symbol (-) = x^~ modp (= 1 iff a: is a quadratic residue mod p). 
The Legendre symbol is generalizable to the Jacobi symbol for composite moduli 
A ) = n„«i„A A where n = Upa. The Jacobi symbol only provides partial answer 
to whether x mod n is a quadratic residue or not. For x £ J + 1 = {x £ Z*,(^) = 1}, 
it gives no information. 

A proposal by Gold wasser and Micali [31] for a collection of trapdoor predicates 
follows. 

QR = {QRn : J+ 1 —¥ {0, l}}ng/ where I = {n = pq\\p, q, primes, |p| = | d } , 

„ „ , N _ J 0 if a: is a quadratic residue mod n 
«v ; ^ 1 if a: is a quadratic non-residue mod n 

It can be proved that for every n distinguishing between random quadratic 
residues and random quadratic non residues with Jacobi symbol +1 , is as hard as 
solving the problem entirely in the worst case. 

Theorem 14 [31] Let S C I. If there exists a PPT algorithm which for every 
n £ S, can distinguish between quadratic residues and quadratic non-residues with 
non-negligible probability over | (probability taken over the x £ Z^ and the coin 
tosses of the distinguishing algorithm), then there exist a PPT algorithm which for 
every n £ S and every x £ Z* decides whether x is a quadratic residue mod n with 
probability close to 1. 

5. Encryption case study 
As discussed in the introduction we would like to propose cryptographic schemes 

for which we can prove theorems guaranteeing the security of our proposals. This 
task includes a definition phase, construction phase and a reduction proof which is 
best illustrated with an example. We choose the example of encryption. 

We will address here the simplest setting of a passive adversary who can tap 
the public communication channels between communicating parties. We will mea
sure the running time of the encryption, decryption, and adversary algorithms as a 
function of a security parameter k which is a parameter fixed at the time the cryp-
tosystem is setup. We model the adversary as any probabilistic algorithm which 



260 S. Goldwasser 

runs in time bounded by some polynomial in k. Similarity, the encryption and 
decryption algorithms designed are probabilistic and run in polynomial time in k. 

5.1. Encryption: definition phase 

Definition 15 A public-key encryption scheme is a triple, (G,E,D), of probabilis
tic polynomial-time algorithms satisfying the following conditions 

1. key generation algorithm : On input lk (the security parameter) algorithm G, 
produces a pair (e,d) where e is called the public key, and d the corresponding 
private key. (Notation: (e,d) £ G(lk).) We will also refer to the pair (e,d) a 
pair of encryption/decryption keys. 

2. An encryption algorithm: Algorithm E takes as inputs encryption key e from 
the range of G(lk) and string m £ {0,1}* called the message, and produces 
as output string c £ {0,1}* called the ciphertext. (We use the notation c £ 
E(e,m) or the shorthand c £ Ee(m).) Note that as E is probabilistic, it may 
produce many ciphertexts per message. 

3. A decryption algorithm: Algorithm D takes as input decryption key d from the 
range of G(lk), and a ciphertext c from the range of E(e,m), and produces 
as output a string m' £ {0,1}*, such that for every pair (e, d) in the range of 
G(lk), for every m, for every c £ E(e,m), theprob(D(d,c) ^ m1) is negligible. 

4- Furthermore, this system is "secure" (see discussion below ) . 

A private-key encryption scheme is identically defined except that e = d. The 
security definition for private-key encryption and public-key encryption are different 
in one aspect only, in the latter e is a public input available to the whereas in the 
former e is a secret not available to the adversary. 

5.1.1. Defining security 

Brain storming about what it means to be secure brings immediately to mind 
several desirable properties. Let us start with the the minimal requirement and 
build up. 

First and foremost the private key should not be recoverable from seeing 
the public key. Secondly, with high probability for any message space, messages 
should not be entirely recovered from seeing their encrypted form and the public 
file. Thirdly, we may want that in fact no useful information can be computed about 
messages from their encrypted form. Fourthly, we do not want the adversary to be 
able to compute any useful facts about traffic of messages, such as recognize that 
two messages of identical content were sent, nor would we want her probability of 
successfully deciphering a message to increase if the time of delivery or relationship 
to previous encrypted messages were made known to her. 

In short, it would be desirable for the encryption scheme to be the mathemat
ical analogy of opaque envelopes containing a piece of paper on which the message 
is written. The envelopes should be such that all legal senders can fill it, but only 
the legal recipient can open it. 
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Two definitions of security attempting to capture the "opaque envelope" anal
ogy have been proposed in the work of [31] and are in use today: computational 
indistinguishability and semantic security. The first definition is easy to work with 
whereas the second seems to be the natural extension of Shannon's perfect secrecy-
definition to the computational world. They are equivalent to each other as shown 
by [31, 67]. 

The first definition essentially requires that the the adversary cannot find a pair 
of messages mo, mi for which the probability distributions over the corresponding 
ciphertexts is computationally distinguishable. 

Definition 16 We say that a Public Key Cryptosystem (G,E,D) is computation
ally indistinguishable i/V PPT algorithms F,A, and for V constant c > 0, 3ko, V 
k > kQ, "imo,mi € F(lk), |ro0| = |mi|, 

|Pr[.4(e,c) = 1 where (e,d) £ G(lk); c £ E(e,m0)} 

-Pr[A(e,c) = l(e,d) £ G(lk); c £ A(e,mi)]| < -J-. 
K 

Remarks about the definition 

1. In the case of private-key cryptosystem, the definition changes slightly. The 
encryption key e is not given to algorithm A. 

2. Note that even if the adversary know that the messages being encrypted is 
one of two, he still cannot tell the distributions of ciphertext of one message 
apart from the other. 

3. Any cryptosystem in which the encryption algorithm E is deterministic im
mediately fails to pass this security requirement, (e.g given e,mo,m\ and c it 
would be trivial to decide whether c = E(e,rrio) or c = E(e,rrii) as for each 
message the ciphertext is unique.) 

The next definition is called Semantic Security. It may be viewed as a com
putational version of Shannon's perfect secrecy definition. It requires that the ad
versary should not gain any computational advantage or partial information from 
having seen the ciphertext. 

Definition 17 We say that an public key cryptosystem (G,E,D) is semantically 
secure if V PPT algorithm A 3 PPT algorithm B, s.t. V PPT algorithm M, V 
function h : M(lk) -+ {0,1}*, Vc > 0, 3k0, Vfc > k0, Pr[A(e, \m\,c) = h(m) | 
(e, d) £ G(lk) ; m £ M(lk) ; c G E(e, m)] < Pr[B(e, \m\) = h(m) | m £ M(lk)] + A . 

The algorithm M corresponds to the message space from which messages are 
drawn, and the function h(m) corresponds to information about message m ( for 
example, h(m) = 1 if m has the letter 'e' in it). 

Theorem 18 [31, 67] A Public Key Cryptosystem is computationally indistinguish
able if and only if it is semantically secure. 
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5.2. Encryption: construction phase 
We turn now to showing how to actually build a public key encryption scheme 

which is polynomial time indistinguishable. The construction shown here is by 
Goldwasser and Micali [31]. The key to the construction is to answer a simpler 
problem: how to securely encrypt single bits. Encrypting general messages would 
follow by viewing each message as a string of bits each encrypted independently. 

Given a collection of trapdoor predicates B, we define a public key cryptosys
tem (G,E,D)B as follows: 

Definition 19 A probabilistic encryption PEB = (G, E, D) based on trapdoor pred
icates B is defined as: 

1. Key generation algorithm G: On input lk, G outputs (i,ti) where Bt £ B, 
i £ {0,1}* and ti is the trapdoor information. The public encryption key is i 
and the private decryption key is ti. (This is achieved by running the sampling 
algorithm Si from the def of B.) 

2. Let m = mi... mn where rrij £ {0,1} be the message. 
E(i,m) encrypts m as follows: 

Choose Xj £R Dì such that Bt(xj) = rrij for j = 1 , . . . ,n. 
Output c = fi(Xi) ... fi(xn). 

3. Let c = y i . . . yk where yi £ Di be the cyph ertext. 
D(ti,c) decrypts c as follows: 

Compute rrij = A(j/j) for j = 1 , . . . , n. 
Output m = mi... mn. 

It is clear that all of the above operations can be done in expected polynomial 
time from the definition of trapdoor predicates and that messages can indeed be 
sent this way. 

Let us ignore for a minute the apparent inefficiency of this proposal in band
width expansion and computation (which has been addressed by Blum and Gold-
wasser in [11]) and talk about security. It follows essentially verbatim from the 
definition of trapdoor predicates that this system is polynomially time indistin
guishable in the case the message is a single bit (i.e. n = 1). Even though every 
bit individually is secure, it is possible in principle that some predicate computed 
on all the bits (e.g. their parity) is easily computable. Luckily, it is not the case. 

We prove polynomial time indistinguishability using the hybrid argument. This 
method is a key proof technique in the theory of pseudo randomness and secure 
protocol design, in enabling to show how to convert a slight "edge" in solving a 
problem into a complete surrender of the problem. 

As this is one of the most straight forward simplest examples of this technique 
we shall give it in full. 

Theorem 20 [31] Probabilistic encryption PEB = (G,E,D) is semantically secure 
if and only if B is a collection of trapdoor predicates. 
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Proof Suppose that (G, E, D) is not indistinguishably secure (i.e. not semantically 
secure). Then there is a c > 0, a PPT A and M such that for infinitely many k, 
3rrio,rrii £ M(lk) with \rrio\ = \m\\, 

(*) Pr[A(i,c) = 1 where (i,tt) £ G(lk); c £ E(i,m0)} 

-Pr[A(i,c) = l(i,ti) £ G(lk); c £ E(i,mi)} > 1 

where the probability is taken the choice of (i,ti), the coin tosses of A and E. 
Consider k where (*) holds. Wlog, assume that \rrio\ = |mi| = k and that A 

says 0 more often when c is an encryption of rrio and 1 more often when c is an 
encryption of rrii. 

Define distributions Dj = E(i, Sj) for j = 0 , 1 , . . . , k where «o = 'mo, $k = Im>\ 
and Sj differs from Sj+i in precisely 1 bit. 

Let Pj = Pr[A(i,c) = l|c G Dj]. 

Then Pk — P0 > -^ and since X^=o(-^Ai ~ Pj) = Pk — Po, 3j such that 

Pj+i ~ Pj ^ F+T-
Assume that Sj and Sj+i differ in the Ith bit; that is, SJJ ^ «J+I,J or, equiva

lente, Sj+ij = s]j where Sj:U is the u-th bit of Sj. 
Now, consider the following algorithm B which takes input i,y and outputs 0 

or 1 as its guess to the value of the hard core predicate Bi(y). 
B on input i, y: 

1. Choose yi,...,yk such that Bi(yr) = Sj^r for r = 1 , . . . , k using Si from the 
definition of B. 

2. Let c = y i , . . . , y , . . . , yk where y has replaced yi in the Ith block. 
3. If A(lk,i, ,rrio,mi,c) = 0 then output Sjj. 

If A(lk,i, ,rrio,mi,c) = 0 then output «j+i,j = «j,j-

Note that c G E(i, Sj) if Bi(y) = SJJ and c G E(i, Sj+i) if Bi(y) = «J+I,J. 

Thus, in step 3 of algorithm B, outputting Sjj. corresponds to A predicting 
that c is an encryption of Sj. 

Claim Pr[B(i,y) = Bi(y)] > \ + ^ . 
Proof 

Pr[B(i,fi(y)) = Bi(y)] = Pr[A(i,c) = 0|c G E(i,Sj)] Pr[c £ E(i,Sj)] 

+ Pr[A(i,c) = l|cG E(i,Sj+i)]Pr[c £ E(i,Sj+i)] 

> ( l - - P ; ) ( ^ ) + tP ; + i ) (^ ) 

> 

1 1 
2 + 2 
1 1 

(Pj+i ^ Pj) 

2 A + 1 ' 

Thus, B will predict Bi(y) given i, y with probability better than \ + -jj+r-
This contradicts the assumption that Bt is a trapdoor predicate. 
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Hence, the probabilistic encryption PE = (G, E, D) is indistinguishably se

cure. 

5.3. Strengthening the adversary: non malleable security 
The entire discussion so far has assumed that the adversary can listen to the 

cipher texts being exchanged over the insecure channel, read the public-file (in the 
case of public-key cryptography), generate encryptions of any message on his own 
(for the case of public-key encryption), and perform probabilistic polynomial time 
computation. 

One may imagine a more powerful adversary who can intercept messages being 
transmitted from sender to receiver and either stop their delivery all together or 
alter them in some way. Even worse, suppose the adversary can after seeing a 
ciphertext, request a polynomial number of related ciphertexts to be decrypted for 
him. For definitions and constructions of encryption schemes secure against such 
adverdary see [69, 21, 12, 17]. 

6. A constructive theory of pseudo randomness 

A theory of randomness based on computability theory was developed by Kol
mogorov, Solomonov and Chaitin [68, 47, 16]. This theory applies to individual 
strings and defines the complexity of strings as the shortest program (running on 
a universal machine) that generates that string. A perfectly random string is the 
extreme case for which no shorter program than the length of the string itself can 
generate it. Inherintly, it is impossible to generate perfect random strings from 
shorter ones. 

One of the surprising contributions of cryptographically motivated research 
in the early eighties, has been a theory of randomness computational complexity-
theory pioneered by Shamir [70] Blum and Micali [10], which makes it possible in 
principle to deterministically generate random strings from shorter ones. Not to mix 
notions, we will henceforth refer to this latter development as a theory of pseudo 
randomness, and the strings generated as pseudo random. In contrast, when we 
speak of choosing a truly random string of a fixed length over some alphabet, we 
refer to selecting it with uniform probability over all strings of the same length. In 
this section we shall only speak of binary alphabet. The notation x £R {0,1}* will 
thus be taken to mean that for every s £ {0,1}*, the probability of x = s is 1/2*. 

Defining pseudo-random distributions is a special case of the definition of com
putational indistinguishability, which we encountered earlier in the context of secure 
encryption. A distribution over binary strings is called pseudo-random if it is com
putationally indistinguishable from the uniform distribution over all binary strings 
of the same length. The idea is that as long as we cannot tell apart samples from the 
uniform distribution from samples of a distribution X in polynomial time , there is 
no difference between using either distributions that can be observed in polynomial 
time. In particular, any probabilistic algorithm, in which the internal coin flips of 
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the algorithm are replaced by strings sampled from X, must not behave any dif
ferent than it would using truly random coin flips. A counter example will yield a 
statistical test to distinguish between X and the uniform distribution. 

A deterministic polynomial time program which 'stretchs' a short input string 
selected with uniform distribution (henceforth called the 'seed'), to a polynomial 
long output string is called a pseudo random sequence generator. When such a 
construction is accompanied with a proof that the output string distribution is 
pseudo random we call the generator a strong pseudo random sequence generator 
(SPRSG).5 

In a culmination of a sequence of results by [70, 10, 76, 23, 42], Hastand, 
Impagliazzo, Levin and Luby showed that a necessary and sufficient condition for 
the existence of strong pseudo random sequence generators is the existence of one
way functions. 

The link between one-way functions and pseudo randomness starts from the 
following observation. First, rephrase the fact that inverting one-way functions 
is difficult, by saying that the inverse of a one-way function is unpredictable. In 
particular, the hard-core of a one-way function is impossible to predict with any 
non-negligible probability greater than | . Second, show that impossibility to predict 
is the ultimate test for pseudo randomness. Namely, if a pseudo-random sequence 
generator has the property that it is difficult to predict the next bit from previous 
ones with probability significantly better than | in time polynomial in the size of 
the seed, then it is impossible to distinguish in polynomial time between strings 
produced by the pseudo random sequence generators and truly random strings. 
This is proved by turning any statistical test that distinguishes in polynomial time 
pseudo random strings from random strings into polynomial time next bit predictor. 
This link is not conditional on the existence of one-way functions. In fact, in work 
by Nisan and Wigderson [57] they removed the requirement that the pseudo random 
sequence generator has to work in time which is as fast as the algorithm trying to 
distinguish the output sequences from truly random. Generators of this type are 
generally useless for cryptographic applications (as they can not be generated in 
feasible time) but are very useful for proving complexity theoretic results. 

Strong pseudo random generators are useful for understanding the relation 
between deterministic algorithms and probablistic algorithms. The idea which was 
put forth by Yao [76] was to replace a single execution of a probablistic polynomial 
time algorithm A with the majority output of all the executions of the same algo
rithm, where each execution uses instead of random coins the output of a strong 
pseudo random number generator on a different input seed. The cost of the latter 
deterministic procedure will be a factor of 2k longer where k' is the seed length 
used to generate the pseudo random sequences necessary. The algorithm A must 
behave "the same" when it uses truly random coins as when it uses coins which 
are pseudo-random, as otherwise it becomes a distinguisher between the uniform 
and pseudo-random distributions, an impossible task for a probabilistic polynomial 

5Again the choice of polynomial-time is arbitrary here, a strong pseudo random sequence gen
erator can be defined to be a deterministic program which works in time T(n) where n is the 
seed length and is computationally indistinguishable with respect to algorithms which run in time 
T'(n) for time functions T,T'. 
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time algorithm. Putting this together, we get : if one-way functions exist, then 
BPP C C\tDTIME(2k ) . This tradeoff between the hardness of inverting the one
way function, and randomness replacement, has been followed up with many papers 
in complexity theory each either relaxing the hardness assumption or tightening the 
relation between deterministic and probabilistic complexity classes. 

Strong pseudo random generators are particularly useful for cryptography. 
Suppose you need a large supply of random strings for your cryptographic applica
tions (e.g. the choice of secret keys, internal coin tosses of an encryption algorithm, 
etc.). If you use instead of truly random bits, pseudo random sequence generators 
which are weak (e.g. predictable), it may completely destroy the underlying cryp
tographic applications [14]. In contrast, we can replace any use of truly random 
coins with strong pseudo random ones (assuming we have access to truly random 
coins for the seeds — which is an interesting discussion all by itself), without fear 
of compromising the security of the underlying application. Indeed, if as a result 
of such replacement the cryptographic application becomes insecure, then a way is 
found to distinguish outputs of SPRG from the uniform distribution. Many classical 
pseudo random number generators which are quite useful and effective for Monte 
Carlo simulations, have been shown not only weak but predictable in a strong sense 
which makes them typically unsuitable for cryptographic applications. For example, 
linear feedback shift registers [37] are well-known to be cryptographically insecure; 
one can solve for the feedback pattern given a small number of output bits, and sim-
ilarily outputs of linear congruential generators [22]. In [44] Kannan, Lenstra, and 
Lovasz use the L3 algorithm to show that the binary expansion of any algebraic 
number y (such as s/h = 10.001111000110111...) is insecure, since an adversary-
can identify y exactly from a sufficient number of bits, and then extrapolate y's 
expansion. 

6.1. Pseudo random functions, permutations, and what else? 
Similarily to defining pseudo random sequences one may ask what other ran

dom objects can be replaced with pseudo-random counter parts. Goldreich, Gold
wasser and Micali [23] considered in this light random functions, which from a gold 
mind for applications. Pseudo random functions are defined to be for every size 
k a subset of all functions from (and to) the binary strings of length k, which are 
polynomial time indistinguishable from truly random functions by any algorithm 
whose only access to the function is to query it on inputs of its choice. However, 
in contrast with a truly random function, a pseudo random function has a short 
description which if known enables efficient evaluation. 

Let Hk = {f: {0,1}* - • {0,1}*} then \Hk\ = (2kf. Let H = \Jk
 Hk-

Definition 21 A polynomial time statistical test for functions is a polynomial time 
algorithm T? with access to a black box f from which T can request values of f(x) 
for x of T's choice. A collection of functions T = \JkFk where Fk c Hk passes 
the statistical test T ifVQ £ Q[x],3k0,Vk > k0 \T(Fk) - T(Hk)\ < QTM where 
T(Fk) = Pr/GFfe;C0.ros of T[Tf(lk) = 1] and T(Hk) = PrfeHk,coms o / T[T/(l f c) = 1]. 
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Definition 22 A collection of functions T = \Jk Fk is a pseudo-random collection 
of functions if 

1. (Indexing) For each k, there is a unique index i £ {0,1}* associated with each 
f £ Fk. The function f £ Fk associated with index i will be written fi. 

2. (Efficiency) There is a polynomial time function A so that A(i,x) = fi(x). 
3. (Pseudo-randomness) T passes all polynomial time statistical tests for func

tions. 

Theorem 23 [23] / / there exist one-way functions, then there exist pseudo-random 
collections of functions. 

An immediate application of pseudo random functions is the construction of 
semantically secure private key cryptosystem as follows. Let s an index of a pseudo 
random function / s be the joint secret key of the sender Alice and the receiver Bob. 
Then to encrypt message m, Alice selects at random r G {0,1}*, and sets the cipher 
text c = (r, fs(r)(Dm) where ® is the bit-wise exclusive-or of two strings. To decrypt 
c = (a,b), Bob computes fs(a)(Db. 

Pseudo random functions have been used to derive negative results in compu
tational learning theory by Valiant and Kearns [73]. They show that any concept 
class (i.e. a set of Boolean functions) which contains a family of pseudo random 
functions cannot be efficiently learnable under the uniform distribution and with 
the help of membership queries. A learning algorithm is given oracle access to any 
function in the class and is required to output a description of a function which is 
close to the target function (being queried). 

The work on natural proofs originated by Rudich and Razborov [55] use pseudo 
random functions to derive negative results on the possibility of proving good com
plexity lower bounds using a restricted class of circuit lower bound proofs referred 
to as natural. It is proved that natural (lower bound) proofs cannot be established 
for complexity classes containing a family of pseudo random functions. 

An interesting question is to characterize which classes of random objects can 
be replaced by pseudo random objects. Luby and Rackoff [50] treated the case 
of pseudo random permutations and Naor and Reingold the case of permutations 
with cyclic structure [58]. As any object can be abstracted as a restricted class of 
functions, the real question is what form of access to the function does the statistical 
test have. In the standard definition, the statistical test for functions can query the 
functions at values of its choice. This may not be necessarily the natural choice in 
every case. For example, if the function corresponds to the description of a random 
graph (e.g. / ( « , v) = 1 if and only if an edge is present between vertices u and v). 

Define the "ultimate" extension of a statistical test for functions on k bit 
strings, to be given access to the entire truth table of the function (i.e. an exponential 
size input). The following observation is then straightforward. 

Theorem 24 Let f : {0,1}* —¥ {0,1}* be polynomial time computable function, 
for which the fastest inverting algorithm runs in time 2n for some e > 0. Then, 
there exist collections of pseudo random functions which pass all ultimate statistical 
tests for functions. 
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7. Interactive protocols, interactive proofs, and zero 
knowledge interactive proofs 

Secure one-way communication is a special case of general interactive proto
cols. The most exciting developments in cryptography beyond public-key cryptog
raphy has been the development of interactive protocols, interactive proofs, and 
zero knowledge interactive proofs [32, 38, 76, 35, 8, 19, 13]. 6 Unfortunately, we 
have no space to cover these developments in this article. These topics have been 
surveyed extensively, and the interested reader may turn to [39, 40]. 

A few final words. Generally speaking, an interactive protocol consists of two 
or more parties who cooperate and coordinate without a trusted "third" party to 
accomplish a common goal, referred to as the functionality of the protocol, while 
maintaining the secrecy of their private data. A functionality may be computing a 
simple deterministic function such as majority of the inputs of the communicating 
parties, or a more complicated probabilistic computation such as playing a non-
cooperative game without a trusted referee. 

In the case of more than two parties, the case of adversarial coalitions of 
participants who attempt to damage the functionality and break secrecy has been 
considered. Very powerful and surprising theorems about the ability of playing 
non-cooperative games without a trusted "third party" have been shown. A sample 
theorem of Benor, Goldwasser, and Wigderson shows that in the presence of an 
adversarial coalition containing less than a third of the parties, any probabilistic 
computation can be performed maintaining functionality and perfect information 
theoretic secrecy of the inputs, as long as each pair of parties can communicate in 
perfect secrecy [8, 19]. These results make extensive use of error correcting codes 
based on polynomials. The connection between these theorems and research in 
game theory and threory of auctions is well worth examining. 
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1. Introduction 

Random matrices have their roots in multivariate analysis in statistics, and 
since Wigner's pioneering work [Wi] in 1955, they have been a very important 
tool in mathematical physics. In functional analysis, random matrices and ran
dom structures have in the last two decades been used to construct Banach spaces 
with surprising properties. After Voiculescu in 1990-1991 used random matrices to 
classification problems for von Neumann algebras, they have played a key role in 
von Neumann algebra theory (cf. [V8]). In this lecture we will discuss some new 
applications of random matrices to operator algebra theory, namely applications 
to classification problems for C*-algebras and to the invariant subspace problem 
relative to a von Neumann algebra. 

The rest of this lecture is divided into eight sections: 

Selfadjoint random matrices and Wigner's semicircle law. 
Free probability and Voiculescu's random matrix model. 
Ext(C*(Fkj) is not a group for k > 2. 
Other applications of random matrices to C*-algebras. 
The invariant subspace problem relative to a von Neumann algebra. 
The Fuglede-Kadison determinant and Brown's spectral distribution measure. 
Spectral subspaces for operators in Ili-factors. 
Voiculescu's circular operator Y and the strictly upper triangular operator T. 
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2. Selfadjoint random matrices and Wigner's semi
circle law 

A random matrix X is an n x n matrix whose entries are real or complex 
random variables on a probability space (0, T, P). We denote by SGRM(n,<72) the 
class of selfadjoint random matrices 

Y — I v(n)\n An - (Ay )ij=i 

where Xy, i,j= 1 , . . . ,n are n? complex random variables and 

(X^)i, ( v ^ R e I ^ ) t < j , ( ^ I m l ^ K i 

are n? independent identical distributed real Gaussian random variables with mean 
value 0 and variance a2. In the terminology of Mehta's book [Me], Xn is a Gaussian 
unitary ensemble (GUE). In the following we put a2 = ^ which is the normalization 
used in Voiculescu's random matrix paper [V4]. By results of Gaudin, Mehta and 
Wigner from 1960-1965, the joint distribution of the eigenvalues (in random order) 
of X has density g given by 

n 

gn(Xi,. ..,Xn) = cn J[(Xj - Xi)2 exp ( - - ^ A2) 
i<j i=l 

where cn is a normalization constant, and the (average) density for a single eigen
value is given by 

h^) = WlEM^r)2 

where po, <fii, • • • is the sequence of Hermite functions. Moreover, 

lim hn(x) = —\/4 — x2 l[-2,2](;c)) x £ 
2TT V - - ' l - 2 ' 2 ] l 

(cf. [Me]). This is Wigner's semicircle law for the GUE-case. In the sense of weak 
convergence of probability measures, the semicircle law can be proved under much 
more general assumptions on the entries (see Wigner [Wi]). Arnold proved in 1967 
that the corresponding strong law also holds, i.e. for almost all u in the proba
bility space 0, the empirical eigenvalue distribution of Xn(oj) converges weakly to 
the semicircular distribution ^V4 — x2 l[-2,2}(x)dx as n —¥ oo. Very interesting 
research have been carried out on the level spacing of the eigenvalues in the bulk 
of the spectrum (cf. [Me]) and more recently near the boundary of the spectrum 
(cf. [TW1], [TW2]) for selfadjoint Gaussian random matrices with real, complex or 
symplectic entries (the GOE, GUE and GSE cases), but this is outside the scope of 
the present lecture. 
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3. Free probability and Voiculescu's random ma
trix model 

Voiculescu proved in 1991 [V4] an extensive generalization of Wigner's semi
circle law to families of independent random matrices. In order to state the result, 
we will need some basic concepts from free probability theory (cf. [V2], [V3] and 
[VDN]). 

Definition 3.1 [V2] 

1. A non-commutative probability space is a pair (A,(p) consisting of a unital 
complex algebra A and a functional tp: A —t C such that P(1A) = 1-

2. A C* -probability space is a pair (A,(p) consisting of a unital C* -algebra A and 
a state tp: A —t C on A. 

The connection to classical probability theory on a probability space (0, T, P) 
is obtained by putting 

A = f | IS (Si) 
P=I 

and 

tp(a) = E(a) = / a(u)dP(oj), a£ A 
Jn 

or A' = L°°((i,P) with the same definition of tp. The latter example is a C*-
probability space. To fit random matrices (of size n) into this framework, one must 
instead consider the non-commutative algebra 

oo 

An= f]LP(n,Mn(C)) 
P=I 

with functional 

tpn(a) = E(tr„(a)) = / trn(a(u))du 
Jn 

where tr„ = ^Tr is the normalized trace on Mn(C). 

Definition 3.2 [V2], [V3] 

1. A family (a,),Gi of elements in a non-commutative probability space is a free 
family if for all n G N and all polynomials pi,...,pn £ C[X], one has 

ip(pi(ah) • . . . - P n K J ) = 0 

whenever ii ^ i2 ^ • • • ̂  in (neighbouring indices are different) and 
<p(Pk(aik)) = 0 for k=l,...,n. 

2. A family (ar,)jGj of elements in a C*-probability space (A,ip) is called a semi
circular family if (ar,)jG/ is a free family, a:, = x*, ip(x2k^1) = 0 and 

,(..lf) = _L/_A^,a ._!_(«) 
for all k £ N and all i £ I. 
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We can now formulate Voiculescu's generalization of Wigner's semicircle law: 

Theo rem 3.3 [V4] Let I be an index set and let for each n £ ii, (X\n ),Gj be a 
family of independent SGRM(n, -)-distributed selfadjoint random matrices. Then 

asymptotically as n —̂  oo (X>"')jGj is a semicircular family, i.e. if (ar,)jGj is a 
semicircular family index by I in a C* -probability space (A,tp) then 

lim Etr „ ( X ^ •...• X\n) ) = tp(xil • ... • xip ) (3.1) 

for all p G N and all ii,... ,ip £ I. 
The corresponding strong law: For almost all u £ 0 , one has 

lim trn(X^(oj) •-.-• X£\u)) = y(xit •-.-• xip), (3.2) 

whick was proved independently by Hiai and Petz [HP2] and Thorbjrnsen [T]. 

4. Ext(C*(Fk)) is not a group for k > 2 
Very recently Thorbjrnsen and the lecturer proved that the strong version 

(3.2) of Voiculescu's random matrix model also holds for the operator norm: 

Theo rem 4.1 [HT4] Let r £ N and let for each n £ N (x[n\..., X(
r
n)) be a set 

of r independent S G RM(n,-)-distributed selfadjoint random matrices. Let further 
(xi,... ,xr) be a semicircular system in a C*-probability space (A,ip), where ip is a 
faithful state on A. Then there is a null set N C Q such that for all u £ Q\N and 
all non-commutative polynomials P in r variables 

lim l\P(x{n)(üj),..., X^(üjj)\\ = \\P(xi,..., xr)\\. 

Let F be a countable (discrete) group. The reduced group C*-algebra C*(F) 
is the C*-subalgebra of B(£2(Tj) generated by the set of unitaries {A(7) | 7 G F}, 
where À: F —t B(£2(Tj) is the left regular representation. By the methods of [V3] 
it follows that for the free group Fk on k generators, C*(Fk) can be embedded in 
C* (xi,..., xk, 1), where xi,... ,xk is a free semicircular family in a C* -probability-
space (A,ip) with tp faithful. Hence as a corollary of Theorem 4.1 we have 

Corollary 4.2 [HT4] czj Let k £ N, k > 2. Then C*(Fk) can be embedded in the 
quotient C*-algebra f] Mn(C)/ ]T Mn(C) where 

\[Mn(C) = l(xn)™=i \xn£ Mn(C), sup||a:J| < cx>l 

TMn(C) = {(ar„)~=1 I xn £ Mn(C), lim [|a:J| = o} . 

In particular C*(Fk) is a MF-algebra in the sense of Blackadar and Kirchberg [BK]. 
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The invariant Ext (.A) for a C*-algebra A was introduced by Brown, Douglas 
and Fillmore in [BDF]. Ext(A) is the set of all essential extensions B of A by the 
compact operators K on the Hilbert space A(N), and it has a natural semigroup 
structure. Voiculescu proved in [VI] that Ext(A) is always a unital semigroup, 
and by Choi and Effros [CE] Ext(A) is a group, when A is a nuclear C*-algebra. 
Andersen [An] provided in 1978 the first example of a C*-algebra A for which Ext(A) 
is not a group. The C*-algebra in [An] is generated by C*(F2) and a projection 
p £ B(A(F2)). Since then it has been an open problem whether Ext(C*(F2)) is 
a group (see [V6, Sect.5] for a more detailed discussion about this problem). It is 
well known that a proof of Corollary 4.2 would provide a negative solution to this 
problem (see [V6, 5.12], [V5] and [Ro]). The argument works for all k > 2. Hence 
we have 
Corollary 4.3 [HT4] For allkeN, k> 2, Ext(C;(Fkj) is not a group. 

Remarks 4.4 
a) Corollaries 4.2 and 4.3 also hold for k = oo. 
b) C*(Fk) is not quasidiagonal (cf [Ro]) but the non-invertible extension B of C*(Fk) 
obtained from Corollary 4.2 is quasidiagonal. 
c) C*(Fk) is an exact C*-algebra, but for any non-invertible extension B of C*(Fk) 
by the compact operators, B cannot be exact. This follows from the Lifting theorem 
in [EH]. Other examples of non-exact extensions of exact C* -algebras by K are given 
in [Ki2]. 

In the rest of this section, I will briefly outline the main steps in the proof of 
Theorem 4.1. From (3.2) it follows that for all non-commutative polynomials P in 
r variables 

liminf \\P(x{n)(oj),...,X^(uj))\\ > \\P(xi,... ,xr)\\ (4.1) 
n—»oo 

for almost all u £ 0 (see [T]), so we "only" have to prove that 

limsup[|F(X1
(" )(a;),...,X(" )(a;)[| < \\P(xi,... ,xr)\\ (4.2) 

n—»oo 

for almost all u; G 0. Even the case r = 1 and P(x) = x is a difficult task. It 
corresponds to proving that if Xn is SGRM(n, ^-distributed, n = 1,2,... then for 
almost all u £ 0 , 

limsupAmax(X„(a;)) < 2 liminf Amin(X„(a;)) > - 2 , 
n—»oo n—»oo 

where Amax and A m j n are the smallest and largest eigenvalue of Xn(oj). This 
problem was settled by Bai and Yin [BY] in 1988 using Geman's combinatorial 
method [Ge]. (See also [Ba, Thm. 2.12] and [HT1, Thm. 3.1]). 

Lemma 4.5 (The linearization trick) [HT4] In order to prove (4.2) it is suffi
cient to show that for all m G N and all selfadjoint m x m-matrices ao,---,ar and 
all e > 0, 

r r 

a(ao®l + ^2ai(giX(
i
n)(uj)) Ç c r ( a 0 ® H - ^ a A ï ! ) + ] -e,e{ (4.3) 
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holds eventually as n —¥ oo for almost all u £ ii. Here a(T) denotes the spectrum 
of a matrix or an operator T. 

Lemma 4.6 [HT4] Let ao,... ,ar be as above, and put 

r 

Sn = a 0 <8> 1 + ^ a* <g> x f n ) 

«=i 
r 

s = a0 ® 1 + ^2 at ® xt-
i=l 

Moreover, let Gn,G be the matrix valued Stieltjes transforms of Sn and S, i.e. for 
X £ Mn(C), and Im A = ^(A — A*) positive definite 

Gn(X) = n(idm®trn)((X®l-Sn)-
v)) 

G(X) = (idm®<p)((\®l-s)-1). 

Then Gn(X) and G(X) are invertible and 

r 

a0 + ^ a i G ( A ) a i + G(A)-1 = A (4.4) 
«=i 

||a0 + X!o*Gn(A)o*+Gn(A)"1-All ^ -^(^+PII)2|I(^A)_1||5 (4-5) 
n" 

»2™3 
w}m.eC=^(YJ

ri=i\\aify o n d A = [ | a 0 | | + 4 E L i l l a i l l -

The equality (4.4) was proved by Lehner (cf. [Le, Prop.4.1] using Voiculescu's 
ii-transform with amalgamation [V7]. The inequality (4.5) is more difficult. It 
relies on the concentration phenomena used in Ban ach space theory, in form of [PI, 
Theorem 4.7]. (See [Mi] for a general discussion of the concentration phenomena.) 
Next we derive from (4.4) and (4.5) that 

4(7 
[ |G„(A)^G(A)[|<7A(A+[|A[|)2[ |(ImA)-1[ |7 (4.6) 

when A G Mm(C) and Im A is positive definite. The estimate (4.6) implies that for 
every/GGc°°(R) 

E((tr ro ® tr„)(/(S„))) = (trro ® <p)(f(s)) + O(^) (4.7) 

for n —¥ oo. Moreover a second application of the concentration phenomena gives 

Var((trro ® tr„)(/(S„))) < ^ E ( ( t r r o ® tr„)(/ ' (S„)2)) (4.8) 
oil" 

where Var denotes the variance. Now let g be a G°°(R)-function with values in 
[0,1] such that g vanishes on a(S) and g is 1 on the complement of a(s)+] — e,e[. 
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By applying (4.7) and (4.8) to / = g — 1, one gets 

E((trm®trn)(g(Sn)) = O(^) (4.9) 

Var((trro®tr„)<;(Sn)) = O(^). (4.10) 

By a standard application of the Borei-Cantelli lemma (4.9) and (4.10) imply 

(trm ®trn)(g(Sn(u))) = 0(n-4/3) 

almost surely. Hence the number of eigenvalues for Sn(oj) outside a(s)+] — e,e[ is 
O ^ - 1 / 3 ) 1 almost surely, but being an integer, the number has to vanish eventually 
as n —¥ oo for almost all u £ ii. Hence (4.3) holds. 

5. Other applications of random matrices to C*-
algebras 

A G*-algebra A is called exact if for every short exact sequence of G*-algebras 

0 - • J - • B - • B/ J - • 0 

the sequence 

0 - • A ® m i n J - • A ® m i n B - • A ® m i n (B/J) - • 0 

is exact (cf. [Kil], [Wa]). The class of exact G*-algebras is very large: All nuclear 
G*-algebras are exact and the reduced group G*-algebra C*(T) is exact for any-
discrete subgroup F of a connected locally compact group (cf. [Ki2]). In 1991 the 
lecturer proved that 2-quasitraces on unital exact C* -algebras are traces (cf. [Haal]). 
Combined with results of Handelman [Han] and Blackadar and Rrdam [BR], this 
implies that 

Every stably finite exact unital G*-algebra has a tracial state. (5.1) 

Every state on the A0-group, K0(A) of an exact unital (5.2) 

G*-algebra A is induced by a tracial state on A. 

Later, Thorbjrnsen and the lecturer found new proofs based on random matrices 
for (5.1) and (5.2). The key step in the proof was to show: 

Theo rem 5.1 [HT2] Let A be an exact unital C*-algebra, and let a,\,... ,ar £ A 
be elements in A for which 

2_,a*ìai = C 1 A where c > 1 (5.3) 
«=i 

r 

$ > A * < 1 A (5.4) 
ì=i 

1trTO and t r n are the normalized traces on Mm(C) and M n(C). 
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and let Y^',... , Yr be random n x n-matrices whose entries are rn2 independent 
identically distributed complex Gaussian random variables with density ^ exp(^n|z|2) 
z £ C. Put 

r 

sn = 5> i®y/n) (5.5) 
«=i 

and let a(S^Sn) be the spectrum of S*Sn as a function of u £ ii (the underlying 
probability space). Then for almost all u £ ii 

limsupmax(<7(S'*S'„)) < ( v ^ + l ) 2 (5.6) 
n—»oo 

liminfmin(a(S;S„)) > (y/c - l ) 2 (5.7) 
n—»oo 

The result is a kind of generalization of the results of Geman 1980 [Ge] and 
Silverstein 1985 [Si] on the asymptotic behaviour of the largest and smallest eigen
value of a random matrix of Wishart type. The estimates (5.6) and (5.7) were 
proved by careful moment estimates and lengthy combinatorial arguments. With 
Theorem 4.1 at hand, a much simpler proof of (5.6) and (5.7) can now be obtained 
(cf. [HT4]). 

Theorem 5.1 is not true in the general non-exact case (cf. [HT3]). It is unknown 
whether (5.1) or (5.2) hold for general G*-algebras. Both problems are equivalent 
to Kaplansky's problem from the 1950's: Is every AW*-factor of type III a von 
Neumann factor of type Hi ? 

Let me end this section by discussing another application of Theorem 4.1: 
Junge and Pisier proved in [JP] that 

B(H)®mlaB(H)^B(H)®minB(H). (5.8) 

In the proof they consider a sequence of constants C(k), k £ N: For fixed k £ N 
C(k) is the infimum of all C > 0 for which there exists a sequence of fc-tuples of 
unitary matrices («i , • • • ,uk )TOGN of size n(m) £ N, such that for all m ^ TO': 

||X>jro)®ujro,)||<C. 
«=i 

To obtain (5.8), Junge and Pisier proved that l im^oo — ^ = 0. Subsequently, 
Pisier [P2] proved that C(k) > 2\Jk — 1 for all k £ N and Valette [V] proved, using 
Ramanujan graphs, that C(k) < 2\Jk — 1 when k is of the form k = p+1 for an odd 
prime number p. It is an easy consequence of Corollary 4.2 that C(k) < 2\Jk — 1 
for all k > 2 and hence C(k) = 2s/k - 1 for all k > 2 (see [HT4]). 

6. The invariant subspace problem relative to a 
von Neumann algebra 

The invariant subspace problem for operators on general Banach spaces were 
settled by Enfio [E] and Read [Re] in the 1980's, but for Hilbert spaces the problem 
is still open: 



Random Matrices, Free Probability • • • 281 

Problem 6.1 [Hal, pp. 100-101] Let H be a separable infinite dimensional Hilbert 
space, and let T £ B(H). Does there exist a non-trivial closed T-invariant subspace 
of if? 

More generally, one has the invariant subspace problem relative to a von Neu
mann algebra: 

Problem 6.2 Let M C B(H) be a von Neumann algebra on a separable Hilbert 
space H, and let T £ M. Does there exist a non-trivial closed T-invariant subspace 
K for T, such that K is affiliated with M (i.e. K is of the form K = P(H) for a 
projection P £ M)? 

The problem is only interesting when dim(M) = +oo and when M is a factor, 
i.e. when the center of M is just CIM-

The infinite dimensional factors were divided into 4 types by Murray and von 
Neumann in the late 1930's (cf. [KR, Vol.2]). 

Type IQO: These are isomorphic to B(K) for some infinite dimensional Hilbert 
space. 

Type H i : M has a tracial state, i.,e. there exists a functional tr: M —t C, such 
that t r ( l M ) = 1, tr(S*S) > 0 and tr(ST) = tr(TS) for all S,T £ M. 

Tupe IIQO: M ~ N®B(K) where N is type Hi and dim K = +oo. 
Type III: All other infinite dimensional factors. 

In all 4 cases, problem 2 remains open (the Type IQO case is of course equivalent 
to Problem 7.1). We will in the following address the invariant subspace problem 
relative to a factor of type Hi • 

7. The Fuglede-Kadison determinant and Brown's 
spectral distribution measure 

Let M be a Hi-factor. Then M has a unique tracial state tr, and tr is nor
mal and faithful (see eg. [KR, Vol.2, Sect.8]. The Fuglede-Kadison determinant 
A: M -t [0,oo) can be defined (cf. [FK]) by: 

A(T)=limexp(tr(log(T*T + £l)2)), t £ M. (7.1) 
e.j-0 

If T is in verüble, one has 

A(T) = exp(tr(log|T|)) 

where \T\ = (T*T)z. Moreover A has the following properties: 

A(ST) = A(S)A(T), S,T£M 

A(T) = A(T*) = A(\T\), T £ M 

A(U) = 1, when U £ M is unitary. 

A is an upper semi-continuous function on M but it is not continuous in the norm-
topology on M. 
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Theorem 7.1 (L.G. Brown 1983 [Br]) Let M be a Ih-factor and let T £ M. Then 
the function 

tp: A - ) - ^ - l o g A ( T - A l ) , A G C 
2TT 

is subharmonic and its Laplacian taken in distribution sense 

( d2 d2 \ 

**r=\m+mr (7-2) 
(Xi = Re X, X2 = Im X) is a probability measure in C concentrated on the spectrum 
cr(T) ofT. 

Definition 7.2 The above measure ßj is called Brown's spectral distribution mea
sure for T or just the Brown measure for T. 

Example 7.3 
a) The Fuglede-Kadison determinant and the Brown measure also make sense for 
M = Mn(C), and tr = ^Tr the normalized trace on Mn(C). In this case one gets 

A(T) = V|detT| 
1 n 

ßr = - y~^A* > n ^-^ 
ì=i 

where Ai , . . . , A„ are the eigenvalues of T repeated according to root multiplicity, 
and ÖXi is the Dirac measure at A,. 
b) If T is a normal operator (i.e. T*T = TT*) in a factor of type Hi, T has a 
spectral resolution 

T = f XdE(X). 

In this case ßj is equal to tr o E. 

Methods for computing Brown measures have been developed by Larsen and 
the lecturer [HL] and by Biane and Lehner [BL]. 

8. Spectral subspaces for operators in Ili-factors 
In 1968, Apostol [Ap] and Foias [Fol], [Fo2] introduced the notion of spectral 

subspaces for certain well behaved operators on Banach spaces, the decomposable 
operators (see [LN] for a modern treatment of this theory): 

Definition 8.1 [LN, Definition 1.1.1] An operator T on a Banach space X is called 
decomposable if for any open covering C = V U W of the complex plane, there exist 
closed T-invariant subspaces Y, Z of X such that 

X = Y + Z (8.1) 

a(T\Y) C V and a(T\z) C W. (8.2) 
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If T G B(X) is decomposable, it has a spectral capacity, i.e. there exists a map 
E from the closed subsets of C into the closed T-invariant subspaces of X, such 
that 

£7(0) = 0 and E(C) = X (8.3) 

X = E(Vi) + h E(VM) for every finite (8.4) 

open covering C = V\ U \~2 U • • • U Vn 

E(n%=iFn) = n%=iE(Fn), FnCC closed (8.5) 

CT(T\E(F)) Ç F, F C C closed. (8.6) 

Moreover, a spectral capacity is unique (cf. [LN, Sect.l]). 
In this section we will discuss a new method for constructing spectral subspaces 

of operators which works for all operators in "almost all" Hi-factors, regardless of 
whether the operator is decomposable in the above sense. 

Definition 8.2 A IR-factor M on a separable Hilbert space has the embedding 
property if it can be embedded in the ultrapower Rw of the hyper finite Ih -factor R 
for some free ultrafilter u on the natural numbers. 

All Hi-factors of current interest have this embedding property, and in fact no 
counterexamples are known. The question whether every Hi-factor on a separable 
Hilbert space can be embedded in Ru was first raised by Connes in 1976 [Co] (see 
also [Ki2] and [HW] for further discussions about this problem). 

Let M be a Hi-factor, M C B(H), and let T £ M. If K C H is a non-
trivial closed T-invariant subspace affiliated with M, and P = PK is the orthogonal 
projection on M, then according to the decomposition, H = K®K±, we can write 

T=(TIO ä ) ' (8-7) 

where Tu = PTP and T22 = (1 — P)T(1 — P) are elements of the Ili-factors 
Mi = PMP and M2 = (l-P)M(l-P). Let ßTxl and ßj22 be the Brown measures 
of Tn and T22 computed relative to Mi and M2 (respectively) then by [Br]: 

UT = aßTlt + (1 — a)ßr22 (8-8) 

where a = trM(P)-
The main result of [Haa2] is 

Theorem 8.3 [Haa2] Let M be IR-factor with the embedding property, and let 
T £ M. Then for every Borei set B C C there is a unique T-invariant subspace 
K affiliated with M, such that ßTxl is concentrated on B and ßj22 is concentrated 
on C\B, where Tn and T22 are defined as in (8.7). Moreover, TïM^K) = MT(-B), 

where PK £ M is the projection onto K. 

R e m a r k 8.4 If T is decomposable and B is closed, then the subspace K coincide 
with the spectral subspace E(B) characterized by (8.3)-(8.6). However, already in 
the hyperfinite Ili-factor R, there are operators T which are not decomposable. 
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Corollary 8.5 [Haa2] Let T £ M, where M is a IR-factor with the embedding 
property. If the Brown measure ßj of T is not concentrated in a single point, then 
T has a non-trivial closed invariant subspace affiliated with M. 

Remark 8.6 Corollary 8.5 reduced the invariant subspace problem for Ili-factors 
M with the embedding problem to operators T £ M for which ßr = So (the Dirac-
measure at 0). It can be shown that ßj = b~o if and only if 

lim ((T*)nTn)i =0 
n—»oo 

in the strong operator topology on M (cf. [Haa2]). 

In the rest of this section, I will briefly outline the proof of Theorem 8.3. 
Let M be a Ili-factor and let T G M. Define the modified spectrum a'(T) 

and modified spectral radius r'(T) by 

a'(T) = SUPP(^T) 

r'(T) = max{|A| | AG A(T)}. 

Then a'(T) C a(T) and r'(T) < r(T). 
The classical spectral radius formula 

r(T)= lim ||T"[|" 
n—»oo 

has a modified version (cf. [Haa2]): 

r'(T) = lim ( lim | |T" | | | ) 
p—»oo n—»OO n 

where \\S\\P = trM(\S\p)>>, p > 0. 

Spectral subspace lemma 8.7 [Haa2] Let M be a Ih-factor. (Here we do not 
need the embedding property.) Let T £ M and let F C C be a closed set. Then 

(a) There exists a maximal closed T-invariant subspace K affiliated with M such 
that a'(T\.K) C F, where a'(T\.K) is the modified spectrum of the operator T\.K 

considered as an element of the Ih-factor PKMPK (PK is the projection of 
H onto K). 

(b) Let K(F) be the subspace K defined by (a). Then 

trM(PK(F))<ß(F) 

for all closed subsets F of C 

Random distortion lemma 8.8 [Haa2] Let M be a Ih -factor with the embedding 
property and let T £ M. Then 
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(a) There exist natural numbers k(l) < k(2) < ... and Tn £ Mk^(C) such that 

sup [|T„|| < oo. (8.9) 

(b) For every non-commutative polynomial p in two variables 

lim trfc(n) (p(T„,T*)) = tr(p(T,T*j) (8.10) 
n—»oo v 

where trfc(„) is the normalized trace on Mn(C). 
(c) Furthermore, there exists a sequence T'n £ Mk^ (C) such that 

lim \\T' - Tn\\p = 0 for some p>0 (8.11) 
n—¥oo 

lim A(T' - Al) = A(T - Al) for almost all X £ C (8.12) 
n—»oo 

lim ßr> = ßr weakly in Prob(C). (8.13) 
n—»oo n 

The embedding property is needed in (b). To pass from (b) to (c) we use a 
random distortion argument where we put 

T" — T 4- F X Y^1 

where Xn,Yn are random Gaussian matrices with independent entries and en —¥ 0. 
Subsequently Sniady proved [Snl] that by using a different random distortion, one 
can obtain a stronger result, namely in (c), (8.11) can be replaced by 

lim 1 1 ^ - ^ 1 1 0 0 = 0 
n—»oo 

where || • ||oo is the operator norm. 
The random distortion lemma is used to reduce the proof of Theorem 8.3 to 

the case of M = Mn(C) by an ultraproduct argument. For M = Mn(C), Theorem 
8.3 is a corollary of Jordan's normal form. 

9. Voiculescu's circular operator Y and the strictly 
upper triangular operator T 

Prior to the proof of theorem 8.3, Dykema and the lecturer had constructed 
invariant subspaces for special operators in factors of type Hi. An example of 
particular interest is Voiculescu's circular operator Y, which can be written as 

Y=-j=(Xi+iX2) 

where (Xi,X2) is a semicircular system (cf. Section 3.). The von Neumann algebra 
M = VN(Y) generated by Y is isomorphic to L(F2) (the von Neumann associated 
to a free group on two generators) which is a factor of type Hi • The operator Y is far 
from being normal and for some time it was considered a possible counterexample 
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for the invariant subspace problem relative to the Hi-factor it generates. In [HL] 
Larsen and the lecturer proved that 

a(Y) = D (the closed unit disc in C) (9.1) 

The Brown measure ßy of Y is the uniform (9.2) 

distribution on D, i.e. it has constant density A 

Theorem 9.1 [DH1] For each r £ (0,1) there is a unique projection p £ M = 
VN (Y) such that 

pYp = Yp (i.e. the range of p is Y -invariant) (9.3) 

cr(pYp) C {z £ C | \z\ < r} (9.4) 

a((l - p)Y(l - p)) C {z £ C | r < \z\ < 1} (9.5) 

where the spectra in (9.4) and (9.5) are computed relative to pMp and 
(1 — p)M(l — p). Moreover 

trM(p) = r2. (9.6) 

This result was generalized to arbitrary _R-diagonal elements by Sniady and 
Speicher [SS]. Later Dykema and the lecturer proved 

Theorem 9.2 [DH2] Voiculescu's circular operator is decomposable in the sense of 
Apostol and Foias (see Definition 8.1). 

In [DH2] we also considered the "strictly upper triangular operator" T. It is 
defined in terms of its random matrix model: 

Theorem/Definition 9.3 [DH2] Let for each n £ N Tn denote the strictly upper 
triangular random matrix 

(0 è? ••• t\nJ \ 

T 
ni vln 

An) 
A - l , n 

(9.7) 

\ 0 0 ) 

for which the entries (£•" )ì<J are n
2 ' independent identically distributed complex 

Gaussian random variables with densities ^exp(^n |z | 2 ) , z £ C Then there is an 
operator T in a Ih-factor M such that Tn converges in *-moments to T, i.e. 

t rM(P(T,T*))= lim Etrn(P(Tn,T*)) (9.8) 
n—»oo 

for every non-commutative polynomial P. T is called the strictly upper triangular 
operator. 

The strictly upper triangular operator is quasi nilpotent, i.e. a(T) = {0}, and 
therefore its Brown measure ßj is equal to So- In view of remark 8.6 it could be 
a candidate for a counterexample to the invariant subspace problem relative to a 
Hi-factor. However, this is not the case: 
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Dykema and the lecturer proved in [DH2] that 

nn 

tr((T*T)«) = ^ - T T ^ , n £ N (9.9) 

and in [Sn2], Sniady proved 

tr(((Tk)*TkD = {nk+1)], n,k £ N, (9.10) 

a formula which was conjectured in [DH2]. 
Based on (9.10) and its proof, we recently proved 

Theorem 9.4 [DH3] LetT be as above. Put Sk = k((Tk)kTk)i and let F : [0,TT] -4 
[0,1] be the strictly increasing function given by F(0) = 0, F(TT) = 1 and 

^/s inw . A , v lsin2w n ,n•,•,^ 
pi exp(wcotw) = 1 1 , 0 < v < n. (9.11) 

\ V j TT TT V 

Then F(Sk) converges in strong operator topology to the "diagonal operator" D0 

with matrix model 

D, 0,n (9.12) 

\0 1) 

In particular D0 £ VN(T). Moreover VN(T) is isomorphic to L(F2) and the ranges 
of the projections l[0,t](-Do)j 0 < t < 1, form an uncountable family of non-trivial 
invariant subspaces for T affiliated with VN(T). 
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Algebraic Topology and Modular Forms 

M. J. Hopkins* 

1. Introduction 
The problem of describing the homotopy groups of spheres has been funda

mental to algebraic topology for around 80 years. There were periods when specific 
computations were important and periods when the emphasis favored theory. Many-
mathematical invariants have expressions in terms of homotopy groups, and at dif
ferent times the subject has found itself located in geometric topology, algebra, 
algebraic A-theory, and algebraic geometry, among other areas. 

There are basically two approaches to the homotopy groups of spheres. The 
oldest makes direct use of geometry, and involves studying a map / : Sn+k —¥ Sn in 
terms of the inverse image / _ 1 (x) of a regular value. The oldest invariant, the degree 
of a map, is defined in this way, as was the original definition of the Hopf invariant. 
In the 1930's Pontryagin1 [43, 42] showed that the homotopy class of a map / is 
completely determined by the geometry of the inverse image f^1(Bf(xj) of a small 
neighborhood of a regular value. He introduced the basics of framed cobordism 
and framed surgery, and identified the group TTn+kS

n with the cobordism group of 
smooth fc-manifolds embedded in Rn+k and equipped with a framing of their stable 
normal bundles. 

The other approach to the homotopy groups of spheres involves comparing 
spheres to spaces whose homotopy groups are known. This method was introduced 
by Serre [50, 51, 16, 15] who used Eilenberg-MacLane spaces K(A,n), characterized 
by the property 

v i A \ M i = n TTiK(A,n) = { 
10 otherwise. 

By resolving a sphere into Eilenberg-MacLane spaces Serre was able to compute 
TTk+nS

n for all k < 8. 
For some questions the homotopy theoretic methods have proved more power

ful, and for others the geometric methods have. The resolutions that lend themselves 
to computation tend to use spaces having convenient homotopy theoretic proper
ties, but with no particularly accessible geometric content. On the other hand, the 
geometric methods have produced important homotopy theoretic moduli spaces and 
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relationships between them that are difficult, if not impossible, to see from the point 
of view of homotopy theory. This metaphor is fundamental to topology, and there is 
a lot of power in spaces, like the classifying spaces for cobordism, that directly relate 
to both geometry and homotopy theory. It has consistently proved important to 
understand the computational aspects of the geometric devices, and the geometric 
aspects of the computational tools. 

A few years ago Haynes Miller and I constructed a series of new cohomology 
theories, designed to isolate certain "sectors" of computation. These were successful 
in resolving several open issues in homotopy theory and in contextualizing many-
others. There seemed to be something deeper going on with one of them, and in [27] 
a program was outlined for constructing it as a "homotopy theoretic" moduli space 
of elliptic curves, and relating it to the Witten genus. This program is now complete, 
and we call the resulting cohomology theory tmf (for topological modular forms). 
The theory of topological modular forms has had applications in homotopy theory, 
in the theory of manifolds, in the theory of lattices and their 0-series, and most 
recently seems to have an interesting connection with the theory of p-adic modular 
forms. In this note I will explain the origins and construction of tmf and the way-
some of these different applications arise. 

2. Sixteen homotopy groups 
By the Freudenthal suspension theorem, the value of the homotopy group 

TTn+kS
n is independent of n for n > k+1. This group is fcth stable homotopy group 

of the sphere, often written TTk
,(S°), or even as TTkS° if no confusion is likely to 

result. In the table below I have listed the values of TTn+kS
n for n >• 0 and k < 15. 

k 
Kn+kSn 

0 

z 
1 

Z/2 
2 

Z/2 
3 

Z/24 
4 
0 

5 
0 

6 
Z/2 

7 
Z/240 

8 
Z / 2 ® Z / 2 

9 
(Z/2)3 

10 
Z/6 

11 
Z/504 

12 
0 

13 
Z /3 

14 
(Z/2)2 

15 
Z/2®Z/480 

In geometric terms, the group TTn+kS
n is the cobordism group of stably framed 

manifolds, and a homomorphism from iTn+kS
n to an abelian group A is a cobordism 

invariant with values in A. The groups in the above table thus represent universal 
invariants of framed cobordism. Some, but not all of these invariants have geometric 
interpretations. 

When k = 0, the invariant is simply the number of points of the framed 0-
manifold. This is the geometric description of the degree of a map. 

When k = 1 one makes use of the fact that any closed 1-manifold is a disjoint 
union of circles. The Z/2 invariant is derived from the fact that a framing on S1 

differs from the framing which bounds a framing of I?2 by an element of TTISO(N) = 
Z/2. 
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There is an interesting history to the invariant in dimension 2. Pontryagin 
originally announced that the group TTn+2Sn is trivial. His argument made use of 
the classification of Riemann surfaces, and a new geometric technique, now known 
as framed surgery. He later [44] correctly evaluated this group, but for his corrected 
argument didn't need the technique of surgery. Surgery didn't reappear in again 
until around 1960, when it went on to play a fundamental role in geometric topology. 
The invariant is based on the fact that a stable framing of a Riemann surface S 
determines a quadratic function <j> : Jf1(S;Z/2) —r Z/2 whose underlying bilinear 
form is the cup product. To describe <j>, note that each 1-dimensional cohomology 
class x £ -ff1(S) is Poincaré dual to an oriented, embedded 1-manifold, Cx, which 
inherits a framing of its stable normal bundle from that of S. The manifold Cx 

defines an element of nfS0 = Z/2, and the value of <j>(x) is taken to be this element. 
The cobordism invariant in dimension 2 is the Arf invariant of <j>. 

A similar construction defines a map 

St 
Afc+2 S° -r Z/2. (2.1) 

In [14] Browder interpreted this invariant in homotopy theoretic terms, and showed 
that it can be non-zero only for 4k + 2 = 2m — 2. It is known to be non-zero for 
nfS0, nfS0, TTI\S°, nf0S° and nf2S°. The situation for Af™^.?0 with m > 6 is 
unresolved, and remains an important problem in algebraic topology. More recently, 
the case k = 1 of (2.1) has appeared in M-theory [58]. Building on this, Singer and 
I [26] offer a slightly more analytic construction of (2.1), and relate it to Riemann's 
ö-function. 

Using A-theory, Adams [2] defined surjective homomorphisms (the d and e-
in variants) 

TT4n-iS° 

7TskS° 

K8k+lS° 

K8k+2S 

-¥ 

- r 

- r 

- r 

Z/dn, 

Z/2, 

Z / 2 ® Z / 2 

Z/2. 

where dn denotes the denominator of I?2n/(4n). He (and Mahowald [35]) showed 
that they split the inclusion of the image of the J-homomorphism, making the 
latter groups summands. A geometric interpretation of these invariants appears in 
Stong [53] using Spin-cobordism, and an analytic expression for the e-invariant in 
terms of the Dirac operator appears in the work of Atiyah, Patodi and Singer [7, 8]. 
The d-invariants in dimensions (8k + 1) and (8k + 2) are given by the mod 2 index 
of the Dirac operator [11, 10]. 

This more or less accounts for the all of the invariants of framed cobordism that 
can be constructed using known geometric techniques. In every case the geometric 
invariants represent important pieces of mathematics. What remains is the following 
list of homotopy theoretic invariants having no known geometric interpretation: 

8 
Z/2 

9 
Z/2 

10 
Z/3 

11 12 13 
Z /3 

14 
Z/2 

15 
Z/2 
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This part of homotopy theory is not particularly exotic. In fact it is easy to give 
examples of framed manifolds on which the geometric invariants vanish, while the 
homotopy theoretic invariants do not. The Lie groups SU(3), U(3), Sp(2), Sp(ï) x 
Sp(2), G2, U(ï) x G2 have dimensions 8, 9, 10, 13, 14, and 15, respectively. They 
can be made into framed manifolds using the left invariant framing, and in each case 
the corresponding invariant is non-zero. We will see that the theory of topological 
modular forms accounts for all of these invariants, and in doing so relates them to 
the theory of elliptic curves and modular forms. Moreover many new invariants are 
defined. 

3. Spectra and stable homotopy 
In order to explain the theory of topological modular forms it is necessary to 

describe the basics of stable homotopy theory. 

3.1. Spectra and generalized homology 
Suppose that X is an (n — l)-connected pointed space. By the Freudenthal 

Suspension Theorem, the suspension homomorphism 

Kn+k(X) -¥ TTn+k+i'£X 

is an isomorphism in the range k <2n — 1. This is the stable range of dimensions, 
and in order to isolate it and study only and stable homotopy theory one works in 
the category of spectra. 

Definition 3.2 (see [34, 23, 19, 20, 4]) A spectrum E consists of a sequence of 
pointed spaces En, n = 0,1,2,... together with maps 

whose adjoints 

sn : ££"„ —¥ En+i (3-3) 

tn : En —r HEn+i (3.4) 

are homeomorphisms. 

A map E —r F of spectra consists of a collection of maps 

jn '• f^n ' ^n 

which is compatible with the structure maps t„ and t„. 
For a spectrum E = {En,tn} the value of the group TTn+kEn is independent of 

n, and is written irnE. Note that this makes sense for any n £ Z. More generally, for 
any pointed space X, the A-homology and A-cohomology groups of X are defined 
as 

F (X) = [SnX,En+k], 

Ek(X) = lh^TTn+kEn A X. 
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Any homology theory is represented by a spectrum in this way, and any map of 
homology theories is represented (not necessarily uniquely) by a map of spectra. 
For example, the spectrum HA with HAn the Eilenberg-MacLane space K(A, n) 
represents ordinary homology with coefficients in an abelian group A. 

3.2. Suspension spectra and Thorn spectra 

In practice, spectra come about from a sequence of spaces Xn and maps tn : 
SX„ —r Xn+i. If each of the maps tn is a closed inclusion, then the collection of 
spaces 

(LX)k = lim iinXn+k 

forms a spectrum. In case Xn = Sn, the resulting spectrum is the sphere spectrum 
and denoted S°. By construction 

7rfcS° = rrfS0 = TTn+kS
n n » 0. 

In case Xn = S"X, the resulting spectrum is the suspension spectrum of X, denoted 
£°°X (or just X when no confusion with the space X is likely to occur). Its 
homotopy groups are given by 

irkY?°X = -nfX = TTn+k^
nX n > 0, 

and referred to as the stable homotopy groups of X. 
Another important class of spectra are Thorn spectra. Let BO(n) denote the 

Grassmannian of n-planes in R°°, and MO(n) the Thom complex of the universal 
n-plane bundle over BO(n). The natural maps 

EMO(n)^MO(n+l) 

lead to a spectrum MO, the unoriented bordism spectrum. This spectrum was 
introduced by Thom [54], who identified the group irkMO with the group of cobor
dism classes of fc-dimensional unoriented smooth manifolds. Using the complex 
Grassmannian instead of the real Grassmannian leads to the complex cobordism 
spectrum MU. The group irkMU can be interpreted as the group of cobordism 
classes of fc-dimensional stably almost complex manifolds [39]. More generally, a 
Thom spectrum X1* is associated to any map 

Ç-.X-rBG 

from a space X to the classifying space BG for stable spherical fibrations. 
The groups irkMO and irkMU have been computed [54, 39], as many other 

kinds of cobordism groups. The spectra representing cobordism are among the few 
examples that lend themselves to both homotopy theoretic and geometric investi
gation. 
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3.3. Algebraic structures and spectra 
The set of homotopy classes of maps between spectra is an abelian group, and 

in fact the category of abelian groups makes a fairly good guideline for contemplating 
the general structure of the category of spectra. In this analogy, spaces correspond 
to sets, and spectra to abelian groups. The smash product of pointed spaces 

X A Y = X x Y/(x, *) ~ (*, y) 

leads to an operation A A F on spectra analogous to the tensor product of abelian 
groups. Using this "tensor structure" one can imitate many constructions of algebra 
in stable homotopy theory, and form analogues of associative algebras (.Aoo-ring 
spectra), commutative algebras (A^-ring spectra), modules, etc. The details are 
rather subtle, and the reader is referred to [20] and [29] for further discussion. 

The importance of refining common algebraic structures to stable homotopy 
theory has been realized by many authors [38, 20, 55, 56], and was especially advo
cated by Waldhausen. 

The theory of topological modular forms further articulates this analogy. It 
is built on the work of Quillen relating formal groups and complex cobordism. 
In [45], Quillen portrayed the complex cobordism spectrum MU as the universal 
cohomology theory possessing Chern classes for complex vector bundles (a complex 
oriented cohomology theory). These generalized Chern classes satisfy a Cartan 
formula expressing the Chern classes of a Whitney sum in terms of the Chern 
classes of the summands. But the formula for the Chern classes of a tensor product 
of line bundles is more complicated than usual one. Quillen showed [45, 4] that it 
is as complicated as it can be. If A is a complex oriented cohomology theory, then 
there is a unique power series 

F[s,t] £TT*Els,q 

with the property that for two complex line bundles L\ and L2 one has 

ci(Li ®L2) = F[ci(Li),ci(L2)]-

The power series F[s, t] is a formal group law over 7r»E. Quillen showed that when 
E = MU, the resulting formal group law is universal in the sense that if F is 
any formal group law over a ring R, then there is a unique ring homomorphism 
M A —r R classifying F. In this way the complex cobordism spectrum becomes a 
topological model for the moduli space of formal group laws. 

3.4. The Adams spectral sequence 
There are exceptions, but for the most part what computations can be made 

of the stable and unstable homotopy groups involve approximating a space by the 
spaces of a spectrum E whose homotopy groups are known, or at least qualitatively-
understood. A mechanism for doing this was discovered by Adams [1] in the case 
E = Hli/p, and later for a general cohomology theory by both Adams [3, 5] and 
Novikov [41, 40]. The device is known as the E-Adams spectral sequence for X, 
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or, in the case E = MU, the Adams-Novikov spectral sequence for X (or, in case 
X = S°, just the Adams-Novikov spectral sequence). 

The Adams-Novikov spectral sequence has led to many deep insights in alge
braic topology (see, for example, [47, 48] and the references therein). It is usually-
displayed in the first quadrant, with the groups contributing to TTkS° all having x-
coordinate k. The y-coordinate is the M AAdams filtration, and can be described 
as follows: a stable map / : Sk —¥ S° has filtration > s if there exists a factorization 

D = Xo —y Ai —y • • • —y A s_i —y X s = S 

with the property that each of the maps MU*Xn —¥ MU*Xn+\ is zero. There is 
a geometric interpretation of this filtration: a framed manifold M has filtration 
> s if it occurs as a codimension n corner in a manifold N with corners, equipped 
with suitable almost complex structures on its faces (see [32]). The Adams-Novikov 
spectral starts with the purely algebraic object 

Es/= Ext^Ut MU(MU*,MU*). 

The quotient of the subgroup of irkS0 consisting of elements of Adams-Novikov 
filtration at least s, by the subgroup of those of filtration at least (s + 1) is a 
sub-quotient of the group Ext8'* with (t — s) = k. 

3.5. Asymptotics 
For a number k, let g(k) = s be the largest integer s for which TTkS° has a non

zero element of Adams-Novikov filtration s. The graph of g is the MU -vanishing 
curve, and the main result of [18] is equivalent to the formula 

lim i& = 0. 
fc-s-oo k 

This formula encodes quite a bit of the large scale structure of the category of 
spectra (see[18, 28, 48]), and it would be very interesting to have a more accurate 
asymptotic expression. This is special to complex cobordism. In the case of the 
original Adams spectral sequence for a finite CW complex X (based on ordinary 
homology with coefficients in Z/p), it can be shown [25] that 

2(pm - 1) 

for some TO. This integer ro is an invariant of X know as the "type" of X. It 
coincides with the largest value ro for which the Morava A-group A(ro)»X is non
zero. For more on the role of this invariant in algebraic topology, see [28, 22]. 

Now the A2-term of the Adams-Novikov spectral sequence is far from being 
zero above the curve g(n), and a good deal of what happens in spectral sequence 
has to do with getting rid of what is up there. A few years ago, Haynes Miller, 
and I constructed a series of spectra designed to classify and capture the way this 
happens. We were motivated by connective AO-theory, whose Adams-Novikov 
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spectral sequence more or less coincides with the Adams-Novikov spectral for the 
sphere above a line of slope 1/2, and is very easy to understand below that line 
(and in fact connective KO can be used to capture everything above a line of slope 
1/5 [37, 33, 36]). By analogy we called these cohomology theories EOn. These 
spectra were used to solve several problems about the homotopy groups of spheres. 

The theory we now call tmf was originally constructed to isolate the "slope 
l/6 tAsector" of the Adams Novikov spectral sequence, and in [?], for the reasons 
mentioned above, it was called eo2- In the next section the spectrum tmf will 
be constructed as a topological model for the moduli space (stack) of generalized 
elliptic curves. 

4. tmf 

4.1. The algebraic theory of modular forms 

Let C be the projective plane curve given by the Weierstrass equation 

y2 + aixy + a%y = x3 + a2X2 + a±x + a% (4.5) 

over the ring 
A = Z[ai ,a2,a 3 ,a 4 ,a 6] . 

Let 
A. = ®A2n, 

n£Z 

be the graded ring with 
A2n = H°(C; (r£M)®n). 

If « G A2 is the differential 
dx 

u = , 
2y + aix + ag 

then 
A^A^1]. 

The .4-module A2 is free over A of rank 1, and is the module of sections of the 
line bundle 

w := H° (Oc(-e)/Oc(-2e)) « p.&C. 

In this expression p : C —¥ Spec A is the structure map, and e : Spec A —r C is the 
point at oo. 

Let G be the algebraic group of projective transformations 

x >-¥ X2x + r, 

y H- X3y + sx + t. 

Such a transformation carries C to the curve C defined by an equation 

y2 + a\xy + a'3y = x3 + a'2x
2 + a'4x + a'6, 



Algebraic Topology and Modular Forms 299 

for some a-. This defines an action of G on .4». The ring of invariants 

H°{G;A.) 

is the ring of modular forms over Z. 
The structure of H°(G;A*) was worked out by Tate (see Deligne [17]). After 

inverting 6 and completing the square and the cube, equation (4.5) can be put in 
the form 

y2 = x3 + c4 x + c6 Ci, ce € A[\], 

with 

The elements 

a? + 4a2 aix + a% 
x = x + — — — y = y+—2—' 

c4 = 48«4C4, 

eg = 864 «6ce, 

lie in A,,, and 

We'll write 

H°(G-,A.) = Z[c4,ce,A]/(cl - c2 = 1728A). 

Mn = H°(G;A2n) 

for the homogeneous part of degree 2n. It is the group of modular forms of weight 
n over Z. 

4.2. The topological theory of modular forms 
In [27, 24] it is shown that this algebraic theory refines from rings to ring 

spectra, leading to a topological model for the theory of elliptic curves and modular 
forms. Here is a rough idea of how it goes. 

The set of regular points of C has a unique group structure in which the point 
at oo is the identity element, and in which collinear points sum to zero. Expanding 
the group law in terms of the coordinate t = x/y gives a formal group law 

Cf[s,t]£Als,q 

over A, which, by Quillen's theorem (see §3.3.) is classified by a graded ring homo
morphism 

M A - • A*. 

The functor 
X H> MA(X) ®MU. A» 

is not quite a cohomology theory, but it becomes one after inverting C4 or A. 
Based on this, a spectrum E A can be constructed with 

TT*EA = A,,, 
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and representing a complex oriented cohomology theory in which the formula for 
the first Chern class of a tensor product of complex line bundles is given by 

Cl (A ®L2) = vrl Cf (uci(Li),uci(L2)) -

A spectrum EQ can be constructed out of the affine coordinate ring of G in a similar 
fashion, as can an "action" of EQ on E A- The spectrum tmf is defined to be the 
(disconnected cover of the homotopy fixed point spectrum of this group action. 

To actually carry this out requires quite a bit of work. The difficulty is that 
the theory just described only defines an action of EQ on E A up to homotopy, and 
this isn't rigid enough to form the homotopy fixed point spectrum. In the end it 
can be done, and there turns out to be an unique way to do it. 

4.3. The ring of topological modular forms 
The spectrum tmf is a homotopy theoretic refinement of the ring H°(G; A*), 

there is a spectral sequence 

Hs(G;At)^TTt-stmî. 

The ring 7r» tmf is the ring of topological modular forms, and the group 7T2» tmf the 
group of topological modular forms of weight n. The edge homomorphism of this 
spectral sequence is a homomorphism 

7T2ntmf —r Mn. 

This map isn't quite surjective, and there is the following result of myself and Mark 
Mahowald 

Proposition 4.6 The image of the map TT2* tmf —r AA has a basis given by the 
monomials 

where 

aìà>kc\(^Ak i,k>0,j = 0,1 

cH,j,k — < 

i > 0 , j = 0 

i = i 
i,j = 0. i24/gcd(24,fc) 

In the table below I have listed the first few homotopy groups of tmf 

k 
TTktmî 

0 

z 
1 

Z/2 
2 

Z/2 
3 

Z/24 
4 
0 

5 
0 

6 
Z/2 

7 
0 

8 
Z ® Z / 2 

9 
(Z/2)2 

10 
Z/6 

11 
0 

12 
Z 

13 
Z/3 

14 
Z/2 

15 
Z/2 
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The homotopy homomorphism induced by the unit S° —¥ tmf of the ring tmf is the 
"tmf-degree," a ring homomorphism 

TTnS0 —¥ 7T» t m f . 

The tmf-degree is an isomorphism in dimensions < 6, and it take non-zero values on 
each of the classes represented by the Lie groups SU(3), U(3), Sp(2), Sp(ï) x Sp(2), 
G2, U(ï) x G2, regarded as framed manifolds via their left invariant framings. Thus, 
combined with the Hopf-invariant and the invariants coming from AO-theory, the 
tmf-degree accounts for all of TT^S0 for * < 15. In fact the Hopf-invariant and the 
invariants coming from KO can also be described in terms of tmf and nearly all of 
TTnS0 for * < 60 can be accounted for. 

5. 0-series 

5.1. Cohomology rings as rings of functions 

Consider the computation 

H*(CPao;Z) = Z[x]. 

On one hand this tells us something about the cell structure of complex projective 
space; the cohomology class xn is "dual" to the cell in dimension 2n. On the other 
hand, a polynomial is a function on the affine line, and the elements of H*(CP°°) 
tell us something about the affine line. Combining these, the prospect presents 
itself, of using the cell structure of one space to get information about the function 
theory of another. 

We will apply this not to ordinary cohomology, but to the cohomology theory 
E A- Before doing so, more of the function theoretic aspects of E A need to be 
spelled out. By construction, the ring EA(CP°°) is the ring of functions on the 
formal completion of C at the point e at 00. The ring EA(HP°°) is the ring of 
functions which are invariant under the involution 

T(X) = X , 
(5-7) 

T(V) = ^y - eux - a3 

given by the "inverse" in the group law. The map 

EKCP™) - • E\(pt) 

corresponds to evaluation at e, and the reduced cohomology group EA(CP°°) to 
the ideal of formal function vanishing at e. Note that this is consistent with the 
definition of .42 as sections of the line bundle u: 

A2 = TT2EA = Ë\(S2) = I/I2 = H° (Oc(-e)/Oc(-2ej). 
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Now ÊA(CP°°) is the cohomology group of the Thom complex EA(CP°°L). More 
generally, there is an additive correspondence 

{virtual representations of U(l)} <H> {divisors on C} , 

under which a virtual representation V corresponds to a divisor D for which 

E° ((CP°°)V) = H° (cf;i(D) <g> ( f i 1 ) ® ^ ) , 

where ß(V) is the multiplicity of the trivial representation in V. There is a similar 
correspondence between even functions with divisors of the form D + T*D, virtual 
representations V of SU(2) and EA ((HP°°)V) (with r the involution (5.7)). 

5.2. The Hopf flbration and the Weierstrass V-function 
Consider the function x in the Weierstrass equation (4.5). This function has a 

double pole at e. We now ask if there is a "best" x to choose, ie, a function with a 
double pole at e which is invariant under the action of r, s and t. Such a function 
will be an eigenvector for À with eigenvalue A2. It is more convenient to search for 
an quantity which is invariant under À as well, so instead we search for a quadratic 
differential on C, i.e. a section 

x' £ H° (C^l^ef2) 

which is invariant under r,s,t and A. Now the space H°(C; 01(e)2) has dimension 
2, and sits in a short exact sequence of vector spaces over Spec A 

0-Kjj2-tH0(C-,n1(è)2)-tOA-K), (5.8) 

where u is the line bundle of invariant differentials on C, and the second map is the 
"residue at e". This sequence is G-equivariant, and defines an element of 

Ext1(0,a;2) = A ^ G ; ^ ) . 

The obstruction to the existence of an x' with residue 1 is the Yoneda class v of 
this extension. Completing the square and cube in (4.5), gives the G-invariant 
expression 

(12a: + a2 + 4a2) u2, 

so that 12i/ = 0. In fact the group A1(G;.44) is cyclic of order 12 with v a s a 
generator. The group TT^ tmf = Z/24 is assembled from H1 (G; A4) and H3 (G; .46) = 
Z/2, and sits in an exact sequence 

0 - • H3(G; A6) - • 7T3 tmf - • Hl(G; A4) -> 0. 

This 12 can also be seen transcendentally. Over the complex numbers, a choice 
of x is given by the Weierstrass P-function: 

n*,r) = ±+ E 1 1 
z2 ^—' „ (z — rriT — n)2 (TOT + n)2 
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The Fourier expansion of V(z,r)dz2 is (with q = e27!lT and u = e27!tz) 

' dus 

V(z,T)dz" X^ <lnu i 1 2 V g " j 
^(l-qnu)2 12 ^(l-qn)2\ 

y»GZ v H ' n>\ v / 
U 

Note that all of the Fourier coefficients of V are integers, except for the constant 
term, which is 1/12. This is the same 12. 

Under the correspondence between divisors and Thom complexes, the differ
ential x' corresponds to a G-invariant element 

x[op £ E% (HP<2-^) , 

with V the defining representation of SU(2). Now the spectrum HP2^V has a 
(stable) cell decomposition 

ffP2(1-L> = S ° U „ e 4 U . . . 

with one cell in every real dimension 4k. The 4-cell is attached to the 0-cell by the 
stable Hopf map v : S7 —¥ S4, which generates ^ ( S 0 ) = Z/24. The restriction of 
the quadratic differential x[0 to the zero cell is given by the residue at e, and the 
obstruction to the existence of an G-invariant x[op with residue k is the image of k 
under the connecting homomorphism 

H°(G; A) -+ H1 (G; E°A (HP*-V/S°)) - (5.9) 

To evaluate (5.9), note that the map 

H1 (G;E°A (HP2-V/S0)) -+ H1 (G; A^(S4)) = H1 (G;AA)) = Z/12 

is projection onto a summand, and the image of (5.9) is contained in this summand. 
Thus the obstruction to the existence of the quadratic differential xtoP is the same 
k £ Z/12. In this way, the theory of topological modular forms relates the Hopf 
map v to the constant term in the Fourier expansion of the Weierstrass P-function, 
and to the existence of a certain quadratic differential on the universal elliptic curve. 

5.3. Lattices and their 0-series 
There is a slightly more sophisticated application of these ideas to the theory 

of even unimodular lattices. Suppose that L is a positive definite, even unimodular 
lattice of dimension 2d. The theta function of L, 9L is the generating function 

9L(q) = YlQ
m) 

= E L^n-
Ln = #{e\{l,l) = 2n}. 



304 M. J. Hopkins 

It follows from the Poisson summation formula that 9L (q) is the g-expansion of a 
modular form over Z of weight d, and so lies in the ring 

Z[c4,C6,A]/(cl -c\ - 1728A) c Z\q\, 

Ci = 1+ 240^ a3(n)qn, 

c6 = l-h04^a^n)qn, 

oo 

A = qJl(l-qn)2\ 
ra=l 

Since the group of modular forms of a given weight is finitely generated, the first 
few Ln determine the rest. This leads to many restrictions on the distributions of 
lengths of vectors in a positive definite, even unimodular lattice. 

The 0-series of L is the value at z = 0 of the ^-function 

( 0 , r ) = ^ A A , A + 2 ^ A z£C®L, q = e2 

which, under the correspondence between divisors and representations has the fol
lowing topological interpretation. Let V be any d-dimensional (complex) virtual 
representation of U(1)®L with the property that c\ (V) = 0 and C2(V) corresponds 
to the quadratic form, under the isomorphism 

H2 (B(U(1) ® L); Z) = Sym2 L*. 

For example, if A = (ay) is the matrix of the quadratic form with respect to some 
basis, then V could be taken to be 

^^Cä + ^aiAl-LiKl-Lj 
2 

where L, is the character of U(l) <g> L dual to the ith basis element. The series 
0(Z,T) corresponds to a G-invariant element 

etop £ E°A((BU(1)®L)V). 

The restriction of 9top to {pt} ' = S2n is an element of H°(G; A2d), be. an algebraic 
modular form of weight d. This modular form is 9L • 

Now the Thom spectrum (BU(1) ® L) ' has a stable cell decomposition 

2d d(2d+l) 

S2dö\/e2d+2ö V e2rf+4U---. 

Since ci (V) = 0, the cells of dimension 2d+2 are not attached to the (2d)-cell. The 
assumptions on the quadratic form, and on C2(V) imply that one of the (2d+ 4)-
cells is attached to the (2d)-cell by (a suspension of) the stable Hopf map v. The 
presence of this attaching map implies the following mod 24 congruence on 9L • 
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Theorem 5.10 Suppose L is a positive definite, even unimodular lattice of dimen
sion 24k. Write 

eL(q) = cf + nc4( '_1)A + • • • + xkA
k. 

Then 
xk=0 mod 24. (5.11) 

The above result was originally proved by Borcherds [12] as part of his investi
gation into infinite product expansions for automorphic forms on certain indefinite 
orthogonal groups. The above topological proof can be translated into the language 
of complex function theory. The details are in the next section. 

The congruence of Theorem 5.10 together with Proposition 4.6 give the fol
lowing 

Proposition 5.12 Suppose L is a positive definite, even unimodular lattice of di
mension 2d. There is an element 9£p £ tmf°(S'2rf) whose image in Md is 9L-

It can also be shown that the G-invariant 

9tQP £ H°(G;EA(B(U(1) ® L)v)) 

is truly topological in the sense that it is the representative in the A2-term of the 
spectral sequence 

H°(G; EA(B(U(1) ® L)v)) => tmî°(B(U(l) ® L)v), 

of an element in tmf0 ( B ( U ( 1 ) <g> L)v ) . I don't know of a direct construction of these 
truly topological theta series. 

5.4. An analytic proof of Theorem 5.10 
The analytic interpretation of the proof of Theorem 5.10 establishes the result 

in the form 

9L(q) dA _ 9L(q) dq _ 
ResA=o —i^- - r - = Resg=0 — j = 0 mod 24. (5.13) 

The equivalence of (5.11) with (5.13) follows easily from the facts 

d = 0 mod 24, 

—— = — mod 24. 
A q 

Set u = e2"A and for a vector p £ L let 

Mz>T) = , w—s—, 

where 
( l ^o"« ) ( l ^o"« - 1 ) a(q,u) = u2 (1 — u 1) TT 

(1-q-
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is the Weierstrass a-function. It is immediate from the definition that 

<j)ß(-Z,T) = <j)ß(z,T), 

and it follows from the modular transformation formula for 9 that for 

m,n£Z, (l h\ £$L2(Z), 

the function <j>ß(z,r) satisfies 

(j)ß(z+ mr+ n,r) = (j)ß(z,T), (5.14) 

These identities are equivalent to saying that if we write, with x = 2iriz, 

M*,T)=X-M (40 ) + <j>(2)x2 + . . . ) , 

then 4>ti is a modular form of weight d/2 + 2k. 
/2\ 

It is the term <jy^' that stores the information about the (2d + 4)-cells of the 
spectrum B(U(1) ® L)v. A little computation shows that 

0}=Oß-^9L, (5.16) 

where 
(i,ßY 

- — i l i . I I ì » 

' (1 -qn)2 

teL - n>l K ' > 
Because of (5.15), the expression 

^ d q 
Ak q 

is a meromorphic differential on the projective j-line. It's only pole is at q = 0. It 
follows that2 

•a 4>(ß] d(l n 

ftesg=o —rr — u, 

ZA" q 

and hence 
Res?=o -£-%• = - ^ R e s g = 0 - | - 1 (5.17) 

A* q 24 g-u Ak q 

To deduce (5.13), define 

p: L® Z/2 ^ Z/2 

2I learned this trick from Borcherds, who told me he learned it from a referee. 
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by letting p(ß) be the value of (5.17) reduced modulo 2. The left hand side of (5.17) 
shows that p does in fact takes its values in Z/2. Making use of the symmetry 
£ >-¥ —I, it also shows that p is linear. The right hand side shows that p is quadratic 
with underlying bilinear form 

p(ßi + ß2) -p(ßi) ~p(ß2) = (Mi )M2)T^Resg = 0 12 g = 0 A* q • 

It follows that 

(M11M2)—Res0=o —-. = 0 mod 2. 
\ P I > P - / 1 2 g u A k q 

Since L is unimodular, there are vectors ßi and ß2 with 

(ßl,ß2) = 1 

and so 
1 0L dq _ 

— Resg=0 —r—=0 mod 2. 
12 Ak q 

This is (5.13). 

6. Topological modular forms as cobordism invari
ants 

6.1. The Atiyah-Bott-Shapiro map 
As described in §2, the part of the homotopy groups of spheres that is best 

understood geometrically is the part that is captured by AO-theory. The geometric 
interpretations rely on the fact that all of the corresponding framed cobordism 
invariants can be expressed in terms of invariants of Spin-cobordism. From the 
point of view of topology what makes this possible is the factorization 

S° -> M Spin - • KO 

of the unit in AO-theory, through the Atiyah-Bott-Shapiro map MSpin —t KO. 
The Atiyah-Bott-Shapiro map is constructed using the representations of the spinor 
groups, and relies on knowing that for a space X, elements of KO°(X) are repre
sented by vector bundles over X. It gives a AO-theory Thom isomorphism for 
Spin-vector bundles, and is topological expression for the index of the Dirac opera
tor. Until recently it was not known how to produce this map by purely homotopy 
theoretic means. 

The framed cobordism invariants coming from tmf cannot be expressed di
rectly in terms of Spin-cobordism. One way of seeing this is to note that the group 
7T3 MSpin is zero. The fact that the map 

TT^S0 —¥ 7T3 t m f 
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is an isomorphism prevents a factorization of the form 

S° - • MSpin - • tmf . 

In some sense this is all t ha t goes wrong. Let BO(8) be the 7-connected cover 
of .BSpin, and MO(8) the corresponding Thom spectrum. We will see below tha t 
there is a factorization of the unit 

S ° - ) - M O ( 8 ) - > - t m f . 

There is not yet a geometric interpretation of t m f 0 ( X ) , so the construction of 
a map M0(8) —¥ tmf must be made using homotopy theoretic methods. The key-
to doing this is to exploit the A^- r ing structures on the spectra involved. 

6 . 2 . .Eoo-maps 

The spectra MO(8), MSpin, tmf and KO are all A^- r ing spectra, and from 
the point of view of homotopy theory it tu rns out easier to construct Eœ maps 

MSpin - • A O and M 0 ( 8 ) - • tmf 

than merely to produce maps of spectra. In fact the homotopy type of the spaces 
of Aoo-maps 

Eœ (MO(8),tmf) and A œ (MSpin, A O ) 

can be fairly easily identified using homotopy theoretic methods. In this section I 
will describe their sets of path components. 

A map <j> : MSpin —t KO determines a Hirzebruch genus with an even char
acteristic series K,p(z) £ QJx]]. Define the characteristic sequence of <j> to be the 
sequence of rational numbers 

(b2,h,---) 

x • 

n\ 

given by 

log(A^)) = A > E ^ 

We use this sequence to form the characteristic map 

TTOE^ (MSpin, A O ) - • {(62,64, • • • ) | 62i G Q} 

from the set of homotopy classes of E^, maps MSpin —t KO to the set of sequences 
of rational numbers. 

Let Bn denote the n t h Bernoulli number defined by 

ex -1 4^ " n! 

The following result is due to Mat thew Ando, myself, and Charles Rezk: 
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T h e o r e m 6.18 The characteristic map 

TTOE^ (MSpin, A O ) - • {(62,64, • • • ) | 62i G Q} 

gives an isomorphism of TTOE^ (MSpin, A O ) with the set of sequences 

( 6 2 , 6 4 , 6 6 , . . . ) 

for which 

i) bn = Bn/2n mod Z; 

ii) for each odd prime p and each p-adic unit c, 

m = n modpk(p—l) 

= ^ ( l - c n ) ( l - p n - 1 ) & „ = ( l - c r o ) ( l - p r o _ 1 ) & r o m o d p * + 1 ; 

iii) for each 2-adic unit c 

TO = n mod 2k 

=^ (1 - cn)(l - 2n-1)bn = (1 - c r o ) ( l - 2m-1)bm mod 2 f c + 2 . 

R e m a r k 6.19 By the Kummer congruences, the sequence with 62» = B2n/(4n) 
comes from an A ^ - m a p MSpin —t KO. The associated characteristic series is 

x x/2 

ex/2 _ e-x/2 sinh(a:/2) 

and the underlying map of spectra coincides with the one constructed by Atiyah-
Bott-Shapiro. Theorem 6.18 therefore gives a purely homotopy theoretic construc
tion of this map. 

We now turn to describing the set of homotopy classes of E^, maps 

MO(8) -»-tmf. 

Associated to a multiplicative map M0(8) —¥ tmf is a characteristic series of the 
form 

K4,(z) = J2a2nZ2n a2n£QM 

which is well-defined up to multiplication by the exponential of a quadratic function 
in z. We associate to such a series, a sequence 

( 54,56•••) < ? 2 » e Q M (6.20) 

according to the rule 
_—r ngn 

log (K^(z)) = -2 2 ^ gn —. 
n>0 
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For n > 2 t h e t e r m s gn is i n d e p e n d e n t of t h e q u a d r a t i c e x p o n e n t i a l f ac to r , a n d 

is t h e g - e x p a n s i o n of a m o d u l a r fo rm of we igh t n (see [27, 6]) . T h i s defines t h e 

characteristic map 

T T O A ^ (M0(8),tmf) - • {(g2, <?4, • • • ) I 52» G M 2 n ® Q } . 

Fol lowing Se r r e [52] let G2k d e n o t e t h e ( u n - n o r m a l i z e d ) E i s e n s t e i n ser ies of 

weight 2k 

G2k = - ^ + $>2*-i (n)g n , a2k-i(n) = E ^ ' -
»>0 d\n 

and for a prime p, let G2k be the (un-normalized) p-adic Eisenstein series 

G*2k = A^P2k-1)^§ + 5>2**-i (")?", 4 - i (« )= E d2k^-
n>0 d\n 

(d,p)=l 

We will also need the Atkin (U) and Verschiebung (V) operators on p-adic modular 
forms of weight k (See [52, §2.1]). For ap-adic modular form 

/ = E cin(in 

n=0 

of weight k, one defines 

f\u = J2apnq
n / | V ' = E a ' qpn. 

n=0 n=0 

Finally, we set 

f*=f-prh-1f\V. 

(This gives two meanings to the symbol G2k, which are easily checked to coincide.) 

P r o p o s i t i o n 6.21 The image of the characteristic map 

T T O A ^ ( M O ( 8 ) , t m f ) - • {(g2, <74, • • • ) I P2 n € M 2 n ® Q } 

is £fte sei of sequences (52») satisfying 

i) 52» = G 2„ mod M 2 n 

ii) For each odd prime p and each p-adic unit c, 

m = n modpk(p—l) ==?• (1 — cn)p* = (1 — cm)g^ modpk+1, 

iii) For each 2-adic unit c, 

m = n mod 2k = ^ (1 - cn)g*n = (1 - cm)g*m mod 2 f c + 2 . 



Algebraic Topology and Modular Forms 311 

iv) For each prime p, g^U = g^. 

The characteristic map is a principle A-bundle over its image, where A is a group 
isomorphic to a countably infinite product ofZ/2's. 

Remark 6.22 The group A occurring in the final assertion of Proposition 6.21 can 
be described explicitly in terms of modular forms. The description is somewhat 
technical, and has been omitted. 

By the Kummer congruences, the sequence of Eisenstein series (G4, Gg, • • • ) 
satisfy the conditions of Proposition 6.21. The corresponding characteristic series 
can be taken to be 

z/2 Yj (1-q IA 
n\2 

sinh(z/2) 1 J- (1 - qnez)(l - qne-z) ' 

and the genus is the Witten genus <j>w [57, 49, 21]. This gives the following corollary, 
which was the main conjecture of [?]. 

Corollary 6.23 There is an E^-map MO(8) —¥ tmf whose underlying genus is 
the Witten genus. 

Remark 6.24 This refined Witten genus is only specified up to action by an el
ement of the group A occurring in Proposition 6.21. It looks as if a more careful 
analysis could lead to specifying a single A^-map M0(8) —¥ tmf, but this has not 
yet been carried out. 

6.3. The image of the cobordism invariant 

The existence of a refined Witten genus has an application to the theory of 
even unimodular lattices. The following two results are due to myself and Mark 
Mahowald. 

Theorem 6.25 Let MO(8) —¥ tmf be any multiplicative map whose underlying 
genus is the Witten genus. Then the induced map of homotopy groups 7r»AfO(8) —¥ 
ir,, tmf is surjective. 

Combining this with Proposition 5.12 then gives 

Corollary 6.26 Let L be a positive definite, even unimodular lattice of dimension 
2d. There exists a 7'-connected manifold ML of dimension 2d, whose Witten genus 
is the 9-function of L, i.e. 

4>w(M) = 9L-

In case L is the Leech lattice, the existence of ML gives an affirmative answer 
to Hirzebruch's "Prize Question" [21]. 
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6.4. Spectra of units and .Eoo-maps 
The proofs of Theorems 6.18 and 6.21 come down to understanding the struc

ture of the group of units in AO°(X) and tmf°(X). 
For a ring spectrum R, let Gli (R) be the classifying space for the group of 

units in Acohomology: 
[X, Gl1(R)] = R°(X)x. 

If R = {Rn,tn}, then Gli (R) is part of the homotopy pullback square 

Gh(R) y Ro 

(6.27) 

7ro-Rx y TT0R. 

When R is an . ^ - r i n g spectrum, Gli (R) has a classifying space BGli (R). When 
R is AQO, then Gli (R) is an infinite loop space, i.e. there is a spectrum gli (R) with 
gli (R)o = Gli (R) (and gli (R)i = BGli (Rj). The space BGli (S°) is the classifying 
space for unoriented stable spherical fibrations, and the map 

BO(8) -+ BGli(S°) (6.28) 

whose associated Thom spectrum is M0(8), is an infinite loop map. More specifi
cally, let 6o(8) be the 7-connective cover of the spectrum AO. Then 

(S-16o(8))1 = BO(8), 

and there is a map of spectra 

S76o(8) - • gh (S°) 

for which the induced map (S_16o(8))1 —¥ (gh(S°))1 becomes (6.28). 
The following result is what makes it easier to construct A^-maps than merely 

maps of spectra. 

Proposition 6.29 The space E00(MSp'm,KO) is canonically homotopy equivalent 
to the space of factorizations 

gh (S°) ä- glt (S°) U GS-16o(4) 

4. ' 

gh (KO), 

and the space A0O(Af0(8),tmf) is canonically homotopy equivalent to the space of 
factorizations 

gh (S°) ä- glt (S°) U GS-16o(8) 

4. ' 

gh (tmf). 
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6.5. The Atkin operator and the spectrum of units in tmf 
Proposition 6.29 emphasizes the important role played by the spectrum of 

units gh (tmf) and gh (KO). Getting at the homotopy type of these spectra uses 
work of Bousfield [13] and Kuhn [31]. Fix a prime p let K(n) denote the n t h Morava 
A-theory at p, and 

LK(TI) '• Spectra —¥ Spectra 

the localization functor with respect to K(n) (see [46, 48]). Bousfield (in case n = 1) 
and Kuhn (in case n > 1) construct a functor 

vjA«) . g p a c e s _^ Spectra 

and a natural equivalence of HK(n\Eo) with LK^E. The spectrum HK(n'>(X) 
depends only on the connected component of X containing the basepoint. In the 
special case of an A^-ring spectrum A it gives (because of (6.27)) a canonical 
equivalence 

FK(n) §h E K, LK(n)E, 

which, when composed with the localization map gh E —t LK(n^ gh E, leads to a 
"logarithm" 

log|(„) : gh E -+ LK{n)E. 

Bousfield showed that for AO, the logarithm 

logffi) : glt KO -+ LKfl)KO = KOp 

becomes an equivalence after completing at p and passing to 2-connected covers. 
Charles Rezk has recently shown that for a space X, the map 

logffi) : AO°(X) x - • KO°p(X) 

is given by the formula 
1 i„„ (Mx) log, p \ xp 

This equivalence between the multiplicative and additive groups of A-theory was 
originally observed by Sullivan, and proved by Atiyah-Segal [9]. 

In the case of tmf, Paul Goerss, Charles Rezk and I have shown that the 
Bousfield-Kuhn logarithms leads to a commutative diagram 

log 

gh tmf —-—y tmf. 
t m f 

(6.30) 

L K ( \ ) t m f • L K ( I ) t m f 

which becomes homotopy Cartesian after completing at p and passing to 3-connected 
covers. The spectrum tmfp is the p-adic completion of tmf, and the map log*m has 
a description in terms of modular forms, but to describe it would take us outside 
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the scope of this paper. The spectrum LK^ tmf is the topological analogue of the 
theory of p-adic modular forms of Serre [52] and Katz [30], and the map U is the 
topological Atkin operator. One noteworthy feature of this square is that it locates 
the Atkin operator in the theory of all modular forms (and not just p-adic modular 
forms). Another is that it connects the failure of log*m to be an isomorphism with 
the spectrum of U. For example, let F denote the fiber of 

By the square (6.30) 

7T23-F 
JP p=691 

ZP(BZP/(T(P)-(P11 + 1)) p#691 , 

where r is the Ramanujan r function, defined by 

gn(i^")24=Er(fc)^-
» = i k=i 

For p ^ 691 the torsion subgroup of iT2zF has order determined by the p-adic 
valuation of (r(p) — 1). The only primes less that 35,000 for which r(p) = 1 mod p 
are 11, 23, and 691. It is not known whether or not r(p) = 1 mod p holds for 
infinitely many primes. 

The fiber of log*m seems to store quite a bit of information about the spectrum 
of the Atkin operator and p-adic properties of modular forms. Investigating its 
homotopy type looks like interesting prospect for algebraic topology. 
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Classification of S up er symmetries 

Victor G. Kac* 

A b s t r a c t 

In the first part of my talk I will explain a solution to the extension of 
Lie's problem on classification of "local continuous transformation groups of 
a finite-dimensional manifold" to the case of supermanifolds. (More precisely, 
the problem is to classify simple linearly compact Lie superalgebras, i.e. top-
logical Lie superalgebras whose underlying space is a topological product of 
finite-dimensional vector spaces). In the second part I will explain how this 
result is used in a classification of superconformai algebras. The list consists 
of affine superalgebras and certain super extensions of the Virasoro algebra. 
In the third part I will discuss representation theory of affine superalgebras 
and its relation to "almost" modular forms. Furthermore, I will explain how 
the quantum reduction of these representations leads to a unified represen
tation theory of super extensions of the Virasoro algebra. In the forth part 
I will discuss representation theory of exceptional simple infinite-dimensional 
linearly compact Lie superalgebras and will speculate on its relation to the 
Standard Model. 

Introduction 

The theory of Lie groups and Lie algebras began with the 1880 paper [L] of 
S. Lie where he posed the problem of classification of "local continuous transforma
tion groups of a finite-dimensional manifold" M and gave a solution to this problem 
when dim M = 1 and 2. 

The most important par t of Lie's problem is the classification of the corre
sponding Lie algebras of vector fields on M up to "formal" isomorphism. A more 
invariant (independent of M) formulation is to classify linearly compact Lie alge
bras, i.e., topological Lie algebras whose underlying space is a topological product of 
discretely topologized finite-dimensional vector spaces [GS], [G2]. (Of course, it is 
well-known tha t it is impossible to classify even all finite-dimensional Lie algebras. 
Wha t is usually meant be a "classification" is a complete list of simple algebras (no 
non-trivial ideas) and a description of semisimple algebras (no abelian ideals) in 
terms of simple ones.) 
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It turned out that a solution to this problem requires quite different methods in 
the cases of finite-dimensional and infinite-dimensional groups. The most important 
advance in the finite-dimensional case was made by W. Killing and E. Cartan at 
the end of the 19th century who gave the celebrated classification of simple finite-
dimensional Lie algebras over C. The infinite-dimensional case was studied by 
Cartan in a series of papers written in the beginning of the 20 th century, which 
culminated in his classification of infinite-dimensional "primitive' Lie algebras of 
vector fields on a finite-dimensional manifold [C]. 

The advent of supersymmetry in theoretical physics in the 1970s motivated 
work on the "super" extension of Lie's problem. In the finite-dimensional case the 
latter problem was settled in [K2]. However, it took another 20 years before the 
problem was solved in the infinite-dimensional case [K7], [CK2], [CK3]. 

In the first part of my talk I will explain the classification of simple linearly-
compact Lie superalgebras. Remarkably, unlike in the Lie algebra case, the ap
proach, based on the ideas of the papers [GS], [W], [Kl] and [G2], is very similar in 
the finite- and infinite-dimensional cases. 

The advent of conformai field theory in the mid-1980s motivated the work on 
classification and representation theory of superconformai algebras. In the second 
part of my talk I will explain how the classification of infinite-dimensional simple 
linearly compact Lie algebras is applied to classification of "linear" simple supercon
formai algebras. A complete list consists of the affine superalgebras, and of several 
series and one exceptional example of super extensions of the Virasoro algebra [FK]. 
(The most famous of these super extensions is the N = 2 superconformai algebra, 
which plays a fundamental role in the mirror symmetry theory.) 

In the third part of my talk I will discuss representation theory of affine su
peralgebras [KW3], [KW4]. The key property of "admissible" representations of 
affine algebras is that their characters are modular functions. This is not so in the 
super case—for some mysterious reason, modular functions get replaced by closely-
related but more general functions, like Appell's function [KW4]. 

Next, I will explain how the quantum reduction of "admissible" representations 
of affine superalgebras leads to a unified representation theory of (not necessarily-
linear) super extensions of the Virasoro algebra [KRW],[KW5]. This gives rise to a 
large class of supersymmetric rational conformai field theories. 

In the last part of my talk I will discuss representation theory of exceptional 
infinite-dimensional simple linearly compact Lie superalgebras [KR1]-[KR4]. I am 
convinced that this theory may have applications to "real" physics. The main reason 
for this belief is the exceptional Lie superalgebra A(3|6) whose maximal compact 
group of automorphisms is the gauge group of the Standard Model (= a quotient of 
SUz x SU2 x Ui by a cyclic group of order 6). Furthermore, representation theory 
of A(3|6) accurately predicts the number of generations of leptons (= 3), but not so 
accurately the number of generations of quarks (= 5) [KR2]. It is also striking that 
the inclusion of the gauge group of the Standard Model in SU5, which is the gauge 
group of the Grand Unified Model, extends to the inclusion of A(3|6) in A(5|10), 
the largest exceptional linearly compact Lie superalgebra. 
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1. Classification of simple linearly compact Lie superalge
bras. 

1.1. First, recall some basic superalgebra terminology. A superalgebra is simply a 
Z/2Z-graded algebra: 

S = <% + Sj, where SaSß C Sa+ß ,a,ß£ ZJ2Z = {0,1} . 

If a £ Sa, one says that the parity p(a) is equal to a. A derivation D of parity p(D) 
of a superalgebra S is a vector space endomorphism satisfying condition 

D(ab) = (Da)b+(-l)p{D)p{a)a(Db). 

The sum Der S of the spaces of derivations of parity 0 and 1 is closed under the 
super bracket: 

[D,Di] = DDi - (-l)p{D)p{Dl)DiD. 

This super bracket satisfies super analogs of anticommutativity and Jacobi identity, 
hence defines what is called a Lie superalgebra. (The super anticommutativity axiom 
is [a,6] = —( — l)p^p^[b,a], and the super Jacobi identity axiom means that the 
operator (ada)6 := [a, 6] is a derivation.) 

One of the basic constructions is the superization which basically amounts to 
adding anticommuting indeterminates. In other words, given an algebra (associative 
or Lie) A we consider the Grassmann algebra A(n) in n anticommuting indetermi
nates £ i , . . . , £n ° v e r -4- This algebra carries a canonical Z/2Z-gradation defined by-
letting p(A) = 0, p(Çi) = 1. If Om denotes the algebra of formal power series over 
C in m indeterminates, then Om (n) is the algebra over C of formal power series in m 
commuting indeterminates x = (xi,... ,xm) and n anticommuting indeterminates 

I y * - . y* \ ' FY* ' rY* - rY* - rY* ' rY* ' ?" - y* - rY* ' >*->". ____ yù . yù. 

— lSl) ' ' ' )S»/ ' •LfLj — -tj-fc», •''»SJ — SJ-''«) s«sj — SJSf 
Note that the associative superalgebra Om(n) is linearly compact with respect 

to the topology for which the powers of the augmentation ideal (x\,...,xm, £i, • • •, C» 
form a fundamental system of neighborhoods of 0. The algebra A(n) has odd (i.e., of 
parity 1) derivations 9/9£, defined by 

— (a) = 0 for a£ A, ^ - ( £ j ) = % , 
dÇi dÇi 

and these derivations anticommute, i.e., [9/9£,, d/dÇj] = 0. 
The first basic example of a linearly compact Lie superalgebra is the Lie su

peralgebra denoted by W(m\n), of all continuous derivations of the topological 
superalgebra Om(n): 

{ m ri n rl 

E^>«äA; + E^(^)äA-
where Pi(x,Ç),Qj(x,{;) £ Om(n). In a more geometric language, this is the Lie 
superalgebra of all formal vector fields on a supermanifold of dimension (m\n). 
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1.2. Cartan's theorem [C] states that a complete list of infinite-dimensional lin
early compact simple Lie algebras over C consists of four series: the Lie algebra 
Wm(= W(m\0j) of all formal vector fields on an m-dimensional manifold, and its 
subalgebras Sm of divergenceless vector fields (TO > 1), Hm of Hamiltonian vector 
fields (TO even), Km of contact vector fields (TO odd). 

There is a unique way to extend divergence from Wm to W(m\n) such that 
the divergenceless vector fields form a subalgebra: 

idQ1 
EM)P ( 

•-'S// • '-' '" * / * J 

and the super analog of Sm is 

S(m\n) = {X £ W(m\n)\ divX = 0} . 

In order to define super analogs of the Hamiltonian and contact Lie algebras 
Hm and Km, introduce a super analog of the algebra of differential forms [K2]. 
This is an associative superalgebra over Om(n), denoted by 0(TO|n), on generators 
dxi,... ,dxm, dÇi,.. .,dÇn and defining relations: dxidxj = -dxjdxi, dxidÇj = 
dÇjdxi, dÇidÇj = dÇjdÇi, and the Z/2Z-gradation defined by: p(xi) = p(dÇj) = 
0, p(Ci) = p(dxi) = 1. This superalgebra is linearly compact in the topology-
defined by powers of the augmentation ideal. The topological superalgebra 0(TO|n) 
carries a unique continuous derivation d of parity 1 such that d(xi) = dxi, d(Çj) = 
d£,j, d(dxi) = 0, d(dÇj) = 0. The operator d has all the usual properties, e.g.: 
df = J2t dxiß^- + J2j äF" d£j f° r / e Om{n), and d2 = 0. As usual, for any X £ 
W(m\n) one defines a derivation ix (contraction along X) of the superalgebra 
0(TO|n) by the properties (here x stands for x and £): p(ix) = p(X) + l, f-x(xj) = 
0, bx(dxj) = (-l)p(xiX(xj). The action of any X £ W(m\n) on Om(n) extends 
in a unique way to the action by a derivation of 0(TO|n) such that [X, d] = 0. This 
is called Lie's derivative and is usually denoted by Lx, but we shall write X in 
place of Lx unless confusion may arise. One has the usual Cartan's formula for this 
action: Lx = [d,ix]-

Using this action, one can define super-analogs of the Hamiltonian and contact 
Lie algebras for any n £ Z+: 

H(m\n) = {X £ W(m\n)\Xojs = 0} , 

where TO = 2k and UJS = J2i=i dxi A dxk+i + X^=i(^£j)2) 

K(m\n) = {X £ W(m\n)\XüJc = foJc} , 

where TO = 2k + 1, uc = dxm + Xà=i Xidxk+i + Xw=i Ci dÇj, a n d / £ Om(n). 

Note that W(0|n), S'(Oln) and A(0|n) are finite-dimensional Lie superalge
bras. The Lie superalgebras W(0|n) and S'(Oln) are simple iff n > 2 and n > 3, 
respectively. However, A(0|n) is not simple as its derived algebra A'(0|n) has codi-
mension 1 in A(0|n), but A'(0|n) is simple iff n > 4. Thus, in the Lie superalgebra 
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case the lists of simple finite- and infinite-dimensional algebras are much closer 
related than in the Lie algebra case. 

These four series of Lie superalgebras are infinite-dimensional if TO > 1, in 
which case they are simple except for S'(lln). The derived algebra S"(l|n) has 
codimension 1 in S'(lln), and S"(l|n) is simple iff n > 2. 

Remarkably it turned out that the above four series do not exhaust all infinite-
dimensional simple linearly compact Lie superalgebras (as has been suggested in 
[K2]). Far from it! 

As was pointed out by several mathematicians, the Schouten bracket [SV] 
makes the space of polyvector fields on a m-dimensional manifold into a Lie su
peralgebra. The formal analog of this is the following fifth series of superalgebras, 
called by physicists the Batalin-Vilkoviski algebra (H stands here for "Hamiltonian" 
and O for "odd"): 

HO(m\m) = {X £ W(rri\m)\Xojos = 0} , 

where OJOS = Y^Li dXidÇi is an "odd" symplectic form. Furthermore, unlike in the 
H(m\n) case, not all vector fields of HO(m\n) have zero divergence, which gives 
rise to the sixth series: 

SHO(m\m) = {X £ HO(m\m)\ divX = 0} . 

The seventh series is the odd analog of K(m\n) [ALS]: 

A0(TO|TO + 1) = {X £ W(m\m + 1)\XUJ0C = foJoc} , 

where OJOC = d£m+i + X^i=i(£* dxi + xi d£,) is an odd contact form. One can take 
again the divergence 0 vector fields in A 0 ( T O | T O + 1) in order to construct the eighth 
series, but the situation is more interesting. It turns out that for each ß £ C one 
can define the deformed divergence diyg X [Ko], [K7], so that div = div0 and 

SKO(m\m+l;ß) = {X £ KO(m\m + l)\divßX = 0} 

is a subalgebra. The superalgebras HO(m\m) and A 0 ( T O | T O + 1 ) are simple iff TO > 2 
and TO > 1, respectively. The derived algebra SHO'(m\m) has codimension 1 in 
SHO(m\m), and it is simple iff TO > 3. The derived algebra SKO'(m\m + 1; ß) is 
simple iff TO > 2, and it coincides with S 'A0(TO|TO+ 1; ß) unless ß = 1 or 2 Z ^ when 
it has codimension 1. 

Some of the examples described above have simple "filtered deformations", 
all of which can be obtained by the following simple construction. Let I be a 
subalgebra of W(m\n), where n is even. Then it happens in three cases that 

L~ := (1 + n?=1&)L 

is different from L, but is closed under bracket. As a result we get the following 
three series of superalgebras: ^^(Oln) [K2], S'A0"J(TO|TO) [CK2] and SKO~(m\m + 
1; m^2-) [Ko] (the constructions in [Ko] and [CK2] were more complicated). We thus 
get the ninth and the tenth series of simple infinite-dimensional Lie superalgebras: 

SHO~(m\m), m>2,meven, 

SKO~(m\m + 1;1 + 2/m), m > 3,modd . 
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A surprising discovery was made in [Shi] where the existence of three excep
tional simple infinite-dimensional Lie superalgebras was announced. The proof of 
the existence along with one more exceptional example was given in [Sh2]. An 
explicit construction of these four examples was given later in [CK3]. The fifth 
exceptional example was found in the work on conformai algebras [CK1] and inde
pendently in [Sh2]. (The alleged sixth exceptional example A(2|2) of [K7] turned 
out to be isomorphic to SKO(2\3; 1) [CK3].) 

Now I can state the first main theorem. 

Theorem 1. [K7] The complete list of simple infinite-dimensional linearly com
pact Lie superalgebras consists of ten series of examples described above and five 
exceptional examples: A(l|6), A(3|6), A(3|8), A(4|4), and A(5|10). 

Here and before the notation X(TO|n) means that this superalgebra can be 
embedded in W(m\n) and that this embedding is minimal possible; A stands for 
"exceptional". 

Remark. The local classification of transitive primitive (i.e., leaving no invariant 
fibrations) actions on a (super)manifold M is equivalent to the classification of all 
"primitive" pairs (L,L0), where L is a linearly compact Lie (super)algebra and L0 

is a maximal open subalgebra (such that dim L/L0 = dimAf) without non-zero 
ideals of L. If L is simple, choosing any maximal open subalgebra L0, we get a 
primitive pair (L,L0). One can show that if, in addition, L is a Lie algebra and 
dimL = oo, there exists a unique such L0. According to Cartan's theorem, the 
remaining infinite-dimensional primitive pairs are the Lie algebras obtained from 
Sn and Hn by adding the Euler operator A. Using the structure results on gen
eral transitive linearly compact Lie algebras [Gl], it is not difficult to reduce the 
classification of infinite-dimensional primitive pairs to the classification of simple 
infinite-dimensional linearly compact Lie algebras (cf. [G2]). Such a reduction is 
possible also in the Lie superalgebra case, but it is much more complicated for two 
reasons: (a) a simple linearly compact Lie superalgebra may have several maximal 
open subalgebras (see [CK3] for a classification), (b) construction of arbitrary prim
itive pairs in terms of simple primitive pairs is more complicated in the superalgebra 
case (see [K8]). 

1.3. Here I will describe the classification of finite-dimensional simple Lie superal
gebras. We already have four "non-classical" series: W(0|n), S'(Oln), A'(0|n) and 
^^(Oln). The four "classical" series are constructed as follows. Introduce the fol
lowing even and odd Euler operators A = X]/Aöfr + TJÇJWT

 e W(m\n) and 

Eo = Ti A 4 + EiCiöf- e W(m\m). Let 

si(m,\n) = {X £S(m\n)\[E,X] = 0}, 

spo(m\n) = {X £ H(m\n)\[E,X] = 0} , 

p(m\m) = {X £SHO(m\m)\[E,X]=0}, 

q(m\m) = {X £ W(m\m)\[E0,X] = 0} . 
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The Lie algebras s£m = s£(m\0), spm = spo(m\0), son = spo(0\n) are simple. Fur
thermore, s£(m\n) are simple for TO ̂  n, all spo(m\n) and p(m\m) (TO > 3) are sim
ple. The superalgebra s£(m\m) contains 1-dimensional ideal CA and s£(m\m)/CE 
is simple for TO > 2. Finally, the derived algebra <J<'(TO|TO) has codimension 1 in 
<J<(TO|TO) and q'(m\m)/CE is simple for TO > 3. 

Theorem 2. [K2] The complete list of simple finite-dimensional Lie superalgebras 
consists of eight series of examples described above, the exceptional Lie superalgebras 
F(4) and G(3) of dimension 40 and 31, respectively, a 1-parameter family of 17-
dimensional exceptional Lie superalgebras D(2,l;a), and the five exceptional Lie 
algebras. 

1.4. Plan of the proof of Theorem 1. 
Step 1. Introduce Weisfeiler's filtration [W] of a simple linearly compact Lie 

superalgebra L. For that choose a maximal open subalgebra L0 of L and a minimal 
subspace L_i satisfying the properties: L_i ^ L0, [L0,L_i] c L_i. (Geomet
rically this corresponds to a choice of a primitive action of L and an invariant 
irreducible differential system.) The pair L_i, L0 can be included in a unique filtra
tion: L = L-i D L_d+i D ••• D L_i D L0 D L\ D • • •, called Weisfeiler's filtration 
of depth d. (In the Lie algebra case, d > 1 only for Km, when d = 2, but in the Lie 
superalgebra case, d > 1 in the majority of cases.) The associated to Weisfeiler's 
filtration Z-graded Lie superalgebra is of the form GrL = Hj>^dQj, and has the 
following properties: 

(GO) dimQj < oo (since codini L0 < oo), 
(Gl ) Q-j = Q3_± for j > 1 (by maximality of Lo), 
(G2) [x,f(_i] = 0 for x £ Qj, j > 0 =3- x = 0 (by simplicity of L), 
(G3) go-module g_i is irreducible (by choice of L_i), and faithful (by (G2)). 

Weisfeiler's idea was that property (G3) is so restrictive, that it should lead to a 
complete classification of Z-graded Lie algebras satisfying (G0)-(G3). (Incidentally, 
the infinite-dimensionality of L and hence of GrL, since L is simple, is needed only 
in order to conclude that gi ^ 0.) This indeed turned out to be the case [Kl]. In 
fact, my idea was to replace the condition of finiteness of the depth by finiteness of 
the growth, which allowed one to add to the Lie-Cartan list some new Lie algebras, 
called nowadays affine Kac-Moody algebras. 

However, unlike in the Lie algebra case, it is impossible to classify all finite-
dimensional irreducible faithful representations of Lie superalgebras. One needed a 
new idea to make this approach work. 

Step 2. The main new idea is to choose L0 to be invariant with respect to all 
inner automorphisms of L (meaning to contain all even ad-exponentiable elements 
of L). A non-trivial point is the existence of such L0. This is proved by making 
use of the characteristic supervariety, which involves rather difficult arguments of 
Guillemin [G2]. 

Next, using a normalizer trick of Guillemin [G2], I prove, for this choice of 
L0, the following very powerful restriction on the go-module g_i (at this point 
dimL = oo is used): 
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(G4) [QO,X] = g- i for any non-zero even element x of g_i. 

Step 3. Consider a faithful irreducible representation of a Lie superalgebra p in 
a finite-dimensional vector space V. This representation is called strongly transitive 
if p • x = V for any non-zero even element x £ V. By properties (GO), (G3) and 
(G4), the go-module g_i is strongly transitive. 

In order to demonstrate the power of this restriction, consider first the case 
when p is a Lie algebra and V is purely even. Then the strong transitivity simply 
means that 17\{0} is a single orbit of the Lie group P corresponding to p. It is 
rather easy to see that the only strongly transitive subalgebras p of gly are gly, 
sly, spy and espy. These four cases lead to GrL, where L = Wn, Sn, Hn and Kn, 
respectively. 

In the super case the situation is much more complicated. First we consider the 
case of "inconsistent gradation", meaning that g_i contains a non-zero even element. 
The classification of such strongly transitive modules is rather long and the answer 
consists of a dozen series and a half dozen exceptions (see [K7], Theorem 3.1). 
Using similar restrictions on g_ 2 ,g-3 , • • -, we obtain a complete list of possibilities 
for GrL< := (Dj<oQj, in the case when g_i contains non-zero even elements. It 
turns out that all but one exception are not exceptions at all, but correspond to the 
beginning members of some series. As a result, only A(4|4) "survives". 

Step 4. Next, we turn to the case of a consistent gradation, i.e., when g_i is 
purely odd. But then g0 is an "honest" Lie algebra, having a faithful irreducible 
representation in g_i (condition (G4) becomes vacuous). An explicit description of 
such representations is given by the classical Cartan-Jacobson theorem. In this case 
I use the "growth" method developed in [Kl] and [K2] to determine a complete list of 
possibilities for GrL<. This case produces mainly the (remaining four) exceptions. 

Step 5 is rather long and tedious [CK3] . For each GrL< obtained in Steps 3 
and 4 we determine all possible "prolongations", i.e., infinite-dimensional Z-graded 
Lie superalgebras satisfying (G2), whose negative part is the given GrL<. 

Step 6. It remains to reconstruct L from GrL, i.e., to find all possible filtered 
simple linearly compact Lie superalgebras L with given GrL (such an L is called a 
simple filtered deformation of GrL). Of course, there is a trivial filtered deformation: 
GrL := Hj>^dQj, which is simple iff GrL is. It is proved in [CK2] by a long and 
tedious calculation that only SHO(m\m) for TO even > 2 and SKO(m\m + 1; m^2-) 
for TO odd > 3 have a non-trivial simple filtered deformation, which are the ninth 
and tenth series. It would be nice to have a more conceptual proof. Recall that 
SH0(m\m) is not simple, though it does have a simple filtered deformation. Note 
also that in the Lie algebra case all filtered deformations are trivial. 

1.5. Plan of the proof of Theorem 2. 
The key idea is the same as in the proof of Theorem 1. Choose a maximal 

subalgebra L0 of a simple finite-dimensional Lie superalgebra L containing the even 
part of L. It is easy to see then that L_i = L, so that the corresponding Weisfeiler's 
filtration has depth 1. Hence GrL has the form: GrL = ®jL_1Qj. This gradation 
is consistent and, of course, satisfies conditions (G0)-(G3). There are two cases. 
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Case 1. N > 1. Then we apply the growth method (as in Step 4 of Sec. 1.4.) 
to obtain a complete list of possibilities for GrL<. Then, as in Step 5 of Sec. 1.4. 
we determine all prolongations of each GrL< (all of them will be subalgebras of 
lF(0,dimgi)), and all filtered deformations of these prolongations. This case pro
duces all "non-classical" series, and also s£(m\n), spo(m\2) andp(TO|m). 

Case 2. N = 0. Then Lg- is a semisimple Lie algebra and its representation in 
L- is irreducible. The Killing form on L is either non-degenerate, in which case we 
apply the standard Killing-Cartan techniques, or it is identically zero. In the latter 
case one uses Dynkin's index to find all possibilities for the Lg-module LT. 

1.6. In order to describe the construction of the exceptional infinite-dimensional 
Lie superalgebras (given in [CK3]), I need to make some remarks. Let iim = O(TO|0) 

be the algebra of differential forms over Om, let 0TO denote the space of forms of 
degree k, and 0TO ci the subspace of closed forms. For any X £ C the representation 
of Wm on QTO can be "twisted" by letting 

X H> Lx + X div X, X £ Wm , 

to get a new WTO-module, denoted by 0TO(A) (the same can be done for W(m\nj). 
Obviously, 0TO(A) = 0TO when restricted to Sm. Then we have the following obvious 
WTO-module isomorphisms: 0 ^ ~ 0™( —1) and fi^(l) — 0™. Furthermore, the 
map X i-t ix(dxi A . . . A dxm) gives the following WTO-module and SA-module 
isomorphisms: 

m — " T O I 1), J m — ll
m,ct ' 

We shall identify the representation spaces via these isomorphisms. 
The simplest is the construction of the largest exceptional Lie superalgebra 

A(5|10). Its even part is the Lie algebra S5, its odd part is the space of closed 2-forms 
Og c(. The remaining commutators are defined as follows for X £ S5, u, A £ Oj? c(: 

[X, OJ] = LXOJ, [ai, A] = u) A A £ 0 | ci = S5 . 

Each quintuple of integers (01,02,... ,05) such that a = Ti ai is even, defines 
a Z-gradation of A(5|10) by letting: 

dega:, = — —— = a,, deg dxi = ai — 4a. 
OXi 

The quintuple (2 ,2 , . . . , 2) defines the (only) consistent Z-gradation, which has 
depth 2: A(5|10) = Hj>_2gi, and one has: 

go ~ «A and g_i ~ A2C5, g_2 — C5* as go-modules. 

Furthermore, Hj>0gj is a maximal open subalgebra of A(5|10) (the only one which 
is invariant with respect to all automorphisms). There are three other maximal 
open subalgebras in A(5|10), associated to Z-gradations corresponding to quintuples 
(1,1,1,1,2), (2,2,2,1,1) and (3,3,2,2,2), and one can show that these four are all, 
up to conjugacy, maximal open subalgebras (cf. [CK3]). 
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Another important Z-gradation of A(5|10), which is, unlike the previous four, 
by infinite-dimensional subspaces, corresponds to the quintuple (0 ,0 ,0 ,1 ,1 ) and has 
depth 1: A(5|10) = H x > - i g A . One has: g° ~ A(3|6) and the gA form an important 
family of irreducible A(3|6)-modules [KR2]. The consistent Z-gradation of A(5|10) 
induces tha t of g° : A(3|6) = Hj>_2ßj , where 

ao~s£z®s£2®g£i, o_i ~ C3 M C2 M C, n „ 2 ~ C i B C I C . 

A more explicit construction of A(3|6) is as follows [CK3]: the even par t is W$ + 
fig ® «A, the odd part is fig( —4j ® C2 with the obvious action of the even part , 
and the bracket of two odd elements is defined as follows: 

[OJ ® u, A ® v] = (wA OJ') ® (u A v) + (dw A A + u A du') ® (u • v). 

Here the identifications fi§( —1) = W$ and Og = f i | ( — 1) are used. 
The gradation of A(5|10) corresponding to the quintuple (0 ,1 ,1 ,1 ,1 ) has 

depth 1 and its 0 t h component is isomorphic to A( l |6 ) (cf. [CK3]). 
The construction of A(4|4) is also very simple [CK3]: The even part is W4, 

the odd par t is ii\( — | ) and the bracket of two odd elements is: 

[u!,u/] = duAuj'+ujAdu'£ f i | ( —1) = W 4 . 

The construction of A(3|8) is slightly more complicated, and we refer to [CK3] for 
details. 

= I\IT. Let 
a Lie superalge-

1.7. All exceptional simple finite-dimensional Lie superalgebras (including the ex
ceptional Lie algebras) are obtained as special cases of the following important 
construction [K2]. Let I = { 1 , . . . , r } and let Ij be a subset of I, 
A = (aij)ijei be a matr ix over C. We associate to the pair ( .4,1 
bra g(A, J-) as follows. Let g(A, J-) be the Lie superalgebra on generators e», / , , hi 
(i £ I) of parity p(hi) = 0 for i £ I, p(e») = p(fi) = a £ {0,1} for i £ Ia, and the 
following s tandard relations: 

[hi, hj] = 0, [eh fj] = ôijhi, [hi,ej] = aijCj, [hi, fj] = - a y / j . 

Define a Z-gradation g(A, I- (BjezBj by letting deg ht = 
Then go is the C-span of {A}»ei, and we denote by J (A, Ij 
ideals of g(.4, JT) tha t intersect go trivially. We let 

0, dege , = — deg fi = 1. 
the sum of all Z-graded 

g(A,IT)=g(A,IT)/J(A,IT). 

Of course, if A is the Car tan matrix of a simple finite-dimensional Lie algebra 
g, then g ~ g(A, 0), the ideal J(A, 0) being generated by "Serre relations". Likewise, 
generalized Car tan matrices give rise to Kac-Moody Lie algebras [K3]. 

Consider the following matrices (a £ C\{0, —1}): 

Da 

0 -1 -a 
A 2 0 
A 0 2 

F 

0 
1 
0 
0 

-1 
2 

-1 
0 

0 
-2 

2 
-1 

0 
0 

-1 
2 

G 
0 - 1 0 

- 1 2 - 3 
0 - 1 2 
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Then D(2,l;a) ~ g(Da,{l}), F(4) ~g(F,{l}) and G(3) ~g (G,{ l} ) . Note, how
ever, that unlike in the Lie algebra case, "inequivalent" pairs (.4, J-) may produce 
isomorphic Lie superalgebras. For example, in the cases A(2, l ;a) , F(4) and G(3) 
there are 2, 6 and 4 such pairs, respectively. 

Finite-dimensional simple Lie superalgebras that are isomorphic to g(.4, JT) 
for some matrix A are called basic (they will play an important role in the next 
parts of the talk). The remaining basic simple Lie superalgebras (that are not Lie 
algebras) are s£(m\n)/8m,:nCE and spo(m\n). 

2. A classification of superconformai algebras 

Superconformai algebras have been playing an important role in superstring 
theory and in conformai field theory. Here I will explain how to apply Theorem 1 to 
the classification of "linear" superconformai algebras. By a ("linear") superconfor-
mal algebra I mean a Lie superalgebra g spanned by coefficients of a finite collection 
F of fields such that the following two properties hold: 

(1) for a,b £ F the singular part of OPE is finite, i.e., 

[a(z),b(w)] = 2_.cj(w)dwô(z—w) (a finite sum), where all Cj(w) £ £[dw]F, 

(2) g contains no non-trivial ideals spanned by coefficients of fields from a C[9œ]-
submodule of C[dw]F. 

(Recall that a field is a formal expression a(z) = TneZ, anz
n, where an £ g and 

z is an indeterminate, and 8(z — w) = z^1 Tn€l,(w/z)n is the formal ^-function. 
See [K5] for details.) 

This problem goes back to the physics paper [RS], some progress in its solution 
was made in [K6] and a complete solution was given in [FK]. (A complete classifica
tion even in the "quadratic" case seems to be a much harder problem, see [FL] and 
Section 4 below for some very interesting examples.) The simplest example is the 
loop algebra g = C[x, x^1] ®g (= centerless affine Kac-Moody superalgebra), where 
g is a simple finite-dimensional Lie superalgebra. Then F = {a(z) = Tn€l,(x

n ® 
a)z^n^1}aes}, and [a(z), b(w)] = [a, b](w)8(z — w). The next example is the Lie alge
bra VectCA of regular vector fields on Cx (= centerless Virasoro algebra); F con
sists of one field, the Virasoro field L(z) = — X^ezl1"'~dx)z^n^1'> a n c l [F(z),L(w)] = 
dwL(w)8(z — w) + 2L(w)8'w(z — w). 

One of the main theorems of [DK] states that these are all examples in the 
Lie algebra case. The strategy of the proof is the following. Let d = dz and 
consider the (finitely generated) <C[9]-module R = C[d]F. Define the "A-bracket" 
R® R —¥ C[A] ® R by the formula: [axb] = ^A AAj. This satisfies the axioms of a 
conformai (super)algebra (see [DK], [K5]), similar to the Lie (super)algebra axioms: 

(i) [daxb] = -X[axb], [axdb] = (d + X)[axb], 
(ii) [axb] = -(-l)p^pW[b^9a], 

(iii) [ax[bßc]] = [[axb]x+ßc] + (-l)p^p^[bß[axc]]. 
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The main observation of [DK] is that a conformai (super)algebra is completely-
determined by the Lie (super)algebra spanned by all coefficients of negative powers 
of z of the fields a(z) from F, called the annihilation algebra, along with an even 
surjective derivation of the annihilation algebra. Furthermore, apart from the case 
of current algebras, the completed annihilation algebra turns out to be an infinite-
dimensional simple linearly compact Lie (super)algebra of growth 1. Since in the 
Lie algebra case the only such example is W\, the proof is finished. 

In the superalgebra case the situation is much more interesting since there are 
many infinite-dimensional simple linearly compact Lie superalgebras of growth 1. 
By Theorem 1, the complete list is as follows: 

W(1\N), S'(1\N), K(1\N) andA( l | 6 ) . 

In all cases, except the second, there is a unique, up to conjugacy, even surjective 
derivation, hence a unique corresponding superconformai algebra. They are denoted 
by W(JV), K(N) if A 7̂  4, A A and CK^, respectively. The Lie superalgebras 
1F(JV) and ä"(JV) are constructed in the same way as 1F(1|A) and K(1\N), except 
that one replaces Ö\(N) by C[x,x^1](N). The construction of the exceptional 
superconformai algebra CK^ is more difficult, and may be found in [CK1] or [K6]. 
However, S"(1|A) has two families of even surjective derivations. The corresponding 
superconformai algebras are derived algebras of 

S(N),e,a = {X £ W(N)\div(eax(l + e£ i . . . ÇN)X) = 0} , a £ C, e = ± 1 . 

Thus, one obtains the following theorem. 

Theo rem 3. [FK] A complete list of superconformai algebras consists of loop alge
bras g, where g is a simple finite-dimensional Lie superalgebra, and of Lie superal
gebras (N £ Z + ) : W(jv), S',N+2, t a (N even and a = 0 if e = 1), K^(N ^ 4), 
A A , and CK^. 

Note that the first members of the above series are well-known superalgebras: 
W(o) — K(o) is the Virasoro algebra, K^ is the Neveu-Schwarz algebra, A(2) ~ W(i) 
is the N = 2 algebra, K{3) is the N = 3 algebra, S',2->=S',2-> 0o'ls ^e ^ = 4 algebra, 
A A is the big N = 4 algebra (all centerless). These algebras, along with W(2) 
and CA(6) are the only superconformai algebras for which all fields are primary 
with positive conformai weights [K6]. It is interesting to note that all of them are 
contained in GA(6), which consists of 32 fields, the even ones are the Virasoro fields 
and 15 currents that form so6, and the odd ones are 6 and 10 fields of conformai 
weight 3/2 and 1/2, respectively. Here is the table of (some) inclusions, where in 
square brackets the number of fields is indicated: 

GA(6)[32] D W(2) [12] DWtl)=Ki2)[4]DK(1)[2]DVii[l] 
U U 

K{3)[8] C K'{4)[W] S[2Uia[8] 

All of these Lie superalgebras have a unique non-trivial central extension, except 
for K'4 that has three [KL] and GA(6) that has none. All other Lie superalgebras 
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listed by Theorem 2 have no non-trivial central extensions. (The presence of a 
central term is necessary for the existence of interesting representations and the 
construction of an interesting conformai field theory.) 

3. Representat ions of affine superalgebras and "almost" mod
ular forms 

3.1. Finite-dimensional irreducible representations of simple finite-dimensional Lie 
superalgebras are much less understood than in the Lie algebra case, the main 
reason being the occurence of isotropic roots in the super case. (A review may
be found in the proceedings of the last ICM, see [Se].) The natural analogues of 
these representations in the case of affine (super)algebras are the integrable highest 
weight modules. 

Let us first recall the basic definitions in the Lie algebra case, i.e., for an affine 
Kac-Moody algebra g [K3]. Let g be a finite-dimensional simple Lie algebra and 
let (. |.) be an invariant symmetric bilinear form on g normalized by the condition 
that (a\a) = 2 for a long root a ((a\b) = trab in the case g = s£m). Recall that the 
associated affine algebra is 

g = (C[x, x'1] ®c g) ® CA ® CA 

with the following commutation relations (a,b £ g ; TO, n £ Z and a(m) stands for 
xm ® a): 

[a(m), b(n)] = [a, 6] (TO + n) + m8m-n(a\b)K, [D, a(m)] = ma(m), [A, g] = 0. 

Note that the derived algebra g' is a central extension (by CA) of the loop algebra 
g that has made an appearance in Section 2. (It is also isomorphic to g(A), where 
A is the extended Cartan matrix of g, cf. Sec. 1.7..) As we shall see, without central 
extension one loses all interesting representations. In any irreducible g-modle V 
one has: A = kly, the number k is called the level of V. The scaling element D is 
necessary for the convergence of characters. 

Choose a Cartan subalgebra fi of g and let g = h © (®QeAga) be the root space 
decomposition, where gQ denotes the root space attached to a root a £ A c 11*. Let 
tl = t i+CA+CA be the Cartan subalgebra of g, and, as before, let ga(m) = xm®ga. 
We extend the invariant bilinear form from h to a symmetric bilinear form on \) by-
letting (h|CA + CA) = 0, (A|A) = (D\D) = 0, (K\D) = 1, and identify \) with if 
via this form. 

A g-module V is called integrable if the following two properties hold: 

(Ml ) [} is diagonizable on V, 
(M2) for each a £ A and TO £ Z, ga(m) is locally finite on V. 

Choose a set of positive roots A+ c A, and let n+ = (Ba<zA+9a, tt+ = n+ + 
S » > i x™ ® fl- F° r e a c b A e f > * o n e defines an irreducible highest weight module 
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L(A) over g as the (unique) irreducible g-module for which there exists a non-zero 
vector v\ such that 

hvA = h(h)vA for all h £ f), n+WA = 0. 

Without loss of generality we shall let A(D) = 0; then the spectrum of —D on L(A) 
IS Ì J J _ . 

Integrable highest weight modules over affine Lie algebras (they are auto
matically irreducible) attracted a lot of attention in the past few decades both of 
mathematicians and of physicists (some aspects of the theory are discussed in [K3], 
[Wa2].) Here I will only mention some relevant to the talk facts. First, the level k 
of such a module is a non-negative integer (and k = 0 iff dimL(A) = 1), and there 
is a finite number of them for each k. One of the most remarkable properties of 
these modules is modular invariance, which I explain below. 

3.2. Let us coordinatize f) by letting 

(T, z, i) = 2iri(z -TD + tK), 

where z £ h, r,t £ C, and define the character of the g-module L(A) by: 

chA(T,z,t) = trL{A)e2"{z-TD+tK). 

If L(A) is integrable, then CìIA(T,Z,ì) is a holomorphic function for (r,z,i) £ % x 
h x C, where A = {r G C| Im r > 0}. 

Recall the following well-known action of SL2(Z) on A x \) x C: 

a 6 \ , . _ far + b z c(z\z) 
c d J - A ' 0 ' ^ - {^Td' c T + d ' 2(cr + d) 

Then it turns out that there exists an explicit rational number m A , called modular 
anomaly (see [K3], (12.7.5)) such that the normalized character XA = e2™TOATCìIA 
of an integrable L(A) is invariant with respect to a congruence subgroup of SL2(Z) 
(see [K3], Chapter 13). If eh A has this property, one says that L(A) is modular 
invariant. 

3.3. It turns out that L(A) is modular invariant for a much wider (than integrable) 
collection of A's, called admissible, defined by the condition [KW1], [KW2], [K4]: 

2(A + p\a)/(a\a) £ Q\{0, - 1 , -2,...} for all a £ Â+ such that (a\a) # 0. 

(The conjecture of Wakimoto and myself is that these are all modular invariant 
L(A).) Here A+ is the set of positive roots of g corresponding to n+ : A+ = 
A+ U {a + nK\a £ A,n > 1} U {nA|n > 1} , and p £ \)* is a vector satisfying 
(ß\cxi) = ^(etilen) for i = 0 ,1 , . . . , r , where n = {cti,... ,ar} are simple roots of 
A+, II = {«o : = A — 9} U n are simple roots of A+, 9 is the highest root of AA 

I shall describe explicitly the most important class of them, called principal 
admissible. Fix a positive integer u and let Ûu = {uK — 9} U n . Let k = v/u be 
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a rational number, such that v £ "L is realtively prime to u and u(k + hv) > hv. 
Here A is the dual Coxeter number (defined in a more general Lie superalgebra 
context further on). Let W be the Weyl group of g and let Pv = {X £ ti|(A|o;) £ Z 
for all a G A}. For each a £ Pv define a translation ta £ End f) by the formula 
A(A) = A + (A|A)a — ((A|a) + - 2 (a\a))K. Pick an element w = tßW, where 
w £ W, such that wÛu c A+ (these are all subsets of A+ isomorphic to II). Let 
A0 be an integrable highest weight of level u(k + hv) — hv. Then 

A = w(A° + p-(u- l)(k + hv)D) - p 

is a principal admissible weight of level k. The character of the corresponding L(A) 
is given by the following formula [KW1]-[KW2]: 

(RchL{A)) (r,z,t) = (RchL(A°)) {ur,ur1(z + rß), tA1 (t + (z\ß) + \r(ß\ß))) , 

(Ch) 

where R = ^TlaeA+i^ ~ e _ a ) m u l t a is the Weyl denominator function for g, and 
mult a = 1 except for mult nK = r for all n (note that this formula is a tautology 
if A = A0 is integrable; this happens iff u = 1). Recall that ch^A0) is given by the 
Weyl-Kac character formula [K3]. 

3.4. Let now g = g(-4) be a basic simple finite-dimensional Lie superalgebra (see 
Sec. 1.7). Then g carries a unique, up to a constant factor, non-degenerate in
variant bilinear form B ("invariant" means that B([a,b],c) = B(a, [6,c]j). Let 
tl = X^i=i CA be the Cartan subalgebra of g, n+ the subalgebra of g generated by-
all cti, A+ e ti* the set of positive roots (i.e., roots of f) in n + ) , A = A+ U —A+ 
the set of all roots, Ag- and A- the sets of even and odd roots, {cxi,... ,ar} C A+ 
the set of simple roots (cn(hj) = aji), 9 £ A+ the highest root. Define p £ \)* by 
B(p,di) = i2B(ai,ai), i = \,...,r. Then hg = B(p,p) + ^B(9,9) is the eigenvalue 
of the Casimir operator in the adjoint representation. 

If h^ # 0, we let A* = {a £ A^\hv
BB(a,a) > 0}. If hv

B = 0, which 
happens for g = s£(m\m)/£E, spo(2m\2m + 2) and A(2, l;a), we take for A* the 
sets of roots of the subalgebra s£m, so2TO+2 and «A © «A, respectively. Let W# 
denote the subgroup of the Weyl group of gg generated by reflections with repsect 
to all a £ A*. Denote by (. |.) the invariant bilinear form on g normalized by the 
condition (a\a) = 2 for the longest root a £ A*. The corresponding to this form 
number A = hY, As called the dual Coxeter number. (For example, this number 

equals \m — n\ for s£(m\n), \(TO — n) + 1 for spo(m\n) with TO > n — 2, 30 for A8, 3 
for F(4), 2 for G(3).) 

3.5. Define the affine superalgebra g associated to the Lie superalgebra g in exactly 
the same way as in the Lie algebra case. The highest weight g-modules L(A) are 
defined in the same way too. The integrability of a g-module V is defined by (Ml), 
(M2) with A replaced by A*, and 
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(M3) V is locally g-finite. ((Ml) and (M2) imply (M3), but there are no integrable 
L(A) in the super case if one doesn't replace A by A*.) 

Integrable g-modules L(A) were classified in [KW4]. However, very little is 
known about their characters. The following example shows that modular invariance 
fails already in the simplest case g = s£(2\l), A = D. In this case 

oo 

e-DchL(D) = H((l-qn)-1)(l + Ziqn)(l + zr1qn-1)A(zr1,Z2q1f2,q), (A) 
ra=l 

where z, = eei+e's (i = 1,2; e, is the standard basis of the space of 3 x 3 diagonal 
matrices), q = e 2 " T , and 

A(x,z,q) = E J 
qn /2zn 

- , xqn 

n£Z H 

The function A(x, z, q) converges to a meromorphic function in the domain x,y,z £ 
C, \q\ < 1, and is called Appell's function. Since the first factor in (A) has the 
modular invariance property and A(x,z,q) doesn't have it, we see that L(D) is not 
modular invariant. We call the Appell function an almost modular form since it is 
a section of a rank 2 vector bundle on an elliptic curve for each r £ % [P] (whereas 
modular forms are sections of rank 1 vector bundles on it). 

We call a weight A £ h* of the Lie superalgebra g admissible (resp. principal 
admissible) if A is admissible (resp. principle admissible) for the affine Lie algebra 
associated to a semisimple Lie algebra with root system A*, and we conjecture 
[KW4] that formula (Ch) still holds, where R in the super case is defined by R = 

e ^ n a e A + ( 1 - ( - l ) p ( a ) e - a ) ( - 1 ) P M m u l t A Unfortunately, chL{Ao) is not known in 
general, but in the boundary level case, i.e., when u(k + hv) = hv, the level of A0 is 
zero, hence chL^A°) = 1) a n d formula (Ch) gives an explicit expression for chL^A)-
In particular, the character is modular invariant in this case. 

Let me mention in conclusion of this section that the Weyl-Kac character 
formula in the case of 1-dimensional module over an affine Lie algebra g turns into 
celebrated Macdonald's identities that express R as an infinite series, the special 
case for g = «A being the Jacobi triple product identity. A sum formula for R in 
the super case is also known [KW3] (see also the talk [Wal] at the last ICM). In 
the simplest case of g = s£(2\l) one gets the identity: 

i-i- (l-uqn-1)(l-u-1qn)(l-vqn-1)(l-v-1qn) ~ \ 2-" 2-" , 
ra=l J / v J / v > \ i t \m,n=0 m,n= — l/ 

which goes back to Ramanujan and even further back to Kronecker. 

4. Quantum reduction for affine Lie superalgebras 

umvnqmn, 
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4.1. This part of my talk is based on a joint work with S.-S. Roan and M. Waki-
moto [KRW], [KW5]. I will explain a general quantum reduction scheme, which 
is a further development of a number of works. They include [DS], [KS] and [Kh] 
on classical Drinfeld-Sokolov reduction, and [FF1], [FF2], [FKW], [B], [BT] on its 
quantization. As in [FF2], the basic idea is to translate the geometric Drinfeld-
Sokolov reduction to a homological language as in [KS], and then to quantize this 
homology complex. Remarkably, this procedure gives, starting from affine superal
gebras, a number of very interesting super extensions of the Virasoro algebra and 
their most interesting representations. I will use the very convenient language of 
vertex algebras (introduced in [B]), all related notations can be found in [K5]. 

4.2. Let g be a basic simple finite-dimensional Lie superalgebra with a non-degenerate 
invariant bilinear form (. | . ) . Fix a number k and a nilpotent even element / of g. 
Include / in an «A-triple {e,h,f} so that [h, e] = 2e, [h,f] = —2f, [e,f] = h. We 
have the eigenspace decomposition of g with respect to ad h: g = ®jGzgj, and we 
let g + = (Bj>o9j- The element / defines a non-degenerate skew-supersymmetric 
bilinear form (., .) on gi by the formula (a,b) = (f\[a, 6]). Let Ane denote the su-
perspace gi with the form (., .). Denote by Acj,, the superspace 7rg+ + 7rg!j_, where IT 
stands for the reversal of parity, with the skew-supersymmetric bilinear form defined 
by (a,b*) = b*(a) for a £ irg+,b £ 7rg+, (7rg+,7rg+) = 0 = (7rg+,7rg+). 

Let Vk(g) be the universal affine vertex algebra, and let F1(Ane), F1(Acjl) be 
the free fermionic vertex algebras ([K5], § 4.7). Consider the vertex algebra 

C(g,f,k) = Vk (g) ® F1 (Ane ) ® F1 (Ach), 

and define its charge decomposition C(g, f, k) = (Bm,ezCm by letting charge Vk(g) = 
charge F1(Ane) = 0, charge 7rg+ = 1 = — charge 7rg!j_. 

Next, we define a differential d on G(g, / , k) which makes it a homology com
plex. For this choose a basis {«j}jGs' of gi and extend it to a basis {uj}jGg of g + 

compatible with its Z-gradation. Denote by {Lpi}ies and {<p|}jGs the correspond
ing dual bases of 7rg+ and 7rg!j_, and by {$j}jGs' the corresponding basis of Ane. 
Consider the following odd field of the vertex algebra G(g, / , k): 

d(z) = EM)P(Ui)A(z)®<^(z)®l 
«es 

-\ E (^)p(ui)p(uk)4j®Vk(zM(z)^(z)®l 
i,j,k&S 

+'52(f\ui) ® vu*) ® ì + E i® </?*(*) ® **(*)> 
«es «eS' 

where [«»,%•] = ^2kc
kjUk in g+ , and let d = Resz=o d(z). (Note that the first two 

summands of d form the usual differential of a Lie (super)algebra complex.) Then 
one checks that [d(z),d(w)] = 0, hence d2 = 0. It is also clear that dCm C CTO-i-
We define the vertex algebra W(g,f,k) as the 0 t h homology of this complex, and 
call it the quantum reduction of the triple (g, / , k) (actually, it depends only on g, k 
and the conjugacy class of / in gg-). 
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One of the fields of the vertex algebra W(g, f, k) is the following Virasoro field 

L(z) = 2,fc + hy, E : aì(z)bì(z) '• +2dzh(z) + E ( ( ! - mù : dzip*i(z)tpi(z) : 
i «€S 

-m,i : <p*(z)dz<pi(z) :) + \ E P°' : ö**i(z)*j(z) : ; 

i€S' 

where {6,} and {a,} are dual bases of g: (6,|aj) = #y , [h,Ui] = 2m»Uj, (cA) is the 
matrix inverse to ((ui,Uj))ijes'• The central charge of L(z) is equal to: 

c(k) = fcsd"fv
fl - 3(/i|/i)fe - ^ ( - l f ( U i ) ( 1 2 m f - 12TO« + 2) - \ sdimß l . 

Here sdim V = dim Vg — dim Vj- is the superdimension of the superspace V. Thus, 
all W(g, f, k) are super-extensions of the Virasoro algebra. Furthermore, for each 
ad h eigenvector with eigenvalue —2j in the centralizer of / in g, W(g, f, k) contains 
a field of conformai weight 1 + j (so that L(z) corresponds to / ) , and these fields 
generate the vertex algebra W(g, f, k). 

Examples . (1) g is a simple Lie algebra. 
(a) / is a principal nilpotent element. Then W(g,f,k) is called the quantum 
Drinfeld-Sokolov reduction. These algebras and their representations were exten
sively studied in [FF2], [FB], [FKW] and many other papers. The simplest case 
of g = «A produces the Virasoro vertex algebra. The case g = «A gives the W$ 
algebra [Z]. 
(b) / is a lowest root vector of g. These vertex algebras were discussed from a 
different point of view in [FL] under the name quasi-superconformal algebras. The 
special case of g = s A was studied from a quantum reduction viewpoint in [Be]. 
(2) g is a simple basic Lie superalgebra and / is an even lowest root vector. 
(a) One has the following correspondence: 

9 

W(g,f,k) 

spo(2\l) 

Neveu-Schwarz 

s£(2\l) 

N = 2 

s£(2\2) 

N = 4 

spo(2|3) 

A = 3 

D(2,l; a) 

big N = 4 

(In the last two columns one gets an isomorphism after adding one fermion, resp. 
four fermions and one boson.). 
(b) Almost every lowest root vector of a simple component of gg can be made equal 
/ . This gives all superconformai algebras of [FL] (by definition, they are generated 
by the Virasoro field, the even fields of weight 1 and N odd fields of weight 3/2), 
and many new examples. 

4.3. Let M be a highest weight module over g. It extends to a vertex algebra 
module over Vk(g), and we consider the G(g,/ , fc)-module C(M) = M®F1(Ane)® 
F1(Acfl). The element d acts on C(M) and again d2 = 0, hence we can consider 
homology H(M) = (BjHj(M) which is a module over W(g,f,k). The W(g,f,k)-
module H(M) is called the quantum reduction of the g-module M. Using the Euler-
Poincaré principle one easily computes the character of H(M) in terms of CìIM- The 
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basic conjecture of [FKW], [KRW] is that H(M) is irreducible (in particular, at most 
one Hj(M) is non-zero) if M is admissible. 

Examples. (1) g = «A- Let k be an admissible level, i.e., k is a rational number 
with positive denominator u such that u(k + 2) > 2 (recall that A = 2). The set 
of principal admissible weights of level k is as follows (a is a simple root of s£2) 
[KW1], [K4]: 

{Ak,j,n = kD+ \(n - j(k + 2))a 10 < j < u - 1, 0 < n < u(k + 2) - 2} . 

Then the quantum reduction of the sA-module L(Akj:„) is the "minimal series" 
module corresponding to parameters p = u(k + 2), p' = u (cf. [BPZ], [K4]): 

JP,P') - 1 _ AP^P')2
 h(p,p') _ (PU + !) ~ P ' ( n + !))2 - JP-P')2 

~ pp' ' n A i , » + i - 4pp, 

The character formula (Ch) for L(Akj:„) gives immediately all the characters of 
minimal series. 
(2) g = spo(2\l). We get all minimal series modules over the Neveu-Schwarz alge
bra and their characters by quantum reduction of all (not only principal) admissible 
g-modules. 
(3) g = s£(2\l). Then the boundary admissible levels are k = mr1 — 1, where 
TO £ Z, TO > 2. One has the following WïITO'S (see Sec. 3.3.), where ai and «2 
are odd: {(Xo + 60A, ai + 61 A , a2 + 62A}. Here 6, are non-negative integers, 
60 > 1 and J2°i = rn — 1. The quantum reduction of the corresponding admissible 
g-modules gives all the minimal series representations of the N = 2 superconformai 
algebra (cf. [FST] and references there). Again, formula (Ch) gives immediately 
their characters. 
(4) g = s£(2\2) (resp. spo(2\3j). In a similar fashion we recover the characters of 
N = 4 [ET] (resp. N = 3 [M]) superconformai algebras. 

5. Representat ions of JE7(3|6) and the s tandard model 

5.1. By a representation of a linearly compact Lie superalgebra L we shall mean 
a continuous representation in a vector space V with discrete topology (then the 
contragredient representation is a continuous representation in a linearly compact 
space V*). Fix an open subalgebra L0 of L. We shall assume that V is locally L0-
finite, meaning that any vector of V is contained in a finite-dimensional L0-invariant 
subspace (this property actually often implies that V is continuous). These kinds 
of representations were studied in the Lie algebra case by Rudakov [R]. It is easy 
to show that such an irreducible L-module V is a quotient of an induced module 
Ind^o U = U(L) ®u(L0) U, where U is a finite-dimensional irreducible L0-module, 
by a (unique in good cases) maximal submodule. The induced module Ind L(j U is 
called degenerate if it is not irreducible. An irreducible quotient of a degenerate 
induced module is called a degenerate irreducible module. 
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One of the most important problems of representation theory is to determine 
all degenerate representations. I will state here the result for L = A(3|6) with L0 = 
nj>0Oj (see Sec. 1.6.). The finite-dimensional irreducible L0-modules are actually 
ßo = s£z ® «A © <^i-modules (with Y1J>0<XJ acting trivially). We shall normalize 
the generator Y of gl\ by the condition that its eigenvalue on o-i is —1/3. The 
finite-dimensional irreducible oo-modules are labeled by triples (p, q;r;Y), where 
p, q (resp. r) are labels of the highest weight of an irreducible representation of «A 
(resp. «A), so that p, 0 and 0,q label SPC3 and SqC3* (resp. r labels S""C2), and 
Y is the eigenvalue of the central element Y. Since irreducible A(3|6)-modules are 
unique quotients of induced modules, they can be labeled by the above triples as 
well. 

Theo rem 4. [KR1]-[KR3] The complete list of irreducible degenerate E(3[6) -modules 
| p + 2), (0,q;r;-r - ft consists of four series: (p, 0; r; —r + 2p), (p, 0; r; r + 2p + 2), (0, q; r; —r — ^q — 

2),(0,q;r;r- fq). 

5.2. Remarkably, all four degenerate series occur as cokernels of the differential of 
a differential complex (M, V) constructed below (see [KR2] for details). I shall view 
A(3|6) as a subalgebra of A(5|10) = Hj>_2gj as in Sect. 1.6., expressed in terms 
of vector fields and differential forms in the indeterminates x\, X2, £3, z+ = £4, 
z_ = £5. Recall that go is the algenra of divergenceless vector fields with linear 
coefficients. Let Y = § X]/AÄ — ^tzfßf_ £ go- Here and further i = 1, 2, 3, 
e = +, —, and 9, = d/dxi, df_ = d/dzf_. Then oo is the centralizer of Y in g0 and 
O-i is the span of all elements d\ = dxi A dzf_. 

Consider the following four oo-modules (extended to L0-modules by trivial 
action of Oj with j > 0): 

Vi = C[xi,zf] , Vu = C[xi,df][2], Vin = C[di,z(][_2], Viv = C[di,d(], 

where the subscript [a] means that Y is shifted by the scalar a. For each R = 

I — IV introduce a bigradation VR = ®TO,»GZV^TO'" by letting deg£, = (1,0), 

degze = (0,1), and let MR = Ind£ VR = (Bm,n€i.MR
m'"' . Then the non-zero 

MR
m'n' are all the degenerate A(3|6)-modules of the Rth series. We let 

M = (®(rn}nmofi)Ml"''n)) ® MH ® MUI ® (®(m,n)^(0,0)M}™'n)) . 

The differentials V^ introduced further are elements of U(L) ® End V that act on 
U(L) ®u(L0) V by the formula: 

( E ui ® Ai)<<u ® v) = E UUJ ® Aiv • 
j j 

Example . The dual to the ordinary formal de Rham complex is 
qp/dx!,..., d/dxm] ® A(Ö/ÖCi,..., d/dim) with the differential d* = £ \ Ô/Ôx, ® 
ij and the Z-gradation defined by degô/cA, = 0, degô/9£, = 1. Rudakov's theo
rem [R] says that all irreducible degenerate lVTO-modules occur as cokernels of d*. 
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Vi 

V? 

Turning now to V*, we let A1*1 = ^ \ dt ® 9,, Si = df ® d+ + dt ® 9_. Then 
= A+(l ® d+) + A _ ( l ® d-) is a well-defined operator on all MR such that 

0. Furthermore there are differentials V<> A+A", v 3 = 8i8283 

and Vg (the explicit expressions of the last three can be found in [KR2]) that sew 
together these four complexes. These differentials are illustraed by Table M. The 
white nodes and black marks represent the induced modules of the Rth series. The 
plain arrows represent Vi, the dotted arrows represent V2, the interrupted arrows 
represent V3 and the bold arrows represent V4, V" and Vg- The white nodes denote 
the places with zero homology. The black marks denote the places with non-zero 
homology, also computed in [KR2]. For example, at the star mark the homology is 
C. 

Similar results for A(3|8) and (to a lesser extent) for A(5|10) are given in 
[KR4]. 

5.3. The first hint that the Lie superalgebra A(3|6) is somehow related to the 
Standard Model comes from the observation that its subalgebra oo is isomorphic 
to the complexified Lie algebra of the group of symmetries of the Standard Model. 
Table P below lists all oo-multiplets of fundamental particles of the Standard Model 
(see e.g. [O]): the upper part is comprised of three generations of quarks and the 
middle part of three generations of leptons (these are all fundamental fermions from 
which matter is built), and the lower part is comprised of the fundamental bosons 
(which mediate the strong and electro-weak interactions). 

multiplets charges particles 

(01,1, | ) 

(10,1,-D 
(10,0,-D 
(01,0, | ) 

(01 ,0 , - f ) 

(10,0, | ) 

(00,1,-1) 

(00,1, 1) 

(00,0, 2) 

(00,0,-2) 

2 1 
3 ' 3 

2 1 
3 ' 3 

2 
^ 3 

2 
3 
1 
3 
1 
3 

0 , - 1 

0,1 

1 

- 1 

(TL) 
& 
ÜL 

UR 

dR 

dL 

(VL) 

(A) 

ëi 

BR 

(CL) 

\SRI 

CL 

CR 

SR 

SL 

V/üz, / 

V/ÏH / 

fil 

ßR 

(£) 
(ï*) 

h 
ìR 

6ß 

bL 

C£) 
(Ì>TR\ 

v fR ) 

TL 

TR 

(11,0, 0) 

(00,2, 0) 

(00,0, 0) 

0 

1,-1,0 

0 

gluons 

W+, W~, Z (gauge bosons) 

7 (photon) 

Table P 
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IV 
/ / / /° ^ / 

-ß 0 0- P 

-G- p 

II 

Table M 
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It is easy to deduce from Theorem 4 that this list of multiplets (plus the 
multiplets (11,0, ±2)) is characterized by the conditions: 

(i) oo-multiplet occurs in a degenerate irreducible A(3|6)-module, 
(ii) when restricted to «A C Oo, this multiplet contains only 1-dimensional, the 

two fundamental or the adjoint representation, 
(iü) \Q\ < 1 f° r all particles of the multiplet, where the charge Q of a particle is 

given by the Gell-Mann-Nishijima formula: Q = | ( y + h), where y (resp. h) 
is the F-eigenvalue (resp. H = diag(l, —1) £ sA-eigenvalue). 

How can we see the number of generations of quarks and leptons? For that 
order the sequence subcomplexes in Table Mby t = r — q+3 in sector IV (time), and 
replace in them the induced modules by their irreducible quotients. Then we find 
[KR2] (based on computer calculations by Joris Van der Jeugt) that a fundamental 
particle multiplet appears in the tth sequence iff t > 1. Furthermore, for 1 < t < 7 
we get sequences with various particle contents, but for t > 8 the particle contents 
remains unchanged, and it is invariant under the CPT symmetry (though for t < 7 
it is not). The explicit contents is exhibited in [KR2], 659-660. 

Remarkably, precisely three generations of leptons occur in the stable region 
(t > 8), but the situation with quarks is more complicated: this model predicts 
a complete fourth generation of quarks and an incomplete fifth generation (with 
missing down type triplets). 

In view of this discussion, it is natural to suggest that the algebra s«3 + s«2 + «i 
of internal symétries of the Weinberg-Salam-Glashow Standard Model extends to 
A(3|6). It is hoped that the representation theory of A(3|6) will shed new light on 
various features of the Standard Model. I find it quite remarkable that the SU5 
Grand Unified Model of Georgi-Glashow combines the left multiplets of fundamental 
fermions in precisely the negative part of the consistent gradation of A(5|10) (see 
Sec. 1.6). This is perhaps an indication of the possibility that the extension from 
s«5 to A(5|10) algebra of internal symmetries may resolve the difficulties with the 
proton decay. 
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Some Highlights of Percolation 

Harry Kesten* 

Abstract 

We describe the percolation model and some of the principal results and 
open problems in percolation theory. We also discuss briefly the spectacular 
recent progress by Lawler, Schramm, Smirnov and Werner towards under
standing the phase transition of percolation (on the triangular lattice). 
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1. Introduction and description of the percolation 
model 
Percolation was introduced by Broadbent and Hammersley (see [14],[15]) as a 

probabilistic model for the flow of fluid or a gas through a random medium. It is 
one of the simplest models which has a phase transition, and is therefore a valuable 
tool for probabilists and statistical physicists in the study of phase transitions. For 
many mathematicians percolation on general graphs may be of interest because it 
exhibits relations between probabilistic and topological properties of graphs. On 
the applied side, percolation has been used to model the spread of a disease or fire, 
the spread of rumors or messages, to model the displacement of oil by water, to 
estimate whether one can build nondefective integrated circuits with certain wiring 
restrictions. 

We shall give a brief survey of some of the important results obtained for 
this model and list some open problems. The present article is only a very re
stricted survey and its references (in particular to the physics literature) are far 
from complete. We apologize to the authors of relevant articles which we have not 
cited. Earlier surveys are in [42], [21], [22], [37], [38], and the reader can find more 
elaborate treatments in the books [20], [63] and [55]. 
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The oldest (indirect) reference to percolation that I know of is a problem 
submitted to the Amer. Math. Monthly (vol 1, 1894, pp. 211-212) in 1894 by 
De Volson Wood, Professor of Mechanical Engineering at the Stevens Inst, of 
Technology in Hoboken NJ. Here is the text of the problem. 

"An actual case suggested the following: 

An equal number of white and black balls of equal size are thrown into a 
rectangular box, what is the probability that there will be contiguous contact of 
white balls from one end of the box to the opposite end ? As a special example, 
suppose there are 30 balls in the length of the box, 10 in the width and 5 (or 10) 
layers deep." 

Even though percolation theory was not invented to answer this problem, 
it naturally came to study problems of this kind. By the way, we still have no 
answer to De Volson Wood's problem. Percolation as a mathematical theory was 
invented by Broadbent and Hammersley ([14],[15]). Broadbent wanted to model 
the spread of a gas or fluid through a random medium of small channels which 
might or might not let gas or fluid pass. To model these channels he took the 
edges between nearest neighbors on "Ld and made all edges independently open (or 
passable) with probability p or closed (or blocked) with probability 1 — p. Write Pp 

for the corresponding probability measure on the configurations of open and closed 
edges (with the obvious a-algebra generated by the sets determined by the states of 
finitely many edges). A path on Zd will b e a sequence (finite or infinite) vi,V2,- • • of 
vertices of "Ld such that for all z > 1, w, and w,+i are adjacent on "Ld. The edges of 
such a path are the edges {w,, Wj+i} between successive vertices and a path is called 
open if all its edges are open. Broadbent's original question amounted to asking for 

Fp{3 an open path on %d form 0 to oo}. (1.1) 

This question has an obvious analogue on any infinite connected graph Q with edge 
set £ and vertex set V. Again one makes all edges independently open or closed with 
probability p and 1 — p, respectively, and one denotes the corresponding measure 
on the edge configurations by Pp. Ep is expectation with respect to Pp. An open 
path is defined as before with Q taking the role of "Ld. A path (t>i, u 2 , . . . ) is called 
self-avoiding if w, ^ Vj for i ^ j . (1.1) now is replaced by 

Fp{3 an infinite self-avoiding open path starting at v}, (1.2) 

with v any vertex in V. 
The preceding model is called bond-percolation. There is also an analogous 

model, called site-percolation. In the latter model all edges are assumed passable, 
but the vertices are independently open or closed with probability p o r 1 — p, re
spectively. An open path is now a path all of whose vertices are open. One is still 
interested in (1.2). Site percolation is more general than bond percolation in the 
sense that the positivity of (1.2) for some v in bond-percolation on a graph Q is 
equivalent to the positivity of (1.2) for some v in site-percolation on the covering 
graph or line graph of Q. However, site percolation on a graph may not be equiv
alent to bond percolation on another graph (see [40], Section 2.5 and Proposition 
3.1). 
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Unless otherwise stated we restrict ourselves in the remaining sections to site 
percolation. We shall often use V and £ to denote the vertex and edge set of whatever 
graph we are discussing at that moment, without formally introducing the graph 
as Q = (V,£). It should be clear from the context what V and £ stand for in such 
cases. For A c V, we shall use |.4| to denote the number of vertices in A. Further if 
A, B and C are sets of vertices, then A <H> B means that there exists an open path 

c from some vertex in A to some vertex in B, while A <H> B means that there exists 
an open path with all its vertices in C, from some vertex in A to some vertex in B. 
In particular, with some abuse of notation, we have 

{\C(v)\ = 00} = {v ++ 00}. 

Definition 1 We call a graph Q = (V, £) quasi-transitive if there is a finite set of 
vertices \'o, such that for each vertex v there is a graph automorphism of Q which 
maps v to one of the vertices in \'o• 

All vertices which can be mapped by a graph automorphism to a fixed vo £ Vo are 
equivalent for our purposes. In a quasi-transitive graph each vertex is equivalent to 
one of finitely many vertices. A special subclass is formed by the transitive graphs, 
which have [ToI = 1, so that all vertices are equivalent for our purposes. (For 
example, the Cayley graph of a finitely generated group is transitive.) 

We shall restrict ourselves here to graphs which are 

connected, infinite but locally finite, and quasi-transitive. (1.3) 

Graphs which satisfy (1.3) automatically have countable vertex sets and edgesets. 
We define, for v £ V, 

9v(p) = Pp{v» 00} 

= -Pp{3 an infinite self-avoiding open path starting at v}. 

For a quasi-transitive graph 9v(p) = 9v°(p) for some vo £ Vo- It is an easy conse
quence of the FKG inequality that either 9V (p) > 0 for all v or 9V (p) = 0 for all v (see 
[40], Section 4.1). We call 9v(p) the percolation probability (from v). Much of the 
earlier work on percolation theory deals with properties of the function p H> 9v(p), 
or more generally with the full distribution of the so-called cluster sizes. The cluster 
C(v) of the vertex v is the set of all points which are connected to the origin by an 
open path. By convention, this always contains the vertex v itself (even if v itself is 
closed in the case of site percolation). The clusters are the maximal components 
of the graph with vertex set V and with an edge between two sites only if they are 
adjacent on Q and are both open. 9v(p) is just the Fp-probability that \C(v)\ = oo. 

2. Existence of phase transition and related prop
erties of the critical probability 
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The most important property of the percolation model is that it exhibits a 
phase transition, that is, there exists a threshold value pc such that the global 
behavior of the system is quite different in the two regions p < pc and p > pc. 
To make this more precise let us consider the percolation probability as a function 
of p. It is non-decreasing. This is easiest seen from Hammersley's ([31]) joint 
construction of percolation systems for all p £ [0,1] on Q. Let {U(v),v £ V} be 
independent uniform [0,1] random variables. Declare v to be p-open if U(v) < p. 
Then the configuration of p-open vertices has distribution Pp for each p £ [0,1]. 
Clearly the collection of p-open vertices is nondecreasing in p and hence also 9(-) 
is nondecreasing. Clearly 9V(0) = 0 and 9V(1) = 1. Roughly speaking the graph of 
9V(-) (for a fixed v) therefore looks as in figure 1, but not all the features exhibited 
in this figure have been proven. 

e<p)i\ 

(i.i) 

Figure 1: Graph of 9. Many aspects of this graph are still conjectural. 

The critical probability is defined as 

Pc = Pc(Q) = sup{p : 9v(p) = 0}. (2.1) 

As remarked after (1.4) this is independent of v. By definition we then have 

Pp{\C(v) 3} = 0 for p < pc,v £ V, 

so that 
all clusters are finite a.s. [Pp] when p < pc. (2.2) 

On the other hand, for p> pc there is a strictly positive Fp-probability that \C(v)\ 
is infinite. It then follows from Kolmogorov's zero-one law that 

Fpjsome \C(v)\ = 00} = 1, p > pc. (2.3) 

Thus the global behavior of the system is quite different for 0 < p < pc and for 
Pc < p < 1. We therefore can say that there is a phase transition at pc, provided 



Some Highlights of Percolation 349 

the intervals [0,pc) and (pc, 1] are both nonempty. It is easy to see from a so-called 
Peierls argument (just as in [29]) that pc(Q) > 0 for any graph Q of bounded degree 
(and hence certainly if (1.3) holds). It is much harder to do show that pc(Q) < 1 
holds for certain Q. Hammersley [30] proved this for bond-percolation on "Ld, but 
a similar argument works for site-percolation and various other periodic graphs. 
(Basically, we say that Q is periodic or can be periodically imbedded in Rd if V can 
be imbedded in Rd (with d>2) such that V as well as the edges of Q, as represented 
by the straight line segments between the pairs of vertices adjacent in Q, form a 
subset of Rd which is invariant under translations by d linearly independent vectors. 
If this is the case we call d the dimension of Q. We refer the reader to [40], Section 
2.1 for details.) Thus 

Theorem 1 
0<pc(7,d) < 1. 

Thus, at least on Zd, there really is a phase transition. On any graph one 
says that the system is in the subcriticai (supercritical) phase if p < pc (respectively, 
p > pc). Because percolation is such a simple model with a phase transition, 
percolation has received a great deal of attention from physicists. Percolation is 
one of the Potts models, corresponding to the parameter q in the Potts model equal 
to 1; the famous Ising model for magnetism is essentially the same as the Potts 
model with q = 2. One hopes that understanding of the percolation model will help 
understand all the Potts models and even the more general Fortuin-Kasteleyn or 
random cluster models (see [23], which also explains the relation, due to Fortuin 
and Kasteleyn, between random cluster models and Potts models). 

The exact value of pc(Q) is known only for a handful of graphs, and all of these 
are periodic two-dimensional graphs. This leads to 
Open problem 1: Find pc(Q) for a wide class of graphs. 
However, it is generally agreed that the solution to this problem would not have 
any explanatory value. The critical probabilities which have been determined so 
far depend heavily on special symmetry properties of the underlying graph, and the 
values of these critical probabilities vary with the graph. One has therefore moved 
on to properties which are believed to be shared by large classes of graphs; see 
Section 4 below. The rigorously known critical probabilities can be found in [38], 
Chapter 3. Here we merely mention the one case which will be important later on: 

Pc(site percolation on triangular lattice) = - . (2.4) 

Also known is the following asymptotic result, both for the site and for the bond 
version: 

Pc(1d) ~ — a s d ^ o o . (2.5) 

This has been proven by several people; [35] gives the best higher order terms in 
(2.5). 

One can define another critical probability as the threshhold value for the 
finiteness of the clustersize of a fixed vertex. Thus, 

PT(G)= sup {p: Ep{\C(v)\} = oo}. (2.6) 
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Since Pp{\C(v)\ = oo} > 0 for p > pc, it is obvious that Ap{|C(w)|} = 00 for all 
p > Pc, so that PT(Q) < Pc(Q)- It was a crucial step in establishing the known values 
for Pc to show that PT(Q) = Pc(Q)- The original proof of this fact was only for bond 
percolation on Z2 ([39]; this proof made strong use of crossing probabilities similar 
to those appearing in De Volson Wood's problem in Section 1). Proofs of pj = pc 

for some other special lattices are in [65] and [40]). Later Menshikov ([51]) and 
Aizenman and Barsky ([1]) gave independent and different proofs of exponential 
decay of the distribution of \C(v)\ for p < pc. This is a cornerstone of the subject 
and is of course a much stronger statement than pr = pc-

Theorem 2 (Menshikov and Aizenman and Barsky) Assume that Q is periodic. 
Then for p < pc(Q) there exists constants 0 < C\, C2 < 00 such that 

PP{\C(v)\ >n}< Cie-°2n, n>0. (2.7) 

(2.7) gives a basic estimate for the subcriticai phase. By an earlier "subaddi-
tivity" argument of [45] (2.7) can be sharpened to a "local limit theorem" (see [20], 
Theorem 6.78): for each p < pc there exists a 0 < C%(p) < 00 such that 

lim --logPp{\C(v)\ =n} = C3(p). (2.8) 
n—»00 n 

These results give us a measure of control over the subcriticai phase. In the 
supercritical phase many estimates rely on another fundamental result of percolation 
theory, which was proven by Grimmett and Marstrand [24]. The simplest form of 
the result is as follows: 

Theorem 3 
Pc(1d) = lim pc(12

+ x {1 ,2 , . . . , k}d-2). (2.9) 
k—»00 

One may replace "L2
+ by Z2 here. 

The graph appearing in the right hand side here consists of a finite number of 
copies of the first quadrant in Z2 or of the whole Z2. Thus (before the limit is taken) 
this graph looks very much like Z2 and many of the special tools for percolation 
on Z2 can be applied to this graph. Because of this one could prove a number of 
results on Zrf for p > limj!_s-0Opc(Z

2
h x {1 ,2 , . . . , k}d^2). Theorem 3 now shows that 

these results hold throughout the supercritical regime (at least when Q = Zrf or a 
similar graph). As an example of this situation we mention a result of [43], namely 
the right hand inequality in (2.10) (the left hand inequality is due to [3]): For site 
percolation on Zrf with p > pc(^

d) there exist 0 < Ci(p),Cz(p) < 00 such that 

CM < -n(d
l_l)/dlogPp{\C(v)\ =n}<C5 (2.10) 

for all large n. 
Open problem 2: Does 

lim — n^(d^1ì>dlogPp{\C(v)\ = n} exist ? 
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(under the conditions for (2.10)). The reader should notice the contrast between 
(2.6), (2.7) — which give exponential decay for the clustersize distribution in the 
subcriticai case — and (2.10) which corresponds to a "stretched exponential" for 
the tail of the clustersize in the supercritical case. The tail of this distribution at 
criticality, i.e., for p = pc will be discussed in Section 4. 

3. Uniqueness of infinite clusters and properties 
of the percolation probability 
It is natural to ask "how many infinite clusters can there be ?" In [52] it 

is shown that for periodic graphs for each p, exactly one of the following three 
situations prevails: 
Pp {there is no infinite open cluster} = 1, 
Pp {there is exactly one infinite open cluster} = 1 or 
Fj,{there are infinitely many infinite open clusters} = 1. 
As pointed out in [58], the proof of [52] carries over to any quasi-transitive graph 
by a zero-one law for events which are invariant under graph automorphisms. Of 
course, the first alternative here holds for p < pc, but can the last situation occur 
for some p > pc ? The first proof that this is impossible on Zrf is in [4]. This 
proof was improved and generalized a few times, but the most elegant, and by now 
standard, proof is due to Burton and Keane [16]. Their method works for any-
amenable graph. To make this precise we define for any set W C V, 

dW = {w€V:w£W but w is adjacent to some v £ W}. 

We call the graph Q amenable if there exists a sequence {Wn} C V for which 
\dWn\/\Wn\-K). 

Theorem 4 (Burton and Keane) If Q satisfies (1.3), and if Q is amenable, then 
for all p £ [0,1] 

Pp{there exist more than one infinite open cluster} = 0. (3.1) 

The proof of this result is the same as in [16], except that one should argue on the 
expected number of encounter points where Burton and Keane use the ergodic theo
rem to make the number of encounter points itself large. (We owe this observation 
to O. Häggström.) Simple examples (such as a regular tree) show that (3.1) does 
not have to hold for nonamenable graphs. This is one example of a relation between 
percolation properties and algebraic/topological properties of the underlying graph 
(see [10], [50] and [8] and some of their references for other examples). What can 
be said about uniqueness/nonuniqueness in the nonamenable case ? Benjamini and 
Schramm [10] introduced a further critical probability: 

Pu = Pu(Q) '•= inf{p : a.s. [Pp] there is a unique infinite cluster}. (3.2) 

By definition pu > pc. We have pc < pu = 1 on a regular 6-ary tree (in 
which all vertices have degree 6 + 1 ) with 6 > 2. The first example of a graph 
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with Pc < Pu < 1 was given in [25]. Note that there is no a priori reason why-
uniqueness should be monotone in p, that is why uniqueness a.s. [Pp>] should imply 
uniqueness a.s. [Pp»] whenever p" > p'. This has been proven to be the case for 
graphs satisfying (1.3). More precisely, the following theorem (and somewhat more) 
is proven in [57] (see also [26] and [27]): 

Theorem 5 Let Q satisfy (1.3) and let the percolation configurations on Q be con
structed simultaneously for all p £ [0,1] by Hammersley's method described in the 
beginning of Section 2. Let N(p) be the number of p-open infinite clusters. Then 

N(p) = I 
0 forp£ [0,pc) 

00 forp£ (Pc,Pu) 

1 forp£ (pu,l]. 

Note that this theorem does not give the value of N(p) at p = pc or pu (see also the 
lines after Theorem 1.2 in [26] and Open problem 3 below). 

Other obvious questions concern the smoothness of the function 9V(-), and 
in particular whether this function is continuous. Clearly p H> 9v(p) is always 
continuous for p < pc, since 9v(p) = 0 for all such p. Russo [53] noted that 9V(-) 
is everywhere right continuous and [11] proved that (under (1.3)) if for some fixed 
Po > Pc there is a.s. [PPo] a unique infinite cluster, then 9V(-) is also left continuous 
at po- Thus, under (1.3), the remaining problem is 
Open problem 3: Is p >-¥ 9v(p) (left) continuous on [pC)Pti] '• 
On Zrf which has pc(^

d) = Pu(%>d), continuity is equivalent to 9(pc) = 0. It has long 
been conjectured that this is the case. It is known that this holds for d > 19 by the 
theory of Hara and Slade [34]; actually this deals with bond percolation, but should 
go through also for site percolation on Zrf. It also follows from work of Harris [36] 
and the author [40], Theorem 3.1, that continuity holds when d = 2 (both for bond 
and site percolation). [8] and [9] prove that on a Cayley graph of a non-amenable 
group there is no percolation at pc. 

4. Behavior at and near pc 

From now on we shall restrict ourselves to transitive graphs which are periodi
cally imbedded in Rd, so that the origin is a vertex of the graph. Since all vertices are 
equivalent in a transitive graph, we drop the superscript v from various quantities 
such as 9(p); we further write C for the open cluster of the origin. 

We saw in (2.7) and (2.10) that the probability of a cluster of size n < oo decays 
exponentially or as a stretched exponential in the subcriticial and supercritical 
regime, respectively. The behavior at criticality is quite different. In fact, it is 
believed that there exists constants 0 < C, < oo such that 

CenArf-D/2 < PPc{\C(v)\ > n] < C7n-Cs. (4.1) 

Indeed, for periodic graphs in dimension d = 2 the left hand inequality is proven 
in [12], but the argument remains valid in any dimension. In an Abelian sense 
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one knows even more (see the proof of Proposition 10.29 in [20]). The right hand 
inequality of (4.1) for certain two-dimensional graphs can be found in [40], Theorem 
8.2, while for d > 19 with 8 = 2 it follows from [6] and [33]. It is natural to conjecture 
that 

PPA\C(v)\ >n}^n-^s (4.2) 

for some 8 = 8(G) > 0, where a(n) « b(n) means log(a(n)/logò(n) 4 l a s n - * 
oo. (One may conjecture that (4.2) and similar relations below hold with an even 
stronger interpretation of « but we shall not pursue this here.) 

(4.2) is one example of a so-called power law. Another (conjectured) power 
law is for PPc{v' <H> v"}. It is believed that for some constant n 

PPc{v' ++ v"} « \v' - v"\2-d-r> as \v' - v"\ -+ oo. (4.3) 

Here |w| denotes the f1 norm of the image of v under the imbedding into Rd. Again 
this is supported by the following partial result for periodic graphs whose image 
under the periodic imbedding into Rd is invariant under permutations of the coor
dinates. For such graphs (4.1) implies that there exist constants 0 < C, < oo such 
that 

C9\v' -v"\-Cl° < PPc{v' ++v"} < Cu\v' -v"\-Cl2. (4.4) 

Physicists also conjectured that various quantities behave like powers of \p—pc\ 
asp —¥ Pc,p ^ Pc- Such conjectures are analogues of results which were known (often 
on a nonrigorous basis) or conjectured for related models. They were also rigorously-
known for quite some time for percolation on regular trees. In addition, Hara and 
Slade in a series of important papers (see in particular [33], [34]) have developed the 
so-called lace expansion technique to give us a good understanding of percolation in 
high dimensions. Roughly speaking, they prove many of the physicists conjectures 
for bond percolation on Zrf with d > 19, by showing that most quantities show mean 
field behavior near pc, that is, they have the same singularity on Zrf with d > 19 as 
on a regular tree. It is believed that this will remain true for d > 6. In fact Hara 
and Slade can prove their results for percolation in any dimension > 6 for what 
they call "spread out" models. (These have Zrf as vertex set but there may be some 
open bonds between points which are not nearest neighbors on Zrf.) 

The most common of the conjectured power laws (with the traditional names 
for the exponents) are as follows. Here A(p) as B(p) means log A(p)/ log B(p) —t 1 
as p^t Pc (with p ^ pc). 

i)'[t A„m = »}] = Q W ' i * b - f t r ' - . i«, 
ra=l 

9(p) K, (p - Pc)ß, Pi Pc, (4.6) 

X(p) := E{\C(v)\; \C(v)\ < oo} « \p -pc\~\ (4.7) 

Another power law is supposed to hold for the so-called correlation length, Ç(p). 
Intuitively speaking, if p ^ pc, the correlation length is the minimal size a cube 
should have so that one can detect from a typical percolation configuration in such 
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a cube that p is not equal to pc. On scales which are small with respect to the 
correlation length, the system is expected to behave as if it is critical. On the other 
hand, on scales which are large with respect to the correlation length, one should be 
able to partition the system into cubes of edgelength equal to a large multiple of the 
correlation length and regard these cubes as "supersites" ; for p > pc (respectively 
P < Pc) these supersites should behave as sites in site percolation with a p value 
close to 1 (respectively close to 0). On such scales the details of the lattice other 
than its dimension should play little role, if any. Several possible formal definitions 
are in use for the correlation length. Here we define the correlation length £(p) by 

[^(p)]-1 = Hm —logPp{0-B-nei ,0 v»oo}, (4.8) 
n—»oo n 

where e\ is the first coordinate vector. Strictly speaking, [19] only proves that this 
is a good definition for (bond or site) percolation on Zrf, but this definition should 
make sense with minor changes for percolation on general periodic graphs. The 
conjectured powerlaw then takes the form 

Z{p)*\p-Pc\-V. (4.9) 

Other power laws have been conjectured for electrical conductance and for the 
graph-theoretical length of an open crossing between opposite faces of a cube. 

In all these cases proofs of power bounds instead of actual power laws are 
known for many graphs which are periodically imbedded in Rd with d = 2 or d 
large (see [40], Chapter 8, [20], Chapter 10, [33], [34]). For instance, 

Ciz\p-Pctl <xip) < C14\p -pc\~
Cl5 for p<pc. (4.10) 

In fact, the left hand inequality holds for all d (see [5], [20], Theorem 10.28). 
Most remarkable is the conjecture of "universality". That is, it is generally-

believed that each of the so-called critical exponents cx,ß,^,8,r\,v depends for pe
riodic graphs on the dimension d only, and not on the details of the graph Q. For 
instance, they should have the same value for bond and for site percolation on Z2 

and on the triangular lattice. This is in contrast to the critical probablity pc, which 
definitely does depend on the details of Q. For this reason the principal concern 
these days is to establish power laws and universality, and little attention is being 
paid to open problem 1. (See next section for more on what is now known.) 

There are also nonrigorous arguments to derive simple relations between var
ious of these exponents. These are the so-called scaling laws: 

a + ß(S+l) = 2 (4.11) 

7 + 2ß = ß(6+l) (4.12) 

7 = i/(2-»]) (4.13) 

d i /= 7 +2/3 for 2 < d < 6. (4.14) 

The last relation, which involves the dimension d is called a hyper-scaling law. 
These scaling relations, except (4.11), have been established for many graphs with 
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d=2 (assuming that the exponents exist; see [41]) and are also known for high d. 
There is also a "conditional proof" of the hyperscaling relation . That is, (4.14) 
(or rather the relation (2 — if) = d(8 — l)/(8 + lj) has been shown to be implied 
by other (not yet established) laws for percolation ([13]). It is widely believed that 
these other laws hold for 3 < d < 6. 

There are predictions by physicists of the values of these exponents when d = 2 
or when d is large. In fact, as we already pointed out, it is believed that all these 
exponents are even independent of d for d > 6. The existence of these exponents and 
their predicted values have now been proven to be correct when Q is the triangular 
lattice ([60], [61], [62], [48]). It is also known that these exponents (except for a 
and perhaps if) exist and take the same values as on a regular tree for d > 19 ([33], 
[34], [32]). 

This section raises the obvious and very extensive 
Open problem 4: Prove power laws, universality and scaling relations. 

In the next section we shall describe some of the progress made on this prob
lem in dimension 2. We already mentioned the work of Hara and Slade in high 
dimensions. No progress has been made in dimensions 3, 4 and 5. So we may pose 
a more modest problem for these dimensions. 
Open problem 5: Find upper and lower power bounds for 9(p),x(p), £(p) and 
PPA\C\ >n) when 3 < d < 5. 

As we pointed out above, bounds on one side are already known for most of 
these quantities, but as far as we know no bound of the form 

£(P) < Cu\p -pc\-c" (4.15) 

has been proven for 3 < d < 5, not even for p < pc. This is probably the most 
fundamental bound to prove, from which several other bounds might follow. Note 
that it is not hard to see that on Zrf 

a?) > Cis\log(pc ^p)\-(d-1)/d(Pc -p)-1/d for p<pc. (4.16) 

Indeed, the proof of the left hand inequality in (4.4) actually gives 

Fj,o{0 [°4]d nei} > C9n-Z{d-1). (4.17) 

From this one trivially has for p < pc 

Pp{0 ++ knei} > [Pp{0 [ ° # nei}]* 

^ \(P \ (»+A r. rr, IM"* -, A , 
> [(-) PpA0 ++ nei}] (4.18) 

Pc 

> [(^)(n+1)dC9n-^d-rf. 
Pc 

Now take n = [\log(pc —p)\] (pc — p)^1^d and estimate £(p) from 

[£(p)l-1 = hm — -—logPpjO •<->• fcnei,0 v»-oo) 
fc-s-oo kn 

1 

fc-s-oo kn 
lim —-—logPj,{0 <H> knei} for p < pc. 
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A somewhat different aspect of the behavior of critical percolation concerns 
the random variable 

N(v) := inf{number of closed vertices in any path from 0 to v}. (4.19) 

If no percolation occurs for p = pc, then N(v) —¥ oo as v —¥ oo, a.s. [PPc]. For 
bond percolation on Z2 it is known that [aPc(N(vj)]^1[N(v) — EPcN(v)] satisfies a 
central limit theorem with EPcN(v) x log |w| and aPc (N(vj), the standard deviation 
of N(v), of order [log|w|]1//2 (see [44]). On Zrf with d > 3 it is only known ([18]) 
that N(v) = 0(\v\6) a.s. [PPc], for every e > 0. 
Open problem 6: Improve the bound for N(v) and find a limit theorem for N(v) 
in dimension > 3. 

5. Conformai invariance and SLE 
In this section we only consider graphs which are periodically imbedded in R2. 

Special attention will be paid to site percolation on the triangular lattice. 
We already briefly discussed the interpretation of the correlation length in 

the preceding section. In view of (4.4), the definition (4.8) assigns the value oo 
to the correlation length when p = pc, at least if Ppc{|C| = oo} = 0, as is widely-
believed (and is known for d = 2 or d > 19). Thus the correlation length is not a 
useful length scale for critical percolation. Other than the spacing between vertices, 
there seems to be no lengthscale which plays a role for critical percolation. In this 
case one may hope to take some sort of limit without normalization of a critical 
percolation system in a larger and larger region. It is not clear in what topology-
one should take a limit. Matters look somewhat friendlier if one fixes a region and 
considers a limit as the spacing between vertices tends to zero. Even then it is not 
clear what topology will be most useful for taking a limit. A discussion of these 
issues can be found in [2] and the beginning of [59]. Putting this problem aside, let 
us first ask for limits of simple quantities such as crossing probabilities. Let D be 
a Jordan domain in R2 with a smooth boundary and let Ai and A2 be two disjoint 
arcs of 3D. Identify Q with its periodic imbedding in R2. (This imbedding is not 
unique, but for the present purposes we can just fix some imbedding.) We can then 
define 8Q as the result of multiplying the image of Q under the imbedding by a 
factor 8 > 0. This image has vertices located at {8v : v £ V} and edges between 
two points 8v',8v" if and only if v' and v" are adjacent in Q. For any percolation 
configuration on Q we say that there exists an open path on 8Q from A\ to A2 in 
D if there is an open path vi,..., vm on Q such that 8vi £ D for 2 < i < m — 1 and 
the edge between 8vi and #u2 intersects Ai and the edge between 8vm-i and 8vm 

intersects A2. We then define 

h(D,Ai,A2,8) := PPc{3 open path on 8Q from A\ to A2 in D}, (5.1) 

and ask whether this has a limit as 8 4- 0. (Here is were contact is made with De 
Volson Wood's problem in the Amer. Math. Monthly.) It is conjectured that this 
limit, call it h(D, Ai, .42), exists, and moreover that it is conformally invariant. By 
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this we mean that if <j> is a conformai map from D onto D' = <j>(D) which extends 
to a homeomorphism between D := closure of D and D , then 

h(D,Ai,A2) = h(^(D)A(Ai)A(A2)). (5.2) 

Conformai invariance of a limit of critical percolation had been conjectured by-
physicists (see [17] and its references) on the grounds that this had been found in 
related models. The stress on studying this for crossing probabilities is due to [46], 
which also credits Aizenman with the formulation of conformai invariance for cross
ing probabilities (actually in a slightly more general form than (5.2)). Cardy used 
conformai invariance and the Riemann mapping theorem to equate h(D, Ai,A2) to 
h(M, [z, 0], [1, oo)), where H is the upper half plane and z £ (—oo, 0) a suitable point 
on the boundary of H, i.e., the real axis. He then derived (nonrigorously) a differ
ential equation for h(M, [z,0], [l,oo)) as a function of z. From this he obtained an 
explicit formula for h(M, [z, 0], [1, oo)), and hence for h(D, Ai,A2) in special cases, 
such as when D is a rectangle and Ai,A2 two opposite sides of A. In an astonishing 
paper Smirnov [60] succeeded in showing that for site percolation on the triangular 
lattice, the limit h(D, Ai,A2) indeed exists and is conformally invariant. To do this 
Smirnov introduces an extra variable z £ D , and considers 

f(z,D,Ai,A2,8) := PPc{ß self-avoiding open path on 8Q from A\ 

to F i U A2 in D which separates z from F 2 } , 

where F i , F 2 are the arcs on 3D between Ai and .42 (i.e., the boundary of D 
consists of the four arcs Ai, B\, A2, F 2 and one successively traverses these arcs as 
one goes around the boundary of D in one direction). He now shows that any limit 
of f(z,D,Ai,A2,8) along a subsequence 8n \. 0 is a harmonic function of z £ D 
which has to satisfy certain boundary conditions which uniquely determine the 
limit. Therefore lim^o f(z, D, A\,A2,5n) exists. Moreover, the limit is conformally 
invariant, because it is characterized as the harmonic function which satisfies a 
certain boundary condition. The original problem for the crossing probabilities 
h(D,Ai,A2,8) can be treated as a special case, by letting z approach the single 
point in A2 n B\. One can find the limit function ft(A,.4i,.42) explicitly if A is a 
rectangle, and A\, B\, A2, F 2 its sides, and thereby one can recover Cardy's formula. 

Somewhat before Smirnov, Schramm [59] had introduced stochastic Loewner 
evolutions (SLE) in order to describe a scaling limit of growing random sets (and 
in particular the scaling limit of loop erased random walk in dimension two, and 
related processes). For percolation, the simplest version of SLE is probably the 
so-called chordal SLE (see [54]), described as follows. Let H and H be the open 
upper and closed upper half plane, respectively, and let {B(t)}t>o be a standard 
Brownian motion starting at 0. Let gt(z) be the solution of the Loewner equation 

dgt(z) 2 
~^T~ = ~T~\—AA 9o(z) = z 5.3 

dt 9t.(z)-Ç(t) 
with £(t) = ^/K,B(ì) for some parameter K > 0. The solution to (5.3) exists for 
t < T(Z) := inf {s : 0 is a limit point of the set {gu(z) — (,(u),u < s}}. Define 



358 Harry Kesten 

Ht := {z £ H : T(Z) > t}, Kt = {z £ ~H : T(Z) < t}. Chordal SLEK is the collection 
of maps {gt : t > 0}. It turns out that gt is the unique conformai homeomorphism 
from Ht onto H for which limz^00[gt(z) — z] = 0. It is shown in [54] that for K ^ 8 
there exists a continuous path 7 : [0,00) —¥ H such that Kt is the hull of 7[0, t], that 
is, Kt is the closure of the union of the bounded components of H\7[0,£]. In many-
situations one can also start with the path 7 and then define gt as the conformai 
homeomorphism from its hull Kt onto ML This must then satisfy a Loewner equation 
(5.3). 7 is called the trace of the corresponding SLE process. 

Schramm ([59]) showed that the scaling limit of loop erased random walk can 
be described by an analogue of SLE2 in the unit disc. ([59] still had to assume 
that this scaling limit exists and is conformally invariant, but this has since been 
proven in [49]). In [59] Schramm expresses the belief that SLE6 is appropriate for 
the description of the scaling limit of the boundary of percolation clusters. This 
has been proven to be correct for percolation on the triangular lattice. 

Figure 2: The exploration process, which separates the open 
(white) hexagons from the closed (black) ones. We thank Oded 
Schramm for providing us with this figure. 

To give a specific example, consider the hexagonal lattice, imbedded in R2 in such 
a way that the hexagonal faces which intersect the x-axis have their centers on this 
axis and that the origin lies on the common boundary of two such faces. Make 
the hexagonal faces in the upper half plane independently open or closed with 
probability 1/2. If one thinks of the centers of the hexagonal faces as vertices of 
the triangular lattice then one sees that this is equivalent to critical site percolation 
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on the triangular lattice on H (recall that its critical probability equals 1/2). Now 
impose the boundary condition that all faces with center on the positive (negative) 
x-axis are open (closed, respectively). There is then a c u r v e s , in the upper half 
plane and running on the boundaries of some of the hexagonal faces, which starts 
at 0 and traverses the boundary between the open cluster of the positive x-axis 
and the closed cluster of the negative x-axis. This curve is called the exploration 
process; see Figure 2. The distribution of this curve 75 converges to the distribution 
of the trace of SLE6 (as the mesh size goes to zero, and using the Hausdorff metric 
on the space of curves, determined up to parametrization) (see [60], [61]). Actually 
these references discuss the analogous situation on an equilateral triangle instead of 
H and concentrate on showing the existence of the limit. The identification of the 
limit as SLE6 is based on the work of Lawler, Schramm and Werner ([47], [64]). 

To prove this result Smirnov ([60], [61]) first uses a compactness argument to 
show that any sequence 8n 4- 0 has a subsequence along which the distribution of 7,$n 

converges to some distribution pe-p- on Holder continuous curves. Then he proves 
that \f-p- is independent of the subsequence {8n} by showing that \f-p- has certain 
properties which characterize SLE6. This of course also shows that \f-p- is the 
distribution of the trace of SLE6. The second step relies on a reduction of various 
A'p--probabilities to crossing probabilities of the form (5.1) and on the existence 
and conformai invariance of the limit of (5.1). In addition it relies on a "locality-
property." Note that one can construct 75 from "local" information only; at any 
step 7,5 turns to the right (left) if its tip has a closed (respectively, open) hexagon 
in front of it. 

SLE turns out to be the perfect tool for calculating critical exponents. Lawler, 
Schramm, Smirnow and Werner in [48] and [62] were able to use the correspondence 
with SLE6 to prove for percolation on the triangular lattice, not only Cardy's for
mula, but also the power laws (4.2), (4.3), (4.6), (4.7) and (4.9) with the values for 
v,ß,^,8 and n which were predicted by physicists (see [62] for relevant references). 
It was further shown in [7] by Beffara that the Hausdorff dimension of the trace of 
SLE6 is 7/4. Thus, this is also the Hausdorff dimension of the exploration process 
"in the scaling limit." This dimension had already been predicted by Saleur and 
Duplantier [56]. 
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Cohomology of Moduli Spaces 
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Abstract 

Some recent progress towards understanding the cohomology of moduli 
spaces of curves is described. Madsen and Weiss have announced a proof of 
a generalisation of Mumford's conjecture on the stable cohomology of these 
moduli spaces Mg, and other contributors have made advances related to 
Faber's conjectures concerning the tautological ring of Mg. 
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Moduli spaces arise in classification problems in algebraic geometry (and other 
areas of geometry) when, as is typically the case, there are not enough discrete in
variants to classify objects up to isomorphism. In the case of nonsingular complex 
projective curves (or compact Riemann surfaces) the genus g is a discrete invariant 
which classifies the curve regarded as a topological surface, but does not determine 
its complex structure when g > 0. For each g > 0 there is a moduli space Mg 

whose points correspond bijectively to isomorphism classes of nonsingular complex 
projective curves of genus g, and whose geometric structure reflects the way such 
curves can vary in families depending on parameters. The topology of these mod
uli spaces Mg and their compactifications has been studied for several decades, 
and important progress has been made recently on some long-standing questions 
concerning their cohomology. 

In his fundamental paper [93] Mumford considered some tautological coho-
mological classes Kj £ H2J(Mg) for j = 1,2,... which extend naturally to the 
Deligne-Mumford compactification Mg. Much work on the cohomology of Mg has 
concentrated on its tautological ring, which is the subalgebra of its rational coho
mology ring (or of its Chow ring) generated by these tautological classes. 

One reason for the importance of the tautological ring of Mg is its relationship 
with the stable cohomology ring H*(M00; Q). It was proved by Harer [47] that the 
cohomology Hk(Mg;Q) of Mg in degree k is independent of the genus g when 
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g >• k, making it possible to define Hk(M00;Q) as Hk(Mg;Q) for suitably large 
g. Mumford conjectured that the stable cohomology ring H*(M00;Q) is freely-
generated by the tautological classes K\,K,2,... and Miller [83] and Morita [85] 
proved part of this conjecture by showing that the natural map 

Q[Ki,K2,...]^H*(Mœ;Q) 

is injective. The remainder of Mumford's conjecture, that this map is surjective, 
remained unproved for nearly two decades. However Madsen and Tillmann [80] 
found an interpretation of Mumford's map on the level of homotopy, which they 
conjectured should be a homotopy equivalence. Very recently a proof of their con
jecture, using h-principle arguments combined with Harer stabilisation, has been 
announced by Madsen and Weiss [81, 103], and from this Mumford's conjecture 
follows. 

The tautological ring of Mg for finite g has many beautiful properties. Faber 
[26] conjectured that when g > 2 the tautological ring of Mg looks like the algebraic 
cohomology ring of a nonsingular complex projective variety of dimension g — 2, and 
that it is generated by the tautological classes KI,K2,..., K[S/3] with no relations in 
degrees at most [g/3]. He also provided an explicit conjecture for a complete set of 
relations among these generators. Progress has been made by many contributors 
towards Faber's conjectures, and also related problems on moduli spaces linked to 
Mg. In particular Morita [90, 91] has recently proved that the rational cohomolog-
ical version of the tautological ring of Mg is indeed generated by KI,K2,..., A S / A 

The definition of the tautological ring has also been extended to the compactifi
cation Mg,n of the moduli space Mg,„, of nonsingular curves of genus g with n 
marked points (motivated by Witten's conjectures [107], proved by Kontsevich [71], 
on intersection pairings on Mg,n). 

The moduli spaces Mg and Mg,„, have other younger and more sophisticated 
relatives, such as the moduli spaces Mg,„,(X,ß) which parametrise holomomor-
phic maps / : S —t X from a nonsingular complex projective curve S of genus g 
with n marked points satisfying /»[S] = ß £ H2(X), and their compactifications 
Mg,„,(X,ß) which parametrise 'stable' maps. Intersection theory on Mg,„,(X, ß) is 
fundamental to Gromov-Witten theory and quantum cohomology for X, with nu
merous applications in the last decade to enumerative geometry. The Virasoro con
jecture of Eguchi, Hori and Xiong provides relations among the descendent Gromov-
Witten invariants of X, and its recent proof by Gi ventai [39] for X = Wn implies 
part of Faber's conjecture by [37]. 

Other relatives of Mg include the moduli spaces of pairs (£, A) where S is a 
nonsingular curve and A is a stable vector bundle over S, and their compactifica
tions; intersection theory on these relates intersection theory on Mg and intersection 
theory on moduli spaces of bundles over a fixed curve, which is by now quite well 
understood. 

1. Moduli spaces of curves 
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The study of algebraic curves, and how they vary in families, has been fun
damental to algebraic geometry since the beginning of the subject, and has made 
huge advances in the last few decades [3, 52]. The concept of moduli as parameters 
describing as efficiently as possible the variation of geometric objects was initiated 
in Riemann's famous paper [99] of 1857, in which he observed that an isomor
phism class of compact Riemann surfaces of genus g > 2 'hängt ... von 3g — 3 
stetig veränderlichen Grössen ab, welche die Moduln dieser Klasse genannt werden 
sollen'. In modern terminology, Riemann's observation is the statement that the 
dimension of Mg is 3g — 3 if g > 2. It was not until the 1960s that precise defi
nitions and methods of constructing moduli spaces were given by Mumford in [92] 
following ideas of Grothendieck. Roughly speaking, the moduli space Mg is the 
set of isomorphism classes of nonsingular complex projective curves1 of genus g, 
endowed with the structure of a complex variety in such a way that any family of 
nonsingular complex projective curves parametrised by a base space S induces a 
morphism from S to Mg which associates to each s £ S the isomorphism class of 
the curve parametrised by s. The moduli spaces Mg can be constructed in several 
different ways, including 

• as orbit spaces for group actions, 
• via period maps and Torelli's theorem, and 
• using Teichmüller theory. 

The first of these is a standard method for constructing many different moduli 
spaces, using Mumford's geometric invariant theory [92, 95,105] or more recent ideas 
due to Kollâr [70] and to Mori and Keel [64]. Geometric invariant theory provides a 
beautiful compactification of Mg known as the Deligne-Mumford compactification 
Mg [15]. This compactification is itself modular: it is the moduli space of (Deligne-
Mumford) stable curves (i.e. complex projective curves with only nodal singularities 
and finitely many automorphisms). Mg is singular but in a relatively mild way; it 
is the quotient of a nonsingular variety by a finite group action [77]. 

The moduli space Mg,„, of nonsingular complex projective curves of genus 
g with n marked points has a similar compactification Mg,„, which is the moduli 
space of complex projective curves with n marked nonsingular points and with only-
nodal singularities and finitely many automorphisms. Finiteness of the automor
phism group of such a curve S is equivalent to the requirement that any irreducible 
component of genus 0 (respectively 1) has at least 3 (respectively 1) special points, 
where 'special' means either marked or singular in S (and the condition on genus 1 
components here is redundant when g > 2). 

The second method of construction using the period matrices of curves leads 
to a different compactification Mg of Mg known as the Satake (or Satake-Baily-
Borel) compactification. Like the Deligne-Mumford compactification, Mg is a com
plex projective variety, but the boundary Mg \ Mg of Mg in Mg has (complex) 
codimension 2 for g > 3 whereas the boundary A = Mg \ Mg of Mg in Mg has 
codimension 1. Each of the irreducible components A 0 , . . . , A[g/2] °f A is the clo
sure of a locus of curves with exactly one node (irreducible curves with one node 

A l l complex curves and real surfaces will be assumed to be connected. 
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in the case of A0 , and in the case of any other Aj the union of two nonsingular 
curves of genus i and g — i meeting at a single point). The divisors Aj meet trans
versely in Mg, and their intersections define a natural decomposition of A into 
connected strata which parametrise stable curves of a fixed topological type. The 
boundary of Mg,„, in Mg,„, has a similar description, but now as well as the genus 
of each irreducible component it is necessary to keep track of which marked points 
it contains. 

The third method of constructing Mg, via Teichmüller theory, leaves algebraic 
geometry altogether. 

iehmüller theory and mapping class groups 
Important recent advances concerning the cohomology of the moduli spaces 

Mg (in particular [80, 81, 90, 91, 103]) have been proved by topologists via the link 
between these moduli spaces and mapping class groups of compact surfaces. 

Let us fix a compact oriented smooth surface S s of genus g > 2, and let 
Diff+Ss be the group of orientation preserving diffeomorphisms of £ s . Then the 
mapping class group Tg of S s is the group 

F g = 7To(Diff+£s) 

of connected components of Diff+Ss. It acts properly and discontinuously on the 
Teichmüller space Tg of S s , which is the space of conformai structures on S s up to 
isotopy. The Teichmüller space Tg is homeomorphic to R6 s _ 6 , and its quotient by 
the action of the mapping class group Tg can be identified naturally with the moduli 
space Mg. This means that there is a natural isomorphism of rational cohomology 

H*(Mg;Q) ^ H*(Tg;Q). (2.1) 

The corresponding integral cohomology groups are not in general isomorphic be
cause of the existence of nonsingular complex projective curves with nontrivial au
tomorphisms. If, however, we work with the moduli spaces Mg,„, of nonsingular 
complex projective curves of genus g with n marked points, then when n is large 
enough such marked curves have no nontrivial automorphisms (cf. [52] p 37) and 

A*(,Ms,„;Z)-A*(rS;„;Z) 

where FSj„ is the group of connected components of the group Diff+SSj„ of orien
tation preserving diffeomorphisms of £ s which fix n chosen points on S s . 

In fact [20] the components of Diff+£s are contractible when g > 2, so there 
is also a natural isomorphism 

H*(Tg; Z) =* A*(ßDiff+Ss; Z) 

where _BDiff+Ss is the universal classifying space for Diff+Ss. This means that any 
cohomology class of the mapping class group Tg can be regarded as a characteristic 
class of oriented surface bundles, while any rational cohomology class of Tg can be 
regarded as a rational cohomology class of the moduli space Mg. 
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The mapping class group Tg can be described in a group theoretical way. Tg 

acts faithfully by outer automorphisms (that is, the action is defined modulo inner 
automorphisms) on the fundamental group TTI(SS) of S s , which is generated by 
2g elements a\,... ,ag,b\,...,bg subject to one relation JT. ajbjaj^bj1 = 1, and 
the image of Tg in Out(7Ti(Ss)) is the group of outer automorphisms of TTI(SS) 

which act trivially on A2(7Ti(Ss);Z) [110]. Tg has a finite presentation [106] with 
generators represented by Dehn twists (diffeomorphisms of S s obtained by cutting 
S s along a regularly embedded circle, twisting one of the resulting boundary circles 
through 2n and reglueing). There are similar descriptions of FSj„ [110, 33]. 

3. Stable cohomology 
Harer [47] proved in the 1980s that Hk(Tg; Z) and Hk(Tg+i; Z) are isomorphic 

when g > 3k — 1, and the same is true for FSj„ and r s + i : „ . This bound was improved 
by Ivanov [55] and Harer [50] made a further improvement. Since H*(Tg;<Q) is iso
morphic to H*(Mg; Q), this means that the rational cohomology group Hk(Mg;

<Q) 
is independent of g for g >• k, and we can define the stable cohomology ring 

HAM^Q) 

so that Hk(Moo; Q) =* Hk(Mg;Q) for g > k. 
Harer's stabilisation map can be defined as follows. We choose a smooth 

identification of X s+i with a connected sum of a smooth surface S s of genus g 
and a surface Si of genus 1 (and if we have marked points we make sure they all 
correspond to points in S s ) . Let F ^ + i ^ be the subgroup of F s + i consisting of 
mapping classes represented by diffeomorphisms from S s+i to itself which fix all 
the points coming from Si . The result of collapsing all such points in S s + i together 
is diffeomorphic to S s , so there is a homomorphism from Tg+i:j:1 to Tg as well as an 
inclusion of Tg+i:j:1 in F s + i . Harer showed that both of these induce isomorphisms 

H (Vg',Z) — H (Vg-^i^1 ; Z) and H (Fs_|_i;Z)— H ( F g ^ i ^ j Z ) 

when g ^> k, and likewise we have 

H (FSj„;Z) = A (Tg+i^lin;Z) and H ( r s + i : „ ; Z ) = A (Tg+i^lin;Z) (3.1) 

when g >• k. 
A similar construction can be made to describe the stabilisation isomorphism 

Hk(Mg,n;Q)=Hk(Mg+i,n;Q) 

for the moduli spaces Mg,„, (cf. [28, p.31]). Identifying the last marked point of 
a smooth nonsingular complex projective curve of genus g with a marked point on 
a curve of genus 1 gives a stable curve of genus g + 1 with n marked points. This 
defines for us a morphism 

<j> : Mg,n+i X Mi,i - • Mg+l,n 
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whose image is an open subset of an irreducible component of the boundary of 
Mg+i,„, in Mg+i,n, and there is a normal bundle j\f<p which is a complex line 
bundle (in the sense of orbifolds) over Mg,n+i x Mi,i- Using A' | to denote the 
complement of the zero section of j\f<p we can compose projection maps with the 
forgetful map from Mg,n+i to Mg,„, to get 

Af£ - • Mg,n+i X Mi,i - • Mg,n+i - • Mg,„, 

which induces 
Hk(Mg,n;Q)^Hk(tf;;Q). (3.2) 

On the other hand, using a tubular neighbourhood of the image of <j> in Mg+i,„, we 
obtain a natural homotopy class of maps from A' | to Mg+i,„, which induces 

Hk(Mg+i,n;Q) ^ Hk(M;;Q). (3.3) 

Here (3.2) and (3.3) represent Harer's maps (3.1) and hence they are isomorphisms 
if g > k. 

4. Tautological classes 
When g > 2 Mumford [93] and Morita [84] independently defined tautological 

classes 
Ki £ H2i(Mg;Q) and eH £ H2i(Tg;Z) 

which correspond up to a sign ( —1)*+1 in H*(Mg;Q) under the isomorphism (2.1). 
The subalgebra R*(Mg) of H*(Mg;Q) generated by the KJ, or equivalently by the 
di, is called its tautological ring. 

The classes KJ are defined using the natural forgetful map n : Mg,i —¥ Mg 

which takes an element [S,p] of Mg,i represented by a nonsingular complex pro
jective curve S with one marked point p to the element [S] of Mg represented by 
S. This is often called the universal curve over Mg, since for generic choices of S 
the fibre 7r_1([S]) is a copy of S. However if S has nontrivial automorphisms then 
7T_1([S]) is not a copy of S but is instead the quotient of S by its automorphism 
group Aut(S) (which has size at most 84(# — 1) when g > 2). 

From the topologists' viewpoint the rôle of n : Mg,i —¥ Mg is played by the 
universal oriented Ss-bundle 

II : ADiff+Ss - • BDiS+Eg. 

Its relative tangent bundle is an oriented real vector bundle of rank 2 on ADiff+Ss 

(whose fibre at a; G ADiff+Ss is the tangent space at x to the oriented surface 
n_1(a;)), so it has an Euler class e £ A2(ADiff+S s ;Z). Morita defined his tauto
logical classes 

(Ü £ H2i(Tg;Z) ^ A2 i(BDiff+S s ;Z) 

by setting e» to be the pushforward (or integral over the fibres) ni(e*+1) of et+1. 
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To define his tautological classes KJ Mumford used essentially the same proce
dure with the forgetful map n : Mg,i —¥ Mg, except that he used cotangent spaces 
instead of tangent spaces (which is the reason that KJ and e» only correspond up 
to a sign ( —1)*+1) and the relative cotangent bundle (or relative dualising sheaf) 
for n : Mg,i —¥ M g exists as a complex line bundle over Mg,i only in the sense 
of orbifold line bundles (or line bundles over stacks) because of the existence of 
nontrivial automorphism groups Aut(S). 

The forgetful map n : Mg,i —¥ Mg can be generalised to n : Mg,n+i —¥ Mg,„, 
for any n > 0 by forgetting the last marked point of an n+ 1-pointed curve, and this 
can be extended to n : Mg,n+i —¥ Mg,„,. Care is needed here when the last marked 
point lies on an irreducible component with genus 0 and only two other special 
points; such an irreducible component needs to be collapsed in order to produce a 
stable n-pointed curve of genus g. This collapsing procedure gives us a forgetful 
map n : Mg,n+i —¥ Mg,„, whose fibre at [S ,p i , . . . ,pn] £ Mg,„, can be identified 
with the quotient of S by the automorphism group of (S,pi , . . . ,pn) . Mumford's 
tautological classes can be extended to classes KJ £ H2t(Mg,„;, Q) (in fact to classes 
in the rational Chow ring of Mg,n) defined by 

Ki = TT](Cl(u}g:nY
+1) 

where u;Sj„ is the relative dualising sheaf of IT : Mg,n+i —* Mg,„, and ci(ojg^n) £ 
A2(A(Si„;Q) is its first Chern class. 

When n > 0 there are other interesting tautological classes on Mg,„, and 
Als,» exploited by Witten. The forgetful map n : Mg,„,+i —¥ Mg,„, has tautological 
sections Sj : Mg,„, —¥ Mg,„,+i for 1 < j < n such that Sj([£,pi,... ,pn]) is the 
element of 7r_ 1([S,pi , . . . ,p„]) = S/Aut(S) represented by pj. The Witten classes 
'<pj £ H2(Mg,„;, Q) for j = 1,... ,n can then be defined by 

Ipj = Ci(s*(Ug,n))-

Roughly speaking, ipj is the first Chern class of the (orbifold) line bundle on Mg,„, 
whose fibre at [S ,p i , . . . ,pn] is the cotangent space T*.~£ to S at pj. 

The boundary A = Mg,„,\Mg,„, of Mg,„, in Mg,„, is the union of finitely many-
divisors which meet transversely in Mg,„,. The intersection of any nonempty set 
of these divisors is the closure of a subset of Mg,„, parametrising stable n-pointed 
curves of some fixed topological type, and is the image of a finite-to-one map to 
Als,» from a product of moduli spaces f\k Mgk,„,k which glues together stable curves 
of genus gk with nk marked points at certain of the marked points. These glueing 
maps induce pushforward maps on cohomology 

HAl[Mgk,nk;Q)^H*(Mg,n;Q) (4.1) 
k 

and the tautological ring R*(Mg,„;, Q) is defined inductively to be the subalgebra of 
H*(Mg,„;, Q) generated by the Mumford classes, the Witten classes and the images 
of the tautological classes in H*([\kMgk,„,k;Q) under the pushforward maps (4.1) 
from the boundary of Mg,„,. Its restriction to H*(Mg,„;, Q) is the tautological ring 
of Mg,„, and is generated by the Mumford and Witten classes. 
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5. Mumford's conjecture 
Mumford's tautological classes KJ £ H2t(Mg;Q) are preserved by Harer sta

bilisation when g is sufficiently large, and so they define elements of the stable 
cohomology H*(Moo;Q). Mumford conjectured in [93] that H*(M00;

<Q) is freely-
generated by Ki,K2,..., or in other words that the obvious map 

Q[Ki,K2,...]^H*(Mœ;Q) (5.1) 

is an isomorphism. Miller [83] and Morita [85] soon proved that this map is injective, 
so it remained to prove surjectivity. Not long ago Madsen and Tillmann [80] found a 
homotopy version of Mumford's map (5.1) which they conjectured to be a homotopy 
equivalence, and very recently Madsen and Weiss [81] have announced a proof of 
their conjecture, from which Mumford's conjecture follows. 

The Madsen-Tillmann map involves the stable mapping class group F ^ rather 
than the moduli spaces Mg. From the description of Mg as the quotient of the Tg 

action on Teichmüller space Tg it follows that when g > 2 there is a continuous map 

BTg -+ Mg (5.2) 

uniquely determined up to homotopy. It is known that Tg is a perfect group when 
g > 3 [46], so we can apply Quillen's plus construction to BTg to obtain a simply-
connected space -BF+ with the same homology as BTg. The moduli space Mg is also 
simply connected, so (5.2) factors through a map -BF+ —t Mg which induces the 
isomorphism H*(Tg;Q) —t H*(Mg;Q) discussed above at (2.1). Moreover Harer 
stabilisation gives us maps -BF+ —t -BF^+1 between simply connected spaces which 
are homology equivalences (and hence also homotopy equivalences) in a range up 
to some degree which tends to infinity with g. If -BF+ denotes the homotopy direct 
limit of these maps as g —¥ oo, then Mumford's conjecture becomes the statement 
that 

A * ( O T + ; Q ) - Q [ K i , K 2 , . . . ] . 

The conjecture of Madsen and Tillmann [80] describes the homotopy type of -BF+ 
(or rather Z x -BF+), giving Mumford's conjecture as a corollary. 

Tillmann [103] had already shown that Z x -BF+ is an infinite loop space, 
in the sense that there exists a sequence of spaces En with En = (ÌEn+i and 
Z x -BF+ = E0. This was an encouraging result because infinite loop spaces have 
many good properties. Subsequently Madsen and Tillmann [80] found an Q°° map 
«oo from Z x -BF+ to an infinite loop space which they denoted by Q°°CP™i and 
whose connected component has rational cohomology isomorphic to Q[KI , K2, . . . ] . 

The infinite loop space Q^CP™ is related to the limit CP°° of the complex 
projective spaces CP* as k —¥ oo. Over CP* there is a tautological complex line bun
dle Lk, whose fibre at a; G CP* is the one-dimensional subspace of Ck+1 represented 
by x, and a complex vector bundle Lk of rank k which is its complement in the triv
ial bundle of rank k+1 over CP*. The restriction of Lk+1 to CP* is the direct sum of 
Lk and a trivial complex line bundle, giving us maps Tli(Lk) —t Q2Th(L^-+1) and 
Q2fc+2Th(L_L) _^ n2fc+4Th(L^+1) where Th(L^) is the Thom space (or one-point 
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compactification) of the bundle Lk. Madsen and Tillmann define Q°°CP™i to be 
the direct limit of the spaces (i2k+2Tli(Lk) as k —¥ oo. 

Homotopy classes of maps from an n-dimensional manifold X to Q^CP™ are 
represented by proper maps <j> : M —t X from an (n + 2)-dimensional manifold M 
together with an 'artificial differential' $ : TM —t <j>*TX and an orientation of ker$. 
Here $ is a stable vector bundle surjection; that is, it may be that $ is defined and 
becomes a surjective bundle map only once a trivial bundle of sufficiently large rank 
has been added to TM and cjfTX. Any smooth oriented surface bundle <j> : E —t X 
induces a homotopy class of maps from X to Q^CP™ represented by <j> together 
with its differential $ = d<p : TE —t <p*TX, and this effectively defines the Madsen-
Tillmann map aœ : Z x OT+ - • Q°°CP^i. 

Submersion theory suggests a way to tackle the problem of showing that «oo is 
a homotopy equivalence, but compactness of X creates a difficulty for this. There
fore Madsen and Weiss replace X with l x l They study a commutative diagram 

V 
I 

hV 

->• 

->• 

W 

I 
hW 

->• 

->• 

W loc 
I 

hWl0C 

of contravariant functors from smooth manifolds to sets with the sheaf property for 
open coverings, and the induced diagram 

|V| -+ \w\ -+ \wloc\ 

\hV\ - • \hW\ - • I^Wioel 

of the associated spaces, where homotopy classes of maps from X to \!F\ correspond 
naturally to concordance classes in T(X), and «oAi € PF(X) are concordant if 
so = t\xx.{o} a n d «1 = *|vx{i} for some t £ T(X x R). 

If X is any smooth manifold then elements of V(X) are given by smooth 
oriented surface bundles E (that is, proper submersions whose fibres are connected 
oriented surfaces) over X x R, together with identifications dE = d(S1 x [0,1] x 
X x R) compatible with the maps to X x R. These identifications on the boundary-
are crucial, because they give V and the other functors involved the structure of 
monoids, and thus the associated spaces become topological monoids. 

In one version of the bottom row hV —¥ hW —¥ ^Wj o c of the commutative 
diagram, elements of hV(X) are given by (n + 3)-dimensional manifolds E, where 
n = dimX, and smooth maps IT : E —t X and f,g : E —t R such that (n,f) : 
E —t X x R is a submersion and (n, g) : E —t X x R is proper, together with an 
identification dE = d(S1 x [0,1] x X x R) compatible with the maps to X and R. 
If (n, f) : E —t X x R represents an element of V(X) then we get an element of 
hV(X) by setting g = f. The functors VV and hW are defined similarly, except that 
the requirement that (n, f) : E —t X x R should be a submersion is weakened to 
the requirements that n : E —t X should be a submersion and that the restriction 
of / : E —t R to any fibre of n should be a Morse function. For Wj o c and ^Wj o c 

the requirements are weakened again, so that 'proper' is replaced by 'proper when 
restricted to the set of singularities of / on fibres of A. 
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The strategy of Madsen and Weiss is to deduce that «oo is a homotopy equiv
alence from the following properties of the commutative diagram above: 

(i) the first vertical map represents the Madsen-Tillmann map «oo! 
(ii) the second vertical map is a homotopy equivalence (by a corollary to Vassiliev's 

h-principle [104]); 
(iii) the third vertical map is also a homotopy equivalence (by a much easier ar

gument); 
(iv) the bottom row is a homotopy fibre sequence; 
(v) the top row becomes a homotopy fibre sequence after group completion (using 

stratifications of |VV| and |Wj0C | and a subtle application of Harer stabilisa
tion). 

6. Faber's conjectures 
Although Mumford's conjecture tells us that the tautological classes KJ gener

ate the stable cohomology ring H*(M00;
<Q), they do not generate H*(Mg;Q) for 

finite g, and in fact H*(Mg; Q) has lots of unstable cohomology (at least when g is 
large enough). This follows from the calculation of Euler characteristics by Harer 
and Zagier [51] (see also [71]). They show that the orbifold Euler characteristic of 
Mg,„, is 

where ( denotes the Riemann (-function, and their work implies that when g > 15 
the Euler characteristic of Mg is too large in absolute value for H*(Mg; Q) to be 
generated by Ki, K2, . . . (cf. also [41, 76]). Nonetheless the tautological ring R*(Mg) 
generated by Ki, K2, . . . has many beautiful properties. 

Faber [26] has conjectured that R*(Mg) has the structure of the algebraic 
cohomology ring of a nonsingular complex projective variety of dimension g — 2. 
More precisely, he conjectured that 

(i) Rk(Mg) is zero when k > g — 2 and is one-dimensional when k = g — 2, 
and the natural pairing Rk(Mg) x R9^2^k(Mg) -ï R9^2(Mg) is perfect. In 
addition Rk(Mg) satisfies the Hard Lefschetz property and the Hodge index 
theorem with respect to the class Ki. 

(ii) The classes KI, . . . , K[s/3] generate R*(Mg) with no relations in degrees up to 
and including [g/3]. 

(iii) Faber also gave an explicit conjecture for a complete set of relations be
tween these generators (in terms of the proportionalities between monomials 
in Rs-2(Mg)). 

When g < 15 Faber [26] has proved all these conjectures concerning R*(M 
a) 

and for general g Looijenga [78] and Faber [27] have shown that Rk(Mg) is zero 
when k > g — 2 and is one-dimensional when k = g — 2. Their proofs apply to both 
the cohomological version and the Chow ring version of R*(Mg). Using topological 
methods, Morita [90, 91] has recently proved that the classes KI, . . . , K[s/3] generate 
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the cohomological version of R*(Mg) (and the rest of (ii) then follows essentially 
from [50]). 

The mapping class group Tg acts naturally on Ai (S s ;Z ) in a way which pre
serves the intersection pairing. This representation gives us an exact sequence of 
groups 

l^lg^Tg^Sp(2g;Z)^l 

where lg denotes the subgroup of Tg which acts trivially on Ai (S s ; Z) and which 
is called the Torelli group. In [58, 59, 60, 61, 62] Johnson showed that lg is finitely-
generated for g > 3 (in contrast with the case g = 2 [82]), introduced a surjective 
homomorphism 

r : 2 s ^ A 3 A i ( S s ; Z ) / A i ( S s ; Z ) 

whose kernel is the subgroup of Tg generated by all Dehn twists along separating 
embedded circles, and used r to determine the abelianisation of lg. Morita [88] 
extended the Johnson homomorphism r to a representation 

pi : F s ^ ( |A 3 Ai(S s ;Z ) /Ai (S s ;Z ) ) x Sp(2«?;Z) 

of the mapping class group Tg. Via the cohomology of semi-direct products this 
induces 

p\ : Hom(A*AQ)Sp(2s ;Z ) -+ H*(Tg;Q) *É H*(Mg;Q) 

where U = A 3 Ai(S s ;Q) /Ai (S s ;Q) , and the image of pj is the tautological ring 
R*(Mg) [63, 79]. By finding suitable relations in Hom(A*AQ)Sp(^2s;Z) and exploit
ing the map Hi (S s ; Q) —t Hi (S s_i ; Q) induced by collapsing a handle of S s , Morita 
[90, 91] is able to prove that the classes KI, . . . , K[s/3] generate the cohomological 
version of R*(Mg). 

Faber, Getzler, Hain, Looijenga, Pandharipande, Vakil and others (cf. [23, 24, 
25, 31, 42, 44, 78]) have also made conjectures about the structure of the tauto
logical rings of the compact moduli spaces Mg,n, which are generated not just by 
the Mumford classes KJ but also by the Witten classes ipj and the pushforwards of 
tautological classes from the boundary of Mg,„,. For example, it is expected that 
R*(Mg,n) looks like the algebraic cohomology ring of a nonsingular complex pro
jective variety of dimension 3g — 3 + n, while Getzler has conjectured that if g > 0 
then the monomials of degree g or higher in the Witten classes ipj should all come 
from the boundary of Mg,„, (a cohomological version of this has been proved by 
Ionel [54]), and Vakil has made a closely related conjecture that any tautological 
class in Rk(Mg,n) with k > g should come from classes supported on boundary-
strata corresponding to stable curves with at least k — g + 1 components of genus 0. 

7. The Virasoro conjecture 
The geometry of a nonsingular complex projective variety X can be studied 

by examining curves in X. Intersection theory on moduli spaces of curves in X, or 
more precisely moduli spaces of maps from curves to X, leads to Gromov-Witten 
theory and the quantum cohomology of X, with numerous applications in the last 
decade to enumerative geometry (cf. [14, 32, 71, 72, 73]). 
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Let us assume for simplicity that 2g — 2 + n > 0. For any ß £ H2(X;Z) there 
is a moduli space Mg,„,(X, ß) of n-pointed nonsingular complex projective curves S 
of genus g equipped with maps / : S —t X satisfying /*[S] = ß. This moduli space 
has a compactification Mg,„,(X,ß) which classifies 'stable maps' of type ß from 
n-pointed curves of genus g into X [32]. Here a map / : S —t X from an n-pointed 
complex projective curve S satisfying /» [S] = ß is called stable if S has only nodal 
singularities and / : S —t X has only finitely many automorphisms, or equivalently 
every irreducible component of S of genus 0 (respectively genus 1) which is mapped 
to a single point in X by / contains at least 3 (respectively 1) special points. The 
forgetful map from Mg,„,(X, ß) to Mg,„, which sends [S ,p i , . . . ,pn, f '• S —t X] to 
[S ,p i , . . . ,p„] extends to a forgetful map n : Mg,„,(X,fi) —t Mg,„, which collapses 
components of S with genus 0 and at most two special points. 

Of course, when X is itself a single point, Mg,„,(X,ß) and Mg,„,(X,ß) are 
simply the moduli spaces Mg,„, and Mg,n. In general Mg,„,(X, ß) has more serious 
singularities than Mg,„, and may indeed have many different irreducible components 
with different dimensions (cf. [66]). Nonetheless, it is a remarkable fact [7, 8, 
75] that Mg,„,(X,ß) has a 'virtual fundamental class' [Mg,„,(X,ß)]vlT lying in the 
expected dimension 

3g - 3 + n + (1 - g) dimX + / ci(TX) 
Jß 

of Mg,n(X,ß). Gromov-Witten invariants (originally developed mainly in the case 
g = 0 when Mg,n(X,ß) is more tractable, but now also studied when g > 0) 
are obtained by evaluating cohomology classes on Mg,n(X,ß) against this virtual 
fundamental class. 

The cohomology classes used are of two types. Recall that if 1 < j < n the 
Witten class ipj £ H2(Mg,„;, Q) is the first Chern class of sJ(u;Sj„), where Sj is the 
j th tautological section of the forgetful map from Mg,n+i to Mg,n and ojg,n is the 
relative dualising sheaf of this forgetful map. In a similar way, using the forgetful 
map from Mg,n+i(X,ß) to Mg,n(X,ß), we can define \I/j £ H2(Mg,n(X,ß);Q) 
(and \I/j is not quite the pullback of ipj via the forgetful map n : Mg,n(X, ß) —t Mg,n 

because of the collapsing process in the definition of n). We can also pull back 
cohomology classes on X via the evaluation maps evj : Mg,n(X,ß) —t X which 
send a stable map / : S —t X to the image f(pj) of the j th marked point pj of S 
for 1 < j < n. 

Gromov-Witten invariants for X are given by integrals 

_ . evl(ai) • • • ev*n(an) 
[Mg.AXMYlï 

of classes of the second type ev| (aj), where « i , . . . , cxn £ H*(X;Q), against the vir
tual fundamental class of Mg,n(X, ß), while descendent Gromov-Witten invariants 
are of the form 

^ .. .**"ewï(a i ) . . . ev*n(an) 
Mg.n(X,ß) ivir 
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for nonnegative integers k\,...,kn, not all zero. More generally, instead of integrat
ing against [Mg,„,(X,ß)]vlT to get rational numbers one can consider the image in 
H*(Mg,n',Q) of the product ^ i 1 .. .^knevl(ai).. .ev*(a„) under the virtual push-
forward map associated to IT : Mg,„,(X,ß) —¥ Mg,n. 

When X is a single point, the descendent Gromov-Witten invariants reduce 
to the integrals 

JMg.n 

Witten [107] conjectured relations between these integrals (later proved by Kont-
sevich [71] via a combinatorial description of Mg,n) which enable them to be cal
culated recursively. Witten's conjecture can be formulated in terms of the formal 
power series 

p
a = Y.h E L ^•••^"A1...A„ 

n! 
n>0 ki,...,kn>0 

M„ 

in Q[[ioAi, • • •]]: it says that exp(^„> 0 Fg) satisfies a system of differential equa
tions called the Virasoro relations. 

Witten's conjecture has been generalised by Eguchi, Hori and Xiong (with an 
extension by Katz) [14, 22, 34, 37] to provide relations between Gromov-Witten in
variants and their descendents for general nonsingular projective varieties X. Their 
generalisation is called the Virasoro conjecture for X, since it says that a certain 
formal expression (the 'total Gromov-Witten potential') Zx in the Gromov-Witten 
invariants and their descendents satisfies a system of differential equations 

CkZ
x = 0 for jfc > - 1 

where the differential operators £k satisfy the commutation relations [£k,£f\ = 
(k — i)£k+e and hence span a Lie subalgebra of the Virasoro algebra isomorphic to 
the Lie algebra of polynomial vector fields in one variable (with £k corresponding 
to — xk+1d/dx). Dubrovin and Zhang [18] have proved that the Virasoro conjecture 
determines the Gromov-Witten invariants of X when X is homogeneous. 

Getzler and Pandharipande [37] showed that part of Faber's conjectures on the 
structure of the tautological ring of Mg (the proportionality formulas) would follow 
from the Virasoro conjecture for X = CP2, and Givental [39] has recently found a 
proof of the Virasoro conjecture for a class of varieties which includes all complex 
projective spaces, thus completing the proof of the proportionality formulas. 

Other methods for finding relations between Gromov-Witten invariants include 
the Toda conjecture [35, 36, 96, 97] and exploitation of intersection theory on Mg,n 

and localisation methods [9, 10, 14, 21, 29, 30, 40, 43, 72], which have been very-
powerful in enumerative geometry. 

8. Moduli spaces of bundles over curves 
Another very well studied family of moduli spaces is given by the moduli 

spaces BY, (r, d) of stable holomorphic vector bundles E of rank r and degree d over 
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a fixed nonsingular complex projective curve S of genus g > 2. When r and d 
are coprirne BY('I', d) is a nonsingular complex projective variety; when r and d 
have a common factor then Bj:(r,d) is nonsingular but not projective, and it has 
a natural compactification B-£(r,d) which is projective but singular (except when 
g = r = 2) [38, 95]. If the curve S is allowed to vary as well as the bundle E 
over S then we obtain a 'universal' moduli space of bundles Bg(r, d), which maps to 
the moduli space Mg of nonsingular curves of genus g with fibre BY('I', d) over [S]. 
Pandharipande [98] has shown that Bg (r, d) has a compactification Bg (r, d) which 
maps to M g with the fibre over [S] £ Mg given by BY('I', d). 

In the case when r and d are coprirne we have a good understanding of the 
structure of the cohomology ring H*(Bj:(r, d);Z), and this understanding is partic
ularly thorough when r = 2 [6, 67, 100, 109]. For arbitrary r it is known that the 
cohomology has no torsion [4] and inductive formulas [4, 16, 45] as well as explicit 
formulas [5, 74] for computing the Betti numbers are available. There is a simple 
set of generators for the cohomology ring [4] and there are explicit formulas for the 
intersection pairings between polynomial expressions in these generators, which in 
principle determine all the relations by Poincaré duality [17, 56, 101]. There is also 
an elegant description of a complete set of relations among the generators when 
r = 2 [6, 67, 100, 109], partially motivated by a conjecture of Mumford [69], and 
there is a generalisation when r > 2 which is somewhat less elegant [19]. 

When r and d are not coprirne the structure of the cohomology ring 
H*(Bj:(r, d); Z) is a little more difficult to describe; for example, the induced Torelli 
group action on H* (BY (r, d) ; Q) is nontrivial [13], whereas when r and d are coprirne 
the Torelli action is trivial and the mapping class group acts via representations of 
Sp(2g; Z) which are easy to determine. However even in this case information is 
available on the intersection cohomology of the compactification BY, (r, d) of BY (r, d) 
and the cohomology of another compactification BY (r, d) of BY (r, d) with only orb
ifold singularities: for example, there are formulas for the Betti numbers in both 
cases [68] and their intersection pairings [57, 65], and the mapping class group again 
acts via representations of Sp(2g; Z) [94]. 

One of the main reasons for our good understanding of the moduli spaces 
Bs(r, d) (and their compactifications BY('I',d) and BY('I',d) when r and d have a 
common factor) is that they can be constructed as quotients, in the sense of geo
metric invariant theory [92], of well behaved spaces whose properties are relatively-
easy to understand. Similar techniques could in principle be used to study the 
moduli spaces of stable curves Mg and Mg,n, as well as Pandharipande's compact
ification Bg (r, d) of the universal moduli space of bundles Bg (r,d), since they too can 
be constructed using geometric invariant theory. In practice this has not succeeded 
except in very special cases because, in contrast to the case of BY('I',d), we do not 
have quotients of well behaved spaces which are easy to analyse. However as our 
understanding of the moduli spaces Mg,n(X, ß) of stable maps becomes increas
ingly well developed, and in particular localisation techniques are used with greater 
and greater effect, perhaps the techniques available for studying the cohomology of 
geometric invariant theoretic quotients will provide an additional approach to the 
cohomology of the moduli spaces Mg and Mg,n which can be added to the plethora 
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of methods already available. 
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Introduction 
La géométrie algébrique sur un corps F consiste à étudier les variétés algébriques 

sur F (c'est-à-dire principalement les objets géométriques définis dans des espaces 
projectifs par des systèmes d'équations polynomiales à coefficients dans F) et les 
morphismes ou plus généralement les correspondances qui les relient. 

Si £ est un nombre premier différent de la caractéristique de F, Grothendieck 
a associé à toute variété algébrique V sur F ses espaces de cohomologie l-adique 
Hç(V ® F,Qe), 0 < v < 2 dim F , qui sont des représentations du groupe de Galois 
G p de F continues et de dimension finie sur Q(. Quand le corps F est de type fini 
sur Q ou Fp = Z/pZ, la théorie conjecturale des motifs de Grothendieck et les con
jectures de Tate prévoient qu'il devrait être possible de remonter des représentations 
l-adiques de Gp aux variétés projectives lisses sur F et à leurs correspondances si 
bien que la connaissance de celles-ci serait essentiellement équivalente à celle des 
représentations l-adiques irréductibles de Gp-
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Cette perspective pose de façon cruciale la question de dresser la liste de toutes 
les représentations l-adiques irréductibles de Gp. Quand F est un "corps global", 
c'est-à-dire une extension finie de Q ou bien le corps F(X) des fonctions rationnelles 
d'une courbe X projective lisse sur un corps fini, Langlands a conjecturé que les 
représentations irréductibles de dimension r de Gp sont paramétrées naturellement 
par les représentations automorphes cuspidales de GLr sur F. 

L'exposé est consacré à la preuve de la correspondance de Langlands dans le 
cas des corps de fonctions F = F(X). Un rôle central y est joué par la formule des 
traces d'Arthur-Selberg que la théorie des chtoucas de Drinfeld permet d'interpréter 
géométriquement. 

1. L'énoncé de la correspondance de Langlands 
On considère donc une courbe X projective, lisse et géométriquement connexe 

sur un corps ¥q a q éléments. On note F = F(X) le corps des fonctions rationnelles 
sur X et \X\ l'ensemble des points fermés de X. Pour x £ \X\, on note KX son corps 
résiduel et deg(ar) la dimension de KX sur ¥q. 

1.1. Représentat ions galoisiennes Sadiques 
On note Gp le groupe de Galois de F, c'est-à-dire le groupe des automor-

phismes d'une clôture separable F de F. C'est un groupe profini. 
Soit £ un nombre premier différent de la caractéristique de Fg . 
Une représentation l-adique o de Gp est une représentation continue et de 

dimension finie sur Qf qui est définie sur une extension finie de Q( et provient d'un 
faisceau l-adique lisse (ou "système local") sur un ouvert non vide de X. On dit 
que a est non ramifiée en un point x £ \X\ si a; est dans le plus grand ouvert où a 
est un système local. Dans ce cas, la fibre ax de a en x est une représentation du 
groupe de Galois de KX lequel est engendré par l'automorphisme Frobx d'élévation 
à la puissance gd esA et on peut poser 

Lx(a,T) =det!7A
1 ~ T ' F r o b " 1 ) ^ . 

Pour tout entier r > 1, on note {<T]> l'ensemble des classes d'isomorphie de 
représentations l-adiques irréductibles de dimension r de Gp dont le déterminant 
est d'ordre fini. 

1.2. Groupes adéliques et algèbres de Hecke 
Tout point x £ \X\ induit sur F la valuation 

degx : Fx H> Z / H> degx(/) = l'ordre d'annulation de / en x. 

On note F,x le corps complété de F en x ; il contient comme sous-anneau d'entiers 
Ox = {fx € F,x | degx(/x) > 0} qui est compact. 

L'anneau Â des adèles de F est le produit "restreint" FJ F,x des familles 
xe \x\ 

fx € F,x, x £ \X\, telles que fx £ Ox pour presque tout x (c'est-à-dire tout x sauf 
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un nombre fini). Il contient comme sous-anneau compact des entiers 0 A = Ü 
xe \x\ 

Ox = lim ON, Où N décrit l'ensemble des "niveaux" c'est-à-dire des sous-schémas 
JV 

fermés finis N = Spec ON ^ X. 
L'anneau A contient F comme sous-groupe additif discret cocompact et le 

noyau Âx 0 de l'homomorphisme 

deg : Ax - • Z (fx) ^ ^2 âe&(x) âe&x(fx) 
xe \x\ 

contient Fx comme sous-groupe discret cocompact. 
Pour tout entier r > 1, le groupe topologique GL r(Fx) [resp. GLr(A) = FJ 

xe \x\ 
GLr(Fx)] a une mesure de Haar dgx [resp. d#A = II ^px] qui attribue le volume 1 
au sous-groupe ouvert compact maximal K,x = GL r (0 x ) [resp. K = G L , , ( 0 A ) = 
JT K,x]. L'algèbre de Hecke est l'algèbre de convolution %r

x [resp. W = ® Ax] des 
fonctions localement constantes à support compact sur GL r(Fx) [resp. GLr(A)]. 
Elle est réunion filtrante des sous-algèbres HNx [resp. H,N = ®%N x] des fonc
tions bi-invariantes par les sous-groupes ouverts d'indice fini KN,X = Ker(Ax —t 
GLr(öjv)) [resp. AJV = JJKN,X = Ker(A -» GL r(€A)]. Chaque HNx [resp. H,N] 
a une unité 3Ijv,x [resp. HJV = ® Iiv,x]-

On s'intéresse aux représentations "lisses admissibles irréductibles" de GL r(Fx) 
[resp. GLr(A)]. Ce sont les modules simples nx sur Hx [resp. n sur W] qui sont 
réunions filtrantes des nx • HN,X [resp. n • UN] supposés de dimension finie. Chaque 
KX • HN,X [resp. 7T • IIJV] est un module sur AJy x [resp. /Hr

N\, et s'il n'est pas nul il est 
simple et caractérise nx [resp. n]. L'unité i$/x de l'algèbre de Hecke "sphérique" 
AJ x est la fonction caractéristique de K,x = GL r (0 x ) ; quand nx • H$/x ^ 0, on dit 
que TïX est "non ramifiée". Enfin, les représentations lisses admissibles irréductibles 
de GLr(A) sont celles de la forme n = 0 nx où les nx sont des représentations 

xe \x\ 
lisses admissibles irréductibles des GL r(Fx) presque toutes non ramifiées. 

Théorème (Satake). - L'algèbre sphérique AJ x est commutative et isomor

phe à, l'algèbre des polynômes symétriques en Z\,Z^p1,... ,Zr,Z^1-

Par conséquent, une représentation lisse admissible non ramifiées irréductible 
TïX de GL r(Fx) est caractérisée par r scalaires non nuls zi(7rx), . . . , zr(irx) (appelés 
valeurs propres de Hecke) bien définis à l'ordre près ou par 

L ( T T X , T ) = J l f l - T - ^ T T * ) - 1 ) - 1 . 
i = l 

Et si n = ®TïX est une représentation lisse admissible irréductible de GLr(A), 
LX(7T,T) = L(7TX,T) est défini déjà en tout x où nx est non ramifiée, donc en 
presque tout x. 
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1.3. Représentations automorphes cuspidales et décomposi
tion spectrale de Langlands 

Pour tout entier r > 1, GL r(F) est un sous-groupe discret de covolume fini 

(mais non cocompact si r > 2) dans GLr(A)° = Ker(GLr(A) -^ Ax —% Z). La 

théorie automorphe consiste à étudier le quotient 

GL r(F)\GL r(A) 

via l'espace de ses fonctions muni de l'action de W par convolution à droite. 

Considérons d'abord l'espace des fonctions </? sur GLr(A) qui sont localement 
constantes, à support compact, invariantes à gauche par GL r(F) et vérifient *p(ag) = 
*p(g), Vg, pour un certain a £ Ax de degré ^ 0 et la condition de "cuspidalité" 

[ ip(nPg) • dnP = 0, V # e G L r ( A ) , V P Ç G L r , 
JNP(F)\NP(A) 

où P décrit l'ensemble des sous-groupes paraboliques standard de GL r, Np désigne 
le radical unipotent de P et dnp une mesure de Haar sur Np(A). 

Il s'écrit comme une somme directe de représentations lisses admissibles irréduc
tibles de GLr(A) appelées les représentations automorphes cuspidales. On note {n}r 

leur ensemble. Chaque n £ {n}r a un caractère central x-n d'ordre fini. 

On doit aussi introduire les paires (Q, n) constituées d'un sous-groupe paraboli
que standard Q Ç GL r associé à une partition r = ri + • • • + rk, avec pour sous-
groupe de Lévi MQ = GL r i x • • • x GLrfe, et d'une représentation irréductible n de 
MQ (A) qui est le produit m ® . . . ® nk de représentations automorphes cuspidales 
•Ki,... ,iïk de GL r i (A) , . . . ,GLrfe(A). 

Deux paires (Q, n) et (Q1, A) sont dites équivalentes s'il existe une permutation 
a échangeant les facteurs de MQ = GL r i x . . . x GLrfe et de MQ> et un caractère À 
de MQ(â) "non ramifié" c'est-à-dire se factorisant à travers l'homomorphisme 

GL r i (A) x . . . x GLrfe (A) ^ 4 (Ax )* ^ ïk 

tels que A = a(X ® n). On choisit un représentant (Q,n) dans chaque classe 
d'équivalence. 

Soit a £ Ax un adèle inversible de degré non nul. L'espace de Hilbert 
L 2 (GL r (F) \ GL r(A)/a z) des fonctions de carré integrable sur GL r (F) \ GL r(A)/a z 

est muni d'une action de l'algèbre de Hecke W par convolution à droite. Le 
théorème fondamental de la théorie des fonctions automorphes décrit sa décomposi
tion comme somme de représentations irréductibles : 
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Théorème de décomposition spectrale de Langlands. - On a 

L2(GLr(F)\GLr(A)/az) = 0 

® CB [somme continue de représentations 
( Q A 

irréductibles construites à partir de (Q,n) 

via la théorie des séries d'Eisenstein]. 

Nous énonçons ici ce théorème en termes très vagues. En effet, on a seulement 
besoin de savoir pour la suite que les représentations automorphes cuspidales de 
GLr apparaissent dans la somme et que tout le reste provient des rangs < r. 

1.4. La correspondance de Langlands sur les corps de fonc
tions 

On choisit un isomorphisme algébrique entre Qf et C. 
Avec Langlands, disons qu'une représentation automorphe cuspidale ir de GLr 

et une représentation l-adique a de Gp irréductible de dimension r se correspondent 
si, en tout x £ \X\ où n est non ramifiée, a est non ramifiée et 

Lx(<7,T) = L X (7T,T) . 

Théorème . - Pour tout entier r > 1, cette correspondance définit une bijec-
tion 

{ir}r = {o}r K ^ an , a H> ira . 

Le cas r = 1 est la théorie du corps de classes global pour F = F(X). 
Le cas r = 2 a été démontré par Drinfeld au début des années 70 en inventant 

les chtoucas et étudiant ceux de rang 2. 
Le cas r > 3 a été démontré par l'auteur il y a deux ans en étudiant les 

chtoucas de Drinfeld de rang r. 

On sait que l'isomorphisme de Satake s'étend en une "correspondance de Lan
glands locale" qui, pour tous les corps F,x localisés de F = F(X) en les points 
x £ \X\, a été démontrée il y a dix ans par Laumon, Rapoport et Stuhler en étudiant 
la cohomologie l-adique des variétés modulaires de "©-faisceaux elliptiques". Elle 
fait se correspondre les représentations l-adiques de dimension r du groupe de Galois 
Gpr de F,x et les représentations lisses admissibles irréductibles de GL r(Fx) . 

La correspondance globale du théorème ci-dessus est compatible avec la cor
respondance locale au sens que si n £ {n}r et a £ {a}r se correspondent au sens 
global, alors en tout point x £ \X\ (y compris ceux où il y a ramification), le facteur 
local TïX de n en x et la restriction ax de a à Gpr se correspondent au sens local. 
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2. Formule des traces d'Arthur-Selberg et chtou
cas de Drinfeld 

On va commencer à expliquer la démonstration de la correspondance de Lan
glands en rang r. La première chose importante à dire est qu'elle se fait par 
récurrence. On suppose r > 2 et la correspondance déjà connue en tous les rangs 
'f* <^ 'f* 

2.1. Des représentations galoisiennes vers les représentations 
automorphes 

Pour a £ {cr}r, l'unicité de -K,, £ {n}r lui correspondant au sens de Langlands 
résulte du "théorème de multiplicité 1 fort" de Piatetski-Shapiro qui dit qu'une 
représentation automorphe cuspidale de GL r est caractérisée par la connaissance 
de ses valeurs propres de Hecke en presque tout x £ \X\. 

Quant à l'existence de n^, il est connu depuis les années 80 (avec la "formule 
du produit" de Laumon) qu'elle résulte de la correspondance de Langlands en les 
rangs r' < r. Rappelons comment : 

La théorie des modèles de Whittaker permet d'associer à a une représentation 
lisse admissible irréductible n de GLr qui, en tout x où a est non ramifiée, est non 
ramifiée et vérifie Lx (n, T) = Lx (a, T), et qui est réalisée dans un espace de fonctions 
ip sur Pi(F)\ GLr(A), où Pi Ç GL r désigne le sous-groupe parabolique standard de 
type r = (r — 1) + 1. Le problème est de montrer que toutes ces fonctions ip sont 
invariantes à gauche par GL r(F) tout entier. 

D'après les "théorèmes réciproques" de Hecke, Weil (pour GL2) et Piatetski-
Shapiro (pour GL r, r > 3), c'est équivalent à montrer que pour tout r ' < r et toute 
représentation automorphe cuspidale A £ {n}ri, la fonction L globale 

L(axn',T) 

est un polynôme qui vérifie une certaine équation fonctionnelle. 
Or, d'après l'hypothèse de récurrence, A correspond à une représentation ga-

loisienne a' £ {cr}r' et on peut écrire 

L(CT X7T ' ,T ) = L(CT® a',T). 

Comme on est sur un corps de fonctions F = F(X), on sait grâce à Grothendieck 
qu'une telle fonction L galoisienne L(<r ® a',T) est un polynôme et vérifie une 
équation fonctionnelle induite par la dualité de Poincaré sur la courbe X. Il faut 
encore vérifier que la constante dans l'équation fonctionnelle est celle qu'on veut et 
ceci est la formule du produit de Laumon. 

2.2. Quotients adéliques et fibres vectoriels sur la courbe 
Les différentes approches géométriques de Drinfeld pour le programme de 

Langlands sur les corps de fonctions sont fondées sur la remarque suivante d'André 
Weil : 
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Lemme. - Le quotient double GL r (F) \ GL r(A)/A s'identifie à l'ensemble des 
classes d'isomorphie de fibres vectoriels de rang r sur la courbe X. 

Plus généralement, si KN Ç K = G L , , ( 0 A ) est le sous-groupe ouvert associé 
à un niveau N ^ X, GL r(F)\GL r(A)/Ajv s'identifie à l'ensemble des classes 
de fibres £ de rang r sur X munis d'une structure de niveau N c'est-à-dire d'un 
isomorphisme £ ®ox ®N = £N ^ > Ox. 

Autrement dit, GL r (F) \GL r (A) /A est l'ensemble des points à valeurs dans 
Fg du champ Vecr des fibres vectoriels de rang r sur X. 

Cette identification a permis à Drinfeld de construire l'application a H> -K,, en 
rang r = 2 d'une façon purement géométrique, construction qui, dans le cas non 
ramifié (N = 0), a été progressivement généralisée en rang r arbitraire par Laumon, 
Kazhdan, Frenkel, Gaitsgory, Vilonen. 

On part d'une représentation l-adique partout non ramifiée a £ {<T]> qu'on 
voit comme un système local sur X supposé absolument irréductible. En réinterpré
tant géométriquement la construction des modèles de Whittaker, on lui associe un 
certain complexe Aut^ de faisceaux l-adiques sur le champ Vec'r des fibres £ de 
rang r sur X munis d'un plongement iix M> £ du fibre inversible canonique de X. 
Le quotient Pi(F)\ GL r(A)/A s'identifie à l'ensemble des points à valeurs dans Fg 

d'un certain ouvert de Vec'r et la fonction ip qui associe à tout tel point la somme 
alternée des traces de l'élément de Frobenius agissant sur la fibre de Aut^ en ce 
point est celle associée à a par la théorie classique des modèles de Whittaker. Le 
problème est de montrer que Aut^ "se descend" par le morphisme Vec'r —¥ Vecr 

d'oubli des plongements de iix c'est-à-dire qu'il est l'image réciproque d'un certain 
faisceau pervers AuA sur Veci'. Or il y a un grand ouvert de Veci' au-dessus duquel 
le quotient de Vec'r par GTO est un fibre projectif. Comme les espaces projectifs sont 
simplement connexes, la descente se fait automatiquement si l'on sait que la restric
tion de Aut^ au-dessus de cet ouvert est un système local (GTO-equivariant). Frenkel, 
Gaitsgory et Vilonen ont montré que cette propriété résulte de l'annulation de cer
tains foncteurs cohomologiques dits "de moyennisation" et Gaitsgory a récemment 
démontré cet énoncé d'annulation par des arguments purement géométriques. 

On voit que cette démonstration de l'existence de l'application a H> -K,, est 
profondément différente de celle du paragraphe précédent car ici la descente repose 
sur la simple connexité des espaces projectifs et non plus sur les propriétés des 
fonctions L déduites de l'existence des applications A H> ov en rangs < r. 

2.3. La formule des traces d'Arthur-Selberg 

On veut aborder maintenant la construction de l'application n H> o*. L'unicité 
des 0v correspondant aux n £ {n}r résulte du théorème de densité de Chebotarev. 

Pour l'existence, il faut commencer par avoir une prise sur l'ensemble J7r}r. 
Une telle prise est fournie par la formule des traces d'Arthur-Selberg que nous 
rappelons : 

L'image tp*h d'une fonction tp £ L2(GLr(F)\ GL r(A)/a z) par convolution par 
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h £ W est donnée par 

(ip*h)(g')= KKG(g', g) ip(g) • dg 

JGLr(F)\GLr(A)/a:': 

OÙ 

Kh}G(g',g)= Y. Hg^i^g'). 
1 e GL r(F) 

n e.~ 

Pour r > 2, le quotient GL r (F) \ GL r(A)/az a certes un volume fini mais il n'est 
pas compact si bien que l'action de h £ W n'a pas de trace au sens que l'intégrale 

uTr(hr=[ Khß(g,g)-dg 
JGLr(F)\GLr(A)/a:': 

diverge en général. Il résulte du théorème de décomposition spectrale de Langlands 
que le noyau Kf,,:a s'écrit naturellement 

Khß= £ KIO+Y.KÏG 
Xn(a) = 1 

et il faut préciser que le problème de divergence provient des Q Ç G = GL r. 

Pour cette raison, on introduit les troncatures d'Arthur : 
Pour tout sous-groupe parabolique standard P Ç G, l'action de h sur 

A ( F ( F ) \ G L r ( A ) / a z ) a un noyau 

(g',g)^Kh,p(g',g)= J2 h(g-1
1a

ngl) 
i e P(F) 

m e.~ 

qui se décompose naturellement en une somme 

(QA 

où n'apparaissent que les Q tels que MQ C MP a permutation près des facteurs. 
On considère un polygone de troncature, c'est-à-dire une fonction convexe 

p : [0,r] —t K+, s'annulant en 0 et r et affine sur chaque intervalle [r' — l , r ' ] , 
0 < r' < r. On pose 

KlP
G(9,g) = Kh,G(g,g)+ £ ( - l ) ^ " 1 £ tfp(ôg)Kh,P(ôg,ôg) 

PÇGLr = G SeP(F)\G(F) 

où \P\ désigne le nombre de facteurs de chaque Mp et HP
P est une fonction ca

ractéristique (prenant les valeurs 1 ou 0) sur P(F)\G(Â) qui dépend du polygone 
de troncature p. Puis on pose 

Tr^(h)= / K^G(g,g)-dg. 
JG(F)\G(K)/w'-
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On définit aussi des Tr QP
n(h) par des sommes alternées et intégrales semblables à 

partir des Kj~p (-,•). 
Comme conséquence du théorème de décomposition spectrale de Langlands, 

on montre : 

Théorème (formule des traces d'Arthur-Selberg). - Toutes ces intégrales 
convergent et on a 

Tr^p(h) = J2 Tr-W+ E T r A ^ ) -
AliÄ W'*> 

On voit donc que dans Tr-P(h) apparaissent toutes les traces Trn(h) plus 
d'autres termes (qui peuvent être explicités). Ceux-ci sont très compliqués, ils 
dépendent du polygone de troncature p et ils ne sont pas invariants par conjugaison 
de h mais le plus important est qu'ils proviennent des rangs < r. 

Un autre point important est que les troncatures d'Arthur trouvent un sens 
géométrique dans l'équivalence de Weil : 

Proposition. - Si le polygone de troncature p : [0, r] —>• K+ est "assez con
vexe" (c'est-à-dire si les différences de pentes [p(r') —p(r' — 1)] — [p(r' + 1) —p(r')], 
0 < r' < r, sont assez grandes) en fonction de h, alors pour tout g £ G(F)\G(A) 
auquel est associé un fibre £ de rang r sur X, on a 

{ Kh,a(9,9) si le polygone canonique de Harder-Narasimhan 
de £ est < p, 

0 sinon. 

2.4. Les chtoucas de Drinfeld 
Pour être exploitée, la formule des traces d'Arthur-Selberg a besoin d'être 

combinée avec autre chose. Les chtoucas de Drinfeld vont permettre de lui donner 
une interprétation géométrique et de là une interprétation cohomologique via le 
théorème des points fixes de Grothendieck-Lefschetz. 

Le problème est de construire des représentations l-adiques ov de G p. En 
géométrie algébrique, on peut construire des représentations galoisiennes en définis
sant des variétés sur F (ou sur X ou, comme il va se produire, sur X x X) et 
en prenant leur cohomologie l-adique (ou celle de leur fibre générique). Dans 
notre situation, il faut bien sûr que ces variétés aient un rapport étroit avec les 
représentations automorphes et donc avec le quotient GL r(F)\GL r(A). 

Revenant à l'équivalence de Weil, on remarque que se donner un fibre sur X 
équivaut à se donner un fibre £ sur X = X ®F, Fg muni d'un isomorphisme avec 
son transformé T£ = (Idx ® Frob)*£ par l'endomorphisme de Frobenius. Drinfeld 
a découvert qu'en autorisant cet isomorphisme £ = T£ à avoir un pôle et un zéro, 
on définit un problème de modules dont le classifiant répond à la question posée : 

Définition (Drinfeld). - (i) Un chtouca de rang r à valeurs dans un schéma 
S (sur le corps de base ¥q) consiste en 
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• un fibre £ localement libre de rang r sur X x S, 

• une modification de £ c'est-à-dire un diagramme 

f <——v f t * ^ f" 

où £', £" sont des fibres sur X x S et où j , t sont des plongements dont les conoyaux 
sont supportés par les graphes de deux morphismes oo, 0 : S —¥ X et sont inversibles 
comme faisceaux cohérents sur Os, 

• un isomorphisme (Idx x Frobs)*£ = T£ ^ A £". 

(ii) Une structure de niveau N ^ X sur un tel chtouca (dont le pôle oo et le 
zéro 0 évitent N) est un isomorphisme £ ® o x x S ONXS = Av ^ > ®NXS compatible 

avec Visomorphisme T£N ^ > £N-

Quand S varie, les groupoïdes de chtoucas de rang r [resp. et avec struc
tures de niveau N] constituent un champ Cht r [resp. Chtjy] dont on montre qu'il 
est algébrique au sens de Deligne-Mumford et localement de type fini. Voici les 
principales propriétés de ces champs modulaires : 

• D'associer à tout chtouca son pôle et son zéro définit un morphisme 

(oo, 0) : Cht r - • X x X [resp. Cht^ - • (X - N) x (X - N)] 

qui est lisse de dimension relative 2r — 2. 
• Chaque Chtjy est représentable fini étale galoisien de groupe GL r(€A) au-dessus 
de Cht r Xxxx(X - N) x (X - N). 
• Chaque Chtjy est muni d'une action du groupe F X \A X et d'une action par cor
respondances finies étales de la sous-algèbre de Hecke AJy. 

On s'intéresse aux espaces de cohomologie l-adique à supports compacts 
Hç(Chtr

N /az), 0 < v < 2(2r — 2), des C h t L / a z au-dessus du point générique 
Spec F 2 de X x X. Ils sont munis d'une double action du groupe de Galois GF2 
et des algèbres /Hr

N. Notre but va être de les calculer au moins partiellement et de 
montrer qu'ils réalisent l'application ir H> ov. 

Chaque Cht^ /az n'a qu'un nombre fini de composantes connexes (ce qui 
correspond au fait que le volume de GL r (F) \GL r (A) /a z est fini) mais il n'est pas 
de type fini (de même que GL r (F) \GL r (A) /a z n'est pas compact), ses espaces 
de cohomologie l-adique sont de dimension infinie (de même que la décomposition 
spectrale de L 2 (GL r (F) \GL r (A) /a z ) fait apparaître des sommes continues) et les 
correspondances de Hecke composées avec les éléments de Frobenius ont une infinité 
de points fixes (de même que les intégrales "Tr(/i)" divergent). 

Pour surmonter cette difficulté, on considère à nouveau un polygone de tron
cature p : [0,r] —>• K+ et on demande aux chtoucas que leur polygone canonique 
de Harder-Narasimhan (qui se définit facilement car un chtouca est un fibre muni 
d'une structure supplémentaire) soit < p. Cela définit des ouverts C h t ^ p - P dans 
les Cht̂ Y dont les quotients par a z sont de type fini (de même que les intégrales 
Tr-P(h) convergent). 
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Une fonction h £ 1ïN contient en facteur la fonction caractéristique Ij, de 
GLr(Oy) dans GLr(Fj,) en presque tout y £ \X\. On considère un point fermé x de 
(X — N) x (X — N) dont les deux projections oo, 0 G |X| sont distinctes et vérifient 
cette propriété, et un multiple s = deg(oo) s' = deg(O)«' de deg(x). Le composé 
h x Frobs a dans la fibre de C h t ^ p - p / a z au-dessus de n'importe quel point de 
(X x X)(Fg) supporté par x un nombre fini de points fixes noté 

L e f a ( / i x F r o b % C h t ^ p / a z ) . 

En utilisant une description adélique des points fixes (rendue possible par la pro
ximité des chtoucas avec le quotient GL r(F)\GL r(A)) et le calcul des intégrales 
orbitales des fonctions sphériques h^ et h$ sur GLr(Foo) et GL r(F0) dont les 

( i — i ) _ / / 

transformés de Satake sont les polynômes symétriques qs ~^~ (Zx
 s + • • • + Z~a ) 

et qs~^~^(Z™ + ••• + Z™ ) , on relie ce nombre à la trace tronquée Tr-P(h') de la 
fonction h' déduite de h en remplaçant les facteurs ÏÏQO et Ho par h^ et h$ . Par 
combinaison avec la formule des traces d'Arthur-Selberg, on obtient : 

Théorème (comptage des points fixes). - Dans la situation ci-dessus et 
si p est assez convexe et deg(oo), deg(O), s sont assez grands en fonction de h, on 
a 

1 
- E Lef(Frobi xUx){x)(h x F r o b s , C h t ^ - p / a z 

' k = i 

ér-1)s J2 Tr 7 r ( /0(z i (7r o o r s '+- - - + zr(7roo)-

(zi(n0)
u' + ••• + zr(n0)

u') 

+ autres termes où apparaissent les valeurs propres de Hecke en oo et 0 des 

représentations automorphes cuspidales des GL r i x • • • x GLrfe, 

ri H h rk = r. 

Si dans cette formule il n'y avait que le terme principal et si on disposait sur 
Cht^p -p / a z d'un théorème des points fixes de Grothendieck-Lefschetz interprétant 
ces nombres comme la trace sur la cohomologie d'une action des h x Frobx

 s' deg(œ ' 
(en notant Frobx £ GF2 un élément de Frobenius en x), on aurait une représentation 
de %N x GF2 qui se décomposerait nécessairement en 

0 ( 7 r - l I J v ) ® [ ^ H â J ( l ^ r ) 

et on aurait construit l'application cherchée n H- o*. 
Mais le terme principal n'est pas seul, il y a aussi des termes complémentaires 

qui dépendent de p et font apparaître les représentations automorphes cuspidales en 
rangs < r, et surtout il n'y a même pas d'action de 1ïN car les correspondances de 
Hecke de Cht^ /az ne stabilisent pas les ouverts Cht^p - p /az (ce qui correspond 
au fait que les traces tronquées Tr-P(h) ne sont pas invariantes par conjugaison). 
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3. Donner un sens eohomologique au comptage des 
points fixes 

On vient de dire que les ouverts C h t ^ - p /az ne sont pas stabilisés par les 
correspondances de Hecke si bien qu'en dehors du cas h = UN (c'est-à-dire de la 
seule action de Gp2) les nombres hefx(h x F rob s ,Cht^ p - p /az) n'ont pas a priori 
de sens eohomologique. On va voir qu'en fait il est possible de leur en donner un 
plus élaboré. 

3.1. Compactifications 

On compactifie les ouverts tronqués Cht^p - p /az pour retrouver des cor
respondances de Hecke qui agissent sur la cohomologie. On commence par le cas 
sans niveau : 

Pour tout polygone de troncature p assez convexe en fonction du genre de la 
courbe X, on construit un champ Cht r ' ^ - P algébrique au sens d'Artin, dont les 
groupes d'automorphismes sont finis (mais ramifiés), qui est muni d'une action de 
F X \A X et d'un morphisme lisse sur X x X, qui contient Cht r ' ^ - P comme ouvert, 
dont le bord est un diviseur à croisements normaux relatif et enfin dont le quotient 
par az est propre (en particulier de type fini et séparé) sur X x X. Les strates de 
bord ChtJA- p sont naturellement indexées par les partitions r = (r = ri H \-rk) 

de l'entier r. Si on distingue le degré d des chtoucas avec donc Cht r = JJ Chtr ' , 
dez 

C h A ^ = U C h A ^ 1 " et C h t ^ 1 " = U C h t ^ ' i J - p , chaque ChÇ*'»^" e s t 

dez dez 
essentiellement de la forme 

Chtrudi,P<Pi XxChtr2'd2'p^P2 xx,Froh---xx,FrohChtrk>dk>p^Pk 

où di,..., dk et pi,... ,pk sont des degrés et polygones de troncatures qui se déduisent 
de d et p. La strate ChtJÄ- p est munie d'un morphisme vers X x X * - 1 x X où le 
premier facteur X est le pôle, le dernier facteur X est le zéro et les k — 1 facteurs 
X supplémentaires sont appelés les dégénérateurs. 

Toute fonction h £ AJ induit une correspondance sur Cht r / a z . On peut con

sidérer sa trace dans (Chtr 'p - p /az)2 puis la normalisation de celle-ci sur (Chtr 'p - p j 
az)2. Comme C h t r ' ^ - p / a z est propre et lisse sur X x X, elle agit sur sa cohomolo
gie. 

Considérons maintenant un niveau N ^ X. La normalisation C h t ^ p - p / a z 

de ChA1" ̂ p/azxXxX(X-N)x (X - N) dans Cht^f ^ p jaz contient Cht^f ^ p jaz 

comme ouvert et elle est propre sur (X — N) x (X — N) mais elle n'est pas lisse 
et l'auteur ignore comment résoudre ses singularités. Toutefois, en demandant que 
non seulement le pôle et le zéro mais aussi les dégénérateurs évitent N, on définit 

-< ' - < -< 
un ouvert Cht^p- Î > jaz de Cht^- p - p / a z qui contient strictement C h t ^ p - p / a z , est 
lisse sur X x X et dont le bord est un diviseur à croisements normaux relatif. Les 
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correspondances de Hecke h £ 1ïN agissent sur sa cohomologie d'après le théorème 
suivant : 

Théorème de stabilité globale. - Les correspondances de Hecke étendues 

par normalisation sur (Ch t^ p - P /az)2 stabilisent C h t ^ p - P / a z au sens que leurs 
deux projections sur celui-ci sont propres. 

Ce résultat correspond sans doute au phénomène suivant dans la formule 
des traces d'Arthur-Selberg : Le défaut d'invariance par conjugaison des traces 
tronquées Tr-P(h) se mesure par les dérivées logarithmiques des opérateurs d'entre
lacement de Langlands. Or ces opérateurs sont des produits eulériens et leurs 
dérivées logarithmiques sont des sommes sur tous les points x £ |X| lesquels 
correspondent exactement aux valeurs possibles des dégénérateurs. Il n'y a pas 
d'entrelacement donc pas d'instabilité d'un point de |X| à un autre et en deman
dant au pôle, au zéro et aux dégénérateurs d'éviter certains points de |X|, on garde 
la propriété de stabilité globale que vérifie automatiquement la compactification 
toute entière C h t ^ p - p / a z . 

3.2. Cohomologie négligeable et cohomologie essentielle 

En résumé, on a maintenant toutes les structures et informations qu'on 
pourrait souhaiter mais elles sont dispersées entre les différents objets Chtjy /az, 

Cl i t^ f^ jaz et ClitrÌ ^p jaz : 
Sur Cht̂ Y /az, on a une action de l'algèbre de Hecke AJy mais la cohomologie 

est de dimension infinie et les ensembles de points fixes sont infinis. 
L'ouvert C h t ^ p - p / a z est de type fini et on y a une formule de comptage 

des points fixes qui s'exprime en termes automorphes mais on a perdu l'action des 
correspondances de Hecke. 

Enfin, sur C h t ^ p - P / a z et sa cohomologie il y a à nouveau une action de 
chaque h £ %N mais on ne donne pas de comptage des points fixes et surtout il n'y 
a pas d'action de l'algèbre %N car la normalisation des correspondances de Hecke 
ne commute pas avec la multiplication. 

L'idée est de définir dans toute représentation l-adique de Gp2 (après semi-
simplification) une partie "négligeable" et une partie "essentielle", de façon que 

les Cht̂ Y / a z , Cht^p- Î > / a z et Cht^p- Î > / a z aient même cohomologie essentielle (ce 
qui permettra de rassembler sur celle-ci les informations dispersées dont on dispose) 
et que les traces des actions sur la cohomologie essentielle soient données par les 
termes principaux dans la formule de comptage des points fixes, ceux associés aux 
représentations automorphes cuspidales n £ {n}r de GL r. 

Or on s'attend à ce que les n £ {n}r correspondent à des représentations £-
adiques de Gp irréductibles de dimension r. Quant aux termes complémentaires 
dans la formule de comptage, ils sont associés aux représentations automorphes 
cuspidales en rangs < r lesquelles correspondent, d'après l'hypothèse de récurrence, 
aux représentations l-adiques de Gp irréductibles de dimension < r. Cela dicte la 
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définition suivante (où q',q" : GF2 z4 Gp sont les deux homomorphismes induits 
par X x X 14 X) : 

Définition. - Une représentation £-adique irréductible de GF2 est dite "r-
négligeable" si elle est facteur direct d'une représentation de la forme 

q a ®<? a 

avec a',a" deux représentations de GF irréductibles de rangs < r. 
Elle est dite "essentielle" sinon. 

3.3. Séparation et identification de la cohomologie essentielle 

Dans un premier temps, on oublie complètement les correspondances de Hecke 
et on ne considère que l'action de GF2 sur les différents espaces de cohomologie £-
adique à supports compacts. On montre : 

Proposition. - Pour tout niveau N ^ X, la cohomologie de Chtjy /az et des 

C h t ^ p - P / a z et C h t ^ p - P / a z (et la cohomologie d'intersection des Chtr
N

p-p/az si 
N ^ 0) ont la même partie essentielle H^s. Elle est concentrée en degré médian 
v = 2r — 2 et pure de poids 2r — 2. Si x est un point fermé de (X — N) x (X — N) 
dont les deux projections oo,0 £ |X| sont distinctes et s = deg(oo) s' = deg(O)«' 
est un multiple de deg(a;), on a 

Tr f f | f (Frobx
s / d e s ( œ )) = q^'-1)s ^ dim(7r • ïïJV)(01(7roo)-

s' + • • • + ^ ( T T « , ) - ' ' 

(zi(n0)
u' + ••• + zr(n0)

u'). 

»re -Mr 

Quand N = 0, la cohomologie du bord C h t r ' ^ - p / a z — C h t r ' ^ - p / a z est r-
négligeable car il est réunion de strates ChtJÂ - p /az indexées par les partitions 
r=(r = n-\ h rk), k > 2, qui se dévissent en termes de C h t r i , . . . , Chtrfe. Pour 
JV ^ I, un argument plus sophistiqué utilisant ce dévissage montre aussi que les 

différences entre C h t ^ p - p / a z , C h t ^ p - P / a z et C h t ^ p - p / a z sont r-négligeables. 
La formule de comptage des points fixes du paragraphe 2.4 (avec h = UN) 

et le théorème des points fixes de Grothendieck-Lefschetz donnent les traces des 
éléments Frobx

 s' e g ^ ' agissant sur la cohomologie des C h t ^ - P / a z . La séparation 
de la partie essentielle se fait en "testant" ces espaces de cohomologie contre des 
représentations irréductibles r-négligeables arbitraires et en regardant les pôles 
des fonctions L de paires obtenues. Cela utilise la correspondance de Langlands 
déjà connue en rangs < r par hypothèse de récurrence et les propriétés clas
siques des fonctions L de paires tant du côté automorphe que galoisien (en par
ticulier l'interprétation eohomologique de Grothendieck et le théorème de pureté de 
Deligne). 

Enfin, C h t L / a z et les C h t ^ p - p / a z ont la même cohomologie essentielle car 
la formule obtenue pour les traces des Frobx

 s' deg(œ ' ne dépend pas de p. 
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3.4. Action et traces des correspondances de Hecke 
Dans un second temps, on revient aux correspondances de Hecke h £ AJy. 
On met d'abord une action naturelle de l'algèbre %N sur la cohomologie es

sentielle H<§s en prouvant que H = H2r-2(Chtr
N /az) = lim A 2 r - 2 ( C h t ^ p - p / a z ) 

p 

admet une filtration finie 0 = H0 Ç ... Ç Ht Ç ... Ç Hk = H respectée par la dou
ble action de GF2 et de %N dont les gradués impairs A2i+i/A2i sont entièrement 
r-négligeables et les gradués pairs H2Ì+2/H2Ì+1 sont entièrement essentiels. 

Pour terminer, il reste à montrer que pour h £ AJy, x et s = deg(oo) s' = 
deg(O) u' comme dans l'énoncé de la formule de comptage, on a 

T r f f r ( f t x F r o b r / d e g ( a ; ) ) = ^ 1 ) s £ !**&)&(•*<»)-' + ••• +Zr^)-') 

(zi(n0)
u' + --- + zr(n0)

u') • 

Pour cela, on a besoin d'une formule de Grothendieck-Lefschetz qui relie les nombres 
de points fixes Lefx(h x Frobs, C h t ^ p - p /az) a l'action de h x Frobs sur la coho
mologie de C h t ^ p - P / a z (et ce sera suffisant car on n'a plus alors qu'à combiner 
une telle formule avec la formule de comptage et à identifier ce qui est "essentiel" 
des deux côtés par les arguments de fonctions L de paires). 

On prouve en fait que pour toute h £ AJy fixée, il existe des correspondances 

cohomologiques cl(/i)n agissant sur la cohomologie des strates Cht^p
r-

P / a z du bord 

Cht^p - p / a z — Cht^p - p / a z telles que pour tout x et tout s comme plus haut on 

ait (en notant H*(-) = £ ( -1)" H^(-)ss) : 

Lefx(ft x Frobs, ChAf £l> !az) = Tr — V T T - , (h x FrobA / d e s ( œ )) 

+ Y ( - I ) * - 1 ! * — v ^ - , (c\(h)r xF robA / d e g ( a ; ) ) . 
r = (r = r1 + . . .+r f e) N •* 

k>2 

La preuve de cette formule (qui justifie a posteriori le fait étrange qu'il y ait une 
formule de comptage des points fixes dans l'ouvert non stable Chtr

N
p-p /az) repose 

sur la propriété géométrique suivante des correspondances de Hecke (qui paraît donc 
liée à l'existence même de la formule des traces d'Arthur-Selberg) : 

Théorème de "stabilité locale". - Dans X = C h t ^ p - P jaz, les correspon
dances de Hecke h stabilisent l'ouvert X$ = Chtr

N
p-p /az "localement au voisinage 

de leurs points fixes ". 

Cela signifie que si F c—•—• X x X est le cycle qui supporte h, il existe un 

ouvert U C X x X contenant les points fixes de toutes les correspondances F x Frob", 
n G N, tel que 

p'r1(x$)nuçP"-1(x$)nu. 
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4. Applications du théorème 

La correspondance de Langlands entre représentations l-adiques irréductibles 
du groupe de Galois GF de F et représentations automorphes cuspidales des groupes 
GLr sur F a des conséquences immédiates et importantes dans les deux sens. Voici 
les principales : 

4.1. Conséquences sur les faisceaux Sadiques 

On a d'abord des conséquences très fortes dans le cas des courbes : 

Théorème. - Soient X' un ouvert de la courbe X et a un faisceau £-adique 
lisse sur X', qui est irréductible de rang r et dont le déterminant est un caractère 
d'ordre fini. Alors : 

(i) Il existe un corps de nombres E c Q tel qu'en tout point fermé x £ |X' | , le 
polynôme Lx(a,T)^1 = deA(l — T • Frobx

 1) soit à coefficients dans E. 

(ii) En tout x £ |X' | , les racines du polynôme deA(l ^T-Frob x
 1) sont des nombres 

algébriques dont toutes les images complexes sont de module 1. Ce sont des unités 
X-adiques en toutes les places X non archimédiennes et premières à q de E. 

(iii) Pour toute place X de E au-dessus d'un nombre premier £' ne divisant pas q, 
il existe sur X' un faisceau £' -adique o\ lisse et irréductible de rang r tel que 

deA(l - T • Frob^1) = det(7x(l - T • Frob^1), Va; G |X ' | . 

On voit qu'en dimension 1 sur Fg , un faisceau l-adique irréductible dont le 
déterminant est d'ordre fini est "pur de poids 0" et "il ne dépend pas du choix 
de A. La première de ces deux propriétés s'étend automatiquement en dimension 
arbitraire : 

Corollaire. - Soient X une variété normale de type fini sur¥q et a un faisceau 
£-adique lisse sur X qui est irréductible et dont le déterminant est d'ordre fini. 

Alors en tout point fermé x de X, les valeurs propres de Frobenius de a sont 
des nombres algébriques dont toutes les images complexes sont de modules 1. 

Et ce sont des unités X-adiques pour toute place X première à q. 

4.2. Conséquences sur les représentations automorphes 

Pour les représentations automorphes cuspidales des groupes linéaires sur F = 
F(X) , on a d'abord des conséquences sur les valeurs propres de Hecke et les fonctions 
L de paires : 

Théorème. - (i) (Conjecture de Ramanujan-Petersson) Pour toute n £ {n}r, 
les facteurs locaux nx de n en les x £ |X| sont tempérés. 

En particulier, en les x où nx est non ramifié, ses valeurs propres de Hecke 
vérifient 

\zi(irx)\ = l, l<i<r. 



Chtoucas de Drinfeld, Formule des Traces d'Arthur-Selberg • • • 399 

(ii) (Hypothèse de Riemann généralisée) Pour toute paire ir £ {n}r, A £ {n}ri, 
tous les zéros de la fonction L globale 

L(nxn',T) 

sont sur le cercle 
\T\ = q-1'2 . 

La partie (ii) du théorème est la traduction en termes automorphes du théorème 
de pureté de Deligne. 

D'autre part, on a les cas particuliers suivants de la fonctorialité de Langlands 
(où, pour toute extension finie F ' de F , AF> désigne son anneau des adèles et XF> 
la courbe projective lisse associée qui est un revêtement fini de X = X F ) : 

Théorème . - (i) (Existence du produit tensoriel automorphe) Soient n et 
A deux représentations automorphes cuspidales de GLr (AF ) et GLr/ (AF ) . Alors il 
existe une partition rr' = ri H Yrk et des représentations automorphes cuspidales 
A , . . . ,TTk de GLri(Ap),... ,GLrk(Ap) qui, en tout x £ \XF\ où n et A sont non 
ramifiées, sont elles-mêmes non ramifiées et vérifient 

{zj(nx)zjl(nx)\l<j<r,l<j'<r'}= J J {zi(nx),... ,zri(nx)} 
l<i<k 

(ii) (Changement de base) Soient F' une extension finie de F et n une représentation 
automorphe cuspidale de GLr (AF ) . Alors il existe une partition r = ri + • • • + rk 

et des représentations automorphes cuspidales n' ,... ,ir' de GL r i (AF> ) , . . . , GLrfe 

/ ) , non ramifiées en tout point x' £ \XFi\ de degré ïff, } au-dessus d'un point 
j r i 

iypi), non ramifiées en tout point x' £ \XFi\ de degré -ff^ " 

x £ \XF\ où 7T est non ramifiée et qui vérifient 

{zi (nx) Ä , . . . , zr(nx)
 d Ä }= J ] {zi (n'ì), ...,zr, (n'x)} . 

(iii) (Induction automorphe) Soient F' une extension de F de degré d et n' une 
représentation automorphe cuspidale de GLr(AFi). Alors il existe une partition 
rd = ri + • • • + rk et des représentations automorphes cuspidales n1,... ,irk de 
GLri(Ap),... ,GLrk(AF), non ramifiées en tout point x £ \Xp\ au-dessus duquel 
les points x' £ \Xp>\ sont non ramifiées sur x et pour n' et qui vérifient 

1 < ì < k x'\x 
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Pat tern Theory: The Mathematics of 
Perception 

David Mumford* 

Abstract 

Is there a mathematical theory underlying intelligence? Control theory 
addresses the output side, motor control, but the work of the last 30 years has 
made clear that perception is a matter of Bayesian statistical inference, based 
on stochastic models of the signals delivered by our senses and the structures 
in the world producing them. We will start by sketching the simplest such 
model, the hidden Markov model for speech, and then go on illustrate the 
complications, mathematical issues and challenges that this has led to. 

Keywords and Phrases: Perception, Speech, Vision, Bayesian, Statistics, 
Inference, Markov. 

1. Introduction 
How can we understand intelligent behavior? How can we design intelligent 

computers? These are questions that have been discussed by scientists and the 
public at large for over 50 years. As mathematicians, however, the question we 
want to ask is "is there a mathematical theory underlying intelligence?" I believe 
the first mathematical attack on these issues was Control Theory, led by Wiener and 
Pontryagin. They were studying how to design a controller which drives a motor 
affecting the world and also sits in a feedback loop receiving measurements from the 
world about the effect of the motor action. The goal was to control the motor so that 
the world, as measured, did something specific, i.e. move the tiller so that the boat 
stays on course. The main complication is that nothing is precisely predictable: 
the motor control is not exact, the world does unexpected things because of its 
complexities and the measurements you take of it are imprecise. All this led, in the 
simplest case, to a beautiful analysis known as the Wiener-Kalman-Bucy filter (to 
be described below). 

But Control Theory is basically a theory of the output side of intelligence with 
the measurements modeled in the simplest possible way: e.g. linear functions of the 
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David_Mumford@brown.edu 

mailto:David_Mumford@brown.edu


402 David Mumford 

state of the world system being controlled plus additive noise. The real input side 
of intelligence is perception in a much broader sense, the analysis of all the noisy-
incomplete signals which you can pick up from the world through natural or artificial 
senses. Such signals typically display a mix of distinctive patterns which tend to 
repeat with many kinds of variations and which are confused by noisy distortions 
and extraneous clutter. The interesting and important structure of the world is 
thus coded in these signals, using a code which is complex but not perversely so. 

1.1. Logic vs. Statistics 

The first serious attack on problems of perception was the attempt to recognize 
speech which was launched by the US defense agency ARPA in 1970. At this point, 
there were two competing ideas of what was the right formalism for combining 
the various clues and features which the raw speech yielded. The first was to use 
logic or, more precisely, a set of 'production rules' to augment a growing database 
of true propositions about the situation at hand. This was often organized in 
a 'blackboard', a two-dimensional buffer with the time of the asserted proposition 
plotted along the ar-axis and the level of abstraction (i.e. signal — phone — phoneme 
— syllable — word — sentence) along the y-axis. The second was to use statistics, 
that is, to compute probabilities and conditional probabilities of various possible 
events (like the identity of the phoneme being pronounced at some instant). These 
statistics were computed by what was called the 'forward-backward' algorithm, 
making 2 passes in time, before the final verdict about the most probable translation 
of the speech into words was found. This issue of logic vs. statistics in the modeling 
of thought has a long history going back to Aristotle about which I have written in 
[M]. 

I think it is fair to say that statistics won. People in speech were convinced in 
the 1970's, artificial intelligence researchers converted during the 1980's as expert 
systems needed statistics so clearly (see Pearl's influential book [P]), but vision 
researchers were not converted until the 1990's when computers became powerful 
enough to handle the much larger datasets and algorithms needed for dealing with 
2D images. 

The biggest reason why it is hard to accept that statistics underlies all our 
mental processes — perception, thinking and acting — is that we are not consciously-
aware of 99% of the ambiguities with which we deal every second. What philosophers 
call the 'raw qualia', the actual sensations received, do not make it to consciousness; 
what we are conscious of is a precise unambiguous enhancement of the sensory signal 
in which our expectations and our memories have been drawn upon to label and 
complete each element of the percept. A very good example of this comes from 
the psychophysical experiments of Warren & Warren [W] in 1970: they modified 
recorded speech by replacing a single phoneme in a sentence by a noise and played 
this to subjects. Remarkably, the subjects did not perceive that a phoneme was 
missing but believed they had heard the one phoneme which made the sentence 
semantically consistent: 
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ACTUAL SOUND 

the leel is on the shoe 
the leel is on the car 
the leel is on the table 
the leel is on the orange 

PERCEIVED WORDS 

the fteel is on the shoe 
the wheel is on the car 
the meal is on the table 
the peel is on the orange 

Two things should be noted. Firstly, this showed clearly that the actual au
ditory signal did not reach consciousness. Secondly, the choice of percept was a 
matter of probability, not certainty. That is, one might find some odd shoe with a 
wheel on it, a car with a meal on it, a table with a peel on it, etc. but the words 
which popped into consciousness were the most likely. An example from vision of 
a simple image, whose contents require major statistical reasoning to reconstruct, 
is shown in figure 1. 

F i g u r e 1: Why is this old man recognizable from a cursory glance? His out
line threads a complex path amongst the cluttered background and is broken 
up by alternating highlights and shadows and by the wrinkles on his coat. 
There is no single part of this image which suggests a person unambiguously 
(the ear comes closest but the rest of his face can only be guessed at). No 
other object in the image stands out — the man's cap, for instance, could 
be virtually anything. Statistical methods, first grouping contours, secondly 
guessing at likely illumination effects and finally using probable models of 
clothes may draw him out. No known computer algorithm comes close to 
finding a man in this image. 

It is important to clarify the role of probability in this approach. The uncer
tainty in a given situation need not be caused by observations of the world being 
truly unpredictable as in quantum mechanics or even effectively so as in chaotic 
phenomena. It is rather a matter of efficiency: in order to understand a sentence 
being spoken, we do not need to know all the things which affect the sound such as 
the exact acoustics of the room in which we are listening, nor are we even able to 
know other factors like the state of mind of the person we are listening to. In other 
words, we always have incomplete data about a situation. A vast number of physical 
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and mental processes are going on around us, some germane to the meaning of the 
signal, some extraneous and just cluttering up the environment. In this 'blooming, 
buzzing' world, as William James called it, we need to extract information and 
the best way to do it, apparently, is to make a stochastic model in which all the 
ir relè vent events are given a simplified probability distribution. This is not unlike 
the stochastic approach to Navier-Stokes, where one seeks to replace turbulence or 
random molecular effects on small scales by stochastic perturbations. 

1.2. The Bayesian setup 
Having accepted that we need to use probabilities to combine bits and pieces 

of evidence, what is the mathematical set up for this? We need the following 
ingredients: a) a set of random variables, some of which describe the observed 
signal and some the 'hidden' variables describing the events and objects in the 
world which are causing this signal, b) a class of stochastic models which allow one 
to express the variability of the world and the noise present in the signals and c) 
specific parameters for the one stochastic model in this class which best describes 
the class of signals we are trying to decode now. More formally, we shall assume we 
have a set x = (x0,Xh) of observed and hidden random variables, which may have 
real values or discrete values in some finite or countable sets, we have a set 0 of 
parameters and we have a class of probability models Pr(x | 0) on the As for each 
set of values of the 0's. The crafting or learning of this model may be called the 
first problem in the mathematical theory of perception. It is usual to factor these 
probability distributions: 

Pr(x | 0) = Pr(x0 | Xh, 0) • Pr(xh | 0), 

where the first factor, describing the likelihood of the observations from the hidden 
variables, is called the imaging model and the second, giving probabilities on the 
hidden variables, is called the prior. In the full Bayesian setting, one has an even 
stronger prior, a full probability model Pr(xf,,, 0), including the parameters. 

The second problem of perception is that we need to estimate the values of 
the parameters 0 which give the best stochastic model of this aspect of the world. 
This often means that you have some set of measurements {x*")} and seek the value 
of 0 which maximizes their likelihood T7Q Pr(x*A \ 0). If the hidden variables as 
well as the observations are known, this is called supervised learning; if the hidden 
variables are not known, then it is unsupervised and one may maximize, for instance, 
l i a S x P r(xo , Xh | 0). If one has a prior on the 0's too, one can also estimate 
them from the mean or mode of the full posterior Pr(0 | {x*")}). 

Usually a more challenging problem is how many parameters 0 to include. 
At one extreme, there are simple 'off-the-shelf models with very few parameters 
and, at the other extreme, there are fully non-parametric models with infinitely-
many parameters. Here the central issue is how much data one has: for any set 
of data, models with too few parameters distort the information the data contains 
and models with too many overfit the accidents of this data set. This is called the 
bias-variance dilemma. There are two main approaches to this issue. One is cross-
validation: hold back parts of the data, train the model to have maximal likelihood 
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on the training set and test it by checking the likelihood of the held out data. There 
is also a beautiful theoretical analysis of the problem due principally to Vapnik [V] 
and involving the VC dimension of the models — the size of the largest set of data 
which can be split in all possible ways into more and less likely parts by different 
choices of 0. 

As Grenander has emphasized, a very useful test for a class of models is to 
synthesize from it, i.e. choose random samples according to this probability measure 
and to see how well they resemble the signals we are accustomed to observing in 
the world. This is a stringent test as signals in the world usually express layers and 
layers of structure and the model tries to describe only a few of these. 

The third problem of perception is using this machinary to actually perceive: 
we assume we have measured specific values x0 = x0 and want to infer the values of 
the hidden variables Xh in this situation. Given these observations, by Bayes' rule, 
the hidden variables are distributed by the so-called posterior distribution: 

-r-, / i --- „N. r r ( x 0 Xh, u) • rr(Xh u) _ ,^. , n _ , , n Pr(xh x0 , 0) = ' ' oc Pr(x0 xh , 0) • Pr(xh 0) 
r r (x 0 I 0) 

One may then want to estimate the mode of the posterior, the most likely value of 
Xh- Or one may want to estimate the mean of some functions /(xh) of the hidden 
variables. Or, if the posterior is often multi-modal and some evidence is expected 
to available later, one usually wants a more complete description or approximation 
to the full posterior distribution. 

2. A basic example: HMM's and speech recogni
tion 

A convenient way to introduce the ideas of Pattern Theory is to outline the 
simple Hidden Markov Model method in speech recognition to illustrate many of 
the ideas and problems which occur almost everywhere. Here the observed random 
variables are the values of the sound signal s(t), a pressure wave in air. The hidden 
random variables are the states of the speaker's mouth and throat and the identity 
of the phonemes being spoken at each instant. Usually this is simplified, replacing 
the signal by samples sk = s(kAt) and taking for hidden variables a sequence xk 

whose values indicate which phone in which phoneme is being pronounced at time 
kAt. The stochastic model used is: 

Pr(x.,s.) = J[pi(xk | xk-i)p2(sk | xk) 

i.e. the {xk} form a Markov chain and each sk depends only on xk. This is expressed 
by the graph: 

Sfe- l Sfe Sfe + 1 

Xk + 1 
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in which each variable corresponds to a vertex and the graphical Markov property-
holds: if 2 vertices a, b in the graph are separated by a subset S of vertices, then the 
variables associated to a and 6 are conditionally independent if we fix the variables 
associated to S. 

This simple model works moderately well to decode speech because of the 
linear nature of the graph, which allows the ideas of dynamic programming to be 
used to solve for the marginal distributions and the modes of the hidden variables, 
given any observations ?.. This is expressed simply in the recursive formulas: 

Pr(xk | s<k) 
T,xk^P^(xk I xk-i)p2(sk | xk)Pr(xk-i | s<lk-i)) 

YA numerator 
£. ' Xk 

maxp(xk,i<k) = max Pr(xk,x<k-i,s<k) 
def œ<(t-i) 

= max(pi(xk I xk-i)p2(sx | xk)maxp(xk-i,s<{k_i))) . 
Xk-l - \ i / 

Note that if each xk can take N values, the complexity of each time step is 0(N2). 
In any model, if you can calculate the conditional probabilities of the hidden 

variables and if the model is of exponential type, i.e. 

Pr(ar. | 0.) = - J_ e E*e*-^ (* . ) > 
Z(0) 

then there is also an efficient method of optimizing the parameters 0. This is called 
the EM algorithm and, because it holds for HMM's, it is one of the key reasons for 
the early successes of the stochastic approach to speech recognition. For instance, 
a Markov chain {xk} is an exponential model if we let the 0's be log(p(a | 6)) and 
write the chain probabilities as: 

p r(x ) = e^2a.blos(p(a\b)\{k\xk=a,xk^1=b}\^ 

The fundamental result on exponential models is that the 0's are determined by 
the expectations Ek = Exp(Ek) and that any set of expectations Ek that can be 
achieved in some probability model (with all probabilities non-zero), is also achieved 
in an exponential model. 

2.1. Continuous and discrete variables 
In this model, the observations sk are naturally continuous random variables, 

like all primary measurements of the physical world. But the hidden variables 
are discrete: the set of phonemes, although somewhat variable from language to 
language, is always a small discrete set. This combination of discrete and continuous 
is characteristic of perception. It is certainly a psychophysical reality: for example 
experiments show that our perceptions lock onto one or another phoneme, resisting 
ambiguity (see [L], Ch.8, esp. p.176). But it shows itself more objectively in the low-
level statistics of natural signals. Take almost any class of continuous real-valued 
signals s(t) generated by the world and compile a histogram of their changes x = 
s(t+At)—s(t) over some fixed time interval At. This empirical distribution will very 
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likely have kurtosis (= Exp ((x — x)4) /a(x)4) greater than 3, the kurtosis of any 
Gaussian distribution! This means that, compared to a Gaussian distribution with 
the same mean and standard deviation, x has higher probability of being quite small 
or quite large but a lower probability of being average. Thus, compared to Brownian 
motion, s(t) tends to move relatively little most of the time but to make quite large 
moves sometimes. This can be made precise by the theory of stochastic processes 
with iid increments, a natural first approximation to any stationary Markov process. 
The theory of such processes says that (a) their increments always have kurtosis at 
least 3, (b) if it equals 3 the process is Brownian and (c) if it is greater, samples 
from the process almost surely have discontinuities. At the risk of over-simplfying, 
we can say kurtosis > 3 is nature's universal signal of the presence of discrete 
events/objects in continuous space-time. 

A classic example of this are stock market prices. Their changes (or better, 
changes in log(price)) have a highly non-Gaussian distribution with polynomial 
tails. In speech, the changes in the log(power) of the windowed Fourier transform 
show the same phenomenon, confirming that s(i) cannot be decently modeled by-
colored Gaussian noise. 

2.2. When compiling full probability tables is impractical 
Applying HMM's in realistic settings, it usually happens that N is too large for 

an exhaustive search of complexity 0(N2) or that the xk are real valued and, when 
adequately sampled, again N is too large. There is one other situation in which the 
HMM-style approach works easily — the Kaiman filter. In Kalman's setting, each 
variable xk and sk is real vector-valued instead of being discrete and pi and P2 are 
Gaussian distributions with fixed co-variances and means depending linearly on the 
conditioning variable. It is then easy to derive recursive update formulas, similar to 
those above, for the conditional distributions on each xk, given the past data «<£. 

But usually, in the real-valued variable setting, the p's are more complex than 
Gaussian distributions. An example is the tracking problem in vision: the position 
and velocity xk of some specific moving object at time kAt is to be inferred from a 
movie %, in which the object's location is confused by clutter and noise. It is clear 
that the search for the optimal reconstruction xk must be pruned or approximated. 
A dramatic breakthrough in this and other complex situations has been to adapt the 
HMM/Kalman ideas by using weak approximations to the marginals Pr(arj; | «</.) 
by a finite set of samples, an idea called particle filtering: 

N 

Pr(xk | s<k) ~ y^Wi,köXLk(xk), that is, 
weak 

« = 1 

JV 

Exp(/(xfc) | s<k) « ^2wi,kf(xi,k), for suitable / . 
«=i 

This idea was proposed originally by Gordon, Salmond and Smith [G-S-S] and is 
developed at length in the recent survey [D-F-G]. An example with explicit estimates 
of the posterior from the work of Isard and Blake [I-B] is shown in figure 2. They 



408 David Mumford 

follow the version known as bootstrap particle filtering in which, for each k, N 
samples x\ are drawn with replacement from the weak approximation above, each 
sample is propagated randomly to a new sample x" at time (k + 1) using the prior 
p(xk+i | x'[) and these are reweighted proportional to p(sk+i | x"). 

1200 ms 

F i g u r e 2: Work of Blake and Isard tracking three faces in a moving image 
sequence. The curves represent estimates of the posterior probability distri
butions for faces at each location obtained by smoothing the weighted sum of 
delta functions at the 'particles'. Note how multi-modal these are and how 
the tracker recovers from the temporary occlusion of one face by another. 

2.3. No process in na ture is t ruly Markov 

A more serious problem with the HMM approach is that the Markov assump
tion is never really valid and it may be much too crude an approximation. Consider 
speech recognition. The finite lexicon of words clearly constrains the expected 
phoneme sequences, i.e. if xk are the phonemes, then pi(xk \ xk-i) depends on the 
current word(s) containing these phonemes, i.e. on a short but variable part of the 
preceding string {xk-i, Xk-2, • • • } of phonemes. To fix this, we could let xk be a pair 
consisting of a word and a specific phoneme in this word; then pi(xk \ Xk-i) would 
have two quite different values depending on whether Xk-i was the last phoneme in 
the word or not. Within a word, the chain needs only to take into account the vari
ability with which the word can be pronounced. At word boundaries, it should use 
the conditional probabilities of word pairs. This builds much more of the patterns 
of the language into the model. 

Why stop here? State-of-the-art speech recognizers go further and let xk be 
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a pair of consecutive words plus a triphone1 in the second word (or bridging the 
first and second word) whose middle phoneme is being pronounced at time kAt. 
Then the transition probabilities in the HMM involve the statistics of 'trigrams', 
consecutive word triples in the language. But grammar tells us that words sequences 
are also structured into phrases and clauses of variable length forming a parse tree. 
These clearly affect the statistics. Semantics tells us that words sequences are 
further constrained by semantic plausibility ('sky' is more probable as the word 
following 'blue' than 'cry') and pragmatics tells us that sentences are part of human 
communications which further constrain probable word sequences. 

All these effects make it clear that certain parts of the signal should be grouped 
together into units on a higher level and given labels which determine how likely 
they are to follow each other or combine in any way. This is the essence of gram
mar: higher order random variables are needed whose values are subsets of the low 
order random variables. The simplest class of stochastic models which incorporate 
variable length random substrings of the phoneme sequence are probabilistic context 
free grammars or PCFG's. Mathematically, they are a particular type of random 
branching tree. 

Definition A PCFG is a stochastic model in which the random variables are 
(a) a sequence of rooted trees {%,,}, (b) a linearly ordered sequence of observations 
sk and a 1:1 correspondence between the observations sk and the leaves of the whole 
forest of trees such that the children of any vertex of any tree form an interval 
{sk, sk+i, • • • ,sk'} in time and (c) a set of labels xv for each vertex. The probability 
model is given by conditional probabilities Pi(xVk \ xv) for the labels of each child 
of each vertex2 andp2(sk | xVk) for the observations, conditional on the label of the 
corresponding leaf. 

See figure 3 for an example. This has a Markov property if we define the 
'extended' state x*k at leaf k to be not only the label xk at this leaf but the whole 
sequence of labels on the path from this leaf to the root of the tree in which this 
leaf lies. Conditional on this state, the past and the future are independent. 

This is a mathematically elegant and satisfying theory: unfortunately, it also 
fails, or rather explodes because, in carrying it out, the set of labels gets bigger and 
bigger. For instance, it is not enough to have a label for noun phrase which expands 
into an adjective plus a noun. The adjective and noun must agree in number and (in 
many languages) gender, a constraint that must be carried from the adjective to the 
noun (which need not be adjacent) via the label of the parent. So we need 4 labels, 
all combinations of singular/plural masculine/feminine noun phrases. And semantic 
constraints, such as Pr('blue sky') > Pr('blue cry'), would seem to require even more 
labels like 'colorable noun phrases'. Rather than letting the label set explode, it is 
better to consider a bigger class of grammars, which express these relations more 
succinctly but which are not so easily converted into HMM's: unification grammars 
[Sh] or compositional grammars [B-G-P]. The need for grammars of this type is 

1 So-called co-articulation effects mean that the pronunciation of a phoneme is affected by the 
preceding and suceeding phonemes. 

2 Caution to specialists: our label xv is the name of the 'production rule' with this vertex as 
its head, esp. it fixes the arity of the vertex. We are doing it this way to simplify the Markov 
property. 
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especially clear when we look at formalisms for expressing the grouping laws in 
vision: see figure 3. The further development of stochastic compositional grammars, 
both in language and vision, is one of the main challenges today. 

S-conj 

NP V-Aux-inf NP Conj V-Aux-pipNP PrepP NP V-Aux-inf NP PrepP AdvP 

PrN Aux-3s-fut Vinf N AuxVpip Art Prep PrN Aux-ls-fut Vinf N Prep Pro Quant Adv 

Helen 's going to mix cake, ?making some for Margaret. ? Am going to put sugar in it pretty soon 
T Î • A î 

Figure 3 : Grouping in language and vision: On top, parsing the not quite 
grammatical speech of a 2 1/2 year old Helen describing her own intentions 
([H]): above the sentence, a context-free parse tree; below it, longer range 
non-Markov links — the identity 'cake'='some'=' i t ' and the unification of 
the two parts 'Helen's going to ' = '(I) am going to ' . On the bottom, 2 kinds 
of grouping with an iso-intensity contour of the image in Figure 1: note 
the broken but visible contour of the back marked by 'A' and the occluded 
contours marked by 'B ' and ' C behind the man. 

3. The 'natural degree of generality': MRF's or 
Graphical Models 

The theory of HMM's deals with one-dimensional signals. But images, the 
signals occurring in vision, are usually two-dimensional — or three-dimensional for 
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MR scans and movies (3 space dimensions and 2 space plus 1 time dimension), even 
four-dimensional for echo cardiograms. On the other hand, the parse tree is a more 
abstract graphical structure and other 'signals', like medical data gathered about 
a particular patient, are structured in complex ways (e.g. a set of blood tests, a 
medical history). This leads to the basic insight of Grenander's Pattern Theory 
[G]: that the variables describing the structures in the world are typically related in 
a graphical fashion, edges connecting variables which have direct bearing on each 
other. Finding the right graph or class of graphs is a crucial step in setting up a 
satisfactory model for any type of patterns. Thus the applications, as well as the 
mathematical desire to find the most general setting for this theory, lead to the idea 
of replacing a simple chain of variables by a set of variables with a more general 
graphical structure. The general concept we need is that of a Markov random field: 

Definition A Markov random field is a graph G = (V,E), a set of random 
variables {xv}vev, one for each vertex, and a joint probability distribution on these 
variables of the form: 

pT(x ) = _ e - £ c Ec({Xv}v£c) 
Zi 

where C ranges over the cliques (fully connected subsets) of the graph, Ec are any 
functions and Z a constant. If the variables xv are real-valued for v £ V, we make 
this into a probability density, multiplying by Yln€Vi dxn. Moreover, we can put 
each model in a family by introducing a temperature T and defining: 

P r T ( x . ) = —e-^cEc({xv}v€CÌ/T^ 
Zp 

These are also called Gibbs models in statistical mechanics (where the Ec are 
called energies) and graphical models in learning theory and, like Markov chains, are 
characterized by their conditional independence properties. This characterization, 
called the Hammersley-Clifford theorem, is that if two vertices a,b £ V are separated 
by a subset S C V (all paths in G from a to 6 must include some vertex in S), then 
xa and Xf, are conditionally independent given {xv}ves- The equivalence of these 
independence properties, plus the requirement that all probabilities be positive, 
with the simple explicit formula for the joint probabilities makes it very convincing 
that MRF's are a natural class of stochastic models. 

3.1. The Ising model 

This class of models is very expressive and many types of patterns which occur 
in the signals of nature can be captured by this sort of stochastic model. A basic 
example is the Ising model and its application to the image segmentation problem. 
In the simplest form, we take the graph G to be a square N x N grid with two 
layers, with observable random variables Pij £ R, 1 < i,j < N associated to the 
top layer and hidden random variables Xij £ {+1, —1} associated to the bottom 
layer. We connect by edges each Xij vertex to the Pij vertex above it and to its 4 
neighbors £ J ± I , J , £ J , J ± I in the ar-grid (except when the neighbor is off the grid) and 
no others. The cliques are just the pairs of vertices connected by edges. Finally, we 
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take for energies: 

Ec = —Xì,j • Xi'ji, when C = {(i,j), (i',j')}, two adjacent vertices in the ar-grid, 

Ec = —Xì,j • Vì,j, when C consists of the (i,j) vertices in the x- and y-grids. 

The modes of the posteriors Pry (a:. | y.) are quite subtle: As at adjacent vertices try-
to be equal but they also seek to have the same sign as the correponding y. If y has 
rapid positive and negative swings, these are in conflict. Hence the more probable 
values of x will align with the larger areas where y is consistently of one sign. This 
can be used to model a basic problem in vision: the segmentation problem. The 
vision problem is to decompose the domain of an image y into parts where distinct 
objects are seen. For example, the oldman image might be decomposed into 6 
parts: his body, his head, his cap, the bench, the wall behind him and the sky. 
The decomposition is to be based on the idea that the image will tend to either 
slowly varying or to be statistically stationary at points on one object, but to change 
abruptly at the edges of objects. As proposed in [G-G], the Ising model can be used 
to treat the case where the image has 2 parts, one lighter and one darker, so that 
at the mode of the posterior the hidden variables x will be +1 on one part, - I on 
the other. An example is shown in figure 4. This approach makes a beautiful link 
between statistical mechanics and perception, in which the process of finding global 
patterns in a signal is like forming large scale structures in a physical material as 
the temperature cools through a phase transition. 

F i g u r e 4: Statistical mechanics can be applied to the segmentation of im
ages. On the top left, a rural scene taken as the external magnetic field, with 
its intensity scaled so that dark areas are negative, light areas are positive. At 
the top right, the mode or ground state of the Ising model. Along the bottom, 
the Gibbs distribution is sampled at a decreasing sequence of temperatures, 
discovering the global pattern bit by bit. 
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More complex models of this sort have been used extensively in image analysis, 
for texture segmentation, for finding disparity in stereo vision, for finding optic flow 
in moving images and for finding other kinds of groupings. We want to give one 
example of the expressivity of these models which is quite instructive. We saw 
above that exponential models can be crafted to reproduce some set of observed 
expectations but we also saw that scalar statistics from natural signals typically 
have high kurtosis, i.e. significant outliers, so that their whole distribution and not 
just their mean needs to be captured in the model. Putting these 2 facts together 
suggests that we seek exponential models which duplicate the whole distribution 
of some important statistics /.. This can be done using as parameters not just 
unknown constants but unknown functions: 

Pr(x. | <j>,) 
1 

m. 
oT,k 4>k(fk(x.)) 

If fk depends only the variables xv £ Ck, for some clique Ck, this is a MRF, whose 
energies have unknown functions in them. An example of this fitting is shown in 
Figure 5. 

F i g u r e 5: On the left, an image of the texture of a Cheetah's hide, in the 
middle a synthetic image from the Gaussian model with the same second 
order statistics, on the right a synthetic image in which the full distribution 
on 7 filter statistics are reproduced by an exponential model. 

3.2. Bayesian belief propagation 

However, a problem with MRF models is that the dynamic programming style 
algorithm used in speech and one-dimensional models to find the posterior mode has 
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no analog in 2D. One strategy for dealing with this, which goes back to Metropolis, 
is to imitate physics and introduce an artifical dynamics into the state space whose 
equilibrium is the Gibbs distribution. This dynamics is called a Monte Carlo Markov 
Chain (MCMC) and is how the panels in figure 4 were generated. Letting the 
temperature converge to zero, we get simulated annealing (see [G-G]) and, if we do 
it slowly enough, will find the mode of the MRF model. Although slow, this can be 
speeded up by biasing the dynamics (called importance sampling — see [T-Z] for 
a state-of-the-art implementation with many improvements) and is an important 
tool. 

Recently, however, another idea due to Weiss and collaborators (see [Y-F-W]) 
and linked to statistical mechanics has been found to give new and remarkably effec
tive algorithms for finding these modes. From an algorithmic standpoint, the idea 
is to use the natural generalization of dynamic programming, called Bayesian Belief 
Propagation (BBP), which computes the marginals and modes correctly whenever 
the graph is a tree and just use it anyway on an arbitrary graph G\ Mathematically, 
it amounts to working on the universal covering graph G, which is a tree, hence 
much simpler, instead of G. In statistical mechanics, this idea is called the Bathe 
approximation, introduced by him in the 30's. 

To explain the idea, start with the mean field approximation. The mean field 
idea is to find the best approximation of the MRF p by a probability distribution in 
which the variables xv are all independent. This is formulated as the distribution 
YlvPv(xv) which minimizes the Kullback-Liebler divergence KL(f\vpv,p). Unlike 
computing the true marginals of p on each xv which is very hard, this approximation 
can be found by solving iteratively a coupled set of non-linear equations for the pv. 
But the assumption of independence is much too restrictive. The idea of Bethe is 
instead to approximate p by a ni (G)-invariant distribution on G. 

Such distributions are easy to describe: note that a Markov random field on a 
tree is uniquely determined by its marginals pe (xv, xw) for each edge e = (v, w) and, 
conversely, if we are given a compatible set of distributions pe for each edge (in the 
sense that, for all edges (v,wk) abutting a vertex v, the marginals of P(V}Wk) give 
distributions on v independent of k), they define an MRF on G. So if we start with 
a Markov random field on any G, we get a ni (G)-invariant Markov random field on 
G by making duplicate copies for each random variable xv,v £ V for each v £ V 
over v and lifting the edge marginals. But more generally, if we have any compatible 
set of probability distributions {pe(v,w)}eeE on G, we also get a m(G)-invariant 
MRF on G. Then the Bethe approximation is that family {pe} which minimizes 
KL({pe},p). As in the mean field case, there is a natural iterative method of solving 
for this minimum, which turns out, remarkably, to be identical to the generalization 
of BBP to general graphs G. 

This approach has proved effective in some cases at finding best segmentations 
of images via the mode of a two-dimensional MRF. Other interesting ideas have 
been proposed for solving the segmentation problem which we do not have time 
to sketch: region growing, see esp. [Z-Y]), using the eigenfunctions of the graph-
theoretic Laplacian, see [S-M], and multi-scale algorithms, see [P-B] and [S-B-B]. 
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4. Continuous space and time and continuous sets 
of random variables 

Although signals as we measure them are always sampled discretely, in the 
world itself signals are functions on the continua, time or space or both together. 
In some situations, a much richer mathematical theory emerges by replacing a 
countable collection of random variables by random processes and asking whether 
we can find good stochastic models for these continuous signals. I want to conclude 
this talk by mentioning three instances where some interesting analysis has arisen 
when passing to the continuum limit and going into some detail on two. We will 
not worry about algorithmic issues for these models. 

4.1. Deblurring and denoising of images 

This is the area where the most work has been done, both because of its 
links with other areas of analysis and because it is one of the central problems of 
image processing. You observe a degraded image I(x, y) as a function of continuous 
variables and seek to restore it, removing simultaneously noise and blur. In the 
discrete setting, the Ising model or variants thereof discussed above can be applied 
for this. There are two closely related ways to pass to the continuous limit and 
reformulate this as a problem in analysis. As both drop the stochastic interpretation 
and have excellent treatments in the literature, we only mention briefly one of a 
family of variants of each approach: 

Optimal piecewise smooth approximation of I via a variational problem: 

min f ci (I — J)2dxdy + C2 / / \\X/J\\2dxdy + cs\T 

where J, the improved image, has discontinuities along the set of 'edge' curves F. 
This approach is due to the author and Shah and has been extensively pursued 
by the schools of DeGiorgi and Morel. See [M-S]. It is remarkable that it is still 
unknown whether the minima to this functional are well behaved, e.g. whether F 
has a finite number of components. Stochastic variants of this approach should 
exist. 

Non-linear diffusion of I: 

m = d l v { w J \ \ J + X { I ^ J ) 

where J at some future time is the enhancement. This approach started with the 
work of Perona and Malik and has been extensively pursued by Osher and his 
coworkers. See [Gu-M]. It can be interpreted as gradient descent for a variant of 
the previous variational problem. 
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4.2. Self-similarity of image statistics and image models 

One of the earliest discoveries about the statistics of images J was that their 
power spectra tend to obey power laws 

Exp|(j(e,?])i2«(e2+?}2rA/2, 

where À varies somewhat from image to image but clusters around the value 2. This 
has a very provocative interpretation: this power law is implied by self-similarity! 
In the language of lattice field theory, if I(i, j), i, j £ Z is a random lattice field and 
J is the block averaged field 

!(i,j) = \ (I(2i,2j) + I(2i + l,2j) + I(2i,2j + 1) + I(2i + l,2j + lj), 

then we say the field is a renormalization fixed point if the distributions of J and of J 
are the same. The hypothesis that natural images of the world, treated as a single 
large database, have renormalization invariant statistics has received remarkable 
confirmation from many quite distinct tests. 

Why does this hold? It certainly isn't true for auditory or tactile signals. I 
think there is one major and one minor reason for it. The major one is that the 
world is viewed from a random viewpoint, so one can move closer or farther from 
any scene. To first approximation, this scales the image (though not exactly because 
nearer objects scale faster than distant ones). The minor one is that most objects 
are opaque but have, by and large, parts or patterns on them and, in turn, belong 
to clusters of larger things. This observation may be formulated as saying the world 
is not merely made up of objects but it is cluttered with them. 

The natural setting for scale invariance is pass to the limit and model images 
as random functions I(x,y) of two real variables. Then the hypothesis is that 
a suitable function space supports a probability measure which is invariant under 
both translations and scalings (x, y) >-¥ (ax, ay), whose samples are 'natural images'. 
This hypothesis encounters, however, an infra-red and an ultra-violet catastrophe: 
a) The infra-red one is caused by larger and larger scale effects giving bigger and 
bigger positive and negative swings to a local value of J. But these large scale 
effects are very low-frequency and this is solved by considering J to be defined only 
modulo an unknown constant, i.e. it is a sample from a measure on a function space 
mod constants. 
b) The ultra-violet one is worse: there are more and more local oscillations of 
the signals at finer and finer scales and this contradicts Lusin's theorem that an 
integrable function is continuous outside sets of arbitrarily small measure. In fact, 
it is a theorem that there is no translation and scale invariant probability measure 
on the space of locally integrable functions mod constants. This can be avoided by-
allowing images to be generalized functions. In fact, the support can be as small as 
the intersection of all negative Sobolev spaces f]t

 /H~e. 
To summarize what a good statistical theory of natural images should explain, 

we have scale-invariance as just described, kurtosis greater than 3 as described in 
section 2.1 and finally the right local properties: 
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Hypothes is I A theory of images is a translation and scale invariant probability-
measure on the space of generalized functions I(x, y) mod constants. 

Hypothes is I I For any filter F with mean 0, the marginal statistics of F * I(x, y) 
have kurtosis greater than 3. 

Hypothes is I I I The local statistics of images reflect the preferred local geome
tries, esp. images of straight edges, but also curved edges, corners, bars, 'T-
junctions' and 'blobs' as well as images without geometry, blank 'blue sky' 
patches. 

Hypothesis III is roughly the existence of what Marr, thinking globally of the image 
called the primal sketch and what Julesz, thinking locally of the elements of texture, 
referred to as taxions. By scale invariance, the local and global image should have 
the same elements. 

To quantify Hypothesis III, what is needed is a major effort at data mining. 
Specifically, the natural approach seems to be to take a small filter bank of zero 
mean local filters A , • • • ,Fk, a large data base of natural images Ia leading to 
the sample of points in R* given by (A * Ia(x, y), • • • , FK * A(x, yj) £ R* for all 
a, x and y. One seeks a good non-parametric fit to this dataset. But Hypothesis 
III shows that this distribution will not be simple. For example Lee et al [L-P-M] 
have taken k = 8, Fi a basis of zero mean filters with fixed 3 x 3 support. They 
then make a linear tranformation in R8 normalizing the covariance of the data to 
Is ('whitening' the data), and to investigate the outliers, map the data with norms 
in the upper 20% to S7 by dividing by the norm. The analysis reveals that the 
resulting data has asymptotic infinite density along a non-linear surface in S7l This 
surface is constructed by starting with an ideal image, black and white on the two 
sides of a straight edge and forming a 3 x 3 discrete image patch by integrating 
this ideal image over a tic-tac-toe board of square pixels. As the angle of the edge 
and the offset of the pixels to the edge vary, the resulting patches form this surface. 
This is the most concrete piece of evidence showing the complexity of local image 
statistics. 

Are there models for these three hypotheses? We can satisfy the first hypoth
esis by the unique scale-invariant Gaussian model, called the free field by physicists 
— but its samples look like clouds and its marginals have kurtosis 3, so neither the 
second nor third hypothesis is satisfied. The next best approximation seems to be 
to use infinitely divisible measures, such as the model constructed by the author 
and B.Gidas [M-G], which we call random wavelet expansions: 

I(x,y) = ^2<f>i(enx ^ Xi,eny - yi), 

where {(x»,j/j,rj)} is a Poisson process in R3 and (f>i are samples from an auxiliary 
Levi measure, playing the role of individual random wavelet primitives. But this 
model is based on adding primitives, as in a world of transparent objects, which 
causes the probability density functions of its marginal filter statistics to be smooth 
at 0 instead of having peaks there, i.e. the model does not produce enough 'blue 
sky' patches with very low constrast. 
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A better approach are the random collage models, called dead leaves models by 
the French school: see [L-M-H]. Here the & are assumed to have bounded support, 
the terms have a random depth and, instead of being simply added, each term 
occludes anything behind it with respect to depth. This means I(x,y) equals the 
one fa which is in front of all the others whose support contains (x, y). This theory-
has major troubles with both infra-red and ultra-violet limits but it does provide 
the best approximation to date of the empirical statistics of images. It introduces 
explicitly the hidden variables describing the discrete objects in the image and 
allows one to model their preferred geometries. 

Crafting models of this type is not simply mathematically satisfying. It is 
central to the main application of computer vision: object recognition. When an 
object of interest is obscured in a cluttered badly lit scene, one needs a p-value for 
the hypothesis test — is this fragment of stuff part of the sought-for object or an 
accidental conjunction of things occurring in generic images? To get this p-value, 
one needs a null hypothesis, a theory of generic images. 

4.3. Stochastic shapes via random diffeomorphisms and fluid 
flow 

As we have seen in the last section, modeling images leads to objects and these 
objects have shape — so we need stochastic models of shape, the ultimate non-linear 
sort of thing. Again it is natural to consider this in the continuum limit and consider 
a Adimensional shape to be a subset of R*, e.g. a connected open subset with nice 
boundary F. It is very common in multiple images of objects like faces, animals, 
clothes, organs in your body, to find not identical shapes but warped versions. How 
is this to be modeled? One can follow the ideas of the previous section and take 
a highly empirical approach, gathering huge databases of faces or kidneys. This 
is probably the road to the best pattern recognition in the long run. But another 
principle that Grenander has always emphasized is to take advantage of the group 
of symmetries of the situation — in this case, the group of all diffeomorphisms of 
R*. He and Miller and collaborators (see [Gr-M]) were led to rediscover the point 
of view of Arnold which we next describe. 

Let Gn = group of diffeomorphisms on R" and SQn be the volume-preserving 
subgroup. We want to bypass issues of the exact degree of differentiability of these 
diffeomorphisms, but consider Qn and SQn as infinite dimensional Riemannian man
ifolds. Let {Ot}o<t<i be a path in SQn and define its length by: 

length of path = / I A / ||-s"-(0t
 1(x))\\2dx ] dt. 

This length is nothing but the right-in variant Riemannian metric: 

dist(#, (J + ev) o 0)2 = e2 / ||w||2(Ai • -dxn, where div(u) = 0. 

Arnold's beautiful theorem is: 
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Theorem Geodesies in SQn are solutions of Euler's equation: 

dvt , _ , „ 
-r—h (vt • v)vt = Vp, some pressure p. 
at 

This result suggests using geodesies on suitable infinite dimensional manifolds to 
model optimal warps between similar shapes in images and using diffusion on these 
manifolds to craft stochastic models. But we need to get rid of the volume-
preserving restriction. The weak metric used by Arnold no longer works on the 
full Gn and in [C-R-M], Christensen et al introduced: 

where v is any vector field and L is a fixed positive self-adjoint differential operator 
e.g. (J — A)m,m > n/2. Then a path {9t} in G has both a velocity: 

vt = d^(e^(x)) 

and a momentum: ut = Lvt (so vt = K*ut, K the Green's function of L). What is 
important here is that the momentum ut can be a generalized function, even when 
vt is smooth. The generalization of Arnold's theorem, first derived by Vishik, states 
that geodesies are: 

Qiif, \—\ -» 
~gT + (vf V)(«t) + div(vt)ut = - 2^(u*)jV((wt)i). 

Ì 

This equation is a new kind of regularized compressible Euler equation, called by 
Marsden the template matching equation (TME). The left hand side is the derivative 
along the flow of the momentum, as a measure, and the right hand side is the force 
term. 

A wonderful fact about this equation is that by making the momentum singu
lar, we get very nice equations for geodesies on the (/„-homogeneous spaces: 

(a) £„, = set of all A-tuples of distinct points in R" and 
(b) Sn = set of all images of the unit ball under a diffeomorphism. 

In the first case, we have £„, — Qn/Gn,o where Gn,o is the stabilizer of a specific set 
{Pf- , • • • , PN } of N distinct points. To get geodesies on Cn, we look for 'particle 
solutions of the TME', i.e. 

JV 

ut = ^2üi(t)6Pi(t) 
ì=i 

where {Pi(t), • • • , PN(ì)} is a path in £n The geodesies on Qn, which are perpen
dicular to all cosets 0Gn,a, are then the geodesies on £n for the quotient metric: 

dist({Pi},{Pi + eVi})2 = e2 infn < Lv,v > 
(j(P°) = vi) J 

= e2J2Gij(vi-vj) 
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where G = A(||Pj — Pj\\) 1 . For these we get the interesting Hamiltonian ODE: 

dPi 
~dt 

dui 
~dt 

2 ^ A ( [ | P ^ P i [ | ) « i 

j 

-^Vp^dlPï -PHIMï 

which makes points traveling in the same direction attract each other and points 
going in opposite directions repel each other. This space leads to a non-linear 
version of the theory of landmark points and shape statistics of Kendall [Sm] and 
has been developed by Younes [Yo]. 

A similar treatment can be made for the space of shapes Sn — Gn/Gn,i, where 
Gn,i is the stabilizer of the unit sphere. Geodesies on Sn come from solutions of 
the TME for which üt is supported on the boundary of the shape and perpendicu
lar to it. Even though the first of these spaces S2 might seem to be quite a simple 
space, it seems to have a remarkable global geometry reflecting the many perceptual 
distinctions which we make when we recognize a similar shapes, e.g. a cell decom
position reflecting the different possible graphs which can occur as the 'medial axis' 
of the shape. This is an area in which I anticipate interesting results. We can also 
use these Riemannian structures to define Brownian motion on Gn,Sn and £„, (see 
[D-G-M], [Yi]). Putting a random stopping time on this walk, we get probability-
measures on these spaces. To make the ideas more concrete, in figure 6 we show a 
simulation of the random walk on <S2. 

F i g u r e 6: An example of a random walk in the space of 2D shapes 52- The 
initial point is the circle on the left. A constant translation to the right has 
been added so the figures can be distinguished. The operator L defining the 
metric is ( I — A ) 2 

5. Final thoughts 
The patterns which occur in nature's sensory signals are complex but allow 

mathematical modeling. Their study has gone through several phases. At first, 
'off-the-shelf classical models (e.g. linear Gaussian models) were adopted based 
only on intuition about the variability of the signals. Now, however, two things are 
happening: computers are large enough to allow massive data gathering to support 
fully non-parametric models. And the issues raised by these models are driving 
the study of new areas of mathematics and the development of new algorithms for 
working with these models. Applications like general purpose speech recognizers and 
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computer driven vehicles are likely in the foreseeable future. Perhaps the ultimate 
dream is a fully unsupervised learning machine which is given only signals from 
the world and which finds their statistically significant patterns with no assistance: 
something like a baby in its first 6 months. 
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Geometric Construction of 
Representations of Affine Algebras 

Hiraku Nakajima* 

A b s t r a c t 

Let F be a finite subgroup of S IAC) . We consider F-fixed point sets in 
Hilbert schemes of points on the affine plane C 2 . The direct sum of homology 
groups of components has a structure of a representation of the affine Lie 
algebra g corresponding to F. If we replace homology groups by equivariant 
A-homology groups, we get a representation of the quantum toroidal algebra 
Ug(Lg). We also discuss a higher rank generalization and character formulas 
in terms of intersection homology groups. 
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1. Finite subgroups of SL2(C) and simple Lie al
gebras 

Let F be a finite subgroup of SL 2 (C) . The classification of such subgroups 
has been well-known to us, since they are essentially symmetry groups of regular 
polytopes. They are cyclic groups, binary dihedral groups, and binary polyhedral 
groups (Klein (1884)). 

It has been also known tha t we can associate a complex simple Lie algebra g 
to F. This can be done in two ways. The first one is geometric and due to Du Val 
(1934). The second one is algebraic, and is due to McKay (1979). 

Let us explain the two constructions and subsequent developments briefly. 
More detailed account can be found in [17]. 

1.1. Minimal resolution of C 2 /r 
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Let us consider the quotient space C 2 /F . This space has an isolated singularity 
at the origin. We have a unique minimal resolution n: M —t C 2 /F , in the sense 
that all other resolutions factor through n. (For general singularities, we have many-
resolutions. This speciality occurs in 2-dimensional case.) This singularity is called 
a simple singularity, and has been intensively studied from various points of view. 
In particular, the following are known (see e.g., [2]): 

1. The exceptional set TT - 1(0) consists of the union of projective lines. 
2. We draw a diagram so that vertices correspond to projective lines (irreducible 

components) and two vertices are connected by an edge if they intersect. Then 
we obtain a Dynkin diagram of type ADE. 

We thus have bijections 

{irreducible components of 7r_1(0)} <—• {vertices of the Dynkin diagram} . 

The Dynkin diagram appears in the classification of simple Lie algebras. Thus 
we have a complex simple Lie algebra g corresponding to F. Since vertices of the 
Dynkin diagram correspond to simple coroots of g, the above bijection gives an 
isomorphism (of vector spaces) 

li^H2(n-1(0),C), (1.1) 

where \) is the complex Cartan subalgebra of g. 
This correspondence F —t g is based on the classification of simple Lie algebras 

since they attach a Dynkin diagram to F. So the reason why such a result holds 
remained misterious. A deeper connection between two objects were conjectured by 
Grothendieck, and obtained by Brieskorn (1970) and Slodowy (1980). They con
structed the simple singularity C 2 /F in g. Moreover, its semi-universal deformation 
and a simultaneous resolution were also constructed using geometry related to g. 
We do not recall their results here, so the interested reader should consult [40]. 

1.2. McKay correspondence 

Let {ßi}iei be the set of (isomorphism classes of) irreducible representations 
of F. It has a special element po, the class of trivial representation. Let Q be the 
2-dimensional representation given by the inclusion F c SL2(C). Let us decompose 
Q®Pi into irreducibles, Q®pi = ® • (HjP), where ay is the multiplicity. We draw a 
diagram so that vertices correspond to p,'s, and there are ay edges between pt and 
Pj. (Note that ay = a^ thanks to the self-duality of Q). Then McKay [26] observed 
that the graph is an affine Dynkin diagram of Ä„ , Dn , Âg ,Ë7 or Ês , i.e., the 
Dynkin diagram of an untwisted affine Lie algebra g attached to a simple Lie algebra 
g of type ADE. Furthermore it is also known that the Dynkin diagram given in 
the previous subsection is obtained by the affine Dynkin diagram by removing the 
vertex corresponding to the trivial representation p0. We thus have bijections 

{irreducible representations of F} <—y {vertices of the affine Dynkin diagram} . 
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The original McKay's proof was based on the explicit calculation of charac
ters. The reason why such a result holds remained misterious also in this case. 
A geometric explanation via the A-theory of the minimal resolution M of C 2 /F 
was subsequently given by Gonzalez-Sprinberg and Verdier [14]. In particular, they 
proved that there exists a natural geometric construction of an isomorphism (of 
abelian groups) 

R(T) ^ K(M), 

where R(T) is the representation ring of F, and K(M) is the Grothendieck group of 
the abelian category of algebraic vector bundles over M. This result is strengthened 
and generalized to the higher dimensional case F c SL3(C) [5]. 

Note that the above isomorphism together with the Chern character homo
morphism leads to an isomorphism R(T) ®z C - ^ H*(M,C), which gives an iso
morphism 

R(T) ® z C ^ (t) e Cho)*, (1.2) 

combined with (1.1). Here ho is the Oth simple coroot of the affine Lie algebra 
g, and corresponds to the dual of the trivial representation p0. It corresponds to 
A 0 (M,C)-A 0 (7T- 1 (0 ) ,C) . 

Compared with correspondence in §1.1, our situation is less satisfactory: we 
only get \) and the role of g or g is less clear. This is the starting point of our whole 
construction. We construct g entirely from F in some sense. For another approach, 
see [13]. 

2. Hilbert schemes of points and their T-flxed point 
components — quiver varieties 

In 1986, Kronheimer [20] constructed a simple singularity C 2 /F , its defor
mation and simultaneous resolution, i.e., those spaces constructed by Brieskorn-
Slodowy by a totally different method. His construction is based on the theory 
of 'quivers', which is a subject in noncommutative algebras. (See also [6] for a 
different approach.) Subsequently in 1989, Kronheimer and the author [21] gave a 
description of moduli spaces of instantons (and coherent sheaves) on those spaces in 
terms of a quiver. It is an analog of the celebrated ADHM description of instantons 
on S4. In 1994, this description was further generalized under the name of 'quiver 
varieties' by the author [27]. The purpose of this and next sections is to define 
quiver varieties from a slightly different point of view. This is a most economical 
approach to introduce quiver varieties, while it does not explain why it is something 
to do with quivers. 

Let Hilb" (C2) be the Hilbert scheme of n points in the affine plane C2 . As 
a set, it consists of ideals J of the polynomial ring C[x, y] such that the quotient 
C[x, y]/I has dimension n as a vector space. Grothendieck constructed Hilb" (C2) 
as a quasi-projective scheme (for more general setting), but we do not go to this 
direction in detail. A typical point of Hilb" (C2) is an ideal of functions vanishing 
at n distinct points in C2 . The space parametrizing (unordered) n distinct points 
is an open subset of the nth symmetric product ^"(C 2 ) = (C2)n/Sn of C2 , where 
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Sn is the symmetric group of n letters acting on (C2)" by permutation of factors. 
The symmetric product parametrises unordered n points with multiplicities. The 
Hilbert scheme Hilb" (C2) is a different completion of the open set. Two comple
tions are related: Mapping J to its support counted with multiplicities, we get a 
morphism n: Hilb" (C2) —¥ Sn(C2) which is called a Hilbert-Chow morphism. We 
have following important geometric results on Hilb" (C2): 

1. Hilb" (C2) is a resolution of singularities of Sn(C2) (Fogarty). 
2. Hilb" (C2) has a holomorphic symplectic structure (Beauville, Mukai). 

In fact, the author constructed a hyper-Kähler structure on Hilb" (C2), which in
duces Beauville-Mukai's symplectic form, by describing it as a hyper-Kähler quo
tient. See [29] and Göttsche's article in this ICM proceeding for more recent results 
on Hilb" (C2). 

Let F be a finite subgroup of SL2(C) as above. Its natural action on C2 

induces an action on Hilb" (C2) and Sn(C2) such that the Hilbert-Chow morphism 
n is F-equivariant. Let us consider the fixed point set Hilb" (C2) , (Sn(C2j)r. The 
latter is easy to describe: 

(S"(C 2 ) ) r = A"(C 2 /F ) , 

where m is the largest integer less than or equal to n / # F . The difference n — m # F 
is the multiplicity of the origin. The former space Hilb" (C2) is a union of nonsin
gular submanifolds of Hilb" (C2). If J G Hilb" (C2) , the quotient C[x,y]/I has a 
structure of a representation of F. For an isomorphism class v of a representation 
of F, we define M(v) as 

M(v) = { J G Hilb" (C 2 ) r [C[x, y]/I] = v} , 

where [C[x, y]/I] is the isomorphism class of C[x,y]/I. Since isomorphism classes 
are parametrized by discrete data, i.e., dimensions of isotropic components, the 
isomorphism class of [C[x, y]/I] is constant on each connected component. There
fore M(v) is a union of connected component. In fact, Crawley-Boevey recently 
proves that M(v) is connected (in fact, he proved it for more general case including 
varieties discussed in next section) [9]. Moreover, M(v) has induced holomorphic 
symplectic and hyper-Kähelr structures. It is an example of quiver varities of affine 
type. (See remark at the end of the next section.) 

The simplest but nontrivial example is the case when v is the class of the 
regular representation of F. Under (1.2), the regular representation corresponds 
to the imaginary root ö, which is the positive generator of the kernel of the affine 
Cartan matrix, is identified with the dimension vector of the regular representation 
of F. The dimension of the regular representation is equal to # F , and thus the 
fixed point set in the symmetric product is ( S # r ( C 2 ) ) r = C 2 /F . We can consider 
this as the space of F-orbits. A typical point is a free F-orbit, and is also a point 
in Hilb# (C2) as the ideal vanishing at the orbit. In fact, it is not difficult to 
see that M(v) is isomorphic to the minimal resolution M of C 2 /F . The resolution 
map n: M —t C 2 /F is given by the restriction of the Hilbert-Chow morphism. This 



Geometrie Construction of Representations of Affine Algebras 427 

result was obtained by Ginzburg-Kapranov (unpublished) and Ito-Nakamura [17] 
independently, but is also a re-interpretation of Kronheimer's construction [20]. The 
precise explanation was given in [29, Chapter 4]. 

Recently higher dimensional M (v) attract attention in connection with the 
McKay correspondence for wreath products F ; Sn [44, 22, 15]. These M(v) are 
diffeomorphic to the Hilbert schemes of points on the minimal resolution Hilb" M. 

3. A higher rank generalization of Hilbert schemes 
We give a higher rank generalization of Hilbert schemes in this section. But 

geometric structures remain unchanged for general cases. So a reader, who wants 
to catch only a rough picture, could safely skip this section. 

Let P 2 be the projective plane with a fixed line IA- So P 2 = C2 U IA. Let 
9Jt(n, r) be the framed moduli space of torsion free sheaves on P 2 with rank r and 
c-2 = n, i.e. the set of isomorphism classes of pairs (E,(p), where A is a torsion 
free sheaf of rank A = r, 02(E) = n, which is locally free in a neighbourhood of 
Aoj and ip is an isomorphism ip: E].^ ^ öfr (framing at infinity). It is known 
that this space has a structure of a quasi-projective variety [16]. This is a higher 
rank generalization of the Hilbert scheme Hilb" (C2). The analog of C[x, y]/I is 
A 1 (P 2 ,A(^1) ) and it is known that A°(P 2 ,A(^1)) = A 2 (P 2 ,A(^1) ) = 0 [29, 
Chapter 2]. It is also known that 9Jt(n,r) has a holomorphic symplectic (in fact, 
hyper-Kähler) structure [29, Chapter 3]. 

The higher rank generalization of the symmetric product Sn(C2) is the so-
called Uhlenbeck compactification of the framed moduli space of locally free sheaves. 
(On the other hand, 9Jt(n,r) is called Gieseker-Maruyama compactification.) It is 

ÜJto(n,r)= [ J tBÇs(n',r) xSn"c2, 
n'+n"=n 

where 9JtrQS(n',r) is the open subset of 9Jt(n',r) consisting of framed locally free 
sheaves (E,(p). It is known that 9Jto(n,r) has a structure of an affine algebraic 
variety [10, Chapter 3]. Moreover, the map 

(A,<A.^(Av v ,<ASupp(Av v /A)) 

gives a projective morphism n: 9Jt(n,r) —¥ 9Jto(n,r) [29, Chapter 3], where A v v is 
the double dual of E, which is locally free on surfaces, and Supp(Av v /A) is the 
support of A v v / A , counted with multiplicities. 

When r = 1, there exists only one locally free sheaf which is trivial at l œ , i.e., 
the trivial line bundle ö-pi. So the first factor of the above disappears : HfJlo(n, 1) = 
^ " C 2 . Moreover, for E £ 9Jt(n, 1), the double dual A v v must be the trivial line 
bundle by the same reason. It means that E is an ideal sheaf of the structure sheaf 
ÖP2, so is a point in the Hilbert scheme Hilb" (C2). Thus we recover the situation 
studied in §2. 

Let F be a finite subgroup of SL2(C) as before. We take and fix a lift of 
the F-action to Ofr. It is written as W ®c Oi^, where W is a representation 
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W of F. We denote by w the isomorphism class of W as before. Now F acts on 
9Jt(n,r), 9Jto(n,r) and we can consider the fixed point sets 9Jt(n,r) r , d]l0(n,r)r. 
We decompose the former as 

9Jt(n,r) r = L|9Jt(v,w), 
V 

where 9Jt(v, w) consists of the framed torsion free sheaves (A, tp) such that the 
isomorphism class of A 1 (P 2 ,A(^1)) , as a representation of F, is v. Each 9Jt(v,w), 
if it is nonempty, inherits a holomorphic symplectic and hyper-Kähler structures 
from 9Jt(n,r). 

Arbitrary quiver varieties of affine types with complex parameter equal to 0 
are some 9Jt(v,w). The identification with original definition was implicitly given 
in [29]. It was independently rediscovered by Lusztig [24]. See also [42]. Arbitrary-
quiver varieties of affine types with nonzero complex parameter are also important 
in representation theory [12], though we do not discuss here. Original definition of 
the varieties was given in terms of quivers. Later these were identified with framed 
moduli spaces of instantons on a noncommutative deformation R 4 [36] or those of 
torsion free sheaves on a noncommutative deformation of P 2 [18, 1]. 

4. Stratification and fibers of w 
This technical section will be used to state character formulas later. A reader 

who only want to know only a rough picture can be skip this section. 
We have the following stratification of (Sn(C2j)r and its higher rank analog 

9Jto(n,r)r. The space 9Jto(n,r)r also decompose as 

(S"(C2))r = [J S?(C2/T), 

m0(n,rf = [J mr
0

es(v0,w)xS^(C2/T), ( 4 > 1 ) 
v°,A 

m+ |v° |<n 

where 9Jtoeg(v°,w) is defined exactly as above (it is possibly an empty set), |v°| is 
the dimension of v° as a complex vector space, À = (Ai , . . . , Ar) is a partition of m 
and 

S?(C2/T)= 5 > M e A"(C2/F) Xi ^ 0 and Xi ^ Xj for i ^ j > . 

The differences n — m and n — (ro + |v°|) are the multiplicity of the cycle at the 
origin 0. 

Now it becomes clear that the case (Sn(C2j)r is the special case of 9Jto(n,r)r 

with w = po, v° = 0. So from now, we only consider the second case. 
For x £ 9Jto(n,r)r, let 9Jt(v,w)x bethe inverse image ir^1(x) in 9Jt(v,w). The 

most important one is the central fiber, i.e., the fiber over 

x= (W®cOP2,ip,0). 
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In this case, we use the special notation £(v,w). It is known that this is a La-
grangian subvariety of 9Jt(v,w). Suppose that x = (EQ,ip,C) is contained in the 
stratum 9JtQeg(v°,w) x S,™(C2/F). Then the fiber 9Jt(v, w)x is a pure dimensional 
subvariety in 9Jt(v, w), which is a product of £ (v s ,w s ) and copies of punctual 
Hilbert schemes Hilbg' (C2) for some v s , w s . The proof of this statement in [27, 
§6], [31, §3] was given only when ro = 0 and explained in terms of quivers, so we 
give more direct argument in our situation. The fiber 9Jt(v,w)x parametrises F-
invariant subsheaves E of E0 such that [A1 (P2 , E( — l))] = v and Supp E0/E = C. 
Equivalently, it parametrises F-equivariant O-dimensional quotients E0 —¥ Q such 
that [H°(P2,Q)] = v — v° and SuppQ = C. Such quotients depend only on a 
local structure on E0, so we can replace E0 by Ws ®c Op2) where Ws is the fiber of 
E0 at the origin considered as a representation of F. The isomorphism class w s of 
Ws is given by w s = w — Cv°, where C is the class of the virtural representation 
f\Q-/\ Q + /\^Q = 2po—Q, and Cv° means the tensor product C®v°. Therefore 
it becomes clear now that we have 

M(v,w)x ^£.(v-v° -mö,ws) x JJffilb^ (C2), 
ì 

where Ô is considered as the class of the regular representation, and Hilb0' (C2) is 
the punctural Hilbert scheme, i.e., the inverse image of A,[0] by the Hilbert-Chow 
morphism TT: HilbAi (C2) —̂  S'Ai(C2). The punctural Hilbert schemes are known to 
be irreducible, thus 9Jt(v, w)x is pure-dimensional if and only if £(v — v° — mö, ws) 
is so. But the latter statement is known [27, §5]. 

5. A geometric construction of the affine Lie alge
bra 

After writing [21], the author tried to use this generalized ADHM description 
to study these varieties 9Jt(v,w). But it turned out to be not so easy as he had 
originally hoped. When he struggled the problem, he heard a talk by Lusztig in 
ICM 90 Kyoto on a construction of canonical bases by using quivers. Lusztig's 
construction [23] was motivated by Ringel's construction [37] of the upper half 
part of the quantized enveloping algebra via the Hall algebra. The author thought 
that this construction should be useful to attack the problem. Two years later, 
he began to understand the picture. Quiver varieties 9Jt(v, w) are, very roughly, 
cotangent bundles of varieties used by Ringel and Lusztig, and similar construction 
is possible [27]. A little later, he graduately realized that quiver varieties are also 
similar to cotangent bundles of flag varieties and the map n is an analog of Springer 
resolution. These varieties had been used to give geometric constructions of Weyl 
groups (Springer representations) and affine Hecke algebras (Deligne-Langlands con
jecture). (See a beautifully written text book by N. Chriss and V. Ginzburg [8] and 
the references therein for these matereial.) The technique is the convolution prod
uct (see below) and works quite general. So he (and some others) conjectured that 
these construction should be adapted to quiver varieties. This conjecture turned 
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out to be true [28, 31]. We explain the constructions in this and next sections. The 
relation between our constructions and Ringel-Lusztig construction was explained 
in [30] and will not be reproduced here. 

5.1. Convolution algebra 
We apply the theory of the convolution algebra to varieties introduced in 

the previous sections to obtain the universal enveloping algebra U(g) of the affine 
algebra g. 

We continue to fix a representation W of F and denote by w its isomorphism 
class. For the F-fixed point set of Hilbert schemes, studied in §2, W is the trivial 
representation. 

We introduce the following notation: 

ÜJt(w) d= ' [ J M(n,rf = [ J 9K(v, w), £(w) d= ' | J £(v,w), 
n v v 

9Jt0(oo,w) d={Jm0(n,rf. 
n 

The first and second are disjoint union. For the last, we use the inclusion 9Jt0(n, r ) r c 
9Jto(n',r)r for n < n! given by 

(A, ip, C) -> (A, <p,C + (A - n)0). 

For r = 1, these are 

[J (Hilb" (C2))r , [J(S"C2)r = (J S"(C2/F), 
n n n 

where the inclusion Sn(C2/T) c Sn (C2 /F) is given by adding (A — n)0 as above. 
Rigorously speaking, we cannot study 9Jt(w) and 9Jto(oo, w) directly since they 

are infinite dimensional. We need to work individual spaces 9Jt(v, w), d]l0(n,r)r. 
But we use those spaces as if they are finite dimensional spaces for a notational 
convenience. 

We consider the fiber product 

Z(w) d= M(w) xOTo(o0jW) 9Jt(w). 

It consists of pairs (E,ip), (E',ipr) such that 
i pVV ~ rpiVV 

2. Supp A v v and Supp A ' v v are equal in the complement of the origin. 

The multiplicities of Supp A v v and Supp A ' v v at the origin may be different since 
we consider the inclusion above. 

One can show that this is a lagrangian subvariety in 9Jt(w) x 9Jt(w). (The 
same remark as 9Jt(v, w)x in §4 applies here also.) Let us consider its top degree 
Borel-Moore homology group 

Htop(Z(w),C). 
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More precisely, it is the subspace of 

J ] Htop(Z(w) n (9Jt(v\w) x 9Jt(v2,w)) ,C) 
V1 , v 2 

consisting of elements (Fv iv2) such that 

1. for fixed v1 , FvijV2 = 0 for all but finitely many choices of v2 , 
2. for fixed v2 , FvijV2 = 0 for all but finitely many choices of v1 . 

The degree top depends on v1 , v2 , but we supress the dependency for brevity. 
Let us consider the convolution product 

* : Htop(Z(w), C) <g> Htop(Z(w), C) - • A t o p (^(w) , C) 

given by 

c*c' =_Pi3» (p*2(
c) n P23( c ' ) )> 

where py is the projection from the triple product 9Jt(w) x 9Jt(w) x 9Jt(w) to the 
double product 9Jt(w) x 9Jt(w) of the ith and j th factors. More detail for the 
definition of the convolution product, say p\2, A is explained in [8], but we want 
to emphasize one point. The statement that the result c* c' has top degree is the 
consequence of dim^(w) = |dim9Jt(w) x 9Jt(w). Although we are considering 
Z(w) having infinitely many connected components, the convolution is well-defined 
and Htop(Z(w), C) is an associative algebra with unit, thanks to the above definition 
of the subspace in the direct product. 

For x £ 9Jto(oo,w), let 9Jt(w)x be the inverse image ir^1(x) in 9Jt(w). We 
consider the top degree homology group 

Htop(M(w)x,C) 

which is the usual direct sum of Htop(9Jt(w)x n 9Jt(v, w),C) (unlike the case of 
Z(wj). The convolution product makes this space into a module of Htop(Z(w), C). 

Theorem 5.1. Let U(g) be the universal enveloping algebra of the untwisted affine 
algebra g corresponding to T. (NB: not a 'quantum' version). There exists an 
algebra homomorphism 

U(g) ^ Htop(Z(w),C). 

Furthermore, if we consider Htop(9Jt(w)x,C) as a U(g)-module via the homomor
phism, it is an irreducible integrable highest weight representation and the direct 
summands Htop(9Jt(w)x n9Jt(v, w),C) are weight spaces. 

This theorem was essentially proved in [27] with a modification for general x 
mentioned above. 

The highest weight of Htop(9Jt(w)x, C) and weights of At0p(9Jt(w)xn9Jt(v, w), C) 
are determined explicitly in terms of v, w and the stratum to which x belongs. For 
example, in the case of the central fiber £(v, w), the highest weight is w, considered 
as a dominant integral weight as w = ^ . w,Aj, where w, is the p, component of 
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w, and Aj is the zth fundamental weight. Here we use the identification of the irre
ducible representation pt and a vertex of the affine Dynkin diagram given by McKay-
correspondence. The weight of A t o p(£(v, w), C) is w — v, where v = ^ . vidi with 
the pj-component w, of v and zth simple root a,. The highest weight vector is the 
fundamental class [£(0,w)], where 9Jt(0,w) = £(0,w) consists of a single point 
E = W®cOV2. 

For the case studied in §2, w is the Oth fundamental weight A0. The corre
sponding integrable highest weight representation is called the basic representation 
in literature. If we vary w, we get all integrable highest weight representations 
as 0 V A t o p(£(v, w) ,C) . It is worth while remarking that this is an extension of 
(1.1) since the Cartan subalgebra fi is naturally contained in the Cartan subalge
bra. Furthermore, the finite dimensional Lie algebra g is embedded in the basic 
representation, and we get 

3= 0fftop(M(v),C), 
1)0=1 

where vo is the po-isotropic component of v. This is an extension of (1.1), mentioned 
before. In fact, it is easy to see that if v is not Ö, then M(v) is either empty, or a 
single point. The latter holds if and only if v, considered as an element of h* by-
removing vo, is a root of g. 

If we fix w and vary x, we still obtain various integrable highest weight repre
sentations. The highest weight of Htop(9Jt(w)x,C) is w ^ v ° -mo, where v°, ro are 
determined by x as in §4, and w, v° are considered as weights as above. The weight 
of Htop(9Jt(w)x n 9Jt(v, w),C) is equal to w - v. All of their highest weights are 
less than or equal to w with respect to the dominance order. In particular, when 
w = A0, those have highest weights A0 — nö for some n £ Z>0. They are essentially 
isomorphic to the basic representation. 

We explain how the algebra homomorphism XJ(g) —¥ Htop(Z(w), C) is defined. 
It is enough to define the image of Chevalley generators e», / , , hi (i £ J), d of 
U(fl) (and check the defining relations). The images of hi and d are multiples of 
fundamental classes of diagonales in 9Jt(w) x 9Jt(w). More precisely, the multiple 
is determined so that the weight of Htop(9Jt(w)x n 9Jt(v, w), C) is equal t o w - v . 
The image of e, is the fundamental classe of the so-called 'Hecke correspondence': 

\_\{((E,ip),(E',<p')) €tm(v,w) xM(v + pi,w)\Ec A ' } . (5.1) 
V 

It is known that each component is a nonsingular lagrangian subvariety of 9Jt(v, w) x 
9Jt(v + Pi,w). Hence it is an irreducible component of Z(w). The image of / , is 
given by swapping the first and second factors, up to sign. 

As an application of the above construction, we get a base of Htop(9Jt(w)x, C) 
indexed by the irreducible components of 9Jt(w)x. It has a structure of the crystal 
in the sense of Kashiwara, and is isomorphic to the crystal of the corresponding 
integrable highest weight module of the quantum affine algebra by Kashiwara-Saito 
[19, 38]. (See also [32] for a different proof.) However, the base itself is different 
from the specialization of the canonical (= global crystal) base of the quantum 
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affine algebra module at q = 1. A counter example was found in [19]. The base 
given by irreducible components is named semicanonical base by Lusztig [25]. 

5.2. Lower degree homology groups 

The construction in the previous subsection, in fact, gives us a structure of a 
representation of g on 

Htop^d(M(w)x,C) 

for each fixed integer d. It is an integrable representation, and decomposes into 
irreducible representations. The multiplicity formula can be expressed in terms 
of the intersection cohomology thanks to Beilinson-Bernstein-Deligne-Gabber's de
composition theorem [3] applied to the morphism n: 9Jt(w) —¥ 9Jto(co, w). In our 
situation, n is a semi-small morphism, i.e., the restriction of n to the inverse image 
of the stratum (4.1) is a topological fiber bundle, and 

2dim9Jt(w)x < codini €>x, 

where öx is the stratum containing x. Then as observed by Borho-MacPherson [4], 
the decomposition theorem is simplified. We introduce several notation to describe 
the formula. We choose a point y from each stratum in (4.1). We denote the 
stratum containing y by Oy. Let IC(Oy) is the intersection homology complex of 
Oy with respect to the trivial local system. 

Theo rem 5.2. We have the following decomposition as a representation ofg: 

Htop^d(M(w)x,C) = 0A r f + d i m ^(4/C(O,)) ® Atop(9Jt(w)„C), 
y 

where ix : {x} —¥ 9Jto(oo, w) is the inclusion. Here g acts trivially on the first factor 
of the right hand side. 

For a general semi-small morphism, we may have an intersection homology 
complex with respect to a nontrivial local system in the decomposition. In order 
to show that such a summand does not appear, the fact that Htop(d]l(w)y,C) is a 
highest weight module plays a crucial role (see [31] for detail). 

Note also that when w = p0, the closure of each stratum is a symmetric 
product of C 2 /F (4.1). In particular, they only have finite quotient singularities, 
and their intersection homology complex are equal to the constant sheaf. Therefore 
our formula are simplified. One finds that A»(£(w),C) is isomorphic to the so-
called 'Fock space'. Later we will show that the total homology A»(£(w), C) has a 
structure of a representation of a specialized quantum toroidal algebra in the next 
section. Then this observation generalizes a result [41, 39] for type An to untwisted 
affine Lie algebras of type ADE. 
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6. Equivariant üC-theory and quantum toroidal al
gebras 

In this section, we replace the top degree homology group A t o p in the previous 
section by equivariant A-groups. Then we obtain a geometric construction of a 
quantum toroidal algebra Uq(Lg). It is a ^-analog of the loop algebra Lg = g ®c 
C[z, z^1] of the affine algebra g. Since g is already a (central extension of) loop 
alebra of g, Lg is a 'double-loop' algebra of g. The quantum toroidal algebra is 
defined by replacing g by g in the so-called Drinfeld realization of the quantum 
loop algebra Uq(Lg), which is a subquotient of the quantum affine algebra Ug(g), 
defined by Drinfeld, Jimbo. 

Let Gw = Autr(W) be the group of automorphisms of the F-module W. If 
w, is the multiplicity of p, in W, we have Gw = JL GLœ; (C). We have a natural 
action of Gw on 9Jt(w) and 9Jto(oo,w) by the change of the framing: 

ip^goip, j ë G w . 

The projective morphism 9Jt(w) —¥ 9Jto(oo,w) is equivariant. 
Let C* act on C 2 by t • (x,y) = (tx,ty). It extends to an action on P 2 , where 

it acts trivially on IA. Note that this action commutes with the F-action. Then we 
have a natural induced C*-action on 9Jt(w) and 9Jto(oo,w) so that the projection 
n is equivariant. Combining two actions we have an action of Gw x C* on 9Jt(w) 
and 9Jto(co, w). (This action is different from the action studied in [31] for type 
A{ . We need to change the definition of Ug (Lg) in that paper to apply the result 
in this section. This comes from the umbiguity of the definition of a q-analog of the 
Cartan matrix.) 

Let KG™xC (Z(wj) be the equivariant A-homology group of Z(w) with re
spect to the above Gw x C*-action. (More precisely, it should be defined as a sub-
space of the direct product as in the case of homology groups.) It is a module over 
the representation ring R(GV, x C*) = Z[q, q^1] ®z -R(GW), where q is the natural 1-
dimensional representation of C*. The convolution product makes KG™xC (Z(wj) 
into a R(Gy, x C*)-algebra. We divide its torsion part over Z[q, q^1] and denote it 
by KG™xC (Z(wj)/torsion. (It is conjectured that the torsion is, in fact, 0.) 

Theo rem 6.1. There exists a Z[q,q~1]-algebra homomorphism 

U^(Lß) - • A G - x C *(^(w)) / tors ion , 

where U^(Lg) is a certain Z[q,q~1]-subalgebra (conjecturally an integral form) of 
Vq(Lg). 

The definition of the homomorphism is similar to the case of homology groups. 
The image of the g-analog of e, ® zr is given by a natural line bundles on the Hecke 
correspondence (5.1) whose fiber at ((E,tp), (E',ipr)) is H°(E'/E)0r. 

Let us explain how we can use this algebra homomorphism to study represen
tations of specialized quantum toroidal algebra Ue(Lg) = U^(Lg)\q=e, where e is 
a nonzero complex number which may or may not be a root of unity. A natural 
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generalization of finite dimensional representations of U e (Lg) are Aintegrable rep
resentations. (See [31] for the definition.) The Drinfeld-Chari-Pressley classification 
[11, 7] of irreducible finite dimensional reprentation of Ue(Lg) has a natural analog 
in Ue(Lg): Irreducible Aintegrable representations of Ue(Lg) are parametrized by 
Atuple of polynomials F,(«) with F,(0) = 1, where J is the set of vertices of the 
affine Dynkin diagram. 

Irreducible representations are obtained in the following way. Let us consider 
the equivariant homology KG™xC (£(w)), which is without torsion. It is a module 
of U^(Lfl) and called a universal standard module. For a semisimple element (s, e) £ 
Gw x C*, we consider the evaluation homomorphism R(GV, x C ) 4 C. Then the 
specialization 

/ f G - x C * ( £ ( w ) ) ® i i ( G w X C . ) C 

is a representation of Ue(Lg). This is called a standard module. It has a unique irre
ducible quotient, and the associated polynomials are the characteristic polynomials 
of components of s. (Recall Gw = Y\ieI GLœ; (C).) 

In order to state character formulas, which is very similar to Theorem 5.2, 
we need a little more notation. Let A be the Zariski closure of powers of (s,e) in 
Gw x C*. Let 9Jt(w)A, 9Jt0(oo,w)A, Z(w)A be the fixed point sets. We have a 
chain of natural algebra homomorphisms 

KG-xC't(Z(w))R{G^xC,)C -+ KA(Z(w))R{A)C 

-+ K(Z(w)A) ® z C - • Hr.(Z(w)A,C), 

where the first one is induced by the inclusion A c Gw x C*, the second one is 
given by the localization theorem in the equivariant A-theory, and the last one is 
the Chern character homomorphism. (In fact, we need 'twists' for the last two. See 
[8] for detail.) 

There exists a natural stratification of 9Jto(oo, w)A similar to (4.1). We choose 
a point y in each stratum and denote by Oy the stratum containing y. If 9Jt(w)A de
notes the inverse image of y in 9Jt(w)A under n, the homology group H*(9Jt(w)A, C) 
is a representation of H*(Z(w)A,C), and hence that of Ue(Lg). (When y = 0, it 
is the standard module.) Analog of Theorem 5.2 is the following: 

Theo rem 6.2. We have the following in the Grothendieck group of the abelian 
category of I-integrable representations ofUe(Lg) 

H4M(w)A,C) = ^2H*(i'xIC(Oy)) <g> Ly, 
y 

where Ly is the unique irreducible quotient of H*(9Jt(w)A,C). 

(The right hand side is an infinite sum, so we must understand it in an appropriate 
way. But it should be clear how it can be done.) 

In this case, we apply the decomposition theorem to 9Jt(w)A —t 9Jt0(oo,w)A. 
It is not semi-small any more. So the degrees in the left and righ hand sides do not 
have clear relations. 
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Remarks 6.3. (1) We stated our results for the affine Lie algebraß and the quantum 
toroidal algebra Uq(Lg). But they also hold for the finite dimensional Lie algebra 
g and the quantum loop algebra Ug(Lg), if we impose the condition u0 = wo = 0. 
It is known that Ug (Lg) is a Hopf algebra (since it is a subquotient of the quantum 
affine algebra), and the standard modules are isomorphic to tensor products of A 
fundamental representations when e is not a root of unity [43]. Here Afundamental 
representations are irreducible representations corresponding to w = pt. In partic
ular, the tensor product decomposition in the representation ring can be expressed 
in terms of intersection homology groups. 

(2) Our remaining tasks are computing dimensions of H*(ixIC(Oyj) appear
ing in Theorems 5.2, 6.2. In [33, 34] we gave a purely combinatorial algorithm 
to compute them. This algorithm can be made into a computer program. The 
algorithm was stated for the quantum loop algebra Ug(Lg), but works also for 
Ug(Lß). This means that for any given stratum Oy, dimH*(ixIC(Oyj) is, in prin
ciple, computable. However, it is practically difficult to compute because we need 
lots of memory. And, for Ug(Lg), the summation is infinite. So having an algo
rithm to compute each term is not a strong statement. It is desirable to have an 
alternative method to compute them. That has be done in some special classes of 
representations [35]. 
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Some Recent Transcendental Techniques 
in Algebraic and Complex Geometry* 
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Abstract 

This article discusses the recent transcendental techniques used in the 
proofs of the following three conjectures. (1) The plurigenera of a compact 
projective algebraic manifold are invariant under holomorphic deformation. 
(2) There exists no smooth Leviflat hypersurface in the complex projective 
plane. (3) A generic hypersurface of sufficiently high degree in the complex 
projective space is hyperbolic in the sense that there is no nonconstant holo
morphic map from the complex Euclidean line to it. 
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1. Introduction 
Since the use of function theory in the study of algebraic curves as Riemann 

surfaces about two hundred years ago, transcendental methods such as harmonic 
forms in Hodge theory and curvature in the theory of Chern-Weil have been very-
important tools in complex algebraic geometry. Since the nineteen sixties very-
powerful techniques in the estimates of 3, especially L2 estimates and regular
ity techniques, have been extensively developed by C. B. Morrey, J. J . Kohn, 
L. Hörmander, et al. (To avoid too lengthy a bibliography here, we refer to 
[2],[4],[7],[10],[15],[16],[18] for references not listed here.) During the last two decades 
these new transcendental techniques have been increasingly used in complex alge
braic geometry. The most noteworthy among them is J. J. Kohn's method of mul
tiplier ideals for 3 estimates [7] which holds the promise of applicability to general 
partial differential equations and global geometry. Nadel [11] introduced multiplier 
ideal sheaves dual to Kohn's . A number of longstanding problems in algebraic and 
complex geometry hi therto beyond the reach of known methods have been solved by 
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the new techniques of 3 estimates. On the other hand, demands of geometric appli
cations motivate new approaches to 3 estimates. We will discuss here some recent 
results in the following three topics in algebraic and complex geometry obtained by 
the new transcendental methods. (1) Invariance of plurigenera. (2) Nonexistence 
of smooth Levi-flat hypersurface in P 2 . (3) Hyperbolicity of generic hypersurface 
of high degree in P n . Though topic (3) is only peripherally linked to 3 estimates, a 
long outstanding problem there is solved by some recent transcendental techniques. 

2. Invariance of plurigenera 
Let Ar = {t £ C | \t\ < r} and A = Ai. Denote by Ky the canonical line 

bundle of a complex manifold Y. The m-genus of a compact complex manifold 
X is the complex dimension of Y (X,mKx). By Hodge theory the 1-genus of a 
compact Kahler manifold is a topological invariant and therefore is invariant under 
holomorphic deformation. For the general m-genus there is the following conjecture 
on its invariance under holomorphic deformation for a compact Kahler manifold. 

Conjecture 2.1 (on Deformational Invariance of Plurigenera for Kahler Man
ifolds). Let n : X —t A be a holomorphic family of compact Kahler manifolds with 
fiber Xt. Then for any positive integer m the complex dimension of Y (Xt,mKxt) 
is independent of t for t £ A. 

Conjecture (2.1) has been verified in [20] when X is a family of compact 
projective algebraic manifolds. 

Theorem 2.2 [20]. Let n : X —t A be a holomorphic family of compact 
complex projective algebraic manifolds. Then for any integer m > 1 the complex 
dimension of Y (Xt,m Kxt ) is independent of t for t £ A. 

The main techniques to solve the problem were first introduced in [17] where 
for technical reasons the assumption of each fiber being of general type is added. 
Because of the upper semicontinuity of dime F (Xt, m Kxt ) , the conjecture is equiv
alent to extending every element of F (Xt, m Kxt) to F (X, m Kx). We can assume 
t = 0. The idea of the main techniques stemmed from the following naive motiva
tion. If one could write an element s^ of F (XQ, m Kx0) as a sum of terms, each 
of which is the product of an element «W of Y (XQ,Kx0) and an element s*™-1) 
of F (XQ, (m — 1) Kx0), then one can extend s^ to an element of F (X, m, Kx) by-
induction on TO. Of course, in general it is clearly impossible to so express s^ as a 
sum of such products. However, one could successfully implement a modified form 
of this naive motivation, in which s A is 0nly a local holomorphic section and s*™-1) 
is an element of F (X0, (m — 1) Kx0 + E) instead of F (X0, (m — 1) Kx0), where E 
is a sufficiently ample line bundle on X independent of ro. The implementation of 
the modified form depends on the following two ingredients. 

Proposition 2.3 (Global Generation of Multiplier Ideal Sheaves). Let L be a 
holomorphic line bundle over an n-dimensional compact complex manifold Y with a 
Hermitian metric which is locally of the form e - 5 with £ plurisubharmonic Let 1^ 
be the multiplier ideal sheaf of the Hermitian metric e A (i.e., the sheaf consisting 
of all holomorphic function germs f with \f\" e A locally integrable). Let E be an 
ample holomorphic line bundle over Y such that for every point P of Y there are a 
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finite number of elements ofY(Y,E) which all vanish to order at least n + 1 at P 
and which do not simultaneously vanish outside P. Then Y(Y,1^ ® (L + E + Ay)) 
generates 1^ ® (L + E + Ay) at every point ofY. 

Proposition 2.4 (Extension Theorem of Ohsawa-Takegoshi Type). Let 7 : 
Y —t A be a projective algebraic family of compact complex manifolds. Let Y0 = 
7_ 1(0) and let n be the complex dimension ofY0. Let L be a holomorphic line bundle 
with a Hermitian metric erx with \ plurisubharmonic Then for 0 < r < 1 there 
exists a positive constant Ar with the following property. For any holomorphic 
L-valued n-form f on Y0 with fy | / | 2 e _ x < 00, there exists a holomorphic L-

valued (n + ï)-form f on 7 _ 1 (A r ) such that f\y0 = / A 7*(A) at points of Y0 and 
!Y\f?e-x<Ar.fYQ\f\2e-*. 

Locally expressing an element s^ of F (XQ, m Kx0) as a sum of terms, each 
of which is the product of a local holomorphic function «A a n c[ a n element s*™-1) 
of F (X0, (TO — 1) Kx0 + E) is precisely Proposition 2.3, necessitating the use of E. 

One constructs a metric of (TO — l)Kx + E by using the sum of absolute-
value squares of elements of F (X, (TO — 1) Kx + E) whose restrictions to X0 form 
a basis of F (X0, (TO — 1) Kx0 + E). Proposition 2.4 is now applicable to show the 
surjectivity of F (X, (TO — 1) Kx + E) —t Y (X0, (TO — 1) Kx0 + E) by induction on 
TO. To get rid of E, for a sufficiently large £ one takes the £-th power of an element 
of F (Xo, TO Kx0 ) and multiplies it by an element of F (X, E) and then takes the £-th 
root of the absolute value after its extension. This process, together with Holder's 
inequality, is used to produce a metric of (TO — l)Kx which we can use in the appli
cation of Proposition 2.4 to get the surjectivity of F (X,mKx) —ï Y (X0,mKx0). 
The assumption of general type facilitates the last technical step of getting rid of 
E by writing aKx = E + D for some sufficiently large integer a and an effective 
divisor D. 

Kawamata [6] translated the argument of [17] to a purely algebraic geometric 
setting and Nakayama [12] explored generalizations including results concerning 
uniTO-s-oo ^ log dime F (Xt, m Kxt + A) as a function of t. The case of non general 
type necessitates letting £, which is used in taking the power and the root, go to 
infinity. One has to control the estimates in the limiting process. 

Tsuji put on the web a preprint on the deformational invariance of the pluri
genera for manifolds not necessarily of general type [26], in which, besides the tech
niques of [17], he uses his theory of analytic Zariski decomposition and generalized 
Bergman kernels. Tsuji's approach of generalized Bergman kernels naturally and 
elegantly reduces the problem of the deformational invariance of the plurigenera to 
a growth estimate on the generalized Bergman kernels. Unfortunately this crucial 
estimate is lacking and seems unlikely to be establishable, as explained in [20]. 

In [20] a metric as singular as possible is introduced for the limiting process, 
which, together with an estimation technique using the concavity of the logarithmic 
function, successfully removes the technical assumption of general type in [17]. 

The deformational invariance of the plurigenera for Kahler manifolds is still 
open. Only known results on the Kahler case are due to Levine's [9] with the 
assumption of some pluricanonical section with nonsingular divisor (or only mild 
singularities). To generalize the methods of [17] and [20] to the Kahler case, one 
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possibility is to use the "absolute value" of a holomorphic line bundle constructed 
from the Kahler metric, because in the key argument only the absolute value of the 
constructed holomorphic section is used and not the section itself. There is still no 
method of implementing this possibility. 

3. Nonexistence of smooth Levi-Flat hypersurface 
in P 2 

The problem of the nonexistence of smooth Levi-flat hypersurface in P 2 has its 
origin in dynamical systems in P 2 (see [8]). In terms of 3 estimates, its significance 
is that it gives a natural geometric setting for the understanding of 3 regularity for 
domains with Levi-flat boundary. The 3 regularity problem for a relatively compact 
domain 0 with smooth boundary 90 in a complex manifold is to find a solution u 
on 0, smooth up to 90 , to the equation 3u = g with a given 9-closed (0, l)-form g 
on 0, smooth up to of 90 . Global regularity is said to hold for 0 if regularity holds 
for the particular solution u, known as the Kohn solution, which is orthogonal to 
all the L2 holomorphic functions on 0. The problem of global regularity has been 
very extensively studied in the past couple of decades (see bibliographies in [2],[7]). 
Global regularity holds for strictly pseudoconvex domains and, more generally, for 
weakly pseudoconvex domains whose boundary points are all of finite type. Finite 
type means that local complex-analytic curves touch the boundary only to bounded 
finite (normalized) order. Global regularity holds also for weakly pseudoconvex do
mains defined by global smooth weakly plurisubharmonic functions. On the other 
hand, worm domains are counter-examples for global regularity for general weakly 
pseudoconvex domains [2]. Though the nonexistence of smooth Levi-flat hypersur
face in P 2 is connected with the regularity of any one solution of the 9-equation 
rather than the particular Kohn solution, its proof ushers in a new approach of 
using vector fields to obtain 9 regularity for domains with Levi-flat boundary. The 
following solution of the Levi-flat hypersurface problem was given in [21]. 

Theo rem 3.1 [21]. Let q > 8. Then there exists no Cq Levi-flat real hyper
surface M in P 2 . 

The nonexistence of real-analytic Levi-flat hypersurface in P 3 was proved by 
Lins-Neto [8]. Ohsawa [14] treated the nonexistence of real-analytic Levi-flat hy
persurface in P 2 (some points in the argument there not yet complete). The nonex
istence of smooth Levi-flat hypersurface in P 3 was proved in [19]. The real-analytic 
case is completely different in nature from the smooth case, because the structure is 
automatically extendible to a neighborhood for the real-analytic case. Nonexistence 
in P 2 implies nonexistence in P n (n > 2) by slicing with a generic linear P 2 . 

The following argument reduces the problem to a 9 regularity question. Sup
pose M exists. We seek a contradiction from the positivity of the (l,0)-normal 
bundle NM'-J of the Levi-flat hypersurface M. The curvature 9 of NM'J with the 
metric induced from the Fubini-Study metric is positive, because a quotient bundle 
cannot be less positive. On the other hand, M is the zero-set of a smooth R-valued 
function / M on P 2 with d$M nowhere zero on M. Evaluation by dfM shows that 
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NMp is smoothly trivial and 9 must be d-exact on M, which means that 9 = da 
for some smooth real 1-form a on M. Decompose a = a^1'0^ + a^0'1^ into its (1,0) 
and (0,1) components. If a^0'1^ = 9{A for some smooth function tp on M, then 
9 = \f^ldb3b (2Im^>). At a point of M where Im^> assumes its maximum, the 
positivity of 9 along the holomorphic foliation is contradicted. The problem is thus 
reduced to solving the 9& equation on M with regularity. By applying the Mayer-
Vietoris sequence to P 2 — M = U\ U t/2 and using the vanishing of A 2 ( P 2 , ö p 2 ) , 
the problem is reduced to whether, for any 9-closed (0, l)-form g on Uj smooth up 
to dUj, the equation 3u = g can be solved on Uj with u smooth up to dUj. 

The usual approach to 9 regularity is to use the Bochner-Kodaira formula 
with boundary \\3g\H + \\5*g\\l = / 9 ? (£,§Ag) + \\Vg\\n + (QE,g/\g)n (with g 
being a smooth A-valued (n, l)-form in the domain of 9*), to solve the equation 
with L2 estimates and then apply differential operators, integration by parts, and 
commutation relations to prove regularity. Here n = dime 0, || • \\Q is the L2 

norm over 0, 9* is the adjoint of 9, V means covariant differentiation in the (0,1)-
direction, £ is the Levi form of 90 , and QE is the curvature form of the Hermitian 
holomorphic line bundle E (which is usually chosen to be trivial). 

In our new approach to get 9 regularity for the Levi-flat domain 0 in P 2 

the use of holomorphic vector fields compensates for the complete lack of strict 
positivity for the Levi form of the boundary. We use a new norm to derive the 
Bochner-Kodaira formula with boundary. We choose a vector field £ on P 2 which 
generates biholomorphisms preserving the Fubini-Study metric. The new norm is 
the L2 norm L2

m(Q,t;) for Lie derivatives (£ie^)J g along £ for order j < m on 0 
for (0, l)-form g. Since £ generates metric-preserving biholomorphisms, the formal 
adjoint of 9 with respect to L2

7l(0,£) agrees with the one with respect to usual 
L2. One usual difficulty with regularity is the error terms from the commutation of 
differential operators with 9 and 9*. One advantage of using £ie^ is that there are 
no error terms from its commutation with 9 and 9*. 

There are two technical problems. One is how to establish, for such a norm, the 
Bochner-Kodaira formula with boundary. The other is that appropriate regularity 
for a solution of the 9 equation with finite L2

n(0,£) norm can be obtained only at 
points where the real and imaginary parts of £ are not both tangential to 90 . We 
handle the first problem as follows. We prove that, if g belongs to the domain of 
the adjoint of 9 with respect to L2

m(Q,t;), then (ûie^f g belongs to the domain of 
the adjoint of 9 with respect to the usual L2 norm on 0 for j < TO. The formula 
for the new norm is simply the sum, over 0 < j < TO, of such a formula for the 
usual L2 norm on 0 for (£ie^)J g. The proof for (£ie^)J g to belong to the domain 
of the adjoint of 9 with respect to the usual L2 norm on 0 consists of two steps. 
One shows that this is locally true at points where £ is not tangential to 90 . Then 
one uses a removable singularity argument to handle the other points when £ has 
been chosen generic enough. For the second problem, to handle the other points 
for a generic £, we use the foliation of 9 0 by local complex-analytic curves and the 
generalized Cauchy integral formula along the local complex-analytic curves. 

file:////3g/H
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4. Hyperbolicity of generic hypersurface of high 
degree in Pn 

A complex manifold X is hyperbolic if there exists no nonconstant holomorphic 
map C —¥ X. For the last few decades the study of hyperbolicity has been focussed 
on hypersurfaces and their complements in two important settings: (1) inside an 
abelian variety and (2) inside P n . In the general setting hyperbolicity is conjectured 
to be linked to the positivity of canonical line bundle in the following formulation. 

Conjecture 4.1 (Conjecture of Green-Griffiths). In a compact algebraic man
ifold X of general type (or with positive canonical line bundle) there exists a proper 
subvariety Y containing the images of all nonconstant holomorphic maps C —¥ X. 

The theory for the setting inside an abelian variety is very well developed (see 
[16],[18] for references). The Zariski closure of any holomorphic map from C to 
an abelian variety A is the translate of an abelian subvariety of A. In particular, 
a subvariety of an abelian variety A which does not contain any translate of an 
abelian subvariety of A is hyperbolic. The defect of an ample divisor in an abelian 
variety is zero. In particular, the complement of an ample divisor in an abelian 
variety is hyperbolic. 

Except those motivated by methods of number theory due to McQuillan, prac
tically all the major techniques for problems related to hyperbolicity in the setting 
of abelian varieties are due to Bloch [1] who introduced the use of holomorphic jet 
differentials and differential equations in conjunction with the jet differentials. In
vestigations on problems related to hyperbolicity in the setting of abelian varieties 
have essentially been completed. Only technical details such as getting an optimal 
lower bound for kn in Theorem 4.2 below remain open. Theorem 4.2 (proved in 
Addendum of [24]) was added to [24] in response to a difficulty in the proof of 
Lemma 2 of the original paper [24] pointed out in [13]. The difficulty resulted from 
an attempt to use semi-continuity of cohomology groups in deformations to avoid 
employing Bloch's technique from [1] which involves the uniqueness part of the fun
damental theorem of ordinary differential equations. Putting back Bloch's technique 
removes the difficulty and at the same time improves the zero defect statement in 
[24] to Theorem 4.2 on the second main theorem with truncated multiplicity. 

Theorem 4.2 (Addendum, [24]). Let D be an ample divisor of an abelian 
variety A of complex dimension n and let ko = 0, A = 1, and A+i = A + 
gn-f-i ^ £ _|_ j-jy £ p ( \ < £ <. n). Then for any holomorphic map f : C —¥ A 
whose image is not contained in any translate of D, the following second main the
orem with truncated multiplicity holds: m(r, f, D) + (N(r, f, D) — Nkn (r, f, Dj) = 
0(logT(r,f,D) + logr) for r outside some set whose measure with respect to * 
is finite. Here T(r,f,D), m(r,f,D), N(r,f,D), Nkn(r,f,D) are respectively the 
characteristic, proximity, counting functions, and truncated counting functions. 

For the setting inside P n there is the following outstanding conjecture. 
Conjecture 4.3 (Kobayashi's Conjecture), (a) The complement in P n of a 

generic hypersurface of degree at least 2n + 1 is hyperbolic, (b) A generic hypersur
face of degree at least 2n — 1 in P n is hyperbolic for n > 3. 

For Conjecture 4.3(a) the complement in P 2 of a generic curve of sufficiently 
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high degree is known to be hyperbolic [23]. For Conjecture 4.3(b) a generic surface of 
degree > 36 in P 3 is known to be hyperbolic [10]. The degree bound is lowered to 21 
in [4]. There are some constructions of examples of smooth hyperbolic hypersurfaces 
in P n (see [15]). The hyperbolicity result we want to discuss here is the following. 

Theo rem 4.4 [22]. There exists a positive integer 8n such that a generic 
hypersurface in P n of degree > 8n is hyperbolic. 

We sketch its proof here. A central role will be played by jet differentials which 
we now define. A Ajet differential on a complex manifold X with local coordinates 
#!,••• ,xn is locally a polynomial in dlXj (1 < £ < k, 1 < j < n). 

Lemma 4.5 (Lemma of Jet Differentials). / / a holomorphic jet differential u 
on a compact complex manifold X vanishes on an ample divisor of X andtp : C —¥ X 
is a holomorphic map, then ip*uj is identically zero on C. 

The intuitive reason for Lemma 4.5 is that C does not admit a metric (or not 
even a k-jet metric) with curvature bounded above by negative number. While a 
usual metric assigns a value to a tangent vector (which is a 1-jet), a Ajet metric 
assigns a value to a Ajet. A non identically zero ip*uj defines a Ajet metric |y*w|" 
on C which, even with some degeneracy, still gives a contradiction by its negative 
curvature. A rigorous proof of Lemma 4.5 depends on the logarithmic derivative 
lemma of Nevanlinna theory. A consequence of Lemma 4.5 is that the image of the 
Ajet dktp of any holomorphic map tp : C —¥ X satisfies the differential equation 
UJ = 0 on X. If there exist enough independent such UJ on X, then the system of all 
equations UJ = 0 does not admit any local solution curve and X is hyperbolic. 

In the setting of abelian varieties Bloch constructed jet differentials by com
paring meromorphic functions on the image and the target of a map with finite 
fibers. For a holomorphic map ip from C to an abelian variety A, let X be the 
Zariski closure of the image of ip in A and X be the Zariski closure of (dkip)(C) 
in Jk(A) = A x Cnk. Here Jk() means the space of Ajets. Let ak : X -t Cnk 

be induced by the natural projection Jk(A) = A x Cnk —¥ Cnk which forgets the 
position and keeps the differentials. Let r : Jk(X) —¥ X be the natural projection. 
Let F be a meromorphic function on X whose pole-set is some ample divisor D. 
Suppose ak : X —t Cnk is generically finite. Let xi,--- ,xn be the coordinates of 
C". Then F o r belongs to a finite extension of the rational function field of Cnk and 
there exist polynomials Pj (0 < j < p) with constant coefficients in the variables 
dlxv (1 < £ < k, 1 < v < n) such that Tfj=o(akPj)(T*F)J = ° o n x a n d alpv i s 

not identically zero on X. The equation forces the holomorphic jet differential Pp 

on X to vanish on the ample divisor r - 1 (D). The assumption of generical finiteness 
of ak is tied to the translational invariance of X. 

The idea of our method of construction of holomorphic jet differentials on a 
generic hypersurface X in P n defined of by a polynomial / of degree ö is to use 
the theorem of Riemann-Roch and the lower bound of negativity of jet differential 
bundles of X. The theorem of Riemann-Roch was first used by Green-Griffiths 
to obtain holomorphic jet differentials and is applicable only for surfaces where 
the higher cohomology groups could be easily handled. We can handle the higher 
cohomology groups in our higher dimensional case because of the lower bound of 
negativity of jet differential bundles of X. Since the twisted cohomology groups 
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of P n comes from counting the number of monomials, in the actual proof direct 
counting of monomials is used. Let xi,--- ,xn (respectively ZQ,--- ,zn) be the 
inhomogeneous (respectively homogeneous) coordinates of P n . Let Q be a non 
identically zero polynomial of degree TOO in xi, • • • ,xn and of homogeneous weight 
TO in (Vxt (1 < j < n — 1, 1 < £ < n) with the weight of d?xi equal to j . If 
TOO + 2TO < ö, then Q is not identically zero on J„_i(X). By counting the number 
of coefficients of Q and the number of equations needed for the jet differential on 
X defined by Q to vanish on an ample divisor in X of high degree defined by 
a polynomial g = 0 in P n and using / = df = • • • = dn^1f = 0 to eliminate 
one coordinate and its differentials, we obtain a jet differential — on X which is 

9 

holomorphic and vanishes on an ample divisor of high degree. 
Propos i t ion 4.6 (Existence of Holomorphic Jet Differentials). IfO < 9o, 9, 9' < 

1 — e with n9o + 9 > n + e, then there exists an explicit A = A(n,e) > 0 such that for 
ö > A there exists a non identically zero Opn(-q)-valued holomorphic (n — l)-jet 
differential UJ on X of total weight m with q > öe and m < öe. 

To construct enough independent jet differentials, we use meromorphic vector 
fields of low pole order on the total space X of all hypersurfaces in P n of degree 
ö. The total space X is defined by / = X^eN»-)-1 \v\=s(XvZV °^ bidegree (Ö, 1) in 
P n XPJV, where N = (*+") - 1 , zv = ZQ° • • • ^ " , |I/| = I/0H Yvn, and N is the set 
of all nonnegative integers. Let ei = (0, • • • , 0,1, • • • ,0) £ N " + 1 with 1 in the Ath 
place. The (l,0)-twisted tangent bundle of X is globally generated by holomorphic 
sections of the forms L\z„\ -—-— ) — z„ [ «—-— ) ) and >A B.ijr- + V\, Lu7ß—, 

where À £ N " + 1 with |A| = Ö — 1 and L, Lß (respectively Bj) are homogeneous 
linear functions of {av} (respectively ZQ,--- ,zn) with Lß and Bj suitably chosen. 

We introduce the space JneIt (X) of vertical (n — l)-jets of X which is defined 
by / = df = • • • = dn^1f = 0 in ( Jn-i (Pn)) x Piv with the coefficients cxv of / 
regarded as constants when forming (Vf. By generalizing the above construction of 
vector fields on X to vector fields on J^ef\ (X), one obtains the following. 

Propos i t ion 4.7 (Existence of Low Pole-Order Vector Fields). There exist 
cn, c'n £ N such that the (cn,c'n)-twisted tangent bundle of the projectivization of 
jvert ^ - j j s globally generated. (To avoid considering the singularities of weighted 
projective spaces, one can interpret the statement by using functions which are poly
nomials of homogeneous weight along the fibers of J^eI\ (X).) 

For a generic fiber X of A" the constructed holomorphic (n — l)-jet differential 
UJ on X with vanishing order at least q on the infinity divisor can be extended 
holomorphically to û on all neighboring fibers with vanishing order at least q on 
the infinity divisor. We use vector fields vi,--- ,vp on J^5L (X) with fiber pole 
order low relative to q and take successive Lie derivatives £ieVl • • • £ieVpü whose 
restrictions to X give holomorphic jet differentials on X vanishing on an ample 
divisor of X. Because of the bound on the weight TO in the construction of UJ, 
for ö sufficiently large the jet differentials from the Lie derivatives are independent 
enough to eliminate the derivatives from the differential equations they define. As 
a result, one concludes that for some proper subvariety Y in X the image of any 
nonconstant holomorphic map from C to X is contained in Y. 

To get the full conclusion of hyperbolicity, for the constructed UJ one has to 
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control the vanishing order of the coefficients of the monomials of the differentials. 
For a generic X the construction process enables one to bound the vanishing order 
by ö2^v for some n > 0. For hyperbolicity one needs the better bound of ö1^*1 for 
some n > 0. To achieve it, one uses an appropriate embedding $ : P n —t P n of 
degree öi so that a generic hypersurface X of degree Ö := 5\Ô2 in P n can be extended 
to a hypersurface X of degree 82 in P„ . For this step the method of multiplier ideal 
sheaves from 9 estimates is used. We deform $ slightly and pull back the jet 
differential û constructed on X to get a differential w o n a slight deformation of X. 
When the image of the deformed $ has appropriate transversality to the zero set of 
the coefficients of û, an appropriate choice of öi and 62 gives the required bound on 
the vanishing order of the coefficients of UJ. This is at the expense of increasing the 
order of the jet differential from n — 1 to n — 1, which does not affect the argument. 
For this additional step in the argument the degree Ö must be a product. To remove 
this condition, one uses an embedding P n —t Pni

 x P»2 instead of $. 

The use and the construction of meromorphic vector fields on J%H[ (X) of 
low pole order along the fibers are motivated by Clemens's work [3] (with later 
generalizations and improvements by Ein [5] and Voisin [25]) on the nonexistence 
of regular rational and elliptic curves on generic hypersufaces of sufficiently high 
degree. 

There is no way yet to handle Conjecture 4.1. Additional assumptions such 
as Kx — niL > 0 or (Kx — mL) L" _ 1 > 0 for some large TO and L ample or very-
ample could facilitate the construction of holomorphic jet differentials vanishing on 
an ample divisor. One possibility to handle the question of enough independent jet 
differentials is to deform dkip of ip for each k > 1 separately and use techniques 
analogous to the twisted difference maps in the Vojta-Faltings proof of the Mordell 
conjecture and to McQuillan's separate rescaling of an entire holomorphic curve in 
each factor of a product of several copies of an abelian variety (see pp.504-505,[16]). 
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In the first part of this paper we try to explain to a general mathematical 
audience some of the remarkable web of conjectures linking representations 
of Galois groups with algebraic geometry, complex analysis and discrete sub
groups of Lie groups. In the second part we briefly review some limited recent 
progress on these conjectures. 
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Introduction 
The organisers requested a talk which would both be a colloquium style talk 

understandable to a wide spectrum of mathematicians and one which would survey 
the recent developments in the subject. I have found it hard to meet both desiderata, 
and have opted to concentrate on the former. Thus the first three sections of this 
paper contain a simple presentation of a web of deep conjectures connecting Galois 
representations to algebraic geometry, complex analysis and discrete subgroups of 
Lie groups. This will be of no interest to the specialist. My hope is tha t the result 
is not too banal and tha t it will give the non-specialist some idea of what motivates 
work in this area. I should stress tha t nothing I write here is original. In the 
final section I briefly review some of what is known about these conjectures and 
very briefly mention some of the available techniques. I also mention two questions 
which lie outside the topic we are discussing, but which would have important 
implications for it. Maybe someone can make progress on them? 

Due to lack of space much of this article is too abbreviated. A somewhat 
expanded version is available on my website www.math .harvard . e d u / ~ r t a y l o r and 
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1. Galois representations 
We will let Q denote the field of rational numbers and Q denote the field 

of algebraic numbers, the algebraic closure of Q. We will also let GQ denote the 
group of automorphisms of Q, that is Gal(Q/Q), the absolute Galois group of 
Q. Although it is not the simplest it is arguably the most natural Galois group to 
study. An important technical point is that GQ is naturally a (profinite) topological 
group, a basis of open neighbourhoods of the identity being given by the subgroups 
Gal (Q/K) as A runs over subextensions of Q/Q which are finite over Q. 

To my mind the Galois theory of Q is most interesting when one looks not 
only at GQ as an abstract (topological) group, but as a group with certain addi
tional structures associated to the prime numbers. I will now briefly describe these 
structures. 

For each prime number p we may define an absolute value | |p on Q by setting 

Mi> = l A r 

if a = pra/b with a and 6 integers coprirne to p. If we complete Q with respect to 
this absolute value we obtain the field of p-adic numbers Qp, a totally disconnected, 
locally compact topological field. We will write GQ P for its absolute Galois group, 
Gal (Qp/Qp). The absolute value | |p has a unique extension to an absolute value on 
Qp and GQP is identified with the group of automorphisms of Qp which preserve | |p, 
or equivalently the group of continuous automorphisms of Qp . For each embedding 
Q ^y Qp we obtain a closed embedding GQP <^-¥ GQ and as the embedding Q^y Qp 

varies we obtain a conjugacy class of closed embeddings GQ P <^-¥ GQ. Slightly 
abusively, we shall consider GQP a closed subgroup of G Q , suppressing the fact that 
the embedding is only determined up to conjugacy. 

This can be compared with the situation 'at infinity'. Let | |oo denote the 
usual Archimedean absolute value on Q. The completion of Q with respect to | |oo 
is the field of real numbers R and its algebraic closure is C the field of complex 
numbers. Each embedding Q <^-t C gives rise to a closed embedding 

{l,c} = GR = Gal (C/R) ^ GQ. 

As the embedding Q <^-t C varies one obtains a conjugacy class of elements c £ GQ 
of order 2, which we refer to as complex conjugations. 

There are however many important differences between the case of finite places 
(i.e. primes) and the infinite place | |oo- For instance Q p /Q p is an infinite extension 
and Qp is not complete. We will denote its completion by <CP. The Galois group 
GQP acts on Cp and is in fact the group of continuous automorphisms of Cp. 

The elements of Qp (resp. Qp) with absolute value less than or equal to 1, 
form a closed subring Z p (resp. ÖQ ). These rings are local with maximal ideals 
plip (resp. m.Q ) consisting of the elements with absolute value strictly less than 
1. The field OQ /HIQ is an algebraic closure of the finite field with p elements 
Fp = Zp/pZp, and we will denote it by Fp . Thus we obtain a continuous map 

Go. —y Gw,. 
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which is surjective. Its kernel is called the inertia subgroup of GQ P and is denoted by 
JQP . The group GFP is procyclic and has a canonical generator called the (geometric) 
Frobenius element and defined by 

Frobp
1(a;) = xp. 

In many circumstances it is technically convenient to replace GQP by a dense sub
group WQP , which is referred to as the Weil group of Qp and which is defined as 
the subgroup of CT G GQP such that a maps to 

Frobp C GFp. 

We endow Wqp with a topology by decreeing that JQP with its usual topology should 
be an open subgroup of Wqp. 

We will take a moment to describe some of the finer structure of JQP which we 
will need for technical purposes later. First of all there is a (not quite canonical) 
continuous surjection 

A P 

such that 
i(FrobpCTFrobp

 1) = JAA(CT) 

for all CT £ JQP . The kernel of As a pro-p-group called the wild inertia group. The 
Ic6ï* t 1" 

fixed field Qp is obtained by adjoining ^fp to Q " p for all n coprirne to p and 

cr^P=Cn(a)^/P, 

for some primitive n*fe-root of unity („, (independent of CT, but dependent on t). 
In my opinion the most interesting question about GQ is to describe it together 

with the distinguished subgroups GR, GQ P , JQP and the distinguished elements 
Frobp G G Q P / J Q P . 

I want to focus here on attempts to describe GQ via its representations. Per
haps the most obvious representations to consider are those representations 

GQ —• GLn(C) 

with open kernel, and these so called Artin representations are already very inter
esting. However one obtains a richer theory if one considers representations 

G Q — • G L „ ( Q , ) 

which are continuous with respect to the l-adic topology on GL„(Qj). We refer to 
these as l-adic representations. 

One justification for considering l-adic representations is that they arise nat
urally from geometry. Here are some examples of l-adic representations. 

1. A choice of embeddings Q <^-¥ C and Q H Q ; establishes a bijection between 
isomorphism classes of Artin representations and isomorphism classes of l-adic 
representations with open kernel. Thus Artin representations are a special 
case of l-adic representations: those with finite image. 
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2. There is a unique character 

Xl : GQ —• Z* C Qf 

such that 
at = A A) 

for all l-power roots of unity (. This is called the l-adic cyclotomic character. 
3. If X/Q is a smooth projective variety (and we choose an embedding Q c C) 

then the natural action of GQ on the cohomology 

A'(X(C),Q,) = A : t (XxQQ,Q, ) 

is an l-adic representation. For instance if A/Q is an elliptic curve then we 
have the concrete description 

Ae\(A X Q Q , Q , ) -HomZl(limA[r](Q),Q,) - Q " , 
«— r 

where A[lr] denotes the T-torsion points on E. We will write H%(X(C), Qi(jj) 
for the twist 

Before discussing l-adic representations of GQ further, let us take a moment to 
look at l-adic representations of GQ P . The cases I ^ p and I = p are very different. 
Consider first the much easier case I ^ p. Here l-adic representations of GQ P are 
not much different from representations of Wqp with open kernel. More precisely 
define a WD-representation of Wqp over a field A to be a pair 

r : WQp —• GL(V) 

and 
N £ End (V), 

where V is a finite dimensional A-vector space, r is a representation with open 
kernel and A is a nilpotent endomorphism which satisfies 

r(4>)Nr(4>-1) =p-1N 

for every lift <f> £ Wqp of Frobp. The key point here is that there is no reference to a 
topology on E, indeed no assumption that A is a topological field. Given r there are 
up to isomorphism only finitely many choices for the pair (r, N) and these can be 
explicitly listed without difficulty. A WD-representation (r, N) is called unramified 
if N = 0 and r(Iqp) = {1}. It is called Frobenius semi-simple if r is semi-simple. 
Any WD-representation (r, N) has a canonical Frobenius semi-simplification (r, A) s s 

(see [Tat]). In the case that E = Q{ we call (r, N) l-integral if all the eigenvalues of 
r((f>) have absolute value 1. This is independent of the choice of Frobenius lift <f>. 

If I 7̂  p, then there is an equivalence of categories between l-integral WD-
representations of Wqp over Q{ and l-adic representations of GQ P . To describe it 
choose a Frobenius lift <f> £ Wqp and a surjection ti : Iqp ^» Z/. Up to natural 
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isomorphism the equivalence does not depend on these choices. We associate to an 
l-integral WD-representation (r, N) the unique l-adic representation sending 

<j)na i—• r(<j)na) exp(ti(a)N) 

for all n £ Z and a £ Iqp. The key point is Grothendieck's observation that for I ^ p 
any l-adic representation of GQP must be trivial on some open subgroup of the wild 
inertia group. We will write WDp(i?) for the WD-representation associated to an 
l-adic representation R. Note that WDp(i?) is unramified if and only if R(IP) = {1}. 
In this case we call R unramified. 

The case I = p is much more complicated because there are many more p-
adic representations of GQP . These have been extensively studied by Fontaine and 
his co-workers. They single out certain p-adic representations which they call de 
Rham representations. I will not recall the somewhat involved definition here (see 
however [Fo2] and [Fo3]), but note that 'most' p-adic representations of GQP are not 
de Rham. To any de Rham representation R of GQP on a Qp-vector space V they 
associate the following. 

1. A WD-representation WDp(i?) of Wqp over Qp (see [Berg] and [Fo4]). 
2. A multiset HT(R) of dim V integers, called the Hodge-Tate numbers of R. 

The multiplicity of i in WY(R) is 

dimQp(F®QpCp(i))G*p, 

where Cp (i) denotes Cp with GQp-action Xp(°~Y times the usual (Galois) action 
on Cp. 

We now return to the global situation (i.e. to the study of G Q ) . The l-adic 
representations of GQ that arise 'in nature', by which I mean 'from geometry', have 
a number of very special properties which I will now list. Let R : GQ —• GL(V) 
be a subquotient of Hl(X(C),Qi(jj) for some smooth projective variety X/Q and 
some integers i > 0 and j . 

1. (Grothendieck) The representation R is unramified at all but finitely many-
primes p. 

2. (Fontaine, Messing, Faltings, Kato, Tsuji, de Jong, see e.g. [II], [Bert]) The 
representation R is de Rham in the sense that its restriction to GQ, is de 
Rham. 

3. (Deligne, [De]) The representation R is pure of weight w = i — 2j in the 
following sense. There is a finite set of primes S, such that for p g" S, the 
representation R is unramified at p and for every eigenvalue a of i?(Frobp) 
and every embedding i : Q{ ^ C 

i |2 w 

I ̂  I oo — P • 
In particular a is algebraic (i.e. a £ Q). 

An amazing conjecture of Fontaine and Mazur (see [Fol] and [FM]) asserts 
that any irreducible l-adic representation of GQ satisfying the first two of these 
properties arises from geometry in the above sense and so in particular also satisfies 
the third property. 
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Conjec ture 1.1 (Fontaine-Mazur) Suppose that 

R : G Q —•+ GL(V) 

is an irreducible l-adic representation which is unramified at all but finitely many 

primes and with R\(},,. de Rham. Then there is a smooth projective variety X/Q and 

integers i > 0 and j such that V is a subquotient of Hl(X(C),Qi(jj). In particular 

R is pure of some weight w £ Z . 

We will discuss the evidence for this conjecture later. We will call an l-adic 
representation satisfying the conclusion of this conjecture geometric. 

Algebraic geometers have formulated some very precise conjectures about the 
action of G Q on the cohomology of varieties. We don' t have the space here to discuss 
these in general, but we will formulate, in an as algebraic a way as possible, some 
of their conjectures. 

Conjec ture 1.2 (Tate) Suppose that X/Q is a smooth projective variety. Then 

there is a decomposition 

A'(X(C),Q) = 0 M i 

j 

with the following properties. 

1. For each prime I and for each embedding i : Q <L-¥ Q{, Mj <g>gt Q{ is an 

irreducible subrepresentation of Hl(X(C),Qi). 
2. For all indices j and for all primes p there is a WD-representation W D p ( M j ) 

of WQP over Q such that 

WYjp(Mj) ®Q?i Q, - W D p ( M i ®Q?i Q,) 

for all primes I and all embeddings i : Q <^-¥ Q{. 
3. There is a multiset of integers HT(Mj) such that 

(a) for all primes I and all embeddings i : Q <^-¥ Q{ 

HT(Mj ®^Qt) = HT(Mj) 

(b) and for all i : Q ^ C 

dim c((AA ®Qit C) n Ha*-a(X(C),C)) 

is the multiplicity of a in HT(Mj). 

If one considers the whole of HZ(X(C), Q) rather than its pieces Mj, then par t 
2. is known to hold up to Frobenius semisimplification for all but finitely many 
p and par t 3. is known to hold (see [II]). It follows from a theorem of Faltings 
[Fa] tha t the whole conjecture is t rue for A 1 of an abelian variety. The putative 
constituents Mj are one incarnation of what people call 'pure motives'. 

If one believes conjectures 1.1 and 1.2 then 'geometric' l-adic representations 
should come in compatible families as I varies. There are many ways to make precise 
the notion of such a compatible family. Here is one. 
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By a weakly compatible system of l-adic representations A = {Ri,,,} we shall 
mean a collection of semi-simple l-adic representations 

Ä , , t : G Q — • G L ( V ® Q I 1 Q , ) , 

one for each pair (l,i), where I is a prime and ( : Q 4 Qj, which satisfy the following 
conditions. 

• There is a multiset of integers HT (A) such that for each prime I and each 
embedding i : Q <^-t Q{ the restriction i?j i t |o. is de Rham and HT(i2jit|<3,, ) = 
HT(A). 

• There is a finite set of primes S such that ifp^S then WDp(i?/it) is unramified 
for all I and i. 

• For all but finitely many primes p there is a Frobenius semi-simple WD-
representation WDP(A) over Q such that for all primes I ^ p and for all i we 
have 

\NYjp(R,Jss ~ WDp(ft). 

We make the following subsidiary definitions. 

• We call A strongly compatible if the last condition (the existence of WDP(A)) 
holds for all primes p. 

• We call A irreducible if each R^,, is irreducible. 
• We call A pure of weight w £ Z, if for all but finitely many p and for all 

eigenvalues a of rp(Frobp), where WDP(A) = (rp,Np), we have 

I |2 w 

Moo =P 
for all embeddings C Q H C 

• We call A geometric if there is a smooth projective variety X /Q and integers 
i > 0 and j and a subspace 

1T'CA'(X(C),Q) 

such that for all I and i, W ®Q t Qj is GQ invariant and realises Ri,,,. 

Conjectures 1.1 and 1.2 lead one to make the following conjecture. 

Conjecture 1.3 1. If R : GQ —¥ GL„(Qj) is a continuous semi-simple de Rham 
representation unramified at all but finitely many primes then R is part of a 
weakly compatible system. 

2. Any weakly compatible system is strongly compatible. 
3. Any irreducible weakly compatible system A is geometric and pure of weight 

(2/dimA)]Tf tGHT(K)A 

A famous theorem of Cebotarev asserts that if A /Q is any Galois extension 
in which all but finitely many primes are unramified (i.e. for all but finitely many-
primes p the image of JQP in Gal (A/Q) is trivial) then the Frobenius elements at 
unramified primes Frobp £ Gal (A/Q) are dense in Gal (A/Q). It follows that an 
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irreducible weakly compatible system A is uniquely determined by WDP (A) for all 
but finitely many p and hence by one Ri,,,. 

Conjectures 1.1 and 1.3 are known for one dimensional representations, in 
which case they have purely algebraic proofs based on class field theory (see [Se]). 
Otherwise only fragmentary cases have been proved, where amazingly the arguments 
are extremely indirect involving sophisticated analysis and geometry. We will come 
back to this later. 

2. L- functions 

Afunctions are certain Dirichlet series 

5Za»A 

which play an important role in number theory. A full discussion of the role of A 
functions in number theory is beyond the scope of this talk. The simplest example 
of an Afunction is the Riemann zeta function 

oo 

C(*) = £l/n«. 
ra=l 

It converges to a holomorphic function in the half plane Re s > 1 and in this region 
of convergence it can also be expressed as a convergent infinite product over the 
prime numbers 

C(S) = H(I-I/PT1-
p 

This is called an Euler product and the individual factors are called Euler factors. 
Lying deeper is the fact that ((s) has meromorphic continuation to the whole com
plex plane, with only one pole: a simple pole at s = 1. Moreover if we set 

Z(s) = n-s/2Y(s/2K(s) 

then Z satisfies the functional equation 

Z(l-s) = Z(s). 

Encoded in the Riemann zeta function is lots of deep arithmetic information. For 
instance the location of the zeros of ((s) is intimately connected with the distribu
tion of prime numbers. Moreover its special values at negative integers (where it 
is only defined by analytic continuation) turn out to be rational numbers encoding 
deep arithmetic information about the cyclotomic fields Q(e27T^^1/p). 

Another celebrated example is the Afunction of an elliptic curve E: 

V2 = x3 + ax + b. 
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In this case the Afunction is defined as an Euler product (converging in Re « > 3/2) 

L(E,s) = l[Lp(E,p-s), 
p 

where LP(E, X) is a rational function, and for all but finitely many p 

LP(E,X) = (l-ap(E)X+pX2)-1, 

with p — ap(E) being the number of solutions to the congruence 

y2 = x3 + ax + b mod p 

in Fp\ It has recently been proved [BCDT] that L(E,s) can be continued to an 
entire function, which satisfies a functional equation 

(2TT)-SY(S)L(E,S) = ±N(E)1-S(2TT)S-2Y(2 - s)L(E,2- s), 

for some explicit positive integer N(E). A remarkable conjecture of Birch and 
Swinnerton-Dyer [BSD] predicts that y2 = x3 + ax + b has infinitely many rational 
solutions if and only if L(E, 1) = 0. Again we point out that it is the behaviour of 
the Afunction at a point where it is only defined by analytic continuation, which 
is governing the arithmetic of E. This conjecture has been proved (see [Kol]) when 
L(E, s) has at most a simple zero at s = 1. 

One general setting in which one can define Afunctions is l-adic representa
tions. Let us look first at the local setting. If (r, N) is a WD-representation of Wqp 

on an A-vector space V, where E is an algebraically closed field of characteristic 
zero, we define a local L-factor 

L((r,N),X) = det(l - XYrobp)\-ï,p.N=o e E(X). 

(Vli}p'N=0 is the subspace of V where JQP acts trivially and N = 0.) One can also 
associate to (r, N) a conductor f(r, N) £ Z>0, which measures how deeply into JQP 

the WD-representation (r, N) is nontrivial, and a local epsilon factor e((r, N), \I/P) £ 
E, which also depends on the choice of a non-trivial character \I/P : Qp —t Ex with 
open kernel. (See [Tat].) 

If R : GQ —¥ GL(V) is an l-adic representation of GQ which is de Rham at I 
and pure of some weight w £ Z, and if i : Q{ ^ C we will define an Afunction 

L(iR,s) = J\L(i\NY)p(R),p-s), 
p 

which will converge to a holomorphic function in Re s > 1 + w/2. For example 

L(i,s) = as) 

and if A/Q is an elliptic curve then 

L(oH1(E(C),Ql),s) = L(E,s) 
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(for any i). Note the useful formulae 

L(i(Ri ® R2),s) = L(LR1,S)L(LR2,S) and L(L(R® X D A ) = L(iR,s + r). 

Also note that L(iR, s) determines L(WDP(R), X) for allp and hence WDp(i?)ss for 
all but finitely many p. Hence by the Cebotarev density theorem L(iR, s) determines 
R (up to semisimplification). 

Write rof for the multiplicity of an integer i in WY(R) and, if w/2 £ Z, define 

</2,± e (1/2)Z by: 

mw/2,+ + mw/2,- = mw/2 

m"/o , — TO^/9 _ = ( ^ l ) œ / / 2 (d im V e - 1 — d i m ! 

Assume that roA2 ± are integers, i.e. that roA2 = dim V mod 2. Then we can 

define a F-factor, Y(R,s), which is a product of functions 7T^^s+a^2Y((s + a)/2) as 
a runs over a set of integers depending only on the numbers rof and roA2 ± . We 
can also define an epsilon factor e00(R,^00) £ <CX which again only depends on 

R R 
li ' "A/2 ,± ror, m " / 0 i and a non-trivial character ^ ^ : R —̂  Cx . Set 

A(ii?,s) = Y(R,S)L(LR,S) 

N(R) = r j p / ( w A ( A ) 

p 

(which makes sense as /(WDp(i?)) = 0 for all but finitely many p) and 

e(iR) = eœ(R, e
2 -v^î«) J J t e ( W D p ( f i ) , * p ) , 

where i^p(x) 
The following conjecture is a combination of conjecture 1.1 and conjectures 

which have become standard. 

Conjecture 2.1 Suppose that R is an irreducible l-adic representation O/GQ which 
is de Rham and pure of weight w £ Z. Then nip = rof_p for all p, so that 
mw/2 = dim V mod 2. Moreover the following should hold. 

1. L(iR, s) extends to an entire function, except for a single simple pole if R = 
-w/2 

Xi • 
2. A(iR,s) is bounded in vertical strips CTO < Re« < o\. 
3. A(oR,s) = e(oR)N(R)-sA(oRv,1 - s). 

It is tempting to believe that something like properties 1., 2. and 3. should 
characterise those Euler products which arise from l-adic representations. We will 
discuss a more precise conjecture along these lines in the next section. Why Ga
lois representations should be the source of Euler products with good functional 
equations seems a complete mystery. 
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3. Automorphic forms 
Automorphic forms may be thought of as certain smooth functions on the 

quotient GL„(Z)\GL„(R). We need several preliminaries before we can make a 
precise definition. 

Let Z denote the profinite completion of Z, i.e. 

Z= limZ/AZ= JJZP , 
p 

a topological ring. Also let A°° denote the topological ring of finite adeles 

A°° = Z ®z Q, 

where Z is an open subring with its usual topology. As an abstract ring, A°° is the 
subring of FT Qp consisting of elements (xp) with xp £ Z p for all but finitely many 
p. However the topology is not the subspace topology. We define the topological 
ring of adeles to be the product 

A = A°° x R. 

Note that Q embeds diagonally as a discrete subring of A with compact quotient 

Q\A = Z x Z\R. 

We will be interested in GLn(A), the locally compact topological group of 
n x n invertible matrices with coefficients in A. We remark that the topology on 
GLn(A) is the subspace topology resulting from the closed embedding 

GLn(A) ^ Mn(A) x Mn(A) 

9 •-+ (5.A 1 ) -

GL„(Q) is a discrete subgroup of GLn(A) and the quotient GL„(Q)\GL„(A) has 
finite volume. If U C GL„(Z) is an open subgroup with detU = Z x , then 

GLn(Q)\GLn(A)/U = (GLn(Q)nU)\GLn(R). 

Note that GL„(Q) n U is a subgroup of GL„(Z) of finite index. Most of the state
ments we make concerning GLn(A) can be rephrased to involve only GL„(R), but 
at the expense of making them much more cumbersome. To achieve brevity (and 
because it seems more natural) we have opted to use the language of adeles. We 
hope that this extra abstraction will not be too confusing for the novice. 

Before continuing our introduction of automorphic forms let us digress to men
tion class field theory, which provides a concrete example of the presentational ad
vantages of the adelic language. It also implies essentially all the conjectures we 
are considering in the case of one dimensional Galois representations. Indeed this 
article is about the search for a non-abelian analogue of class field theory. Class 
field theory gives a concrete description of the abelianisation (maximal continuous 
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abelian quotient) GQ 1 of GQ and Wqb of Wqp. First the local theory asserts that 
there is an isomorphism 

Artp:Q£^Wg 

with various natural properties, including the facts that Art (Zx) is the image of 
the inertia group JQP in Wqb, and that the induced map 

Q p
x / Z p

x ^ W ^ / / Q p c G F p 

takes p to the geometric Frobenius element Frobp. Secondly the global theory asserts 
that there is an isomorphism 

Art : Ax / Q x Rx
0 -+ G$ 

such that the restriction of Art to Qx coincides with the composition of Art p with 
the natural map WQ3 —¥ Gq. Thus Art is defined completely from a knowledge of 
the Artp (and the fact that Art takes - l c l x to complex conjugation) and the 
reciprocity theorem of global class field theory can be thought of as a determination 
of the kernel of FJ Art p. 

We now return to our (extended) definition of automorphic forms. For each 
partition n = rii + «2 let Nni:„,2 denote the subgroup of GLn consisting of matrices 
of the form 

A i * 
0 In, 

Let 0(n) C GL„(R) denote the orthogonal subgroup. Let %n denote the centre 
of the universal enveloping of gtn, the complexified Lie algebra of GL„(R) (i.e. 
gtn = Mn(C) with [X, A] = X F — F X ) . Via the Harish-Chandra isomorphism 
(see for example [Dix]) we may identify homomorphisms %n —* C with multisets 
of n complex numbers. We will write \H for the homomorphism corresponding to 
a multiset H. Thus %n acts on the irreducible finite dimensional gl„-module with 
highest weight (ai,...,an) £ Zn (cn > ... > an) by X{oi+(n-i)/2,...,o„+(i-n)/2}-

Fix such a multiset H of cardinality n. The space of cusp forms with infinites
imal character H, A°H(GL„(Q)\GL„(A)) is the space of smooth bounded functions 

/ : G L „ ( Q ) \ G L „ ( A ) ^ C 

satisfying the following conditions. 

1. (A-finiteness) The translates of / under GL„(Z) x 0(n) (where 0(n) denotes 
the orthogonal group) span a finite dimensional vector space; 

2. (Infinitesimal character H) If z £ %n then zf = Xn(z)f; 
3. (Cuspidality) For each partition n = n\ + n,2, 

f(ug)du = 0. 
Nni.n2(Q)\Nni.n2(A) 
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Note that if U C GL„(Z) is an open subgroup with det U = Z x then one may think 
of A^(GLn(Q)\GLn(A))u as a space of functions on (GLn(Q) n U)\GLn(R). 

One would like to study A°H(GLn(Q)\GLn (Aj) as a representation of GLn(A), 
unfortunately it is not preserved by the action of GL„(R) (because the A-finiteness 
condition depends on the choice of a maximal compact subgroup 0(n) C GL„(R)). 
It does however have an action of GLn(A°°)xO(n) and of gln, which is essentially as 
good. More precisely it is an admissible GLn(A°° ) x (gtn, 0(n))-module in the sense 
of [Fl]. In fact it is a direct sum of irreducible, admissible GL„(A°°) x (gtn, 0(n))-
modules each occurring with multiplicity one. We will (slightly abusively) refer to 
these irreducible constituents as cuspidal automorphic representations of GLn(A) 
with infinitesimal character H. 

-4jo}(Q x \^ x) is Ju s t the space of locally constant functions on AX /QXR> 0 

and so cuspidal automorphic representations of G A (A) with infinitesimal character 
{0}, are just the (finite order) complex valued characters of AX /QXR> 0 = Z x , 
i.e. Dirichlet characters. „4A (QX \AX) is simply obtained from „4A (QX \AX) by-
twisting by || ||s, where || || : Ax / Q x —t Rx

0 is the product of the absolute values 
| \x. Thus in the case n = 1 cuspidal automorphic representations are essentially 
Dirichlet characters. 

The case n = 2 is somewhat more representative. In this case we have 
^S j t } (GL 2 (Q)\GL 2 (A)) = (0) unless s-t £ iW, s-t £l or s-t £ (-1,1). It is 
conjectured that the third possibility can not arise unless s = t. Let us consider the 
case s — t£ Z>o a little further. If s — t £ Z > 0 then it turns out that the irreducible 
constituents of A°,s tx (GL2(Q)\GL2(A)) are in bijection with the weight 1 + s — t 
holomorphic cusp forms on the upper half plane, which are normalised newforms 
(see for example [Mi]). Thus in some sense cuspidal automorphic representations 
are are also generalisations of classical holomorphic normalised newforms. 

Note that if tp is a character of Ax / Q x R>0 and if n is a cuspidal automorphic 
representation of GLn(A) with infinitesimal character H then n <g> (ip odet) is also a 
cuspidal automorphic representation with infinitesimal character H and the contra-
gredient (dual) n* of n is a cuspidal automorphic representation with infinitesimal 
character —H = {—h : h £ H}. 

One of the main questions in the theory of automorphic forms is to describe 
the irreducible constituents of A°H (GL„(Q)\GL„(A)). If we are to do this we first 
need some description of all irreducible admissible GL„(A°°) x (gln,0(n))-modules, 
and then we can try to say which occur in A°H(GL„(Q)\GL„(A)). 

Just as a character ip : Ax —t Cx can be factored as 

1-P = 1-Poo X J J 1-P; P 

P 

where ipp : Q^ —¥ Cx (resp. (/)«, : Rx - I C x ) , so an irreducible, admissible 
GLn(A°°) x (gtn, 0(n))-module can be factorised as a restricted tensor product (see 
[Fl]) 
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where 7Too is an irreducible, admissible (gln,0(n))-module (see for example [Wa]), 
and each TTP is an irreducible smooth (i.e. stabilisers of vectors are open in GL„(QP)) 
representation of GLn(Qp) with TTP

 n p ^ (0) for all but finitely many p. To the 
factors nx one can associate various invariants (see [J]). 

• A central character %px : Qx —t Cx . 
• L-factors L(7rp,X) £ C(X). 
• A F-factor F(7Too,«). 
• Conductors f(np) £ Z>0. 
• For each non-trivial character \Pœ

 : Or —̂  Cx an epsilon factor e(nx, \PX) £ Cx . 

(We also remark that %n acts via a character %n —* C on any irreducible, admissible 
(ßln,0(n))-module 7Too. This character is called the infinitesimal character of 7Too-) 
Now we may attach to n 

• a central character ip„ = T\x %px : Ax —t Cx ; 
• an Afunction L(n,s) = JT L(TTP,P^S) (which may or may not converge); 
• an extended Afunction A(n,s) = Y(TT00,S)L(TT,S); 
• a conductor N(n) = ]JPP^7'P^ (which makes sense because /(7rp) = 0 when 

nGL„(Zp) # ( 0 ) ) ; 

• and an epsilon constant e(7r) = Y\x e(irx,^x) £ Cx where T\x ^x : A/Q —t Cx 

is any non-trivial character. 

The following theorem and conjecture describe the (expected) relationship 
between automorphic forms and Afunctions with Euler product and functional 
equation. We suppose n > 1. A similar theorem to theorem 3.1 is true for n = 1, 
except that L(n, s) may have one simple pole. In this case it was due to Dirichlet. 
Conjecture 3.2 becomes vacuous if n = 1. 

Theo rem 3.1 (Godement-Jacquet, [GJ]) Suppose that n is an irreducible 
constituent of Aff(GLn(Q)\GLn(A)) with n > 1. Then L(n,s) converges to a holo
morphic function in some right half complex plane Re « > CT and can be continued 
to a holomorphic function on the whole complex plane so that A(n, s) is bounded in 
all vertical strips o\ > Res > CT2. Moreover A(n,s) satisfies the functional equation 

A(TT, S) = e(n)N(n)-sA(n*, 1 - s). 

Conjecture 3.2 (Cogdell-Piatetski-Shapiro, [CPS1]) Suppose thatn is an irreducible, 
admissible GL„(A°°) x (gln,0(nj)-module such that the central character of IT is 
trivial on Qx and such that L(n,s) converges in some half plane. Suppose also that 
for all characters ip : Ax / Q x R^0 —t Cx the L-function A(n ® (ip o det), s) (which 
will then converge in some right half plane) can be continued to a holomorphic func
tion on the entire complex plane, which is bounded in vertical strips and satisfies a 
functional equation 

A(n ® (ip o det), s) = e(n ® (ip o det))A(7r ® (ip o det))_sA(7r* ® ((p^1 ° det), 1 — s). 

(A(n* ® ((p^1 odet), s) also automatically converges in some right half plane.) Then 
there is a partition n = n\ + ... + nr and cuspidal automorphic representations 7r, 
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ofGLni(A) such that 
r 

A(1X,S) = JjA(7Ti,s). 
« = 1 

This conjecture is known to be true for n = 2 ([We], [JL]) and n = 3 ([JPSS]). 
For n > 3 a weaker form of this conjecture involving twisting by higher dimensional 
automorphic representations is known to hold (see [CPS1], [CPS2]). These results 
are called 'converse theorems'. 

The reason for us introducing automorphic forms is because of a putative con
nection to Galois representations, which we will now discuss. But first let us discuss 
the local situation. It has recently been established ([HT], [He], [Ha]) that there 
is a natural bijection, recp, from irreducible smooth representations of GL„(QP) to 
n-dimensional Frobenius semi-simple WD-representations of Wqp over C. The key-
point here is that the bijection should be natural. We will not describe here exactly 
what this means (instead we refer the reader to the introduction to [HT]). It does 
satisfy the following. 

• ipn o Ar t " 1 = detrecp(7r), where ipn is the central character of n. 
• L(reCp(ir),X) = L(ir,X). 
• /(recp(?r)) = f(n). 
• e(recp(7r),\I/p) = e(ir,^p) for any non-trivial character \Pp : Qp —t Cx . 

The existence of recp can be seen as a non-abelian generalisation of local class field 
theory, as in the case n = 1 we have recp(7r) = ix o Ar t" 1 . 

Now suppose that i : Q{ —¥ C and that R is a de Rham l-adic representation of 
GQ which is unramified at all but finitely many primes. Using the local reciprocity-
map recp, we can associate to R an irreducible, admissible GL„(A°°) x (gtn, 0(n))-
module 

Tr(ifi) = TT00(R)®l[reCp-1(iÄNDp(R)), 
p 

where n00(R) is a tempered irreducible, admissible (gl„,0(n))-module with in
finitesimal character HT(R\Q,._ ) and with F(7Too(-R),«) = Y(R,s). The definition 
of n00(R) depends only on the numbers rof and roA2 ± . Then we have the follow
ing conjectures. 

Conjecture 3.3 Suppose that H is a multiset of n integers and that n is an irre
ducible constituent o/yl| f(GL„(Q)\GL„(A)). Identify Q C C Then each recp(7rp) 
can be defined over Q and there is an irreducible geometric strongly compatible sys
tem of l-adic representations A such that HT(A) = H and WDP(A)SS = recp(7rp) 
for all primes p. 

Conjecture 3.4 Suppose that 

R : GQ —•+ GL(V) 

is an irreducible l-adic representation which is unramified at all but finitely many 
primes and for which R\(},,. is de Rham. Let i : Q{ —¥ C. Then n(iR) is a cuspidal 
automorphic representation ofGLn(A). 
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These conjectures are essentially due to Langlands [Lanl], except we have used 
a precise formulation which follows Clozel [CU] and we have incorporated conjecture 
1.1 into conjecture 3.4. 

Conjecture 3.4 is probably the more mysterious of the two, as only the case 
n = 1 and fragmentary cases where n = 2 are known. This will be discussed further 
in the next section. Note the similarity to the main theorem of global class field 
theory that Y\ Art p : Ax - • Gj|b has kernel Qx . 

The following theorem provides significant evidence for conjecture 3.3. 

Theo rem 3.5 ([Kot], [C12], [HT]) Suppose that H is multiset ofn distinct integers 
and that n is an irreducible constituent o/yl| f(GL„(Q)\GL„(A)). Let i : Qt <L-¥ C 
Suppose moreover that n* = n <g> (ip o det) for some character ip : Ax / Q x —t Cx, 
and that either n < 2 or for some prime p the representation irp is square integrable 
(i.e. recp(irp) is indecomposable). Then there is a continuous representation 

fiM:GQ^GL„(Qj) 

with the following properties. 

1. Ri,,, is geometric and pure of weight 2/n^heH h. 
2- RI,I,\G{:. is de Rham and HT(RI:I,\Q,. ) = H. 

3. For any prime p ^ I there is a representation rp : Wqp —¥ GL„(Qj) such that 
WDp(ß, i t)

s s = (rp,Np) andreCp(TTp) = (irp,Np). 

This was established by finding the desired l-adic representations in the co
homology of certain unitary group Shimura varieties. It seems not unreasonable 
to hope that similar techniques might allow one to improve many of the technical 
defects in the theorem. However Clozel has stressed that in the cases where H 
does not have distinct elements or where n* ^ n <g> (ip o det), there seems to be no 
prospect of finding the desired l-adic representations in the cohomology of Shimura 
varieties. It seems we need a new technique. 

4. What do we know? 
Let us first summarise in a slightly less precise way the various conjectures 

we have made, in order to bring together the discussion so far. Fix an embedding 
Q <^-¥ C and let A be a multiset of integers of cardinality n > 1. Then the following 
sets should be in natural bijection. One way to make precise the meaning of 'natural' 
is to require that two objects M and M' should correspond if the local L-factors 
Lp(M,X) and LP(M',X) are equal for all but finitely many p. Note that in each 
case the factors LP(M, X) for all but finitely many p, completely determine M. 

(AF) Irreducible constituents n of Aff(GLn(Q)\GLn(A)). 

(LY) Near equivalence classes of irreducible, admissible GL„(A°°) x (gln,0(nj)-
modules n with the following properties. (We call two GLn(A°°) x (gtn, 0(n))-
modules, n and A nearly equivalent if irp = A for all but finitely many p.) 
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(a) 7Too has infinitesimal character H. 
(b) The central character ip„ is trivial on Qx c Ax . 
(c) For all characters ip : Ax/QxRx

0 the Afunction A(7r <g> (ip o det),«) 
converges in some right half plane, has holomorphic continuation to the 
entire complex plane so that it is bounded in vertical strips and satisfies 
the functional equation 

A(n ®ip,s) = e(n ® ip)N(n <g> ipysA(n* ® ip'1, 1 - s). 

(d) (See [JS] for an explanation of this condition.) There is a finite set of 
primes S containing all primes p for which recp(7rp) is ramified, such that, 
writing L(7TP,X) = nl=i(l — «p.A'')™1 for p & S, 

oo 

Y Y a?,iap?/mpma + los(« - !) 
p£S,i,j ro=l 

is bounded as s —¥ 1 from the right. 
In this case Lp(7r,X) = L(7rp,X). 

(IR) (Fix i : Qj —t C.) Irreducible l-adic representations 

R : GQ —• GLn(Q,;) 

which are unramified at all but finitely many primes and for which 
R\GS-. is de Rham with HT(_R|G~ ) = H. In this case LP(R,X) = 
oL(WY)p(R),X). 

(WCS) Irreducible weakly compatible systems of l-adic representations A 
with 
HT(A) = H. In this case LP(R,X) = LP(WDP(A),X). 

(GCS) Irreducible geometric strongly compatible systems of l-adic represen
tations 11 with HT(A) = H. In this case LP(TZ,X) = LP(WDP(A),X). 

For n = 1 we must drop the item (LF), because it would need to be modified 
to allow L(n ® (ip o det), s) to have a simple pole, while, in any case condition (LF) 
(b) would make the implication (LF) =^> (AF) trivial. This being said, in the case 
n = 1 all the other four sets are known to be in natural bijection (see [Se]). This 
basically follows because global class field theory provides an isomorphism 

Art : AX /QXRX
0 - ^ G Q \ 

I would again like to stress how different are these various sorts of objects and 
how surprising it is to me that there is any relation between them. Items (AF) and 
(LF) both concern representations of adele groups, but arising in rather different 
settings: either from the theory of discrete subgroups of Lie groups or from the 
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theory of Afunctions with functional equation. Items (IR) and (WCS) arise from 
Galois theory and item (GCS) arises from geometry. 

So what do we know about the various relationships for n > 1? 
Not much. Trivially one has (GCS) =^> (WCS) =$• (IR). The passage 

(AF) =^> (LF) is OK by theorem 3.1. As discussed in section 3 we have significant 
partial results in the directions (LF) =^> (AF) and (AF) =^> (GCS), but both 
seem to need new ideas. (Though I should stress that I am not really competent to 
discuss converse theorems.) 

One way to establish the equivalence of all five items would be to complete 
the passages (LF) =^> (AF) and (AF) =^> (GCS) and to establish the passage 
(IR) =^> (AF). It is these implications which have received most study, though it 
should be pointed out that in the function field case the equivalence of the analogous 
objects was established by looking at the implications 

(IR) = ^ (LF) =^ (AF) =^ (GCS). 

(See [Laf]. It is the use of techniques from Grothendieck's l-adic cohomology to prove 
the first of these implications which is most special to function fields.) However it 
is striking that in the case of number fields all known implications from items (IR), 
(WCS) or (GCS) to (LF) go via (AF). 

For the rest of this article we will concentrate on what still seems to be the least 
understood problem: the passage from (IR) or (WCS) to (AF) or (LF). Although 
the results we have are rather limited one should not underestimate their power. 
Perhaps the most striking illustration of this is that the lifting theorems discussed in 
section 4.4 (combined with earlier work using base change and converse theorems) 
allowed Wiles [Wi] to finally prove Fermat's last theorem. 

The discussion in the rest of this paper will of necessity be somewhat more 
technical. In particular we will need to discuss automorphic forms, l-adic represen
tations and so on over general number fields (i.e. fields finite over Q). We will leave 
it to the reader's imagination exactly how such a generalisation is made. In this 
connection we should remark that if L/K is a finite extension of number fields and 
if R is a semi-simple de Rham l-adic representation of GL which is unramified at 
all but finitely many primes, then (see [A]) 

L(R,s) = L(lndGK
LR,s) 

(formally if the Afunctions don't converge). In fact this is true Euler factor by 
Euler factor and similar results hold for conductors and e-factors (see [Tat]). This 
observation can be extremely useful. 

4.1 Cyclic base change 
Suppose that G is a group, H a normal subgroup such that GjH is cyclic 

with generator of CT. It is an easy exercise that an irreducible representation r of H 
extends to a representation of G if and only if A = r as representations of A. If 
one believes conjectures 3.3 and 3.4, one might expect that if L/K is a cyclic Galois 
extension of number fields of prime order, if CT generates Gal (L/K) and if n is a 
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cuspidal automorphic representation of GL„,(AL ) with n o a = n, then there should 
be a cuspidal automorphic representation II of GL„,(AK), such that for all places w 
of L we have recw(irw) = recœ[Jf (RW\K)\wLw • This is indeed the case. For n = 1 we 
have 7T = n o NL/K, Langlands [Lan2] proved it for n = 2 using the trace formula 
and Arthur and Clozel [AC] generalised his method to all n. 

One drawback of this result is that if v is a place of A inert in L then there 
is no complete recipe for n^ in terms of n. This can be surprisingly serious. It can 
however be alleviated, if we know how to associate irreducible l-adic representations 
to both II and n. Langlands used this to show that many two dimensional Artin 
representations (i.e. l-adic representations with finite image) were automorphic 
(i.e. associated to a cuspidal automorphic representation). In fact using additional 
results from the theory of Afunctions, particularly the converse theorem for GL?J 

(see section 4.3), he and Tunnell ([Tu]) were able to establish the automorphy of all 
continuous two dimensional Artin representations with soluble image. 

4.2 Brauer's theorem 
The result I want to discuss is a result of Brauer [Br] about finite groups. 

Theo rem 4.1 (Brauer) Suppose that r is a representation of a finite group G. 
Then there are soluble subgroups Hi < G, one dimensional representations A of Hi 
and integers ni such that as virtual representations of G we have 

r = y j r i j lnd Hxpi-
ì 

As Artin [A] had realised this theorem has the following immediate conse
quence. (Indeed Brauer proved his theorem in response to Artin's work.) 

Corollary 4.2 Let i : Qt -ï C. Suppose that 

R:GQ^GLn(Qi) 

is an l-adic representation with finite image. Then the L-function L(iR,s) has 
meromorphic continuation to the entire complex plane and satisfies the expected 
functional equation. 

Artin's argument runs as follows. Let G denote the image of R and write 

R=Y, n*Ind Hi '<Pi 
ì 

as in Brauer's theorem. Let L/Q be the Galois extension with group G cut out by 
R and let Kt = LHi. Then one has equalities 

L(LR,S) = r i i ^ I n d G * > » * ) " ' 

= riX#iA)Â 
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By class field theory for the fields Aj, the character A is automorphic on GA(A/f; ) 
and so L(api,s) has holomorphic continuation to the entire complex plane (except 
possibly for one simple pole if A = 1) and satisfies a functional equation. It follows 
that L(iR, s) has meromorphic continuation to the entire complex plane and satisfies 
a functional equation. The problem with this method is that some of the integers n, 
will usually be negative so that one can only conclude the meromorphy of L(iR, s), 
not its holomorphy. 

4.3 Converse theorems 

As Cogdell and Piatetski-Shapiro point out, conjecture 3.2 would have very-
important implications for Galois representations. For instance the cases n = 2 
and 3 played a key role in the proof of the automorphy of two dimensional Artin 
representations (see 4.1). Conjecture 3.2 combined with Brauer's theorem and a 
result of Jacquet and Shalika [JS] in fact implies that many (all? - certainly those 
with soluble or perfect image) Artin representations are automorphic. A similar 
argument shows that in many other cases, in order to check the automorphy of 
an l-adic representation of GQ, it suffices to do so after a finite base change. For 
instance one has the following result. 

Assume conjecture 3.2. Let i : Q{ ^ C and let A /Q be a finite, totally 
real Galois extension. Suppose that II is a cuspidal automorphic representation of 
GL„,(AK) with infinitesimal character corresponding to a multiset H consisting of 
n distinct integers. If n > 2 also suppose thatïlv is square integrable (i.e. rec„(II„) 
is indecomposable) for some finite place v of K. Let 

fi:GQ^GL„(Qj) 

be an l-adic representation such that R ~ R* ®ip for some character ip of GQ, and 
such that R\GK is irreducible. Suppose finally that R\GK and II are associated, in 
the sense that, for all but finitely many places v of K, we have 

IL(WDV(R\GK),X) = L(I1V,X). 

Then there is a regular algebraic cuspidal automorphic representation n of GLn(A) 
associated to R in the same sense. 

4.4 Lifting theorems 

To describe this sort of theorem we first remark that if R : GQ —¥ GL„(Qj) 
is continuous then after conjugating R by some element of GL„(Qj) we may as
sume that the image of R is contained in GLn(Oq ) and so reducing we obtain a 
continuous representation 

R : GQ —• GLn(fi). 

The lifting theorems I have in mind are results of the general form if R and R' 
are l-adic representations of GQ with R' automorphic and if R = R then R is also 
automorphic. Very roughly speaking the technique (pioneered by Wiles [Wi] and 
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completed by the author and Wiles [TW]) is to show that R mod lr arises from auto
morphic forms for all r by induction on r. As ker(GL„(Z/l rZ) —» GL„(Z/ l r _ 1Z)) is 
an abelian group one is led to questions of class field theory and Galois cohomology. 

I should stress that such theorems are presently available only in very limited 
situations. I do not have the space to describe the exact limitations, which are 
rather technical, but the sort of restrictions that are common are as follows. 

1. If R : GQ —¥ GL(V) then there should be a character p : GQ —¥ GL„(Qj) and 
a non-degenerate bilinear form ( , ) on V such that 

• (R(a)vi,R(a)v2) = ß(a)(vi,V2) and 
• (V2,V\) = ß(c)(vi,v2). 

(This seems to be essential for the method of [TW].) 
2. R should be de Rham with distinct Hodge-Tate numbers. (This again seems 

essential to the method of [TW], but see [BT].) 
3. Either R and R' should be ordinary (i.e. their restrictions to GQ, should 

be contained in a Borei subgroup); or R and R' should be crytsalline (not 
just de Rham) at I with the same Hodge-Tate numbers and I should be large 
compared with the differences of elements of HT(72). (The problems here 
are connected with the need for an integral Fontaine theory, but they are 
not simply technical problems. There are some complicated results pushing 
back this restriction in isolated cases, see [CDT], [BCDT], [Sa], but so far our 
understanding is very limited.) 

4. The image of 12 should not be too small (e.g. should be irreducible when 
restricted to Q(e27!%^1)), though in the case n = 2 there is beautiful work of 
Skinner and Wiles ([SW1] and [SW3]) dispensing with this criterion, which 
this author has unfortunately not fully understood. 

In addition, all the published work is for the case n = 2. However there is 
ongoing work of a number of people attempting to dispense with this assumption. 
Using a very important insight of Diamond [Dia], the author, together with L.Clozel 
and M.Harris, has generalised to all n the so called minimal case (originally treated 
in [TW]) where 12 is no more ramified than 12. One would hope to be able to deduce 
the non-minimal case from this, as Wiles did in [Wi] for n = 2. In this regard one 
should note the work of Skinner and Wiles [SW2] and the work of Mann [Ma]. 
However there seems to be one missing ingredient, the analogue of the ubiquitous 
Ihara lemma, see lemma 3.2 of [Ih] (and also theorem 4.1 of [R]). As this seems to 
be an important question, but one which lies in the theory of discrete subgroups 
of Lie groups, let us take the trouble to formulate it, in the hope that an expert 
may be able to prove it. It should be remarked that there are a number of possible 
formulations, which are not completely equivalent and any of which would seem to 
suffice. We choose to present one which has the virtue of being relatively simple to 
state. 

Conjecture 4.3 Suppose that G/Q is a unitary group which becomes an inner 
form of GLn over an imaginary quadratic field E. Suppose that G(R) is compact. 
Let I be a prime which one may assume is large compared to n. Let p\ and P2 be 
distinct primes different from I with G(QPl ) = GL„(QPl ) and G(QP2 ) = GLn(QP2 ) . 
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Let U be an open compact subgroup of G(APl'P2) and consider the representation 
ofGLn(QPl) x GLn(QP2) on the space Cao(G(Q)\G(A)IU,Wl) of locally constant 
¥i-valued functions on 

G(Q)\G(A)/U = (G(Q)nU)\(GLn(QPl) x GLn(QP2). 

(Note that G(Q) C\U is a discrete cocompact subgroup o/GL„(QP l) x GLn(QP2).) 
Suppose that iii ®7T2 is an irreducible sub-representation o/G°°(G(Q)\G(A)/AFj) 
with m generic. Then 7r2 is also generic. 

The most serious problem with applying such lifting theorems to prove an I-
adic representation 12 is automorphic is the need to find some way to show that 12 is 
automorphic. The main success of lifting theorems to date, has been to show that if 
E is an elliptic curve over the rationals then H1(E(E,),Ql) is automorphic, so that 
A is a factor of the Jacobian of a modular curve and the Afunction L(E, s) is an 
entire function satisfying the expected functional equation ([Wi], [TW],[BCDT]). 
This was possible because GL2(Z3) happens to be a pro-soluble group and there 
is a homomorphism GL2OF3) —y GL2(Z3) splitting the reduction map. The Artin 
representation 

GQ —• GL(H1(E(C),¥3)) —• GL2(Z3) 

is automorphic by the Langlands-Tunnell theorem alluded to in section 4.1. 

4.5 Other techniques? 
I would like to discuss one other technique which has been some help if n = 2 

and may be helpful more generally. We will restrict our attention here to the case 
n = 2 and det 12(c) = — 1. We have said that the principal problem with lifting 
theorems for proving an l-adic representation 12 : GQ —¥ GL2(Qj) is automorphic 
is that one needs to know that 12 is automorphic. This seems to be a very hard 
problem. Nonetheless one can often show that 12 becomes automorphic over some 
Galois totally real field A/Q. (Because A is totally real, if R(GQ) D S I ^ W ) 
and I > 3 then R(GK) D SZ^OFJ)- SO this 'potential automorphy' is far from 
vacuous). The way one does this is to look for an abelian variety A/K with mul
tiplication by a number field F with [F : Q] = dim A, and such that 12 is realised 
on A1(.4(C),Fj)[A] for some prime X\l, while for some prime X'\l' ^ I the image of 
GK on A1(.4(C),Fj/ )[A'] is soluble. One then argues that A1(.4(C),Fj/ )[A'] is auto
morphic, hence by a lifting theorem A1(.4(C),Qj/) ®F,, Ay is automorphic, so that 
(tautologically) A1(.4(C),Fj)[A] is also automorphic, and hence, by another lifting 
theorem, R\GK is automorphic. One needs A to be totally real, as over general 
number fields there seems to be no hope of proving lifting theorems, or even of at
taching l-adic representations to automorphic forms. In practice, because of various 
limitations in the lifting theorems one uses, one needs to impose some conditions 
on the behaviour of a few primes, like I, in A and some other conditions on A. The 
problem of finding a suitable A over a totally real field A, comes down to finding 
a A-point on a twisted Hilbert modular variety. This is possible because we are 
free to choose A, the only restriction being that A is totally real and certain small 
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primes (almost) split completely in A. To do this, one has the following relatively-
easy result. 

Proposition 4.4 ([MB],[P]) Suppose that X/Q is a smooth geometrically irreducible 
variety. Let S be a finite set of places of Q and suppose that X has a point over 
the completion of Q at each place in S. Let Qs be the maximal extension of Q in 
which all places in S split completely (e.g. Q{oo} is the maximal totally real field). 
Then X has a Qs -point. 

In this regard it would have extremely important consequences if, in the previ
ous proposition, one could replace Qs by Qg ' , the maximal soluble extension of Q 
in which all places in S split completely. I do not know if it is reasonable to expect 
this. 

Using this method one can, for instance, prove the following result. 

Theorem 4.5 ([Tay]) Suppose that A is an irreducible weakly compatible system 
of two dimensional l-adic representations with HT(A) = {ni,ri2} where ni ^ n2 . 
Suppose also that det Ri,b(c) = —1 for one (and hence for all) pairs (l,i). Then 
there is a Galois totally real field A /Q and a cuspidal automorphic representation 
n of GL2(AK) such that 

• for all w|oo, nv has infinitesimal character H, and 
• for all (I, i) and for all finite places v fi of K we have 

recv(irv) = \NY)V(R1JGK)SS. 

In particular A is pure of weight (ni +ri2)/2. Moreover A is strongly compatible and 
L(i1Z, s) has meromorphic continuation to the entire complex plane and satisfies the 
expected functional equation. 

The last sentence of this theorem results from the first part and Brauer's 
theorem. We remark that conjecture 3.2 would imply that this theorem could be 
improved to assert the automorphy of A over Q. 
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Geometry and Nonlinear Analysis^ 

Gang Tian1' 

Nonlinear analysis has played a prominent role in the recent developments in 
geometry and topology. The study of the Yang-Mills equation and its cousins gave 
rise to the Donaldson invariants and more recently, the Seiberg-Witten invariants. 
Those invariants have enabled us to prove a number of striking results for low 
dimensional manifolds, particularly, 4-manifolds. The theory of Gromov-Witten 
invariants was established by using solutions of the Cauchy-Riemann equation (cf. 
[RT], [LT], [FO], [Si], [Ru]). These solutions are often refered as pseudo-holomorphic 
maps which are special minimal surfaces studied long in geometry. It is certainly 
not the end of applications of nonlinear partial differential equations to geometry. 
In this talk, we will discuss some recent progress on nonlinear partial differential 
equations in geometry. We will be selective, partly because of my own interest and 
partly because of recent applications of nonlinear equations. There are also talks 
in this ICM to cover some other topics of geometric analysis by R. Bartnik, B. 
Andrew, P. Li and X.X. Chen, etc. 

Standard partial differential equations in geometry are the Einstein equation, 
Yang-Mills equation, minimal surface equation as well as its close cousin, Harmonic 
map equation. There are also parabolic versions of these equations, leading to R. 
Hamilton's Ricci flow, the Yang-Mills flow and the mean curvature flow. The solu
tions, which played a fundamental role in geometry and topology, of these equations 
are their self-dual type ones. I will focus on self-dual type solutions in this talk. 
All these equations are in general hyperbolic equations if we allow Lorentz metrics 
on the underlying manifolds, but in differential geometry, so far, we only concern 
static solutions, that is, we assume that the metrics involved are Riemannian. I 
do believe that the study of this static case will be very important in our future 
understanding general Einstein equation. 

1. Einstein equation 
We will begin with the Einstein equation. We will always denote by M a 

differentiable manifold. A metric g on M is given by a non-degenerate matrix-
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valued functions (#y) in local coordinates x\, • • • ,xn, where n is the dimension of 
M. Recall that g is Riemannian if the matrices (#y) are positive definite. 

Associated to each metric, there is a canonical connection, the Levi-Civita 
connection, V characterized by the torsion freeness and Vg = 0, which means that 
g is parallel. In local coordinates, 

9 _rk
 d

 rk _ l„u(d9u , dgji dgtJ X7 = F* rk _ _,M v" i ^J' _ " J ' J H l ì 
(Aïdxj ijdxk'

 ij 2g \dxj dxi dxij' ( ' } 

where (gkl) denotes the inverse of (#y)- Then the curvature (12]w) is defined by 

Til JK J1 i p 2 p S p 2 p S / I 0 \ 
jkl ~ ~dxT ~ ~dx~k~ sk jl ~ sl jk' 

The curvature is completely determined by its sectional curvatures, that is, Gauss 
curvatures of surface cross sections. The Ricci curvature Rie = (12y) is given by-
taking trace of the curvature: 

Rij = YRikj- ( L 3 ) 
k 

The Ricci curvature essentially measures the variation of the volume form. 
A metric g is called an Einstein metric if it satisfies the following Einstein 

equation 
Rij = Apij, (1.4) 

where A is a constant, usually called Einstein constant. (1.4) is the Euler-Lagrangian 
equation of the functional fM s(g)dv, where s(g) denotes the scalar curvature of g, 
on the space of metrics with fixed volume. (1.4) is invariant under diffeomorphism 
group action. It is elliptic modulo diffeomorphisms when g is a Riemannian metric. 
From now on, I will assume that g is Riemannian. 

The simplest examples of Einstein metrics include the euclidean metric on R", 
the standard spherical metric on the unit sphere Sn and the hyperbolic metric on 
the unit ball Bn £Rn. In fact, all these metrics have constant sectional curvature 0 
or 1 or — 1, consequently, their Einstein constant A are 0, n — 1, —n+1, respectively. 

Every Riemannian 2-manifold (M,g) has a natural conformai structure. The 
classical Uniformization Theorem states that the universal covering of M together 
with the induced conformai structure is conformai to either C1 or S2 or B2 with 
canonical conformai structures. This implies that every Riemannian 2-manifold 
(M,g) admits a unique Einstein metric within its associated conformai class and 
with Einstein constant 0 or 1 or —1. 

Another way of proving this existence is to use partial differential equation. 
Given a Riemannian 2-manifold (M,g), consider a metric g conformai to g, so it is 
of the form evg. A simple computation shows that g is of constant curvature A if 
and only if ip satisfies the following equation 

A<p+4^ = AeA (1.5) 
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This equation can be solved (cf. [Au], [KW]), so there is an Einstein metric in any-
given conformai class on any Riemannian 2-manifold. In early 1990's, R. Hamilton 
gave a heat flow proof of the Uniformization Theorem ([Ha], [Ch]). This new proof 
also yields a biproduct: The space of metrics on S2 with positive curvature is 
contractible. 

The uniformization for 2-manifolds led to two generalizations in higher dimen
sions. The one is the Yamabe problem (cf. [Au], [Sc]). The other is the Calabi's 
problem on Kähler-Einstein metrics which I will address more later. 

For 3-manifolds, Einstein metrics are also of constant sectional curvature, so 
their universal coverings are either S3 or R3 or hyperbolic 3-space H3. A major 
part of Thurston's program is to show the existence of metrics with constant sec
tional curvature on 3-manifolds which satisfy certain mild topological conditions. 
Thurston claimed long time ago that an atoroidal Haken manifold admits a com
plete hyperbolic metric. It will be interesting to have an analytic proof of this 
claim by solving the corresponding Einstein equation. In general, one hopes that 
any 3-manifold can be canonically split into some pieces of simple topological type 
and other pieces which admit Einstein metrics. There are at least two possible 
approaches to this: one is the variational method, trying to minimax certain func
tional involving curvatures, while the other is to use the Ricci flow, hoping that one 
can understand how the singularity is formed along the flow. So far none of them 
work yet. 

When the dimension is higher than or equal to 4, an Einstein metric may not 
be of constant sectional curvature. It is still a very interesting question to find 
out topological constraints on Einstein manifolds. If a 4-manifold M admits an 
Einstein metric, then the Hitchin-Thorpe inequality says that | r (M)| < ||x(AT)|. 
This implies that the connected sum of more than 4 copies of CP2 can not have 
any Einstein metric. More recently, C. Lebrun showed that a 4-manifold M with 
non-vanishing Seiberg-Witten invariant admits an Einstein metric only if 3r(M) < 
X(M). We do not know any constraints on compact Einstein manifolds of dimension 
higher than 4. It may be possible that any manifold of dimension > 5 has an Einstein 
metric. 

Examples of Einstein metrics can be constructed by exploring symmetries, 
such as, homogeneous Einstein metrics, cohomogeneity one Einstein metrics. One 
can also construct new Einstein metrics from known ones through certain intrigue 
constructions when the underlying manifolds are of special fibration structures (cf. 
[Wang], [BG]). 

When n > 4, there is a special class of solutions of the Einstein equation, that 
is, Einstein metrics of special holonomy. If (M,g) is an irreducible Riemannian 
manifold, a well-known theorem of M. Berger states that either (M,g) is a locally-
symmetric space or its reduced holonomy is one of the following groups: SO(n), 
C/(f) (n > 4), SU(f) (n > 4), Sp(l) • Sp(f) (n > 8), Sp(f) (n > 4) and two 
exceptional groups Spin(7) and G2. We call (M,g) a Riemannian manifold with 
special holonomy if it is irreducible and its (reduced) holonomy is strictly contained 
in SO(n). It can be shown that a Riemannian manifold of special holonomy is 
automatically Einstein if its holonomy is other than U(%). We have Kähler-Einstein 
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metrics for the U(%) case. In fact, these special Einstein metrics are of self-dual 
type. Each manifold (M,g) of special holonomy has a parallel n — 4 form defined 
as follows: Let W C A2TM be the subspace generated by the Lie algebra of the 
holonomy group of (M,g), then the curvatures lie in S2(W). Define a 4-form ip(W) 
by 

ip(w) = YwiAwi-> (L6) 
where {w,} is an orthonormal basis of W. Clearly, it is independent of the choice of 
{w,} and is parallel. This 4-form induces a symmetric operator T^rw) '• W >-¥ W: 
Ty(w)(v) = ivip(W), where iv denotes the interior product with v. One can check 
that Tyrw) has at most two distinct eigenvalues. Moreover, there is a distinguished 
eigenspace Wo of T^rw) °f codimension 0, 1 and 3. Let ß be the corresponding 
eigenvalue. Put 

tt(W) = ^*iP(W). (1.7) 

Clearly, it is parallel. Denote by S2W = S2Wo + S2Wi the decomposition according 
to eigenvalues, then the curvature R(g) of g, which lies in S2W, is decomposed into 
Ro £ S2Wo and 12i £ S2W\. Furthermore, we have 

Ro A 0 = *120 (1.8) 

and Ri, which can be void, is completely determined by Ricci curvature of g. There
fore, manifolds of special holonomy are always self-dual. It is very important in the 
study of Einstein metrics of special holonomy. For example, the self-duality implies 
an a prior L2-bound on curvature: There is a uniform constant C(pi(M),(i,s(gj), 
depending only on the first Pontrjagin class, 0 and the scalar curvature s(g), such 
that for any Einstein metric g of special holonomy, we have 

R(g)\2dv = C(pi(M),n,s(gj). (1.9) 
M 

Here 0 is the corresponding parallel form. In dimension 4, we can study self-dual 
Einstein metrics, that is, Einstein metrics with self-dual Weyl curvature. These 
self-dual metrics share similar properties as those with special holonomy do. 

The special geometry we see most is the Kahler geometry. A Kahler man
ifold is a Riemannian manifold (M,g) whose holonomy lies in U(^), it is equiv
alent to saying that M has a compatible and parallel complex structure J, that 
is, g(Ju,Jv) = g(u,v), where u,v £ TM are arbitrary, and V J = 0. So M is a 
complex manifold with induced complex structure by J. Usually, we denote g by its 
Kahler form ujg = g(, J-). In local complex coordinates z\, • • • , zm of M (n = 2m), 

ujg = —^— Y 9fjàZi A dzj, (1.10) 
A = i 

where (gß) is a positive Hermitian matrix-valued function. The self-duality simply 
means that the curvature of a Kahler metric has only components of type (1,1). A 
Kahler metric g is Einstein if and only if the trace of its curvature against ujg is 
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constant, we call such a metric Kähler-Einstein. A necessary condition for the exis
tence of Kähler-Einstein metric on M is that the first Chern class c\(M) is definite. 
Since the Ricci curvature of a Kahler metric g can be expressed as —dd log det(gij), 
the Einstein equation is reduced to solving the following complex Monge-Amperé 
equation 

Pfi n2 

det(9ß + dz^fj) = eh~X*det(^)5 i9ß + dz^fj) > °' ( L 1 1 ) 

where ip is unknown and h is a given function depending only on g. This is a fully-
nonlinear elliptic equation and easier to solve. 

A program initiated by E. Calabi in early 1950's is to study the existence 
and uniqueness of Kähler-Einstein metrics.1 The uniqueness of Kähler-Einstein 
metrics was known in 1950's in the case that the first Chern class is nonpositive 
and was proved by Bando-Mabuchi [BM] in 1986 in the case that the first Chern 
class is positive. The difficult part of Calabi's program is about the existence. The 
celebrated solution of Yau [Ya] for the Calabi conjecture established the existence 
of a Ricci-flat metric, now named as Calabi-Yau metric, in each Kahler class on 
a compact Kahler manifold M with c\(M) = 0. If c\(M) < 0, the existence of 
Kähler-Einstein metrics was proved by Yau [Ya] and Aubin [Au], independently. 
There are further analytic obstructions to the existence of Kähler-Einstein metrics 
on M with ci(M) > 0. Matsushima proved that M has a Kähler-Einstein metric 
only if the Lie algebra n(M) of its holomorphic fields is reductive. Also if M has 
a Kähler-Einstein metric, then the Futaki invariant from [Fu] vanishes. The Futaki 
invariant is a character of n(M). If M is a complex surface with c\(M) > 0, then 
it admits a Kähler-Einstein metric if and only if the Lie algebra of holomorphic 
vector fields is reductive [Til]. For a general M with c\(M) > 0, the existence 
of Kähler-Einstein metrics is equivalent to certain analytic stability [Ti2]. This 
analytic stability amounts to checking an nonlinear inequality of Moser-Trudinger 
type: Assume that n(M) = {0}. 2 If w is a Kahler metric with [UJ] = c\(M) and </? 
with JM ipujn = 0 and UJ + ddip > 0, 

log U e - V I < M<P) - f(M<p)), (1.12) 

where / is some function bounded from below and satisfies lim^oo f(t) = oo3 and 
Jw is defined by 

M<P) = Y ^ T ^ n ? f 9ipA3iPui A(u + d3<p)n-i-1, (1.13) 
j=0 n ^M 

where V = JM^n- The inequality (1.12) has been checked for many manifolds, such 
as Fermât hypersurfaces. Furthermore, the analytic stability implies the asymptotic 

A a t e r in 1980's, E. Calabi extended this to extremal Kahler metrics, one can see X.X. Chen's 
paper in this proceeding for recent progresses on extremal metrics. 

2If T)(M) ^ {0}, then the inequality holds only for those functions perpendicular to functions 
induced by holomorphic vector fields. 

A may depend on w. 
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CM-stability of M introduced in [Ti2] in terms of Geometric Invariant Theory. If 
one proved the partial G°-estimate conjectured in [Ti3], this asymptotic stability in 
[Ti2] would imply the existence of Kähler-Einstein metrics. Very recently, by using 
the Tian-Yau-Zeldich expansion (cf. [Ti4], [Cat], [Zel]) and a result of Zhiqin Lu 
[Lu], S. Donaldson [Dol] proved the asymptotic Chow stability [Mu] of algebraic 
manifolds which admit Kähler-Einstein metrics [Dol]. This gives a partial answer 
to one conjecture of Yau: If n(M) = 0, then there is a Kähler-Einstein metric on 
M if and only if M is asymptotically Chow stable. It would be a very interesting 
problem in algebraic geometry to compare the Chow stability with the CM-stability 
introduced in [Ti2]. Both stabilities can be defined in terms of the Chow coordinate 
of M, but their corrsponding polarizations are different (cf. [Paul]). 

Kähler-Ricci solitons arose naturally from the study of the existence of Kähler-
Einstein metrics and Hamilton's Ricci flow in Kahler geometry and generalize 
Kähler-Einstein metrics. A Kahler metric g is a Kähler-Ricci soliton if there is 
a holomorphic field X such that 

Ric(g) — Xujg = LxuJg. (1-14) 

As before, this equation can be reduced to a sightly more complicated complex 
Monge-Ampere equation (cf.[TZ]). It was proved in [TZ] that Kähler-Ricci solitons 
are unique modulo automorphisms. In subsequent papers, we also gave an analytic 
criterion for the existence as one did in [Ti2]. It was conjectured that given any 
Kahler manifold M with c\ (M) > 0, either M has a Kähler-Einstein metric or there 
are diffeomorphisms <pi and Kahler metrics gi such that <p*gi converge to a unique 
Kähler-Ricci soliton on M', which may be different from M. This conjecture was 
posed by R. Hamilton in studying the Ricci flow and myself in studying Kähler-
Einstein metrics. When the complex dimension of M is 2, in view of the main 
result in [Til], it suffices to show that the blow-up of CP2 at two points admits a 
Kähler-Ricci soliton. This should be doable. 

So far, the most successful method in proving the existence is the continuity-
method. The other possible approach is to use the Kähler-Ricci flow, which has 
only partial success (cf. X.X.Chen's talk at this ICM). 

There remain many problems in studying Kähler-Einstein with prescribed sin
gularities, though a lot has been done (cf. [CY], [TY1], [Ts], etc.). A given Kahler 
manifold M may not have definite first Chern class, so it does not admit any Kähler-
Einstein metrics, but by blowing down certain subvarieties, the resulting manifold 
(possibly singular) may admit a canonical Kähler-Einstein metric. For instance, if 
M is an algebraic manifold of general type, can any given Kahler metric be de
formed along the Kähler-Ricci flow to a unique Kähler-Einstein metric? Is the 
limiting metric independent of the initial metric? The answer to these questions 
seems to be affirmative in complex dimension 2 or in the case that minimal models 
exist. Another unsolved problem is Yau's conjecture: Every complete Calabi-Yau 
open manifold can be compactified such that the divisor at infinity is the zero-locus 
of a section of a line bundle proportional to the anti-canonical bundle. This is a 
hard problem. In [TY2], [TY3] and [BK], complete Calabi-Yau manifolds were con
structed on complements of a smooth divisor which is a fraction of anti-canonical 
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divisor and satisfies certain positivity conditions (also see [Jo]). In view of these 
and [CTI], one is led to the following conjecture: a complete Calabi-Yau mani
fold M with quadratic curvature decay and euclidean volume growth is of the form 
M = M\D such that D is ample near D and the anti-canonical bundle A-A is a[D] 
for some a > 1. This can be considered as the refinement of Yau's conjecture in a 
special case. 

The next special holonomy is contained in Sp(l)Sp(j). Riemannian manifolds 
with such a holonomy are called quaternion-Kähler manifolds. They are automat
ically Einstein. The prototype is the quaternionic projective space P ^ . There are 
many examples of quaternion-Kähler manifolds due to the works of many people, 
including S. Salamon, Galicki-Lawson, Lebrun, etc. Quaternion-Kähler manifolds 
with zero scalar curvature are hyperKähler, that is, its holonomy lies in Sp(j). 
The existence of hyperKähler manifolds follows from Yau's solution for the Calabi 
conjecture. However, we do not know yet if there are quaternion-Kähler manifolds 
with positive scalar curvature and which are not locally symmetric, while we do 
have a number of symmetric ones, the so-called Wolf spaces. It led Lebrun and S. 
Salamon to guess that the Wolf spaces are all complete quaternion-Kähler manifolds 
with positive scalar curvature. So far, it has been checked up to dimension f < 3. 
We would like to point out that there are many non-symmetric quaternion-Kähler 
orbifolds with positive scalar curvature due to Galicki-Lawson ([GL]). 

Riemannian manifolds with holonomy G2 and Spin(7) must be Ricci-flat and of 
dimension 7 and 8, respectively. It took a long time to settle the question of whether 
such metrics exist, even locally. Local metrics with these holonomy were constructed 
by R. Bryant [Br]. Later, complete examples were constructed by Bryant and S. 
M. Salamon [BS]. Examples of compact 7- and 8-manifolds with holonomy G2 and 
Spin(7) were first constructed by D. Joyce in early 1990's (cf. [Jo]). D. Joyce's 
construction was inspired by the Kummer construction: metrics with holonomy 
SU(2) on the A3 surface can be obtained by resolving the 16 singularities of the 
orbifolds T4/Z2, where Z2 acts on T4 with 16 fixed points. In the case of G2, Joyce 
chooses a finite group F c G2 of automorphisms of the torus T7. Then he resolves 
the singularities of T7/Y to get a compact 7-manifold M with holonomy G2. A 
similar construction can be implemented for the Spin(7) case by choosing a finite 
group F of automorphisms of the torus T8 and a flat F-invariant Spin(7)-structure 
on T8 . More recently, Kovalev gave a new construction of Riemannian metrics with 
special holonomy G2 on compact 7-manifolds. The construction is based on gluing 
asymptotically cylindrical Calabi-Yau manifolds built up on the work in [TY2]. 
Examples of new topological types of compact 7-manifolds with holonomy G2 were 
obtained. 

So far, all Ricci-flat compact manifolds are of special holonomy. There should 
exist complete Ricci-flat manifolds with generic holonomy SO(n). The question is 
how we can find them. Here is a possible example in 4-dimension: It was shown 
that there is a Calabi-Yau manifold with cylindrical end asymptotic to T3 [TY2]. 
Complex analytically, this manifold can be obtained by blowing up the 9 base points 
of a generic elliptic pencil on CP2 and removing one smooth fiber. Now take two 
copies of such Calabi-Yau manifolds and glue them along the T3 's at infinity. One 
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way of gluing them is to respect the complex structures, then we will get a A3 
surface. Could one use different gluing maps which do not preserve the complex 
structures, so that one may obtain new Ricci-flat manifolds with generic holonomy? 
We can also ask if any complete Ricci-flat manifolds can be decomposed in some 
sense into a connected sum of Calabi-Yau manifolds. Similar things can be done in 
higher dimensions. 

Geometry of moduli space of Einstein manifolds is extremely important. For 
example, the moduli space of Calabi-Yau manifolds provides the B-model in the 
Mirror Symmetry. If (M,g) is an Einstein manifold with special holonomy, then 
it was proved that nearby Einstein manifolds in the moduli space is also of special 
holonomy. The first analytic problem about the moduli is its compactness. The 
moduli space is very often noncompact, so we need to compactify it. Then we can 
consider what structures a compactified moduli space has. 

We have pointed out before that for any Einstein manifold (M, g) with special 
holonomy, the L2-norm of its curvature depends only on the second Chern char
acter and the Einstein constant A (assuming that the volume of M is normalized, 
say 1). One can first give a weak compactification M of the moduli space M of 
Einstein manifolds with special holonomy in the Gromov-Hausdorff topology. A 
basic problem is the regularity of a limit in M\M. There are two cases of the 
limit, one is when the limit is still compact, while the other has infinite diameter as 
a length space. Here let us consider only the first case, since we know much more 
in this case and it is necessary for studying the second. If Mœ is a compact limit, 
then there is a sequence of Einstein manifolds (Mj,pj) with special holonomy and 
bounded diameter converging to Mœ in the Gromov-Hausdorff topology. When 
the dimension is 2, it was proved in [Til] that Mœ is a Kähler-Einstein orbifold 
with isolated singularities. Its real version was done by M. Anderson in [An]. The 
compactness theorem played a very important role in the resolution of the Calabi 
problem for complex surfaces (cf. [Til]). In [CT2], Cheeger and I proved 

Theorem 1.1. 4 Let Mœ be the above limit of a sequence of Einstein manifolds 
(Mj,pj) with the same special holonomy and uniformly bounded diameter. Then 
there is a rectifiable closed subset S C Mœ such that M^S is a smooth mani
fold which admits an Einstein metric poo with the same holonomy as (Afj,pj) do. 
Furthermore, Mœ is the metric completion of M^S with respect to the distance 
induced by poo-

This is based on deep works of Cheeger-Colding [CC] on spaces which are 
limits of manifolds with Ricci curvature bounded from below, my joint work with 
Cheeger and Colding on structure of the singular sets of limits of Einstein manifolds 
with L2 curvature bounds [CCT] and Cheeger's work on rectifiability of singular 
sets of the limits [Che]). 

Remark 1.2. In fact, the convergence can also be strengthened: There is an exhau-
sion of M^S by compact sets Aj c Ki+i • • • and diffeomorphisms <pi : Kt i-t Mt 

such that (pi(Ki) converge to S in the Gromov-Hausdorff topology and <Ap» converge 
to poo in the G°°-topology. 

4The Kahler case of this theorem was proved in [CCT]. 



Geometry and Nonlinear Analysis 483 

The most fundamental problem left is the regularity of S or structure of AAo 
along S. The conjecture is that S can be stratified into FJj< n_ 4 Si such that each 
stratum Si is a smooth manifold of dimension < i. If (Mj,pj) are Kähler-Einstein, 
then S2J+1 = S2j- We know (cf. [CCT], [CT2]) that tangent cones at almost all 
points of Sn-4 are of the form R" - 4 x C(S3/Y), where C(S3/Y) is the cone over 
S3/Y and F c S0(4) is a finite group. It makes us conjecture that Mœ should be 
homeomorphic to an open set of R" - 4 x C(S3/Y) locally along Sn-i\ 0 j<»-5 •%• ^ 
is plausible that Mœ is actually smooth along SU-A\ U J < » - 5 &ì

 m a suitable sense. 
We also believe that the (n — 4)-form OQO associated to the special holonomy of poo 
extends to S in a suitable sense and its restriction to S is the same as the volume, 
i.e., S is calibrated by OQO in a suitable sense. 

When (Mj,pj) are Kähler-Einstein manifolds with positive scalar curvature, it 
was conjectured by the author long time ago that a multiple of the anticanonical 
bundle of M^S extends to be a line bundle across the singular set S. This is of 
course true if one can show that Mœ has only quotient singularities. The affirmation 
of this conjecture will enable us to prove the converse of a result in [Ti2], that is, 
the algebraic stability of a Kahler manifold with positive first Chern class assures 
the existence of Kähler-Einstein metrics. 

Finally, we shall refer the readers to [CT2] for detailed study of tangent cones 
at any singularity of AAo-

2. Yang-Mills equation 
Next we discuss the Yang-Mills equation. The Yang-Mills equation has played 

a fundamental role in our study of physics and geometry and topology in last few 
decades. In the following, unless specified, we assume that (M,g) is a Riemannian 
manifold of dimension n and G is a compact subgroup in SO(r) and g is its Lie 
algebra. Let A be a G-bundle over M. 

First we recall that a connection of E over M is locally of the form 

A = Aidxi, Ai £ g (2.1) 

where xi,--- ,xn are euclidean coordinates of R" and At are matrices in g. Its 
curvature can be computed as follows: 

A4 = A4 + A A A. (2.2) 

The Yang-Mills functional is defined on the space of connections and given by 

y(A) = A / \FAtdVg. (2.3) 
4TT2 JM 

The Yang-Mills equation is simply its Euler-Lagrange equation 

D*AFA = 0, (2.4) 

where DA denotes the covariant derivative of A and D*A is its adjoint. On the other 
hand, being the curvature of a connection, A automatically satisfies the second 
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Bianchi identity DAFA = 0. We will call A a Yang-Mills connection if it satisfies 
(2.4). 

The gauge group Q consists of all sections of Ad(E) over M, locally, they are 
just maps into G C SO(r). It acts on the space of connections by assigning A 
to a (A) = aAa^1 — ada^1 for each a £ Q. Clearly, the Yang-Mills functional is 
invariant under the action of Q, so does the Yang-Mills equation. In particular, 
it implies that the Yang-Mills equation is not elliptic. A difficult problem is to 
construct good gauges which can be controled by curvatures. So called Coulomb 
gauges have been constructed by Uhlenbeck [Uh2] in L"/2-norms and more recently, 
by Tao-Tian and Meyer-Riviere in Morrey norms (cf. [TT]). 

The simplest Yang-Mills connections are provided by harmonic one forms: If 
G = U(l), then g = iR and A is simply a one-form and the Yang-Mills equation is 
d*dA = 0, the gauge transformation is given by a = e%a H- A + ida. It follows that 
modulo gauge transformations, abelian Yang-Mills connections are in one-to-one 
correspondence with harmonic one forms. 

Now we assume that (M, g) is of special holonomy. Let 0 be the associated 
closed form of degree n — 4. We say that a connection A is O-self-dual if 

*(0 A At) = Ai , (2.5) 

where * is the Hodge operator 5 

One can show that an O-self-dual connection is a Yang-Mills connection. 
Clearly, the self-duality is invariant under gauge transformations. So self-dual con
nections provide a special class of Yang-Mills solutions. 

There are many examples of O-self-dual connections. First, the Levi-Civita 
connection of the underlying Riemannian metric is O-self-dual. In this sense, the 
Yang-Mills equation is a semi-linear version of the Einstein equation. Secondly, if E 
is a stable holomorphic vector bundle, then the Donaldson-Yau-Uhlenbeck theorem 
([Do2], [UY]) states that E has a unique Hermitian-Yang-Mills connection, an easy-
computation shows that a connection is Hermitian-Yang-Mills if and only if it is 

I T / 2 —2 

O-self-dual, where 0 = — >A9_9,, and UJ is the underlying Kahler form. Thirdly, 
if (M,g) is a Calabi-Yau 4-fold and 0 is its associated (n — 4)-form induced by 
the SU(4) C Spin(7)- structure, then O-self-dual connections are just complex self-
dual instantons of Donaldson-Thomas [DT]. Also, one may construct O-self-dual 
instantons from O-calibrated submanifolds of M. 

When n = 4, self-dual instantons were used to construct the Donaldson invari
ants for 4-manifolds. This eventually led to the Seiberg-Witten invariants, which 
is much easier to compute. The construction goes roughly as follows: Let M be a 
4-manifold and p is a generic metric. Let E be an SA(2)-bundle over M. Consider 
the moduli space ME of self-dual instantons of E, that is, solutions of 

Ai = *FA (2.6) 

5If G C U(r), one can consider more general self-dual equation: A is an O-self-dual connection 
if tr(FA) is harmonic and *(0 A F%) = F%, where F% = FA - hr(FA)Id. If G = SU(r), this 
coincides with (2.5). 
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modulo gauge transformations. A generalized instanton consists of an anti-self-
dual instanton and a tuple of points of M such that the second Chern class of 
the instanton and totality of the points sum up to represent 02(E). Let ME be 
the moduli space of all generalized instantons of E. Then Uhlenbeck compactness 
theorem states that ME is compact. Also ME is a stratified space with ME as 
its main stratum. If bf(M) > 3 and p is generic, then each stratum has expected 
dimension which can be easily computed by the Atiyah-Singer index theorem, so 
ME can be taken as a fundamental class. The Donaldson invariants are obtained 
by integrating pull-backs of cohomology classes of M on this fundamental class. 

Similarly, one can define the Seiberg-Witten invariant by using the Seiberg-
Witten equation. Technically, it is much easier since the moduli space is already-
compact. Sometimes, it was said that the Seiberg-Witten invariant does not need 
hard analysis, in fact, it is false. Taubes' deep theorem on equivalence of Seiberg-
Witten and Gromov-Witten invariants requires hard analysis. 

What about higher dimensional cases? Can we construct new deformation in
variants by using O-self-dual connections? In order to achieve it, one has to consider 
the following issues: 1. Is the corresponding self-dual equation elliptic? Indeed, the 
self-dual equation on a S'pzn(7)-manifold is elliptic. 2. Can we compactify the mod
uli space? If so, how do we stratify the compactified moduli space? 3. Does each 
stratum have right dimension which can be predicted by the index theorem? If we 
solve these issues, we can define new invariants, then we can study how to compute 
them. 

The first issue is easy to check. We just need to linearize the self-dual equation 
and see if it is elliptic. There are examples, such as, self-dual equations on 4-
manifolds and Donaldson-Thomas complex self-dual on Calabi-Yau 4-manifolds. 
It will be very useful to construct deformation invariants by using complex self-
dual instantons. The success of it will provide a powerful tool of constructing 
holomorphic cycles of codimension 4, which are pretty much evading us. 

Next we consider the compactification. Having a good compactification, we 
will be able to get property 3 in the above. Let (M, g) be a compact Riemannian 
manifold of dimension n and with special holonomy. Let 0 be the associated closed 
form of degree n — 4. Let A be a unitary vector bundle over M. Recall that %JÌQ,E 

consists of all gauge equivalence classes of O-asd instantons of E over M. In general, 
9Jtn,E may not be compact. So we will compactify it. 

An admissible O-self-dual instanton is simply a smooth connection A of E 
over M\S(A) for a closed subset S (A) of Hausdorff dimension n — 4 such that 
JM \FA\2 < 00. A generalized O-self-dual instanton is made of an admissible O-self-
dual instanton A of E and a closed integral current C = C2(S, 0 ) calibrated by 0, 
such that cohomologically, 

[C2(A)] +PD[G2(S,0)] = C2(E), (2.7) 

where G2(.4) denotes the Chern-Weil form of A6 and G2(A) denotes the second 
Chern class of E. Two generalized O-self-dual instantons (.4, C), (A', C) are equiv-

6One can show this form, which was originally defined on M\S(A), extends to a well-defined 
current on M. 
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aient if and only ifC = C and there is a gauge transformation a on M\S(A)öS(A'), 
such that a(A) = A' on M\S(A) U S(A'). We denote by [A,C] the gauge equiva
lence class of (A,C). We identify [.4,0] with [.4] in MQ,E if A extends to a smooth 
connection of E over M modulo a gauge transformation. We define %JÌQ,E to be set 
of all gauge equivalence classes of generalized O-self-dual instantons of E over M. 

The topology of %JÌQ,E can be defined as follows: a sequence [Ai, Ci] converges 
to [A, C] in 9Jtn,E if and only if there are representatives (.4j,Gj) such that their 
associated currents C2(.4j,Cj) converge weakly to C2(A,C) as currents, where 

C2(.4',C') = C2(.4') + C 2 (S ' ,0 ' ) , C' = (S',&). (2.8) 

It is not hard to show that by taking a subsequence if necessary, TJ(.4J) converges 
to A outside S (A) and the support of C for some gauge transformations TJ. 

The following was proved in [Ti5] and provides a compactification for the 
moduli space of O-self-dual connections. 

Theo rem 2 .1 . For any M, g, 0 and E as above, %JÌQ,E is compact with respect to 
this topology. 

Of course, %JÌQ,E admits a natural stratification. The remaining problem, 
which is also important for issue 3, is about regularity of a generalized O-self-
dual instanton. Another interesting problem is to develop a deformation theory 
of smoothing singular self-dual instantons. Are there any constraints on a singular 
self-dual instanton which is the limit of smooth self-dual instantons? We do not even 
know any example of a Hermitian-Yang-Mills connection with an isolated singularity 
and which can be approximated by smooth Hermitian-Yang-Mills connections. 

Let us give an example. Assume that (M,g) is a Kahler manifold with Kahler 
form UJ. Put 0 = u;TO_2/(ro — 2)!, where n = 2m. Then an O-self-dual instanton 
A is simply a Hermitian-Yang-Mills connection, that is FA" = 0 and FA' • UJ = 0, 
where FA'' is the (fc,l)-part of FA- If (A,C) is a generalized O-self-dual instanton, 
it follows from a result of J. King that there are positive integers ma and irreducible 
complex subvarieties Va such that for any smooth ip with compact support in M, 

C2(S,Q)(<P) = Ym«J, ip. 
va 

On the other hand, using a result of Bando-Siu, one can show [TYa] that there is a 
gauge transformation r such that T(A) extends to be a smooth connection outside 
a complex subvariety of codimension greater than 2. 

We expect that general self-dual connections have analogous properties. If 
(A,C) is a generalized O-self-dual connection, we would like to have (1) the regu
larity of the current C, that is, C is presented by finitely many O-calibrated subva
rieties with integral multiplicity; (2) There is a gauge transformation a such that 
a (A) extends to a smooth connection outside a subvariety of codimension at least 
6. In [Uh2], any isolated singularity of a Yang-Mills connection in dimension 4 
can be removed. In [TT], a removable singularity theorem was established for sta
tionary Yang-Mills connections in higher dimensions. Using this, we can conclude 
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that a (A) extends to a smooth connection outside a closed subset S with vanishing 
(n — 4)-Hausdorff measure. Further understanding on S is needed. We will discuss 
regularity of C in the next section. 

A particularly interesting case is the complex self-dual instanton. We do expect 
to construct new invariants for Calabi-Yau 4-folds by showing that the above moduli 
space of generalized complex self-dual instantons gives rise to a fundamental class. 
The main problem left is the regularity of generalized instantons. A special case of 
this can be done nicely. If the underlying Calabi-Yau 4-fold M is of the form Y x T^, 
where Y is a Calabi-Yau 3-fold and T^ is a complex 1-torus, then a T^-invariant 
complex self-dual instanton is given by a Hermitian Yang-Mill connection A on Y 
and a (0,3)-form / with d f = 0. The expected dimension of its moduli space 
is zero. Counting them with sign gives rise to the holomorphic Casson invariant, 
which was constructed previously by R. Thomas using the virtual moduli cycle 
construction in algebraic geometry [Th]. 

Other analytic problems on the Yang-Mills equation include whether or not 
the Yang-Mills flow develops singularity at finite time. It was proved by Donaldson 
that the Yang-Mills flow along Hermitian metrics of a holomorphic bundle has global 
solution. Of course, if the dimension of the underlying manifold is less than 4, the 
Yang-Mills flow has a global solution. In general, it is still open. If a singularity-
forms at finite time, how does it look like? 

3. Minimal submanifolds 
The study of minimal submanifolds is a classical topic. We will not intend 

to cover all aspects of this topic. We will only discuss issues related to previous 
discussions and particularly self-dual type solutions of the minimal submanifold 
equation. 

Let (M,g) be an n-dimensional Riemannian manifold and S be a submanifold 
in M. Recall that S is minimal if its mean curvature H s vanishes. The mean 
curvature arises from the first variation of volume of submanifolds. Minimal sub
manifolds are closely related to the Yang-Mills equation. In fact, it was shown in 
[Ti5] that if a Yang-Mills connection has its curvature concentrated along a sub
manifold, then this submanifold must be minimal and of codimension 4. Motivated 
by this, recently, S. Brendle, etc. developed a deformation theory of constructing 
Yang-Mills connections from minimal submanifolds. 

Now assume that M has a closed differential form 0 with its norm |0 | < 
1. A submanifold S is calibrated by 0 if 0|g coincides with the induced volume 
form. Calibrated submanifolds are minimal (cf. [HL]). The study of calibrated 
submanifolds was pioneered in the seminal work [HL] of Harvey and Lawson. It now 
becomes extremely important in the string theory. As we have seen in the above, 
they also appear in formation of singularity in the Einstein equation. In particular, 
when a self-dual connection has its curvature concentrated along a submanifold, 
this submanifold is calibrated [Ti5], so a calibrated submanifold can be regarded as 
a self-dual solution of the minimal submanifold equation. 

Let (M,UJ) be a symplectic manifold and J be a compatible almost complex 
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structure, that is, uj(Ju,Jv) = UJ(U,V) and UJ(U,JU) > 0 for any non-zero tangent 
vectors u and v. Define a compatible metric p by g(u,v) = UJ(U,JV). Any UJ-

calibrated submanifolds are J-holomorphic curves, that is, each tangent space is 
a J-invariant subspace in TM. They are particularly minimal with respect to 
p. Holomorphic curves have been used to establish a mathematical foundation of 
the quantum cohomology, the mirror symmetry, etc. (cf. [RT]). The key of it 
is to construct the Gromov-Witten invariants by showing the moduli space of J-
holomorphic curves can be taken as a fundamental class in a suitable sense. This 
was proven by first constructing a "nice" compactification of the moduli space of 
J-holomorphic curves and then applying appropriate transversality theory. 

I do believe that there should be new invariants by using other calibrated sub
manifolds. A particularly interesting case is the Cayley cycles in a Spin(7)-manifold. 
Note that a Calabi-Yau 4-fold is a special Spin(7)-manifold. Again the problem is 
about the structure of singular Cayley cycles. This proposed new invariants will 
provide a powerful tool of constructing Cayley cycles in a Spin(7)-manifold, par
ticularly, holomorphic and special Lagrangian cycles in a Calabi-Yau 4-fold. A 
related problem is to construct new invariants for hyperKähler manifolds by using 
tri-holomorphic maps. A good compactification for the moduli of tri-holomorphic 
maps is needed, but this should be technically easier. Partial results have been 
obtained in [LiT] and [CL1]. 

Another possible invariant may exist for Calabi-Yau manifolds. Let (M, UJ) be 
a Calabi-Yau n-fold with a holomorphic n-form UJ such that 

ujn(-l)]li21^1nl (^-) ÛAÏÏ. (3.1) 

A special Lagrangian submanifold is a submanifold L c M such that UJ\L = 0 and 
0 restricts to the induced volume form of L. If one has a good compactification 
theorem for special Lagrangian submanifolds, then one can count them to obtain a 
new invariant for M. A particularly important case is for Calabi-Yau 3-folds. 

The minimal equation is nonlinear and does have singular solutions. So one 
has to introduce weak solutions. An integral Adimensional current C = (S, 0 , £) 
consists of a Adimensional rectifiable set S 7 of locally finite Hausdorff measure, 
an A*-integrable integer-valued function 0 and a fc-form £ £ AkTS with unit 
norm. Each current induces a natural functional $ c on smooth forms with compact 
support: For any smooth form tp, 

*c(<p)= (<P,OdH, (3.2) 
Js 

where dHk denotes the Adimensional Hausdorff measure. We say C has no bound
ary if ^c(d'ip) = 0 for any ip. One can define the generalized mean curvature of C 
as the variation of volume. A current C is minimal if its mean curvature vanishes. 
A current C is calibrated by a Aform 0 if O ^ s coincides with the induced volume 
form whenever the tangent space T,XS exists. Of course, a calibrated current is 
minimal, provided that dO = 0 and |0 | < 1. 

7This implies that there is a unique tangent space at a.e. point of S. 
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A fundamental problem in the regularity theory of minimal surfaces is the 
regularity of minimizing currents. A result of F. Almgren claims that an area min
imizing current is regular outside a subset of Hausdorff codimension two [Aim]. In 
many geometric applications, we will encounter with calibrated currents, for exam
ple, in the famous work of Taubes on equivalence of the Seiberg-Witten invariants 
and the Gromov invariants, the key technical point is to show that any w-calibrated 
current in a symplectic 4-manifold (M,UJ) is a classical minimal surface, i.e., the 
image of a pseudo-holomorphic map from a smooth Riemann surface ([Ta], also see 
[RiT]).8 This current is obtained as an adiabatic limit of curvature forms of solu
tions of deformed Seiberg-Witten equations. The problems of this type should also 
occur when we study the Calabi-Yau manifolds near large complex limits. Of course, 
this regularity problem also appears in compactifying moduli spaces of calibrated 
cycles. 

Here is what we think should be true: If C = (S,Q,£) is a Adimensional 
calibrated current, then S can be stratified into JJ, Si such that each stratum Si 
is a smooth manifold of dimension i, which is at most k — 2, and 0 is constant on 
each stratum. 

If the calibrating form 0 is UJ'/U (k = 21) on a symplectic manifold (M,UJ) 

with a compatible metric p, then O-calibrated current is pseudo-holomorphic, that 
is, any tangent space is invariant under the almost complex structure induced by 
UJ and p. In this special case, the conjecture is that S is stratified into pseudo-
holomorphic strata S^j- If the dimension of G is 2, then the conjecture claims that 
C is induced by a pseudo-holomorphic curve. This conjecture follows from a result 
of King when (M,g) is Kahler, i.e., the corresponding almost complex structure is 
integrable. Very recently, Riviere and I can prove this conjecture when dim C = 2. 
When dimAf = 4, it was already known (cf. [Ta], [RiT]). 

A nice way of deforming a surface into a minimal one is to use the mean 
curvature flow. If (M, g) is a compact Kähler-Einstein surface and So is a symplectic 
surface with respect to the Kahler form, then surfaces along the mean curvature flow 
starting from So are also symplectic [ChT]. If the flow has a global solution, then 
So can be deformed to a symplectic minimal surface. In particular, So is isotopie 
to a symplectic minimal surface. However, it is highly nontrivial to show that 
the flow has a global solution. Partial results have been obtained ([CL2], [WaM]). 
Nevertheless, it was conjectured in [Ti6] that any symplectic surface in a Kähler-
Einstein surface is isotopie to a symplectic minimal surface. This has been checked 
for a quite big class of symplectic surfaces in a Kähler-Einstein surfaces with positive 
scalar curvature (cf. [ST]) by using pseudo-holomorphic curves. One can also 
ask similar questions for the mean curvature flow along Lagrangian submanifolds. 
It was proved first by Smocsky [Sm] that the mean curvature flow preserves the 
Lagrangian property. We refer [ThY] for more discussions on the mean curvature 
flow for Lagrangian submanifolds. 

8This is a special case of the main result in [SCh], which states that a 2-dimensional area 
minimizing is a classical minimal surface. But Chang's proof relies on some hard techniques of 
[Aim], so a self-contained proof is very desirable. 
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Singularities in String Theory 

E. Witten* 

A b s t r a c t 

String theory is a quantum theory that reproduces the results of Gen
eral Relativity at long distances but is completely different at short distances. 
Mathematically, string theory is based on a very new — and little understood 
— framework for geometry that reduces to ordinary differential geometry when 
the curvature is asymptotically small. In the 1990's, many interesting results 
were obtained about the behavior of string theory in spacetimes that develop 
singularities. In many cases, the physics at the singularity is governed by an 
effective Lagrangian constructed using an interesting bit of classical geometry 
such as the association of A-D-E groups with certain hypersurface singularities 
or the ADHM construction of instantons. In other examples, the physics at the 
singularity cannot be described in classical terms but involves a non-Gaussian 
conformai field theory. 
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1. Introduction 
The classical Einstein equations 

RIJ = 0, 

where R is the Ricci tensor of a metric p on spacetime, are scale-invariant. In 

other words, they are invariant under the scaling of the metric g —¥ tg, with t a 

real number; the Ricci tensor is invariant under this scaling. A quantum theory of 

gravity, however, cannot have this symmetry, since quantum theory depends on the 

action, not just the field equations, and the Einstein-Hilbert action 

1 ' iPxy/gR 
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(G is Newton's constant and n is the dimension of spacetime) is not invariant under 
scaling. In fact, under p —̂  tg, the action scales as 1 —̂  t™/2-1/, and so is not 
scale-invariant in any dimension above two. (Two dimensions — a case that figures 
in string theory — is completely special as 1 is a topological invariant, the Gauss-
Bonnet integral.) 

Generally speaking, the classical limit of quantum mechanics arises by making 
a stationary phase approximation to a function space integral. That integral is very 
roughly of the form 

/ A$ exp(il/h), 

where the integral runs over all fields $. For example, for General Relativity, $ 
would be a metric tensor on spacetime, perhaps together with other fields, and 1 
would be the Einstein-Hilbert action defined in the last paragraph, together with 
a suitable action for the other fields, if any. Here h is Planck's constant, and the 
stationary phase approximation to the function space integral is valid when the 
appropriate I/h is large. Note that in classical physics, 1 is not a dimensionless 
number but has units of "action" or energy times time; it is only with the passage 
to quantum mechanics that there is a natural constant of action, namely h, and it 
makes sense to say that in a given physical situation the action is large or small. 

As an example of this criterion, consider black holes. A classical black hole 
can, because of the scale invariance, have any possible mass M or radius r; in four 
dimensions, for example, the mass and radius are related (for neutral, unrotating 
black holes) by M = re2 /G, where c is the speed of light. The value of I/h integrated 
over the relevant time, which is the time for light to cross the black hole, is 

1 _ 2 r 1 _ GM2 _ r2c3 

h c h he Gh ' 

The classical description of black holes is valid if this expression is large, or in other 
words if M > > IO - 5 gm or r > > IO - 3 3 cm. 

Known astrophysical black holes have masses comparable to that of the sun 
(about 1033 gm) and above, so unless we get lucky with mini-black holes left over 
from the Big Bang, we are not going to be able to observe what happens for black 
holes so light and small that the classical description fails. But curiosity compels 
us to ask how to describe a small black hole, or what happens near the Big Bang, 
where classical General Relativity breaks down for similar reasons to what I have 
just described for Black Holes. 

Here we run into a problem. One can read a textbook recipe for quantization 
in Dirac's old book or in more modern texts on quantum field theory. But these 
recipes, applied to the Einstein-Hilbert theory, do not work. Because of the highly-
nonlinear nature of Riemannian geometry, these methods fail to give a consistent 
and meaningful result. 

This problem is very hard to convey to a mathematical audience because the 
whole question is about quantum field theory, which is not in clear focus as a 
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mathematical subject. The foundation for our modern understanding of elementary-
particles and forces is the success in quantizing theories such as Yang-Mills theory, 
whose action is 

1 
4 A - T r F A ^ 

where F is the curvature of a connection, e is a real constant, known as the gauge 
coupling constant, and Tr is an invariant quadratic form on the Lie algebra of the 
gauge group. Other somewhat analogous theories such as the quantum theory of 
maps from a Riemann surface to a fixed Riemannian manifold have also been exten
sively explored by physicists, with applications to both string theory and condensed 
matter physics. Apart from their central role in physics, quantum gauge theory and 
its cousins are the basis for the application of physical ideas to a whole range of 
mathematical problems, from the Jones polynomial to Donaldson theory and mirror 
symmetry. 

But the understanding of quantum field theory that physicists have gained, 
though convincing and sufficient to make many computations possible, is hard to 
formulate rigorously. This makes it difficult for mathematicians to understand the 
questions of physicists, much less the partial results and approaches to a solution. 
In "constructive field theory," some of the standard physical claims about quantum 
field theory have been put on a rigorous basis, but there is still a long way to go to 
effectively bridge the gap. 

For physicists, quantum gravity is an important problem not only because we 
would like to understand black holes, the Big Bang, and the quantum nature of 
spacetime — but also because reconciling General Relativity and quantum mechan
ics is necessary if we are to unify the forces of nature. We cannot achieve a unified 
understanding of nature if gravity is understood one way and the subatomic forces 
are understood by a different and incompatible theory. Moreover, the difficulty in 
reconciling these theories is probably our best clue about understanding physics 
at a much deeper level than we understand now. So what has been accomplished 
toward reconciling General Relativity and quantum mechanics? 

2. String theory 
Not much has been learned by direct assault. But roughly thirty years ago, in 

trying to solve another problem, physicists stumbled in "string theory" onto a very-
rich and surprising new framework for physics and geometry, which apparently does 
yield a theory of quantum gravity, though we do not understand it very well yet. 
String theory introduces in physics a new constant a' ~ (10_ 3 2cm)2 (read "alpha-
prime"), which is somewhat analogous to Planck's constant h ~ IO - 2 7 erg sec, and 
modifies the concepts of physics in an equally far-reaching way. 

If string theory is correct, then both h and a' are nonzero in nature. The 
deformation of classical physics in turning on nonzero h is comparatively familiar 
to most in this audience, at least at the level of nonrelativistic quantum mechan
ics (as opposed to quantum field theory): classical concepts such as the position 
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and velocity of a particle become "fuzzy" in the transition to quantum mechanics. 
Turning on a' ^ 0 introduces an additional fuzziness in physics, roughly as a result 
of turning particles into strings. One aims to unify the forces by interpreting all of 
the different particles in nature as different vibrational states of one basic string. 

String theorists spend the late 1980's and early 1990's largely studying the a' 
deformation. This work is hard to describe mathematically because it is all based 
on techniques of quantum field theory. Roughly it involves a new kind of geometry 
in which one is not allowed to talk about points or geodesies but one can talk about 
(quantum) minimal surfaces. This blurs all the classical concepts in geometry and 
makes possible nonclassical behavior. The new fuzziness has a characteristic scale 
\fex' ~ 10 - 3 2 cm, and has many consequences. On much larger scales, just like 
the quantum uncertainty in gravity, the stringy fuzziness is unimportant. But it is 
important if one looks closely and can lead to nonclassical behavior, such as mirror 
symmetry. 

A commonly encountered framework for nonclassical behavior in string theory-
is the following. Consider a family of classical solutions of string theory depending 
on several parameters; call the parameter space M. At a generic point in M, the 
stringy effects are important and one cannot usefully describe the situation in terms 
of a classical spacetime. As one approaches a special point P £ M (or more generally-
some locus in M of positive codimension), the relevant length scales in spacetime 
become large, the string effects become unimportant, and a classical spacetime X 
emerges. (P is typically a cusp-like point in M; that is, there is typically a natural 
metric on M, and P is at infinite distance in this metric.) In that limit, the string 
equations reduce to the classical Einstein equations on X (or more precisely, their 
appropriate supersymmetric extension, about which more later). To run what I 
have said so far in reverse, starting with a classical spacetime X that is embedded 
in string theory, if the radius of X (and every relevant length scale) is large compared 
to \fcï', then classical geometry is a good approximation to the stringy situation. 
But by varying the parameters so that the "radius" of X is not large compared to 
\fcï', one can get a situation in which classical geometry is not a good approximation 
and must be replaced with stringy geometry. This situation is described by points 
in the interior of N'. 

A more seriously nonclassical behavior arises if in addition to the point P, 
there are additional points Q,R £ M at which classical behavior again arises, but 
this time with different classical spacetimes Y, Z of different topology. In this case, 
by moving in A' from P to Q, we can go smoothly from a situation in which classical 
geometry is a good approximation and the spacetime is X, to a situation in which 
classical geometry is again a good approximation but the spacetime is Y. For this 
process to occur smoothly even though the initial and final spacetimes have different 
topology, it inevitably happens that in interpolating from P to Q, one has to pass 
through a region in which classical geometry is not a good approximation. 

The example of what I have just described that is most discussed mathemati
cally is that in which X is a Calabi-Yau threefold, and, say, Y is mirror to X and 
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Z is another Calabi-Yau manifold that is birational to X or Y. 

Because the characteristic length scale of stringy behavior, in the simplest way 
of matching string theory with the real world, is about 10 - 3 2 cm, way below the 
distance scale that we can probe experimentally, much of the structure of string 
theory, assuming it is right, is out of reach experimentally. Conceivably, we might 
one day be able to use string theory to calculate masses and interaction rates of the 
observed elementary particles, but this seems far off. It is also just possible that we 
might have the chance to observe one or another kind of massive string relic left over 
from the early universe. There is, however, another possibility that is much more 
likely for the immediate future; there is one important aspect of stringy geometry 
which may very well be accessible to experiments. This is "supersymmetry," roughly 
the notion that spacetime is more accurately understood as a supermanifold, with 
both odd and even coordinates, rather than as an ordinary manifold. The theory of 
supermanifolds is more accessible and better known mathematically than some of 
the other things that I have mentioned. Most of the known geometrical applications 
of quantum field theory involve supersymmetry in one way or another. 

If supersymmetry is relevant in nature, the oscillations of known particles in 
the "odd" directions in spacetime would give new elementary particles that could be 
discovered in accelerators. There are hints that these new particles exist at energies 
very close to what has already been reached experimentally. To me the most striking 
hint of this comes from the measured values of the strong, weak, and electromagnetic 
coupling constants, which are in excellent agreement with a prediction based on 
supersymmetric grand unification. If these hints have been correctly interpreted, 
we are likely to discover supersymmetric particles at accelerators in this decade, 
probably at the Fermilab accelerator in Illinois or at the Large Hadron Collider, 
which is being built at the European laboratory CERN near Geneva. 

It is interesting to contemplate the impact on mathematics if supersymme
try is really discovered experimentally. When General Relativity emerged as an 
improvement on Newton's theory of gravity, this gave a huge boost to the mathe
matical investigation of Riemannian geometry. Nonrelativistic quantum mechanics 
probably gave an equivalent boost to functional analysis. Quantum field theory is 
so multi-faceted that a simple summary of its mathematical influence is difficult; 
some aspects of quantum field theory have influenced mathematics considerably, 
but as I have explained, problems of rigor have kept the core ideas of this richest of 
physical theories inaccessible mathematically. Supersymmetry, I think, would fall 
somewhere in between. Its experimental discovery would greatly increase the inter
est of mathematicians in supermanifold theory, which is accessible mathematically, 
but the full impact on mathematics would be delayed because the real payoff of 
supersymmetry lies in the realm of quantum field theory and string theory. 
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3. Uniform breakdown of the "large, smooth" ap
proximation 

In recent years, the most significant development in string theory has been 
to understand some of the things that happen when both h and a' are important. 
One discovery is that the different models of string theory that we knew of in 
the 1980's are related like the different classical spacetimes X,Y, and Z that we 
discussed above. In an asymptotic expansion near h = 0, they are different, but in a 
more complete description, the different string models arise as different semiclassical 
limits of one richer theory that has been dubbed M -theory. M -theory, though we 
do not really understand it yet, is thus the candidate for super-unification of the 
laws of nature. 

Also, we have gained insight about what happens in many situations in which 
classical geometry breaks down. In the "large, smooth" limit of spacetime, in which 
all relevant length scales are large, classical geometry (enriched to include super-
symmetry) is always a good approximation. But what happens when the "large, 
smooth" approximation breaks down? 

Many interesting results were obtained in the 1990's about situations in which 
the "large, smooth" approximation breaks down everywhere at once. I will give a 
few examples. These examples involve the basic ten-dimensional models of string 
theory, such as Type IIA and Type IIB superstrings and the heterotic string, and 
also the eleven-dimensional M -theory. Let S1 (r) denote a circle of circumference 
2nr. Then our first example is the assertion for any ten-dimensional spin manifold 
X, Type IIA superstring theory on X x S1(r) is equivalent to Type IIB superstring 
theory on X x S1(a'/r). If r > > (a ' )1 /2 , the description via Type IIA superstring 
theory is transparent as ordinary geometrical concepts are valid, while for small 
r the second description is better. Starting on the Type IIA side at large r, the 
"large, smooth" description breaks down for r —t 0 (as there are closed geodesies of 
length 2nr in X x S1(r)), and the equivalence to Type IIB on X x S1(a'/r) gives 
a description that is valid when the Type IIA description has failed. 

My other examples will relate an eleven-dimensional description via M-theory 
to a ten-dimensional string theory. With X as before a ten-dimensional spin mani
fold and Y a seven-dimensional spin manifold, and letting K3(r) denote a K3 surface 
of radius r and I(r) a length segment of length r, and T 3 a three-torus, we have the 
following relations: (i) M-theory on X x S1 (r) is equivalent as r —t 0 to Type IIA 
superstring theory on X; (ii) M-theory on Y x K3(r) is equivalent as r —t 0 to the 
heterotic string on Y x T3 ; and M-theory on X x I(r) is equivalent for r —t 0 to 
the A8 x A8 heterotic string on X. In each of these examples, the "large, smooth" 
approximation is valid for large r (if X and Y are large enough) and breaks down 
for small r. In each example, the string coupling constant in the string theory de
scription vanishes for r —t 0, so that the string theory description is useful in that 
limit — an asymptotic expansion valid for small r can be explicitly worked out, 
giving a detailed answer to the question of what happens when the "large, smooth" 
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approximation fails. Note that these examples involve highly nonclassical behavior, 
with change in the topology and even the dimension of spacetime — for example, 
a four-dimensional K3 surface at large r is replaced by a three-dimensional torus 
when r becomes small. 

Relations of this type are "quantum" analogs (involving both h and a') of 
mirror symmetry (which from this standpoint involves only a') and have led to 
the understanding that the different string models are different limits of the same 
things. Many other examples have been worked out in which the "large, smooth" 
approximation breaks down everywhere at once. I want to focus in the remaining 
time today, however, on another type of situation. This is the case in which, as some 
parameter is varied, the "large, smooth" approximation remains valid generically, 
but breaks down along some locus of codimension d > 0 where spacetime develops 
a conical singularity. 

4. Behavior at conical singularities 
The behavior of string theory when spacetime develops a conical singularity in 

positive codimension can be investigated by methods that exploit the fact that the 
"large, smooth" approximation remains generically valid, away from the singular
ity. One often can identify an interesting mathematical and physical phenomenon 
supported at the singularity. I will select examples in which both h and a' play 
an important role. There also are many instances of conical singularities that can 
be studied at h = 0, such as the string theory orbifolds that have motivated one 
of the satellite meetings of ICM-2002. But we will focus on problems that involve 
both a' and h. I will give three examples; two involve known mathematical con
structions that appear in a new situation, while in the third the key phenomenon 
is nonclassical — it can only be formulated quantum mechanically. 

I. M-Theory At An A-D-E Singularity: The A-D-E singularities are codimen
sion four singularities that look locally like R 4 / F , where F is a finite subgroup of 
SU(2), acting on R 4 = C 2 and preserving the hyper-Kahler structure of R4 . An 
extensive mathematical theory relates the A-D-E singularity to the A-D-E Dynkin 
diagram and many associated bits of geometry and algebra. However, the role of 
the A-D-E group in relation to the singularity is elusive. Like other singular spaces, 
the A-D-E singularity is usefully studied as a limit of smooth spaces carrying the 
appropriate structure. In this example, the singular space R 4 / F has a hyper-Kahler 
resolution (due to Kronheimer) that contains exceptional divisors of area Ai,..., Ar 

which appear as parameters in the metric (r is the rank of the relevant A-D-E group, 
and the intersection form of the divisors is minus the Cartan matrix of the group). In 
the context of M -theory or string theory, for Ai,..., Ar large, the "large, smooth" 
approximation is valid and classical geometry can be applied. We want to know 
what happens as Ai,..., Ar —t 0, giving a singularity at the origin in R4 . This is 
the basic A-D-E singularity in R4; in eleven-dimensional M -theory, we would usu
ally be working on an eleven-dimensional spacetime X, and the singularity arises 
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on a codimension-four submanifold Q. The answer has turned out to be that in 
this limit, A-D-E gauge fields — and their supersymmetric extension — appear on 
Q. Assuming that the "large, smooth" approximation has failed only because of 
the A-D-E singularity, there is an effective description of the resulting physics that 
roughly speaking is governed by the action 

f d11Xy^(R+...)+ [ Tr (FA*F~ 
Jx Jo IX JQ 

where R is the Ricci scalar, F is the curvature of the A-D-E connection, and "..." 
refers to the supersymmetric extension. The supersymmetric extension of the gauge 
theory that is supported on Q turns out to automatically contain the variables 
needed to parametrize Kronheimer's hyper-Kahler resolution of the singularity. 

I I . Gauge Theory Instantons: My second example involves the instanton so
lutions of four-dimensional Yang-Mills theory. Like the Einstein equations, the 
equations for Yang-Mills instantons, which read F = — * F, where F is the curva
ture of a Yang-Mills connection on R4 , are scale invariant. (In fact, they have the 
much stronger property of conformai invariance.) Instantons therefore come in all 
sizes. One can scale the size of an instanton all the way down to zero, giving, in 
the limit, a singular, point-like instanton. So (even on a compact four-manifold) 
instanton moduli space is non-compact. This raises the question, "What happens 
when an instanton becomes small?" 

The answer to this question depends on what one is trying to do. I will describe 
three possible answers, (i) Instantons were introduced in quantum field theory in 
the mid-1970's. Traditionally, physicists were interested in certain integrals over 
instanton moduli space. From this point of view, the meaning of the noncompact-
ness of instanton moduli space is clear: one should make sure that the integrals of 
interest converge, and one should be careful when integrating by parts, (ii) In Don
aldson theory, one is interested in intersection theory on instanton moduli space; 
"instanton bubbling" — the shrinking of an instanton to a point — is the main 
source of technical difficulty. One deals with it by a variety of technical means such 
as considering cycles in moduli space whose intersections avoid the bubbling region. 
(iii) In string theory, one expects the classical instanton equation F = — * F to be 
a good approximation for large instantons, this being an example of the validity of 
classical concepts in the "large, smooth" region. But one expects this description 
to break down as the instanton shrinks. The question here is to find a description 
that is valid for small instantons. 

The instanton problem can be embedded in string theory in different ways, so 
there are several answers. I will give the answer in one case — Type I superstring 
theory or the ,50(32) heterotic string. (At the very end of this talk, I briefly point 
out a second case.) 

Before going on, I should mention one surprising part of the mathematical 
theory of instantons. This is the ADHM construction (due to Atiyah, Drinfeld, 
Hitchin, and Manin) of instantons in R4 . To describe a fc-instanton solution of 
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SU(N) gauge theory on R4 , the ADHM construction employs an auxiliary U(k) 
group. (For example, the instanton moduli space is constructed as a hyper-Kahler 
quotient of a linear space divided by U(k).) The interpretation of this group is 
somewhat mysterious in classical geometry, just at the role of the A-D-E group in 
relation to the A-D-E singularity is somewhat mysterious classically. 

Instanton bubbling occurs at a point in R4 , so in gauge theory in any di
mension, it occurs on a submanifold of codimension four. In ten-dimensional Type 
I superstring theory on a ten-manifold X, the small instanton thus appears on a 
codimension four submanifold Q. The answer to the small instanton problem turns 
out to be that the U(k) group of the ADHM construction appears as a gauge group 
in the physics on Q. The effective action that governs this situation turns out to 
be schematically 

[ d11Xy^(R+...)+ [ Tr (FA*F~ 
Jx Jo IX JQ 

where in this case F is the curvature of a U(k) connection, while "..." refers to 
additional terms required by supersymmetry plus the additional variables used in 
the ADHM construction to describe the moduli space as a hyper-Kahler quotient. 

So once again, an interesting and surprising bit of classical mathematics be
comes important near the singularity. I move on now, however, to an example in 
which the key phenomenon cannot be described in classical terms. 

I I I . Type IIB At An A-D-E Singularity: Here we consider again the A-D-E 
singularity, but now in Type IIB superstring theory rather than in M -theory. The 
answer turns out to be completely different: we do not get a description with new 
classical degrees of freedom; instead a "non-trivial" or "non-Gaussian" conformai 
field theory is supported on the locus Q of the A-D-E singularity. The assertion that 
this theory is "non-trivial" means that it exists as a conformally invariant quantum 
field theory, but cannot be conveniently described in terms of classical or Gaussian 
fields. 

This particular nontrivial conformai field theory might be described as a "non-
abelian gerbe theory" ; it is related to two-forms in roughly the way that nonabelian 
gauge theory is related to one-forms. Classically, one-forms have a nonabelian gen
eralization in gauge theory, but to find an analogous theory for two-forms one must 
apparently go to quantum theory. The existence and basic properties of this partic
ular six-dimensional conformai field theory can be used to deduce Montonen-Olive 
duality of quantum Yang-Mills theory in four dimensions, and this in turn has 
implications for certain four-manifold invariants. 

So this example again involves interesting mathematics, but to describe the 
result requires use of quantum concepts in a more intimate way. The same happens 
if we consider the small instanton problem in the A8 x A8 heterotic string (rather 
than Type I or the SO(32) heterotic string as considered above). There is no ADHM 
construction for A8 instantons, so there is no candidate for an answer along the lines 
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sketched above for Type I; instead, a non-Gaussian conformai field theory appears 
on the small instanton locus Q. 

A general orientation to the subject matter discussed in this lecture can be 
found in the second half of volume 2 of [1]. A few of the original research papers 
of relevance are [2] for the A-D-E singularities, [3] for the ordinary double point 
singularity in complex dimension three (we have not actually discussed this case 
in the present lecture, but it was important in the development of the ideas), and 
[4] for small instantons. In addition, I have discussed the small instanton problem 
from a different but related point of view in [5]. Some readers may also want to 
consult general expositions of quantum field theory, such as the recent textbook 
[6] for physicists, or the exposition aimed at mathematicians in [7]. Finally, a 
comparatively recent account of known rigorous results on quantum field theory-
can be found in [8]. 
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The Power Set Function* 

Moti Gitikt 

Abstract 

We survey old and recent results on the problem of finding a complete set 
of rules describing the behavior of the power function, i.e. the function which 
takes a cardinal n to the cardinality of its power 2K. 

1. Introduction 
One of the central topics of Set Theory since Cantor was the study of the 

power function . The basic problem is to determine all the possible values of 2K for 
a cardinal K. Paul Cohen [1] proved the independence of the Continuum Hypothesis 
and invented the method of forcing. Shortly after, Easton [3] building on Cohen's 
results showed the function K —• 2K, for regular K, can behave in any prescribed 
way consistent with König's Theorem. This reduces the study to singular cardi
nals. It turned out that the situation with powers of singular cardinals is much 
more involved. Thus, for example, a remarkable theorem of Silver [22] states that 
a singular cardinal of uncountable cofinality cannot be first to violate GCH. The 
Singular Cardinal Problem is the problem of finding a complete set of rules describ
ing the behavior of the power function on singular cardinals. There are three main 
tools for dealing with the problem: pc/-theory, inner models theory and forcing 
involving large cardinals. 

2. Classical results and basic definitions 
In 1938 Godei proved the consistency of the Axiom of Choice (AC) and the 

Generalized Continuum Hypothesis (GCH) with the rest axioms of set theory. In 
1963 Cohen proved the independence of AC and GCH. He showed, in particular, 
that 2N° can be arbitrary large. Shortly after Solovay proved that 2N° can take any 
value À with cf(X) > H0. The cofinality of a limit ordinal a (cf(aj) is the least 
ordinal ß < a so that there is a function / : ß —• a with rng(f) unbounded in 
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a. A cardinal K is called a regular if K = cf(n). Otherwise a cardinal is called a 
singular cardinal. Thus, for example, H8 is regular and Hw is singular of cofinality 
UJ. 

By a result of Easton [3], if we restrict ourselves to regular cardinals, then 
every class function F : Regulars —y Cardinals satisfying 

(a) K < X implies F(K) < F(X) 
(b) cf(F(n) > K ( König's Theorem) 

can be realized as a power function in a generic extension. 
From this point we restrict ourselves to singular cardinals. 

3. Restrictions on the power of singular cardinals 
The Singular Cardinal Problem (SCP) is the problem of finding a complete 

set of rules describing the behavior of the power function on singular cardinals. For 
singular cardinals there are more limitations. Thus 

(c) (Bukovsky - Hechler) If K is a singular and there is 70 < K such that 
27 = 270 for every 7,7 < 7 < K , then 2K = 2 A 

(d) (Silver) If K is a singular strong limit cardinal of uncountable cofinality 
and 2K > «A then {a < K |2° > a+} contains a closed unbounded subset of K. 

A set C C K is called a closed unbounded subset of K iff 
(1) Va < n3ß £ C(ß > a) (unbounded) 
(2) Va < K(C n a / ^ 4 sup(C n a) G C) (closed). 
Subsets of K containing a closed unbounded set form a filter over K which is K 

complete. A positive for this filter sets are called stationry. 
(e) (Galvin - Hajnal, Shelah) If K,$ is strong limit and ö < K,$ then 2Hs < H2|ä] + 

(f) (Shelah) It is possible to replace 2^\ in (e) by |£|+ 4 . 
(g) (Shelah) Let K,$ be the UJI -th fixed point of the H - function. If it is a 

strong limit , then 2Hs < min((2Ul)+ -fixed point, UJ4 -th fixed point). 
A cardinal K is called a fixed point of the H function if K = HK. 
It is unknown if 4 in (f) and in (g) can be reduced or just replaced by 1. One 

of the major questions in Cardinal Arithmetic asks if 2N" can be bigger than NWl 

provided it is a strong limit. We refer to the books by Jech [12] and by Shelah [23] 
for the proofs of the above results. 

4. Inner models and large cardinals 
There are other restrictions which depend on large cardinals. Thus the cele

brated Covering Theorem of Jensen [2] implies that for every singular strong limit 
cardinal K 2K = «A, provided the universe is close to Gödel's model L ( precisely, if 
o# does not exist, or, equivalently , there is no elementary embedding from L into 
L). On the other hand, using large cardinals (initially supercompact cardinals were 
used [14]) it is possible to have the following. 

(Prikry-Silver, see [12]): 
K is a strong limit of cofinality UJ and 2K > «A. 
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(Magidor [15],[16],[17]): 
(1) the same with K of any uncountable cofinality. 
(2) the same with K = Hw. 
So, the answer to SCP may depend on presence of particular large cardinals. 

Hence, it is reasonable to study the possibilities for the power function level by level 
according to existence of particular large cardinals. There are generalizations of the 
Godei model L which may include bigger and bigger large cardinals, have nice com
binatorial properties, satisfy GCH and are invariant under set forcing extensions. 
This models are called Core Models. We refer to the book by Zeman [25] for a 
recent account on this fundamental results. 

The Singular Cardinals Problem can now be reformulated as follows: 
Given a core model A with certain large cardinals. Which functions can be 

realized in extensions of A as power set functions , i.e. let F : Ord —y Ord be a 
class function in A, is there an extension (generic) of A satisfying 2Ha = KF(Q) for 
all ordinals a? 

We will need few definitions. 
An uncountable cardinal K is called a measurable cardinal iff there is ß : 

P(K) —y {0,1} such that 
(1) Va < K ß({a}) = 0. 
(2) ß(K) = 1. 
(3) . 4 C B ^ ß(A) < ß(B). 
(4) V R K V {AV\V < 0} subsets of K with p(Av) = 0 ß(U Av\v < Ô}) = 0. 
If K is a measurable, then it is possible always to find ß with an additional 

property called normality: 
(5) If ß(A) = 1 and / : A —y K,f(a) < a then there is a subset of A of measure 

one on which / is constant. Further by measure we shall mean a normal measure, 
i.e. one satisfying (1)^(5). A cardinal K has the Mitchell order > 1(O(K) > 1) iff K 

is a measurable. A cardinal K has the Mitchell order > 2 (O(K) > 2) iff there is a 
measure over K concentrating on measurable cardinals, i.e. ß({a < K\O(CX) > 1}) = 
1. 

In a similar fashion we can continue further , but up to K++ only. Just the 
total number of ultrafilters over K under GCH is «AA In order to continue above 
this point , directed systems of ultrafilters called extenders are used. This way we 
can reach K with O(K) = Ord. Such K is called a strong cardinal. Core models are 
well developed to the level of strong cardinal and much further. Almost all known 
consistency results on the Singular Cardinals Problem require large cardinals below 
the level of a strong cardinal. 

5. Finite gaps 

By results of Jensen [2], Dodd- Jensen [13], Mitchell [20], Shelah [23] and Gitik 
[5] nothing interesting in sense of SCP happens bellow the level of O(K) = «AA If 
there is n < UJ such that for every a,o(a) < a+n, then we have the following 
additional restrictions: 
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(1) (Gitik-Mitchell [10] ) If K is a singular strong limit and 2K = «A™ for some 
m > 1, then, in K,O(K) > K+m. In particular, m < n. 

(2) If K is a singular cardinal of uncountable cofinality and for some TO, 1 < 
ro < UJ {a < K |2° = a+m} is stationry, then {a < K |2° = a+TO} contains a closed 
unbounded subset of K. 

By results of Merimovich [18] it looks like this are the only restrictions. 

6. Uncountable cofinality case 
Assume only that there is no inner model with a strong cardinal. Then we 

have the following restrictions: 
(1) If K is a singular strong limit cardinal of uncountable cofinality ö and 

2K > X > K+ , where À is not the successor of a cardinal of cofinality less than K, 
then O(K) > X + ö, if ö > UJI or O(K) > X, if ö = UJI. 

(2) Let K be a singular strong limit cardinal of uncountable cofinality ö and 
let T < ö. If A = {a < K,\cfa > uj,2a = a+T} is stationry, then A contains a closed 
unbounded subset of K. 

(3) If Ô < Kg, ^S strong limit then 2Kä < H <5I + 
(This was improved recently by R.Schindler [11] to many Woodin cardinals). 
(4) Let H,j be the UJI -th fixed point of the H-function. If it is a strong limit 

cardinal then 2Nä < u>2 -th fixed point. 
(5) If a is an uncountable set of regular cardinals with min(a) > 2A +^2, then 

\pcf(a)\ = \a\, where pcf(a) = {cf(Ila/D)\D is an ultrafilter over a}. 
It is a major problem of Cardinal Arithmetic if it is possible to have a set 

of regular cardinals a with min(a) > \a\ such that \pcf(a)\ > \a\ . The results 
above were proved in Gitik-Mitchell [10], and in [7]. It is unknown if there is no 
further restrictions in this case (i.e. singulars of uncountable cofinality under the 
assumption that there is no inner model with a strong cardinal). Some local cases 
were checked by Segal [21] and Merimovich [19]. 

7. Countable cofinality case 
In this section we revue some more recent results dealing with countable cofi

nality. First suppose that 
(Vn < uj3a o(a) = a+n), but -i(3a o(a) = a+UJ). 
Then the following holds: Let K be a cardinal of countable cofinality such that 

for every n < UJ {a < K\O(CX) > a+n} is unbounded in K. Then for every À > «A 
there is a cardinal preserving generic extension satisfying "K is a strong limit and 
2K > À ". So the gap between a singular and its power can already be arbitrary-
large . But by [7]: 

If 2K > K+S for ö > UJI, then GCH cannot hold below K. 
(Actually , GCH can hold if the gap is at most countable [8].) 
We do not know if "pcf (a)uncountable for a countable a" is stronger than the 

assumption above. If we require also GCH below, then it is. 
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Once one likes to have uncountable gaps between a singular cardinal and its 
power together with GCH below , then the following results provide this and are 
sharp. The proofs are spread through papers [8], [9], [10]. 

Suppose that K > ö > K0,£ is a cardinal, 2K > K+ < 5 ,C/K = K0 and GCH below 
K. Then 

(i) cfô = K0 implies (that in the core model) for every r < 5 {a < K\O(CX) > 
a+T} is unbounded in K. 

(ii) cfö > K0 implies (in the core model) O(K) > K+S+1 + 1 or {a < n\o(a) > 
a+s+1} is unbounded in K. 

Finally let us consider the following large cardinal: K is singular of cofinality 
UJ and for every r < K {a < K\O(CX) > a+T} is unbounded in K. 

Under this assumption it is possible to blow up the power of K arbitrary high 
preserving GCH below K. Also, it is possible to turn K into the first fixed point 
of the H function, see [6]. This answers Question (7) from the Shelah's book on 
cardinal arithmetic [23]. What are the possibilities for the power function under 
the assumption above? First in order to be able to deal with cardinals above K, let 
us replace it by a global one: 

For every r there is a o(a) > a+T. 
We do not know the status of upcf of a countable set uncountable", but other 

limitations like 
(1) Hw strong limit implies 2N" < NWl 

(2) If K is a singular of uncountable cofinality then either {a < K|2° > a + } or 
{a < K |2° > a + } contains a closed unbounded subset of K 
are true below strong cardinal. 

By recent result [11] the negation of the second assumption implies initially un
related statement - Projective Determinacy. We refer to the books by A. Kanamori 
[14] and H. Woodin [24] on this subject. We conjecture that there is no other 
limitations, i.e. (1) with Hw replaced by K,$ for ö < K,$, (2) and the classical ones. 

8. One idea 
Let us conclude with a sketch of one basic idea which is crucial for the forcing 

constructions in the countable cofinality case. Let U be a K complete nontrivial 
ultrafilter over K (say, in A). A sequence (ön\n < UJ) is called a Prikry sequence 
for U iff for each A £ U irioVn > no ö„, £ A. Suppose now that K is a strong limit 
singular cardinal of cofinality UJ and 2K = «AA Then, usually (by [5], [10]), we 
will have a sequence (Ua\a < K++) of ultrafilters in A and a sequence (öa,n\a < 
K++,n < UJ) so that 

(1) a < ß = ^ 3n0Vn > n0öa,„, < Sß,n, 
(2) (Sa,n\n <uj) is a Prikry sequence for Ua. 
Ultrafilters Ua are different here. So each sequence (öa,n\n < UJ) relates to 

unique ultrafilter from the list. But once K++ is replaced by K+++, the cor
responding sequence of ultrafilters (Ua\a < K+++) will have different a and ß, 
K++ < a < ß < K+++ with Ua = Uß. Then a certain Prikry sequence (ön\n < UJ) 

may pretend to correspond to both Ua and Uß. In order to decide, we will need a 
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Prikry sequence for some U1 with 7 < K++ (more precisely, if fß is the canonical 
one to one correspondence in A between K++ and ß then /a(7) = a) . Dealing 
with «A4 we will need go down twice, first to «A3 and after that to «AA In gen
eral, for n, 3 < n < UJ, n — 2-many times. Certainly, it is impossible to go down 
infinitely many times, but instead we replace the fixed K by an increasing sequence 
(Kn\n < UJ) with each K„, carrying K + " + 3 many ultrafilters. Now it turns out to be 
possible to add UJ - sequences with no assignment to ultrafilters. Just the number 
of steps needed to produce the assignment is UJ which is not enough for sequences 
of the length UJ. 
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Beyond X \ Absoluteness 

W. Hugh Woodin* 

Abstract 

There have been many generalizations of Shoenfield's Theorem on the 
absoluteness of S \ sentences between uncountable transitive models of ZFC. 
One of the strongest versions currently known deals with Sf absoluteness 
conditioned on CH. For a variety of reasons, from the study of inner models 
and from simply combinatorial set theory, the question of whether conditional 
S2 absoluteness is possible at all, and if so, what large cardinal assumptions 
are involved and what sentence(s) might play the role of CH, are fundamental 
questions. This article investigates the possiblities for S2 absoluteness by 
extending the connections between determinacy hypotheses and absoluteness 
hypotheses. 

2000 Mathematics Subject Classification: 03E45, 03E55, 03E10,04A10, 
04A13. 
Keywords and Phrases: Determinacy, Large cardinals, Forcing, fl-logic. 

1. Absoluteness and strong logics 
There have been many generalizations of Shoenfield's Theorem on the absolute

ness of S j sentences between uncountable transitive models of ZFC. Absoluteness 
theorems are meta-mathematically interesting since they identify levels of complex
ity where the technique of forcing cannot be used to establish independence. 

A sentence, <j>, is a "El-sentence if for some Si-formula, ip(x), cp is provably 
equivalent in ZFC, Zermelo Frankel set theory with the Axiom of Choice, to the 
assertion tha t ip[M] holds. While this is not the s tandard definition, for the purposes 
of this article it is equivalent. 

T h e o r e m 1.1 Suppose that cp is a £f sentence, there exists a proper class of 
measurable Woodin cardinals and that CH holds. Suppose W is a partial order and 
that Vv 1= CH. Then V 1= cp if and only if Vv 1= cp D 
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This is £f generic absoluteness conditioned on CH. Because CH is itself a £f 
sentence, this conditional form of Sf generic absoluteness is the best one can hope 
for. The meta-mathematical significance of this kind of absoluteness result is simply 
this. If a problem is expressible as a Sf sentence, and there are many such examples 
from analysis, then it is likely settled by CH (augmented by modest large cardinal 
hypotheses). The technique of forcing cannot be used to demonstrate otherwise. 

Absoluteness theorems can be naturally reformulated using strong logics. For 
generic absoluteness the relevant logic is 0*-logic. 

Definition 1.2(Q*-logic) Suppose that there exists a proper class of Woodin 
cardinals and that cp is a sentence. Then 

ZFC h n . cp 

if for all ordinals a and for all partial orders P if V* 1= ZFC, then V* 1= cp. D 

The theorem on Sf-absoluteness and CH can be reformulated as follows. 

Theorem 1.3 Suppose there exists a proper class of measurable Woodin cardi
nals. Then for each Sf sentence cp, either ZF'C +AH hn» cp; or ZFC+CH hn* (~^cp).U 

But there is another natural strong logic; O-logic, the definition of O-logic 
involves universally Baire sets of reals. 

Definition 1.4 [1] A set A C R" is universally Baire if for any continuous 
function, F : Q —t R", where ii is a compact Hausdorff space, the preimage of A, 

{p£X\ F(p) £ A} , 

has the property of Baire in 0 ; i. e. is open in 0 modulo a meager set. D 

Every borei set A C R" is universally Baire. More generally the universally 
Baire sets form a a-algebra closed under preimages by borei functions 

f-.W1 -+W1. 

The universally Baire sets have the classical regularity properties of the borei sets, 
for example they are Lebesgue measurable and have the property of Baire. If there 
exists a proper class of Woodin cardinals then the universally Baire sets are closed 
under projection and every universally Baire set is determined. 

Suppose that A C R in universally Baire and that V[G] is a set generic exten
sion of V. Then the set A has canonical interpretation as a set 

AG C l v ' [ e l 

The set AG is defined as 

AG = U {range(7rc) | 7r £ V, range(7r) = .4} ; 

here n is a function, n : X" —¥ R, which satisfies the uniform continuity requirement 
that for f ^ g; 

\7T(f)-7T(g)\<l/(n+l) 
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where n < UJ is least such that f(n) ^ g(n). If there exists a proper class of Woodin 
cardinals then 

(H(ui),A,£)<(H(ui)v^\AG,£). 

Definition 1.5 Suppose that A C R is universally Baire and that M is a 
transitive set such that M 1= ZFC. Then M is .4-closed if for each partial order 
P G M, if G C P is V-generic then in V[G]: AG n M[G] £ M[G]. D 

Definition 1.6(0 logic) Suppose that there exists a proper class of Woodin 
cardinals and that cp is a sentence. Then ZFC hn cp if there exists a universally 
Baire set A C R such that if M is any countable transitive set such that M 1= ZFC 
and such that M is A-closed, then M 1= cp. D 

Both Q-logic and Q*-logic are definable and generically invariant. 
A natural question, given the theorem on generic absoluteness for Sf is the 

following question: 

Suppose there exists a proper class of measurable Woodin cardinals. Does 
it follow that for each Sf sentence cp, either ZFC + CH hn cp; or ZFC + 
CH hn hcP)? 

The answer is yes if "iterable" models with measurable Woodin cardinals exist. 

0 Conjecture: 

Suppose that there exists a proper class of Woodin cardinals and that cp 
is a n 2 sentence. Then ZFC hn* cp if and only if ZFC hn cp. 

It is immediate from the definitions and Theorem 1.1, that the 0 Conjecture 
settles the question above affimatively. But the consequences of the Q-Conjecture 
are far more reaching. If the 0 Conjecture is true, then generic absoluteness is equiv
alent to absoluteness in Q-logic and this in turn has significant metamathematical 
implications. 

We fix some conventions. A formula, cp(x), is a £|-/ormu/a if for some S2-
formula, ip(x), the formula cp(x) is provably equivalent in ZFC to the formula 

ttx £ H(c+) and (H(c+), £) 1= ip[xf. 

Finally cp(x) is a S|(JNS)-formula if for some S2-formula, ip(x), the formula 
cp(x) is provably equivalent in ZFC to the formula 

ttx £ H(c+) and (H(c+),1NS,£) 1= ip[xf. 

where JNS denotes the nonstationary ideal on UJI . 
There is a limit to the possible extent of absoluteness in Q-logic. One version 

is given by the following theorem. 

Theorem 1.7 Suppose that there exist a proper class of Woodin cardinals, 
^ is a sentence and that for each S|(JNS) sentence cp, either ZFC + \P hn cp, or 
ZFC + * hn (-•«/>). Then ZFC + * is Q-inconsistent. D 

In short: 



518 W. Hugh Woodin 

S|(JN S) absoluteness is not possible in iì-logic If the Q Conjecture holds 
then generic absoluteness for £§ (JNS ) sentences is not possible. 

So for absoluteness in Q-logic the most one can hope for is that there exist a 
sentence \P such that for each S | sentence cp, either ZFC + \P hn cp, or ZFC + \P hn 
(-•</>). In particular if the Q Conjecture holds then S | generic absoluteness is the 
most one can hope for. 

Suppose that \P is a sentence such that for each £§ sentence cp, either ZFC + 
* hn cp, or ZFC + * hfi (-•</>). Then ZFC + * hfi 2N° < 2*A A natural conjecture 
is that in fact ZFC + * hfi CH. 

In any case from this point on we shall consider absoluteness just in the context 
ofCH. 

Generic absoluteness is closely related to determinacy. The statement of a 
theorem which illustrates one aspect of this requires the following definition. 

Definition 1.8 Suppose that there exists a proper class of Woodin cardinals. 
A set A CM. is Q*-recursive if there exists a formula cp(x) such that: 

1. A = {r\ ZFC hn* 0[r]}; 
2. For all partial orders, V,ifGCVis V-generic then for each r £ 1V'1G1, either 

V[G\\= "ZFChn* # • ] " , 

or V[G] 1= "ZFC hn* ("•<£)[r]". D 

Theorem 1.9 Suppose that there exists a proper class of Woodin cardinals. 
Suppose that A C R is Q* -recursive. Then A is determined. D 

On the other hand there are many examples where suitable determinacy as
sumptions imply generic absoluteness. Our main results deal with generalizations 
of these connections to Sf and £§ in the context of CH. 

2. Absoluteness and determinacy 
We fix a reasonable coding of elements of H(UJI) by reals. This is simply a 

surjection 
n : dom(7r) —¥ H(UJI) 

where dom(7r) Ç R. All we require of n is that n £ L(M.); the natural choice for n 
is definable in H(UJI). For each set X C H(UJI) let 

X* = {x £ R | n(x) £ X}. 

Suppose X C {0,1}W1. Associated to X is a game of length UJI. The convention 
is that Player I plays first at limit stages. Strategies are functions: 

r : { 0 , l } < W l ^ { 0 , l } . 

Suppose that F C V(M.). Then X is Y-clopen if there exist sets Y c H(UJI) and 
Z c H(UJI) such that 
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1. YC\Z = 0, 
2. for all a £ {0,1}W1 there exists a < UJI such that either a\a £ Y or a\a £ Z, 
3. X is the set of a G {0,1}W1 such that there exists a < UJI such that a\a £ Y 

and such that a\ß $ Z for all ß < a, 
4. Y* £ Y and Z* £ Y. 

The first result on the determinacy of F-clopen sets is due to Itay Neeman. 
One version is the following. 

Theorem 2.1 [2] Suppose that there exists a Woodin cardinal which is a limit 
of Woodin cardinals. Suppose that X C {0,1}W1 and X is Yl\-clopen. 

Then X is determined. D 

The proof of Neeman's theorem combined with techniques from the fine struc
ture theory associated to AD+ yields the following generalization which we shall 
need. 

Theorem 2.2 Suppose that there is a proper class of Woodin cardinals which 
are limits of Woodin cardinals. Let F°° be the set of all A C 1 such that A is 
universally Baire and suppose that X C {0,1}W1 is such that X is Y°° -clopen. 

Then X is determined. D 

Suppose X C {0,1}W1 and that F C V(M.). Then X is Y-open if there exist 
sets Y c H(UJI) such that 

1. X is the set of a G {0,1}W1 such that there exists a < UJI such that a\a £ Y . 
2. Y* G F. 

John Steel has proved that under fairly general conditions, if F C V(M.) is 
such that all F-open sets are determined then for each X C {0,1}W1, if X is F-open 
and if Player I wins the game given by X, then there is a winning strategy for 
Player I which is (suitably) definable from parameters in F; [4]. The following is a 
straightforward corollary: 

Corollary 2.3 Suppose that there exists a proper class of Woodin cardinals. 
Let Y°° be the set of all . 4 C 1 such that A is universally Baire and suppose that 
for each A £ Y°°, ZFC hn " All £}(.4)-open games are determined". 

Then for each A £ Y°°, for each Sf -formula cj>(x); either ZFC + CH hn 4>[A] 
or ZFC + CH hn (-.<£)[A]. D 

Using the theorem on the determinacy of F°°-clopen games one obtains the 
converse. 

Theorem 2.4 Suppose that there exists a proper class of Woodin cardinals 
which are limits of Woodin cardinals. Let Y°° be the set of all A C R such that A 
is universally Baire. Then the following are equivalent. 

(1) For each A £ Y°°, ZFC hn " All £}(.4)-open games are determined". 
(2) For each A £ F°°, for each ^-formula cp(x), either ZFC + CH hQ cp[A] or 

ZFC + CHhn h<P)[A]. U 
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A set .4 C I is û-recursive if there exists a formula cp(x) such that for all 
k G N, either ZFC hn cp[k] or ZFC hn (^cp)[k]; and such that 

.4 = {fcGN|ZFChn^[fc]}. 

The question of whether there exists a sentence \P such that for each S | sen
tence cp, either ZFC + CH + * hQ cp, or ZFC + CH + * hfi (-•</>), and such that 
ZFC + CH + \I> is Q-consistent; can be reformulated as: 

Suppose there exists a proper class of Woodin cardinals and that CH 
holds. Let T be the set of all S|-sentences, cp, such that 

V 1= cp. 

Can T be ii-recursive? 

Theorem 2.5 Suppose that there exists a proper class of inaccessible limits of 
Woodin cardinals. Let Y°° be the set of all A C R such that A is universally Baire 
and suppose that all Y°°-open games are determined. Let Tmax be the set of all £§ 
sentences cp such that ZFC + CH + cp is Q-consistent. 

Then ZFC + CH + Tmax is Q-consistent. D 

The following conjecture can be proved from rather technical assumptions on 
the exsitence of an inner model theory for the large cardinal hypothesis: K is ö 
supercompact where ö > K and ö is a Woodin cardinal. The conjecture is: 

Suppose that there exists a proper class of supercompact cardinals. Let 
r m a x be the set of all S | sentences cp such that ZFC + CH + cp is Q-
consistent. Then Tmax is Q-recursive. 

While the plausibility of this conjecture is some evidence that £§ absoluteness 
is possible, it does not connect S | absoluteness with any determinacy hypothesis. 

From inner model theory considerations any such determinacy hypothesis must 
be beyond the reach of superstrong cardinals. In fact, Itay Neeman has defined a 
family of games whose (provable) determinacy is arguably beyond the reach of 
superstrong cardinals; [3]. 

3. Neeman games 
For each formula cp(xi,... ,xn), let X^ be the set of all a £ {0,1}W1 such that 

there exists a closed, unbounded set C CUJI such that for all a i < • • • < a„ in C, 

(H(uJi),a,£) 1= cp[cxi,...,a„]. 

The game given by X^ is a Neeman game. Are Neeman games determined? 
Surprisingly the consistency strength of the determinacy of all Neeman games 

is relatively weak. 

Lemma 3.1 Suppose that all Aj-c/open games are determined. Then there 
exists A C UJI such that in L[A] if X C {0,1}W1 is definable an uj-sequence of 
ordinals, then X is determined. D 
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One can easily introduce additional predicates for sets of reals. 
For each formula, cp(xi,..., xn), and for each set A C R let X^}A) be the set 

of all a £ {0,1}W1 such that there exists a closed, unbounded set C Ç UJI such that 
for all a i < • • • < a„ in C, (H(UJI),a, A, £) 1= cp[cn,...,a„]. The game given by 
X(^}A) is an A-Neeman game. 

Definition 3.2 oG; For each S | sentence, cp, V 1= cp if and only if V'Coll(«i>R) |= 
cp. D 

The principle, oG, is a generic form of o. The next theorem gives a connection 
between versions of £§ absoluteness and determinancy specifically the determinacy 
of Neeman games. In this theorem it is the principle, oG, which plays the role of 
CH in the theorem on Sf absoluteness. 

Theorem 3.3 Suppose that there exists a proper class of supercompact cardi
nals. Let Y°° be the set of all A C R such that A is universally Baire. Then the 
following are equivalent. 

(1) For each A £ Y°°, ZFC + oG hn " All .4-Neeman games are determined". 
(2) For each A £ Y°°, for each 'S2-formula cp(x), either ZFC + oG hn <j>[A] or 

ZFC + oGh f i hcP)[A]. " D 

We note the following trivial lemma which simply connects the results here 
with the earlier "evidence" that £§ absoluteness is possible; cf. the discussion after 
Theorem 2.5. 

Lemma 3.4 Suppose that there exists a proper class of inaccessible limits of 
Woodin cardinals and suppose that for each S | -sentence cp, either ZFC + oG hn cp 
or ZFC + oG hn (^cp). Then for each £§ sentence cp the following are equivalent: 

(1) ZFC + oGhn<A 
(2) ZFC + CH + cp is Q-consistent. D 

The next theorem suggests that £§ absoluteness conditioned simply on o might 
actually follow from some large cardinal hypothesis. Such a theorem would certainly 
be a striking generalization of Theorem 1.1 and its proof might well yield funda
mental new insights into the combinatorics of subsets of UJI . 

Theorem 3.5 Suppose that there exists a proper class of supercompact car
dinals. Let Y°° be the set of all A C R such that A is universally Baire and 
suppose that for each A £ Y°°, ZFC hn " All .4-Neeman games are determined". 
Then for each A £ Y°°, for each 'S2-formula cp(x), either ZFC + o hn cp[A] or 
ZFC + o h n hcP)[A]. " D 

Given Theorem 3.5, the natural conjecture is that Theorem 3.3 holds with oG 

replaced by o. The missing ingredient in proving such a conjecture seems to be a 
lack of information on the nature of definable winning strategies for Neeman games 
and more fundamentally on the lack of any genuine determinacy proofs whatsoever 
for Neeman games. 
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In an exploration of the combinatorial aspects of Neeman games it is useful to 
consider a wider class of games. This class we now define. 

For each formula, cp(xi,..., xn), and for each stationary set S Ç UJI let Y^ be 
the set of all a £ {0,1}W1 such that there exists a stationary set S Ç UJI such that 
for all a i < • • • < a„ in S, (H(uJi),a,£) 1= cp[cti,... ,a„]. The game given by Y^ is 
a stationary Neeman game. 

Can some large cardinal hypothesis imply that all stationary Neeman games 
are determined? Given the impossibility of £§ (JNS )-absoluteness, modulo failure of 
the Q Conjecture one would naturally conjecture that the answer is "no". This is 
simply because there is no apparent candidate for an absoluteness theorem which 
would correspond to the (provable) determinacy of all stationary Neeman games. 

We define two games of length UJI . The first is a Neeman game and the second 
is a stationary Neeman game. Rather than have the moves be from {0,1} it is more 
convenient to have the moves be from H(UJI). 

The canonical function game: Player I plays < aa : a < UJI) and Player II plays 
<ba : a < UJI) subject to the rules: aa+i C a x a and ba is a countable ordinal. 

Player I wins if there exists a set A c UJI x UJI such that A is a wellordering 
of UJI and such that there exists a closed unbounded set C C UJI such that for all 
a £ C: aa+i = A n (a x a) and ba < rank(aQ +i). 

The stationary canonical function game: Player I plays < aa : a < UJI) and 
Player II plays < ba : a < UJI) subject to the rules: aa+i C a x a and ba is a 
countable ordinal. 

Player I wins if there exists a set A c UJI x UJI such that A is a wellordering 
of UJI and such that there exists a statationary set S C UJI such that for all a G S: 
aa+i = A n (a x a) and ba < rank(aQ+i). 

In models where Alike condensation principles hold these games are easily-
seen to be determined. 

Lemma 3.6 Suppose o holds. Then Player II has a winning strategy in the 
canonical function game. D 

Lemma 3.7 Suppose o+ holds. Then Player II has a winning strategy in the 
stationary canonical function game. D 

In contrast to the previous lemma, the following theorem shows that it is 
consistent that Player I has a winning strategy in the stationary canonical function 
game, at least if fairly strong large cardinal hypotheses are assumed to be consistent. 

Theorem 3.8 Suppose there is a huge cardinal. Then there is a partial order, 
P, such that in Vv, Player I has a winning strategy in the stationary canonical 
function game. D 

These two results strongly suggest that no large cardinal hypothesis can imply-
that the stationary canonical function game is determined. In fact from consistency 
of a relatively weak large cardinal hypothesis, one does obtain the consistency that 
the stationary canonical function game is not determined. Note that if the station
ary canonical function game is not determined then every function, / : UJI —¥ UJI, is 
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bounded by a canonical function on a stationary set and so the consistency of some 
large cardinal hypothesis is necessary. 

Theorem 3.9 Suppose there is a measurable cardinal. Then there is a partial 
order, P, such that in Vv the stationary canonical function game is not determined.D 

There are many open problems about the canonical function games. Here are 
several. 

1. Is it consistent that Player I has a winning strategy in the canonical function 
game? 

2. Is it consistent that Player II does not have a winning strategy in the canonical 
function game? 

3. Is it consistent that Player I has a winning strategy in the stationary canonical 
function game on each stationary set? 

4. How strong is the assertion that Player I has a winning strategy in the sta
tionary canonical function game? 

For each formula, cp(xi,... ,xn), for each sequence 

S = (Sa : a < UJI) 

of pairwise disjoint stationary subsets of UJI and that A C R, let ï A A, be the set 
of all a £ {0,1}W1 such that there exists a stationary set S Ç UJI such that for all 
a i < • • • < an in S, 

(H(uJi),a,A,£) i=cp[ai,...,a„], 

and such that S Ci Sa is stationary for all a < UJI . 

Theorem 3.10 Suppose that there exists a proper class of supercompact car
dinals. Let Y°° be the set of all A C R such that A is universally Baire. 

Suppose that A £ Y°°, cp(xi,... ,xn) is a formula and that 

ZFC hn " The Neeman game X ^ ^ A ) is determined". 

Then either: 

(1) ZFC hn " I wins the game X^tA)", or; 
(2) ZFC hn " For all S, II wins the game Y$ i j 4 )". • 

The determinacy hypothesis: All Neeman games are determined; is relatively-
weak in consistency strength (the consistency strength is at most that of the ex
istence of a Woodin cardinal which is a limit of Woodin cardinals). However the 
determinacy hypothesis: 

For each formula cp, either Player I wins the game X^, or for each 
sequence, 

S = (Sa:a <UJI), 

of pairwise disjoint stationary subsets of UJI , Player II wins l A $-. ; 

seems plausibly very strong. 
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1. Introduction 
Traditionally, differential geometry has been the study of curved spaces or 

shapes in which, for the most part, time did not play a role. In the last few 
decades, on the other hand, geometers have made great strides in understanding 
shapes that evolve in time. There are many processes by which a curve or surface 
can evolve, but among them one is arguably the most natural: the mean curvature 
flow. This article describes the flow, some of the discoveries that have been made 
about it, and some unresolved questions. 

2. Curve-shortening flow 
The simplest case is that of curves in the plane. Here the flow is usually called 

the "curvature flow" or the "curve-shortening flow". Consider a smooth simple 
closed curve in the plane, and let each point move with a velocity equal to the 
curvature vector at that point. What happens to the curve? 

The evolution has several basic properties. First, it makes the curve smoother. 
Consider a portion of a bumpy curve as in figure 1(a). The portions that stick 
up move down and the portions that stick down move up, so the curve becomes 
smoother or less bumpy as in figure 1(b). The partial differential equation for the 
motion is a parabolic or heat-type equation, and such smoothing is a general feature 
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of solutions to such equations. Thus, for example, even if the initial curve is only 
C2, as it starts moving it immediately becomes C°° and indeed real analytic. 

1(a) 1(b) 

Figure 1: Smoothing 

However, there is an important caveat: the smoothing may only be for a short 
time. If the curve is C2 at time 0, it will be real-analytic for times t in some 
interval (0,e). But because the equation of motion is nonlinear, the general theory 
of parabolic equations does not preclude later singularities. And indeed, as we shall 
see, any curve must eventually become singular under the curvature flow. 

The simplest closed curve is of course a circle. The flow clearly preserves 
the symmetry, so in this case it is easy to solve the equation of motion explicitly. 
One finds that a circle of radius of radius r at time 0 shrinks to a circle of radius 
\Jr2 — 2t at time t, so that time t = r2/2 the circle has collapsed to a point and 
thereby become singular. 

The second fundamental property is that arclength decreases. The proof is as 
follows. For any evolution of curves, 

— (length) = — k-vds, 

where k is the curvature vector, v is the velocity, and ds is arclength. For the 
curvature flow, v = k, so the right hand side of the equation is clearly negative. 
Indeed, the proof shows that this flow is, in a sense, the gradient flow for the 
arclength functional. Thus, roughly speaking, the curve evolves so as to reduce its 
arclength as rapidly as possible. This explains the name "curve-shortening flow", 
though many other flows also reduce arc-length. 

The third property is that the flow is collision-free: two initially disjoint curves 
must remain disjoint. The idea of the proof is as follows. Suppose that two initially 
disjoint curves, one inside the other, eventually collide. At the first time T of 
contact, they must touch tangentially. At the point of tangency, the curvature of 
the inner curve is greater than or equal to the curvature of the outer curve. Suppose 
for simplicity that strict inequality holds. Then (at the point of tangency) the inner 
curve is moving inward faster than the outer curve is. But then at a slighly earlier 
time T — e, the curves would have to cross each other. But that contradicts the 
choice of T (as first time of contact), proving that contact can never occur. 

This collision avoidance is a special case of the maximum principle for parabolic 
differential equations. The maximum principle also implies in the same way that 
an initially embedded curve must remain embedded. 
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The fourth fundamental property is that every curve F has a finite lifespan. 
To undertand why, consider a circle C that contains F in its interior. Let F and C 
both evolve. The circle collapses in a finite time. Since the curves remain disjoint, 
F must disappear before the circle collapses. 

There is another nice way to see that a curve must become singular in a finite 
time: 

Theorem 1. If A(t) is the area enclosed by the curve at time t, then A'(t) = 
—2n until the curve becomes singular. Thus a singularity must develop within time 
A(0)/2TT. 

Proof. For any evolution, 

A'(t) = / v-nete 

where Y(t) is the curve at time t, v is the velocity, n is the outward unit normal, 
and ds is arclength. For the curvature flow, v = k, so 

A'(t)= f k-nds 
r 

which equals —2n by the Gauss-Bonnet theorem. D 
The first deep theorem about curvature flow was proved by Mike Gage and 

Richard Hamilton in 1986 [GH]: 
Theorem 2. Under the curvature flow, a convex curve remains convex and 

shrinks to a point. Furthermore, it becomes asymptotically circular: if the evolving 
curve is dilated to keep the enclosed area constant, then the rescaled curve converges 
to a circle. 

This theorem is often summarized by stating that convex curves shrink to 
round points. 

The proof is too involved to describe here, but I will point out that the result 
is not at all obvious. Consider for example a long thin ellipse, with the major axis 
horizontal. The curvature is greater at the ends than at the top and bottom, so 
intuitively it should become rounder. But the ends are much farther from the center 
than the top and bottom are, so it is not clear that they all reach the center at the 
same time. Thus it is not obvious that the curve collapses to a point rather than a 
segment. 

Indeed, there are natural flows that have all the above-mentioned basic prop
erties of curvature flow but for which the Gage-Hamilton theorem fails. Consider 
for example a curve moving in the direction of the curvature vector but with speed 
equal to the cube root of the curvature. Under this flow, any ellipse remains an 
ellipse of the same eccentricity and thus does not become circular. For this flow, 
Ben Andrews [Al] has proved that any convex curve shrinks to an elliptical point. 
(See also [AST, SaT].) For other flows (e.g. if "cube root" is replaced by rth root 
for any r > 3), a convex curve must shrink to a point but in a very degenerate 
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way: if the evolving curve is dilated to keep the enclosed area constant, then length 
of the rescaled curve tends to infinity [A3]. More generally, Andrews has studied 
the existence and nonexistence of asymptotic shapes for convex curves for rather 
general classes of flows [A2, A3]. 

Shortly after Gage and Hamilton proved their theorem, Matt Grayson proved 
what is still perhaps the most beautiful theorem in the subject: 

Theorem 3. [Gl] Under the curvature flow, embedded curves become convex 
and thus (by the Gage-Hamilton theorem) eventually shrink to round points. 

Again, the proof is too complicated to describe here, but let me indicate why 
the result is very surprising. Consider the annular region between a two concentric 
circles of radii and r = 1 and R = 2. Form a curve in this annular region by 
spiraling inward n times, and then back out n times to make a closed embedded 
curve. Figure 2 shows such a curve with n = 3/2, but think of n being very large, 
say 10100. Recall that the curve exists for a time at most R2/2 = 2. By Grayson's 
theorem, the curve manages, amazingly, to unwind itself and become convex in this 
limited time. Incidentally, notice that initially, except for two very small portions, 
the curve is not even moving fast: its curvature is no more than that of the inner 
circle. 

Figure 2: Spiral 

As a corollary to Grayson's theorem, one gets an exact formula for the lifespan 
of any curve. Recall that the area enclosed by a curve decreases with constant speed 
—2n as long as the curve is smooth. By Grayson's theorem, the curve remains 
smooth until its area becomes 0. Thus the lifespan of any embedded curve must be 
exactly equal to the initial area divided by 2n. 

Grayson later generalized his theorem by proving that a closed curve moving 
on a compact surface by curvature flow must either collapse to a round point in a 
finite time or else converge to a simple closed geodesic as t —¥ oo [G2]. 

3. Mean curvature flow for surfaces 
We now leave curves and consider instead moving surfaces. Recall that at each 

point of an n-dimensional hypersurface in R n + 1 , there are n-principal curvatures 
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KI,K2,...,K„, (given a choice n of unit normal). Their sum h is the scalar mean 
curvature, and the product H = hn of the scalar mean curvature and the unit 
normal is the mean curvature vector. The mean curvature vector does not depend 
on choice of normal since replacing n by — n also changes the sign of the scalar mean 
curvature. In the mean curvature flow, a hypersurface evolves so that its velocity 
at each point is equal to the mean curvature vector at that point. 

The basic properties of curvature flow also hold for mean curvature flow: 

(1) Surfaces become smoother for a short time. 
(2) The area decreases. Indeed, mean curvature flow may be regarded as gra

dient flow for the area functional. 
(3) Disjoint surfaces remain disjoint, and embedded surfaces remain embedded. 
(4) Compact surfaces have limited lifespans. 

The analog of the Gage-Hamilon theorem also holds, as Gerhard Huisken [HI] 
proved: 

Theo rem 4. For n > 2, an n-dimensional compact convex surface in FA+ 1 

must shrink to a round point. 
Oddly enough, Huisken's proof does not apply to the case of curves (n = 1) 

considered by Gage and Hamilton. Huisken's proof shows that the asymptotic shape 
is totally umbilic: at each point x, the principal curvatures are all equal (though 
a priori they may vary from point to point). For n > 2, the only totally umbilic 
surfaces are spheres, but for n = 1, the condition is vacuous. 

The analog of Grayson's theorem, however, is false for surfaces. Consider for 
example two spheres joined by a long thin tube. The spheres and the tube both 
shrink, but the mean curvature along the tube is much higher than on the spheres, 
so the middle of the tube collapses down to a point, forming a singularity. The 
surface then separates into two components, which eventually become convex and 
collapse to round points. 

Thus, unlike a curve, a surface can develop singularities before it shrinks away. 
This raises various questions: 

(1) How do singularities affect the subsequent evolution of the surface? 
(2) How large can the set of singularities be? 
(3) What is the nature of the singularities? What does the surface look like 

near a singular point? 

In the rest of this article I will describe some partial answers to these questions. 
A great many results about mean curvature flow have been proved using only-

techniques of classical differential geometry and partial differential equations. How
ever, most of the proofs are valid only until the time that singularities first occur. 
Once singularities form, the equation for the flow does not even make sense classi
cally, so analyzing the flow after a singularity seems to require other techniques. 

Fortunately, using non-classical techniques, namely the geometric measure the
ory of varifolds and/or the theory of viscosity or level-set solutions, one can define 
notions of weak solutions for mean curvature flow and one can prove existence of a 
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solution (with a given initial surface) up until the time that the surface disappears. 
The definitions are somewhat involved and will not be given here. The dif

ferent definitions are equivalent to each other (and to the classical definition) until 
singularities form, but are not completely equivalent in general. For the purposes 
of this article, the reader may simply accept that there is a good way to define 
mean curvature flow of possibly singular surfaces and to prove existence theorems. 
The notion of mean curvature flow most appropriate to this article is Ilmanen's 
"enhanced Brakke flow of varifolds" [I]. 

4. Non-uniqueness or fattening 
If a surface is initially smooth, classical partial differential equations imply-

that there is a unique solution of the evolution equation until singularities form. 
However, once a singularity forms, the classical uniqueness theorems do not apply. 
In the early 1990's various researchers, including De Giorgi, Evans and Spruck, 
and Chen, Giga, and Goto, asked whether uniqueness could in fact break down 
after singularity formation. They already knew that uniqueness did fail for certain 
initially singular surfaces, but they did not know whether an initially regular surface 
could later develop singularities that would result in non-uniqueness. 

A technical aside: the above-named people did not phrase the question in 
terms of uniqueness but rather in terms of "fattening". They were all using a level 
set or viscosity formulation of mean curvature flow, in which solutions are almost 
by definition unique. But non-uniqueness of the enhanced varifold solutions corre
sponds to fattening of the viscosity solution in the following sense. If a single initial 
surface M gives rise to different enhanced varifold solutions Mj,M2,..., Mk, then 
the viscosity solution "surface" at time t will consist of the various AA's together 
with all the points in between. Thus if k > 1, the viscosity surface will in fact have 
an interior. Since the surface was initially infinitely thin, in developing an interior 
it has thereby "fattened". 

Recently Tom Ilmanen and I settled this question [IW]: 
Theorem 5. There is a compact smooth embedded surface in R 3 for which 

uniqueness of (enhanced varifold solutions of) mean curvature evolution fails. Equiv
alent^, the viscosity (or level set) solution fattens. 

The idea of the proof is as follows. Consider a solid torus of revolution about 
the z-axis centered at the origin, a ball centered at the origin that is disjoint from 
the torus, and n radial segments in the ary-plane joining the ball to the torus. Call 
their union W. Now consider a nested one-parameter family of smooth surfaces 
AA (0 < e < 1) as follows. When e is small, the surface should be a smoothed 
version of the set of points at distance e from W. This Me looks like a wheel with 
n spokes. The portion of the ary-plane that is not contained in Me has n simply-
connected components, which we regard as holes between the spokes of the wheel. 
As e increases, the spokes get thicker and the holes between the spokes get smaller. 
When e is close to 1, the holes should be very small, and near each hole the surface 
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should resemble a thin vertical tube. 
Now let Me flow by mean curvature. If e is small, the spokes are very thin 

and will quickly pinch off, separating the surface into a sphere and a torus. If e 
is large, the holes between the spokes are very small and will quickly pinch off, so 
the surface becomes (topologically) a sphere. By a continuity argument, there is an 
intermediate e such that both pinches occur simultaneously. 

For this particular e, we claim that the simultaneous pinching immediately 
results in non-uniqueness, at least if n is sufficiently large. Indeed, at the moment 
of simultaneous pinching, the surface will resemble a sideways figure 8 curve revolved 
around the z-axis as indicated in figure 3(a). Of course the surface will not be fully 
rotationally symmetric about the axis, but it will have n-fold rotational symmetry, 
and here I will be imprecise and proceed as though it were rotationally symmetric. 

3(a) 

3(b) 3(c) 

Figure 3: Non-uniqueness 

There is necessarily one evolution in which the surface then becomes topolog
ically a sphere as in figure 3(b). If the angle 9 in figure 6 is sufficiently small, there 
is also another evolution, in which the surface detaches itself from the z-axis and 
thereby becomes a torus as in figure 3(c). 

One can show that as n —¥ oo, the angle 9 tends to 0. Thus if n is large enough, 
the angle will be very small and both evolutions will occur. 

The proof unfortunately does not give any bound on how large an n is required. 
Numerical evidence [AIT] suggests that n = 4 suffices. The case n = 2 seems to be 
borderline and the case n = 3 has not been investigated numerically. 

However, the argument completely breaks down for n < 2. Indeed, I would 
conjecture that if the initial surface is a smooth embedded sphere or torus, then 
uniqueness must hold. 

It is desirable to know natural conditions on the initial surface that guarantee 
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uniqueness. As just mentioned, genus < 1 may be such a condition. Mean convexity 
(described below) and star-shapedness are known to guarantee uniqueness. The 
latter is interesting because the surface will typically cease to be star-shaped after 
a finite time, but its initially starry shape continues to ensure uniqueness [So]. 

Fortunately, uniqueness is known to hold generically in a rather strong sense. 
If a family of hypersurfaces foliate an open set in R" + 1 , then uniqueness will hold 
for all except countably many of the leaves. Of course any smooth embedded surface 
is a leaf of such a foliation, so by perturbing the surface slightly, we get a surface 
for which uniqueness holds. 

5. The size of singular sets 
For general initial surfaces, our knowledge about singular sets is very limited. 

Concerning the size of the singular set, Tom Ilmanen [I], building on earlier deep 
work of Ken Brakke [BK], proved the following theorem. (See also [ES IV].) 

Theo rem 6. For almost every initial hypersurface M0 and for almost every 
time t, the surface Mt is smooth almost everywhere. 

This theorem reminds me of Kurt Friedrichs, who used to say that he did not 
like measure theory because when you do measure theory, you have to say "almost 
everywhere" almost everywhere. 

Aside from objections Friedrichs might have had, the theorem is unsatisfac
tory in that a much stronger statement should be true. But it is a tremendous 
acheivement and it is the best result to date for general initial surfaces. 

However, for some classes of initial surfaces, we now have a much better un
derstanding of singularities. In particular, this is the case when the initial surface 
is mean-convex. The rest of this article is about such surfaces. For simplicity 
of language, only two-dimensional surfaces in R 3 will be discussed, but the results 
all have analogs for n-dimensional surfaces in R" + 1 or, more generally, in (n + 1)-
dimensional riemannian manifolds. 

Consider a compact surface M embedded in R 3 and bounding a region Q. The 
surface is said to be "mean-convex" if the mean curvature vector at each point is a 
nonnegative multiple of the inward unit normal (that is, the normal that points into 
Q.) This is equivalent to saying that under the mean curvature flow, M immediately 
moves into 0. Mean convexity is a very natural condition for mean curvature flow: 

(1) If a surface is initially mean convex, then it remains mean convex as it 
evolves. 

(2) Uniqueness (or non-fattening) holds for mean convex surfaces. 

Mean convexity, although a strong condition, does not preclude interesting singular
ity formation. For example, one can connect two spheres by a thin tube as described 
earlier in such a way that the resulting surface is mean convex. Thus neck pinch 
singularities do occur for some mean convex surfaces. 

Theo rem 7. [Wl] A mean convex surface evolving by mean curvature flow in 
R 3 must be completely smooth (i.e., with no singularities) at almost all times, and 
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at no time can the singular set be more than 1 dimensional. 

This theorem is in some ways optimal. For example, consider a torus of rev
olution bounding a region Q. If the torus is thin enough, it will be mean convex. 
Because the symmetry is preserved and because the surface always remains in Q, 
it can only collapse to a circle. Thus at the time of collapse, the singular set is 
one-dimensional. 

However, in other ways the result is probably not optimal. In particular, the 
result should hold without the mean convexity hypothesis, and singularities should 
occur at only finitely many times. Indeed, I would conjecture that at each time, 
the surface can only have finitely many singularities unless one or more connected 
components have collapsed to curves. That is, the surface should consist of finitely-
many connected components, each of which either is a curve or has only finitely-
many singularities. 

6. Nature of mean-convex singularities 
Recall that when a mean convex surface evolves, it starts moving inward. Be

cause mean convexity is preserved, it must continue to move inward. Consequently, 
the surface at any time lies strictly inside the region bounded by the surface at 
any previous time. Since the motion is continuous and since the surface collapses 
in a finite time, this implies that region Q bounded by M0 is the disjoint union of 
the Alt's for t > 0. It is convenient and suggestive to speak of the Mt's forming a 
foliation of 0, although it is not quite a foliation in the usual sense because some of 
the leaves are singular. Figure 4 shows the foliation when the initial surface is two 
spheres joined by a thin tube. (The entire foliation is rotationally symmetric about 
an axis, so suffices to show the intersection of the foliation with a plane containing 
that axis.) 

Figure 4: Foliation by evolving mean-convex surfaces 

Theo rem 8. [W2] Consider a mean convex surface Mt (t > 0) in R 3 evolving 
by mean curvature flow. Let p be any singular point in the region Q bounded by the 
initial surface. If we dilate about p by a factor X and then then let X —¥ oo, the 
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dilated foliation must converge subsequentially to a foliation of R 3 consisting of 

(1) parallel planes, or 
(2) concentric spheres, or 
(3) coaxial cylinders. 

Let us call such a subsequential limit a tangent foliation at p. The tangent 
foliation consists of parallel planes if and only if p is a regular point (i.e., p has a 
neighborhood U such that the Mt n U smoothly foliate U.) A tangent foliation of 
concentric spheres corresponds to Mt (or a component of Mt) becoming convex and 
collapsing as in Huisken's theorem (theorem 4) to the round point p. 

In figure 4, the tangent foliation at the "neck pinch" point A is a foliation 
by coaxial cylinders. The tangent foliations at points B and C are by concentric 
spheres. All other points are regular points and thus give rise to tangent foliations 
consisting of parallel planes. 

Incidentally, in cases (1) and (2), the tangent foliation is unique. That is, 
we have convergence and not just subsequential convergence in the statement of 
theorem 8. However, this is not known in case (3). If one tangent foliation at 
p consists of cylinders, then so does any other tangent folation at p [S]. But it 
is conceivable that different sequences of A's tending to infinity could give rise to 
cylindrical foliations with different axes of rotational symmetries. Whether this can 
actually happen is a major unsolved problem, exactly analogous to the long-standing 
uniqueness of tangent cone problem is minimal surface theory. 

Although the tangent foliation at a singular point carries much information 
about the singularity, there are features that it misses. For example, consider the 
neck pinch in figure 4, located at the point A. At a time just after the neck pinch, 
the two points D and E on the surface that are nearest to A have very large 
mean curvature and are therefore moving away from A very rapidly. However, such 
behavior cannot be seen in tangent foliations: the tangent foliation at any point 
near A consists of parallel planes, and the tangent foliation at A consists of coaxial 
cylinders. 

To capture behavior such as the rapid motion away from A, rather than dilating 
about a fixed point as in theorem 8, one needs to track a moving point. 

Theorem 9. Consider a mean convex surface Mt (t > 0) in R 3 evolving 
by mean curvature flow. Let pi be a sequence of points converging to a point p in 
the region bounded by M0, and let A, be a sequence of numbers tending to infinity. 
Translate the Mt 's by -pi and then dilate by A,. Then the resulting sequence of 
foliations must converge subsequentially to a foliation of R 3 by one of the following: 

(1) compact convex sets, or 
(2) coaxial cylinders, or 
(3) parallel planes, or 
(4) non-compact strictly convex surfaces, none of which are singular. 

The convergence is locally smooth away from the limit foliation's singular set (a 
point in case (1), a line in case (2), and the empty set in the other two cases.) 
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A foliation obtained in this way is called a blow-up foliation at p. Of course 
if all the Pi's are equal to p, we get a tangent foliation at p. 

It follows from the smooth convergence that a blow-up foliation is invariant 
under mean-curvature flow. That is, if we let a leaf flow for a time t, the result 
will still be a leaf. Consequently, except for the case (3) of parallel planes (which 
do not move under the flow), given any two leaves, one will flow to the other in 
finite time. Thus we can index the leaves as M[ in such a way that when M[ flows 
for a time s, it becomes M't+S. In the cases (1) and (2) of compact leaves and 
cylindrical leaves, the indexing interval may be taken to be (—oo, 0]. In case (3), 
the indexing interval is (—00,00). Thus, except in the case of parallel planes, the 
blow-up foliation corresponds to a semi-eternal or eternal flow of convex sets that 
sweep out all of R3 . 

As pointed out earlier, blow-up foliations (1), (2), and (3) already occur as 
tangent foliations. (If (2) occurs as a tangent foliation, then the compact convex 
sets must all be spheres, but in general blow-up foliations, other compact convex 
sets might conceivably occur.) 

Thus the new case is (4). To see how that case arises, consider in figure 4 a 
sequence of points Aj on the axis of rotational symmetry that converge to the neck 
pinch point A. Let hi be the mean curvature at Et of the leaf of the foliation that 
passes through Et. 

Now if we translate the foliation by -Et and then dilate by A, = hi, then 
the dilated foliations converge to a blow-up foliation of R 3 by convex non-compact 
surfaces. Each leaf qualitatively resembles a rotationally symmetric paraboloid 
y = x2 + z2. Furthermore, the leaves are all translates of each other. In other 
words, if we let one of the leaves evolve by mean curvature flow, then it simply 
translates with constant speed. 

Incidentally, the same points Et with different choices of A,'s can give rise to 
different blow-up foliations. For if the dilation factors A, —¥ 00 quickly compared to 
hi (that is, if Xi/hi —¥ 00), then the resulting blow-up foliation consists of parallel 
planes. If A, —¥ 00 slowly compared to hi (so that Xi/hi —¥ 0), then the resulting 
foliation consists of coaxial cylinders. 

So what is the "right" choice of A,? In a way, it depends on what one wants 
to see. But this example does illustrate a general principle: 

Theorem 10. [W2] Letpi £ Mt^ be a sequence of regular points converging to 
a singular point p. Translate Mt^ by -pi and the dilate by hi (the mean curvature 
of Mt(j) at Pi) to get a new surface M[. Then a subsequence of the M[ will con-verge 
smoothly on bounded subset 0 /R 3 to a smooth strictly convex surface M'. 

Of course M' is one leaf of the corresponding blow-up foliation. 
Theorems 8, 9, and 10 give a rather precise picture of the singular behavior, 

but they raise some problems that have not yet been answered: 

(1) Classify all the eternal and semi-eternal mean-curvature evolutions of convex 
sets that sweep out all of R3 . 
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(2) Classify those associated with blow-up foliations. 

The strongest conjecture for (2) is that a blow-up foliation can only consist 
of planes, spheres, cylinders, or the (unique) rotationally symmetric translating 
surfaces. 

Many more eternal and semi-eternal evolutions of convex sets are known to 
exist. For instance, given any three positive numbers a, b, and c, there is a semi-
eternal evolution of compact convex sets, each of which is symmetric about the 
coordinate planes and one of which cuts off segments of lengths a, b, and c from 
the x, y, and z axes, respectively. (This can be proved by a slight modification 
of the proof given for example 3 in the "conclusions" section of [W2].) The case 
a = b = c is that of concentric spheres, which of course do occur as a blow-up 
foliation. Whether the other cases occur as blow-up foliations is not known. 

A very interesting open question in this connection is: must every eternal 
evolution of convex sets consist of leaves that move by translating? Tom Ilmanen 
has recently shown that there is a one parameter family of surfaces that evolve by-
translation. At one extreme is the rotationally symmetric one, which does occur in 
blow-up foliations. At the other extreme is the Cartesian product of a certain curve 
with R: 

{(x,y,z) : y =—Incosx, —1 < a; < 1}. 

This case does not occur in blow-up foliations ([W2].) 

7. Further reading 
Three distinct approaches have been very fruitful in investigating mean cur

vature: geometric measure theory, classical PDE, and the theory of level-set or vis
cosity solutions. These were pioneered in [BK]; [HI] and [GH]; and [ES] and [CGG] 
(see also [OS]), respectively. Surveys emphasizing the classical PDE approach may
be found in [El] and [H3]. A very readable and rather thorough introduction to 
the classical approach, including some new results (as well as some discussion of 
geometric measure theory), may be found in [E2]. An introduction to the geomet
ric measure theory and viscosity approaches is included in [I]. See [G] for a more 
extensive introduction to the level set approach. 

Theorems 7, 8, 9, and 10 about mean convex surfaces are from my papers 
[Wl] and [W2]. These papers rely strongly on earlier work, for instance on Brakke's 
regularity theorem and on Huisken's monotonicity formula. Huisken proved theorem 
8 much earlier under a hypothesis about the rate at which the curvature blows up 
[H2]. Huisken and Sinestrari [HS 1,2] independently proved results very similar to 
theorems 8, 9, and 10, but only up to the first occurrence of singularities. 

Much of the current interest in curvature flows stems from Hamilton's spec
tacular work on the Ricci flow. For survey articles about Ricci flow, see [CC] and 
[Ha]. For discussions of some other interesting geometric flows, see the articles by 
Andews [A4] and by Bray [BH] in these Proceedings. 
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On Hrushovski's Proof of the 
Manin-Mumford Conjecture 

Richard Pink* Damian Roesslert 

A b s t r a c t 

The Manin-Mumford conjecture in characteristic zero was first proved by 
Raynaud. Later, Hrushovski gave a different proof using model theory. His 
main result from model theory, when applied to abelian varieties, can be 
rephrased in terms of algebraic geometry. In this paper we prove that inter
vening result using classical algebraic geometry alone. Altogether, this yields 
a new proof of the Manin-Mumford conjecture using only classical algebraic 
geometry. 

2000 M a t h e m a t i c s Subject Classification: 14K12. 
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conjecture. 

1. Introduction 
The Manin-Mumford conjecture is the following statement. 

T h e o r e m 1.1 Let A be an abelian variety defined over Q and X a closed subvariety 
of A. Denote by Tor(.4) the set of torsion points of A. Then 

X n Tor(4) = (J Xi n Tor(.4), 

where I is a finite set and each Xt is the translate by an element of A of an abelian 
subvariety of A, immersed in X. 

This conjecture has a long history of proofs. A first partial proof was given 
by Bogomolov in [2], who proved the statement when Tor(.4) is replaced by its 
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^-primary part for a prime number I; he applies results of Serre, Tate and Raynaud 
(see [11]) on the existence of Hodge-Tate module structures on the Tate module of 
abelian varieties over discrete valuation rings. A full proof of the conjecture was then 
given by Raynaud in [9] (see [8] for the case dim(X) = 1); his proof follows from a 
study of the reduction of A modulo p2. A third and full proof of the conjecture was 
given by Hrushovski in [4]; he uses Weil's theorem on the characteristic polynomial 
of the Frobenius morphism on abelian varieties over finite fields in conjunction with 
the model theory (of mathematical logic) of the theory of fields with a distinguished 
automorphism. A fourth proof of the conjecture was given by Ullmo and Zhang 
(based on ideas of Szpiro) in [13] and [15] and goes via diophantine approximation 
and Arakelov theory. They actually prove a more general conjecture of Bogomolov 
which generalizes the Manin-Mumford conjecture. 

This article was inspired by Hrushovski's proof. The bulk of Hrushovski's 
proof lies in the model theory part. It culminates in a result which, when applied 
to the special case of abelian varieties and stripped of model theoretic terminology, 
is essentially Theorem 2.1 below. In Section 2 we prove Theorem 2.1 with classical 
algebraic geometry alone. Neither scheme theory, nor Arakelov theory, nor mathe
matical logic are used. In section 3, for the sake of completeness, we show how to 
apply Theorem 2.1 to prove the Manin-Mumford conjecture. 

In a subsequent article (cf. [7]), we shall consider the analogue of 2.1 for 
varieties over function fields of characteristic p > 0. 

2. Hrushovski's theorem for abelian varieties 
Let A be an algebraically closed field of characteristic zero, endowed with an 

automorphism a. Let A be an abelian variety over A and X a closed subvariety 
of A. For ease of notation, we use the language of classical algebraic geometry; thus 
A and X denote the respective sets of A-valued points. We assume that X c A 
are defined already over the fixed field K". The automorphism of A induced by 
a is again denoted by a. Let P(T) £ Z[T] be a monic polynomial with integral 
coefficients. In [4, Cor. 4.1.13, p.90], Hrushovski proves the generalisation of the 
following theorem to semi-abelian varieties. 

Theorem 2.1 Let Y denote the kernel of the homomorphism P(a) : A —t A. As
sume that no complex root of P is root of unity. Then 

x n r = (J Xt n r, 

where I is a finite set and each Xt is the translate by an element of A of an abelian 
subvariety of A, immersed in X. 

Remark If roots of unity are not excluded, the group F becomes too large for such 
a result. For example, if Tm — 1 divides P, all points of A over the fixed field K" 
of am are contained in F. 
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Proof Write P(T) = X^=o ai^% w1^ a* e ^ a n c ' a » = 1- ^ e t ^ ^ e t^16 endomor
phism of An defined by the matrix 

/ 0 1 0 . . . 0 \ 

: •• •• 0 
0 0 1 

V -a0 -cn -an-i J 

which is the companion matrix of the polynomial P, and note that P(F) = 0. In 
the obvious way a induces an automorphism of An, denoted again by a, that sends 
Xn to itself. Let A denote the kernel of the homomorphism F — a : An —t An. By-
construction, there is a canonical bijection 

F -^ A, x H> (x, a(x),..., CT"-1 (X)). 

Since a(X) = X, this induces a bijection 

i n r - > i " n A. 
Its inverse is given by the projection to the first factor An —t A. Clearly, we are 
now reduced to the following theorem, applied to Xn c An in place of X c A. 

Theorem 2.2 Let F : A —¥ A be an algebraic endomorphism that commutes with 
a and that satisfies P(F) = 0. Let A denote the kernel of the homomorphism 
F — a : A —¥ A. Assume that no complex root of P is root of unity. Then 

x n A = (J Xt n A, 

where I is a finite set and each Xt is the translate by an element of A of an abelian 
subvariety of A, immersed in X. 

Remark 2.3 If A is algebraic over the fixed field K", every element a G A satisfies 
Fm(a) = am(a) = a for some m > 1. In other words, we have a £ Ker(Fm — id). 
The assumptions on F and P imply that Fm — id is an isogeny; hence a is a torsion 
element. It follows that A is a torsion subgroup, and the theorem follows from the 
Manin-Mumford conjecture in this case. However, the scope of the above theorem 
is somewhat wider, and the Manin-Mumford conjecture will be deduced from it. 

Proof Let Y be the Zariski closure of X n A. We claim that a(Y) = F(Y) = Y. 
To see this, note first that a commutes with F, and so a (A) = A. By assumption 
we have a(X) = X; hence a(X fl A) = X n A. Since a : A —t A comes from 
an automorphism of the underlying field, it is a homeomorphism for the Zariski 
topology, so we have a(Y) = Y. On the other hand, the maps a and F coincide 
on A, which implies F(X n A) = X n A. As F is a proper algebraic morphism, 
we deduce that F(Y) = Y. Clearly, Theorem 2.2 is now reduced to the following 
theorem (see [3, Th. 3] for the case where F is the multiplication by an integer 
n > 1). 
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Theorem 2.4 Let A be an abelian variety over an algebraically closed field of char
acteristic zero. Let F : A —¥ A be an algebraic endomorphism none of whose eigen
values on Lie A is a root of unity. Let Y be a closed subvariety of A satisfying 
F(Y) = Y. Then Y is a finite union of translates of abelian subvarieties of A. 

Proof We proceed by induction on the dimension d of A. For d = 0 the statement 
is obvious; hence we assume d > 0. Next observe that Y c F (A). Thus if F is 
not surjective, we can replace A by F (A) and Y by F (A) n Y, and are finished by-
induction. Thus we may assume that F is an isogeny. 

Since F is proper and F(Y) = Y, every irreducible component of F is the image 
under F of some irreducible component of Y. Since the set of these irreducible 
components is finite, it is therefore permuted by F. We fix such an irreducible 
component Z and an integer m > 1 such that Fm(Z) = Z. 

Any power Frm : A —¥ A is an isogeny, and since char(A) = 0, it is a separa
ble isogeny. As a morphism of schemes it is therefore a finite étale Galois covering 
with Galois group Ker(FrTO), acting by translations on A. The same follows for 
the induced covering (Frm)^1(Z) —tZ. As Z is irreducible, the irreducible com
ponents of (Frm)^1(Z) are transitively permuted by Ker(FrTO) and each of them 
has dimension dim(Z). Since Frm(Z) = Z, we have Z C (Frm)^1(Z), and so Z 
itself is one of these irreducible components. Let Gr denote the stabilizer of Z in 
Ker(FrTO). Then Frm : Z —t Z is generically a finite étale Galois covering with 
Galois group Gr. 

We now distinguish two cases. Let StabA(Z) denote the translation stabilizer 
of Z in A, which is a closed algebraic subgroup of A. 

Lemma 2.5 If \Gi\ > 1, then din^Stab^Z)) > 0. 

Proof For any r > 1, the morphism Frm : Z —t Z is finite separable of degree \Gr\. 
Since degrees are multiplicative in composites, this degree is also equal to |Gi | r . 
Thus if |Gi| > 1, we find that \Gr\ becomes arbitrarily large with r. Therefore 
StabA(Z) contains arbitrarily large finite subgroups, so it cannot be finite. Q.E.D. 

Lemma 2.6 If \G\\ = 1, then dim(àtahA(Z)) > 0 or Z is a single point. 

Proof Since Z is irreducible, the assertion is obvious when dim(Z) = 0. So we 
assume that dim(Z) > 0. The assumption |Gi| = 1 implies that Fm induces a finite 
(separable) morphism ip : Z —¥ Z of degree 1. The set of fixed points of any positive 
power <A is then Z n Ker(FrTO — id). On the other hand the assumptions on F and 
P imply that Frm — id is an isogeny on A. Thus this fixed point set is finite for 
every r > 1; hence ip has infinite order. 

Assume now that Stal)A(Z) is finite. By Ueno's theorem [12, Thm. 3.10] Z is 
then of general type, in the sense that any smooth projective variety birationally 
equivalent to Z is of general type (see [12, Def. 1.7]). But the group of birational 
automorphisms of any irreducible projective variety Z of general type is finite (see 
[6] and also [5, Th. 10.11]) which yields a contradiction. Q.E.D. 
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If Z is a single point, it is a translate of the trivial abelian subvariety of A. 
Otherwise we know from the lemmas above that dim (Stab A(Z)) > 0, and we can 
use the induction hypothesis. Let B denote the identity component of StabA(Z). 
Since Fm(Z) = Z, we also have Fm(B) = B. Set Ä := A/B and Z :=_Z[B, and 
let F denote the endomorphism of A induced by Fm. Then we have F(Z) = Z, 
and every eigenvalue of F on Lie Ä is an eigenvalue of Fm on Lie A and therefore 
not a root of unity. By Theorem 2.4, applied to (A,Z,F) in place of (A,Y,F), 
we now deduce that Z is a finite union of translates of abelian subvarieties of A. 
But Z is irreducible; hence so is Z. Thus Z itself is a translate of an abelian 
subvariety. That abelian subvariety is equal to A/B for some abelian subvariety 
A' c A containing B, and so Z is a translate of A', as desired. This finishes the 
proof of Theorem 2.4, and thus also of Theorems 2.2 and 2.1. Q.E.D. 

Remark Suppose that in the statement of the preceding theorem, we replace the 
assumption that none of the eigenvalues of F on Lie A is a root of unity by the 
weaker assumption that none of the eigenvalues of F on Lie A is an algebraic unit. 
This case is sufficient for the application to the Manin-Mumford conjecture. Under 
this weaker assumption, the following alternative proof of Lemma 2.6 can be given; 
it does not use the theorems of Ueno and Matsumura but only elementary properties 
of cycle classes. 

We work under the hypotheses of Lemma 2.6 and with the notations used 
above. First, everything can be defined over a countable algebraically closed sub-
field of A, and this subfield can be embedded into C; thus without loss of gen
erality we may assume that A = C. Then for every integer i > 0 we abbreviate 
H% := H%(A,li). Let c := codimA(Z) and let cl(Z) £ H2c be the cycle class of 
Z c A. We calculate the cycle class of (Fm)^1(Z) in two ways. On the one 
hand, we have seen that the group Ker(FTO) acts transitively on the set of irre
ducible components of (Fm)^1(Z); the assumption |Gi| = 1 implies that it also 
acts faithfully. Thus the number of irreducible components is |Ker(FTO)|. Recall 
that Z is one of them. Since translation on A does not change cycle classes, we 
find that all irreducible components of (Fm)^1(Z) have cycle class cl(Z); hence 
cl((FTO) -1(A)) = |Ker(FTO)| • cl(Z). On the other hand F induces a pullback ho
momorphism F* : H% —t H% for every i > 0, and by functoriality of cycle classes we 
have c l ( (F r o ) - 1 (^)) = F* (cl(Z)). As cl(Z) is non-zero, we deduce that | Ker(F r o) | 
is an eigenvalue of F* on H2c. 

Let d := dim(.4), which is also the codimension of any point in A. Repeating 
the above calculation with the cycle class of a point, we deduce that | Ker(FTO)| is 
also an eigenvalue of F* on the highest non-vanishing cohomology group H2d. Since 
cup product yields isomorphisms H% = A*A1 for all i > 0, which are compatible 
with F*, it yields an F*-equivariant perfect pairing H2c x Jf2(rf-C) —̂  H2d. From 
this we deduce that 1 is an eigenvalue of F* on Jf2(rf-C). Moreover, this eigenvalue 
must be a product of 2(d—c) eigenvalues of F* on A 1 . Now the eigenvalues of F* on 
A 1 are precisely those of F on Lie A and their complex conjugates. By assumption, 
they are algebraic integers but no algebraic units. Thus a product of such numbers 
can be 1 only if it is the empty product. This shows that 2(d — c) = 0, that is, 
codimA(Z) = dim(.4); hence Z is a point, as desired. Q.E.D. 



544 Richard Pink Damian Roessler 

3. Proof of the Manin-Mumford conjecture 
As a preparation let q = pr, where p is a prime number and r > 1. Let Fg be 

the unique field with q elements. Let A be an abelian variety defined over Fg . As 
in classical algebraic geometry we identify A with the set of its Fg-valued points. 
Let £ be a prime number different from p, and let T((A) be the l-adic Tate module 
of A, which is a free Zf-module of rank 2dim(.4). We denote by ip the Frobenius 
morphism A —t A, which acts on the coordinates of points by taking q-th powers. 
It also acts on the Tate module via its action on the torsion points. The following 
result, an analogue of the Riemann hypothesis, is due to Weil (see [14]): 

Theorem 3.1 Let T be an indeterminate. The characteristic polynomial of ip on 
T((A) (E)zt Qe is a monic polynomial in Z[T]. It is independent of I, and all its 
complex roots have absolute value yfq. 

Consider now an abelian variety A defined over Q and a closed subvariety X 
of A. We choose a number field I c Q over which both X c A can be defined and 
fix their models over L. For any abelian group G we write Tor(G) for the group of 
torsion points of G. Moreover, for any prime p we write Torp(G) for the subgroup 
of torsion points of order a power of p, and ToA (G) for the subgroup of torsion 
points of order prime to p. Note that Tor(G) = ToA(G) ® Torp(G). 

Choose a prime ideal p of OL where A has good reduction. Let Fg be the finite 
field Ö L / P , where q is a power of a prime number p. The following lemma is lemma 
5.0.10 in [4, p. 105]; we reproduce the proof for the convenience of the reader. We 
use Weil's theorem 3.1 and reduction modulo p to obtain an automorphism of Q 
and a polynomial that we can feed in Theorem 2.1 to obtain Theorem 1.1. 

Lemma 3.2 There is an element ap £ Gal(Q|L) and a monic polynomial PP(T) £ 
Z[T] all of whose complex roots have absolute value yfq, such that Pp(ap)(x) = 0 
for every x £ Torp(.4). 

Proof Let Lp be the completion of L at p. Extend the embedding L ^ Lp to an 
embedding of the algebraic closures Q = L <^-¥ Lp, and the surjection OLP —̂  Fg to 
a surjection O-^ y Fg . On the prime-to-p torsion groups we then obtain natural 
isomorphisms 

Tor%4) - ToA(.4^) - T o A ^ ) . 

The second isomorphism expresses the fact that the field of definition of every 
prime-to-p torsion point is unramified at p. 

Now, as before, let ip denote the automorphism of Fg and of Torp(.4|^) induced 
by the Frobenius morphism over Fg . Then ip can be lifted to an element ap £ 
Gal(Q|L) making the above isomorphisms equivariant. To see this, one first lifts ip 
to an element rp

r of Gal(LjJr|Lp), where LjJr is the maximal unramified extension 
of Lp. This lifting exists and is unique by [1, Th. 1, p. 26]. This element can then 
be lifted further to a (non-unique) element TP of Gal(Lp\Lp), since LjJr is a subfield 



On Hrushovski's Proof of the Manin-Mumford Conjecture 545 

of Lp. By construction the action of TP on Torp(A-j^) corresponds to the action of 

ip on Torp(Ajf-). The restriction of TP to Q gives the desired element ap. 

Let PP(T) be the characteristic polynomial of ip on Ti(A^-) (E)zt Qe for any-
prime number £ f p. By construction, we then have Pp(ip) = 0 on Tor.f(.4jr). By-
Weil's result quoted above, the same equation holds for every prime £ f p; so it 
holds on Tor^-Ap-). From the construction of ap we deduce that Pp(ap) = 0 on 
Torp(.4). Finally, Weil's result also describes the complex roots of Pp. Q.E.D. 

Let now Lp, Lp c Q be the fields generated over L by the coordinates of 
all points in Torp(.4), resp. in Torp(.4). Both are infinite Galois extensions of L. 
Their intersection is known to be finite over L by Serre [10, pp. 33-34, 56-59]. 
Thus after replacing L by IP n Lp, we may assume that Lp and Lp are linearly 
disjoint over L. The subfield of Q generated by the coordinates of all points in 
Tor(.4) = Torp(A) ® Torp(.4) is then canonically isomorphic to IP (E)L LP. 

Let p' be a second place of good reduction of A, of residue characteristic 
different from p. Let ap, ap> and Pp, Ppi be the automorphisms and polynomials 
provided by Lemma 3.2, applied to p, resp. to p'. The automorphism of A § i Lp 

induced by ap ®oy then extends to some automorphism a of Q over L. Since Pp(ap) 
vanishes on Torp(.4), so does Pp(a). Similarly, Ppi(api) vanishes on Torp(.4) c 
ToA (.4); hence so does PP'(a). Thus with P(T) := Pp(T)Ppi(T) we deduce that 
P(a) vanishes on Tor(.4). In other words, we have Tor(.4) c F := KerP(<r). With 
A = Q Theorem 1.1 now follows directly from Theorem 2.1. Q.E.D. 
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Abstract 

We consider the algebro-geometric consequences of integration by parts. 
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1. Jensen's formula 
Recall that for a suitably regular function ip on the unit disc A we can apply 

integration by parts/Stoke's formula twice to obtain for r < 1, 

M ' ddcip= I <p-ip(0) (1.1) 
t JA(t) JdA(r) 

where dc = jA (d — d) so actually we're integrating A^ dd. In the presence of 
singularities things continue to work. For example suppose / : A —t X is a holo
morphic map of complex spaces and D a metricised effective Cartier divisor on X, 
with /(0) $ D, and ip = — log/*||lÏ£)||, where HD £ Ox(D) is the tautological 
section, then we obtain, 

f f f f*ci(D) = -f log| |/*l[D | | + log||/*l[D | |(0) 
JO r JA(t) JdA(r) 

(1.2) 

+ YI ord, (/* A) log 
0<\z\<r 

Obviously it's not difficult to write down similar formulae for not necessarily-
effective Cartier divisors, meromorphic functions, drop the condition that /(0) $ D 
provided / (A) (£ D, extend to ramified covers p : Y —¥ A, etc., but in all cases 
what is clear is, 
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Facts 1.3. (a) If X is compact then fj* * f&u) /*ci(-D) *s veT"!J close to being 
positive if / (A) (£ D, e.g. in the particular hypothesis preceding (1.2), 

dt r 
T rci(D)>log\\riD\\(0) + O1j(l) 

(b) There is no such principle for the usual area function JA,r) f*ci(D) except 
in extremely special cases such as D ample. 

Equally the essence of the study of curves on higher dimensional varieties lies 
in understanding their intersection with divisors, and, of course, the principle that 
a curve not lying in a divisor intersects it positively is paramount to the discussion. 
Consequently the right notion of intersection number for non-compact curves is the 
so-called characteristic function defined by either side of the identity (1.2). On the 
other hand intersection number and integration are interchangeable in algebraic 
geometry, and whence we will write, 

Notation 1.4. Let UJ be a (1,1) form on A then for r < 1, 

dt 
UJ := I — / UJ . 

A(r) JO t JA(t) 

The more traditional characteristic function notation is reserved for the current 
associated to a map, i.e. 

Definition 1.5. Let f : A —t X be a map of complex spaces then for r < 1, we 
define, 

Tf(r):A1^(X)^C:u^4 f*u. 

Evidently in many cases one works with forms which are not quite smooth, 
so there are variations on the definition. In any case in order to motivate our 
intersection formalism let us pause to consider, 

2. Convergence 
The basic theorem in the study of subvarieties of a projective variety is Grothen-

dieck's existence and properness of the Hilbert scheme, or if one prefers a sequence 
of subvarieties of bounded degree has a convergent subsequence. Of course families 
of smooth curves do not in general limit on smooth curves but rather semi-stable 
ones, and as such we must necessarily understand convergence of discs in the sense 
of Gromov [G], i.e. 

Definition 2.1. A disc with bubbles Ab is a connected 1-dimensional complex 
space with singularities at worst nodes exactly one of whose components is a disc A 
and such that every connected component of Ab\{A\sing(Ab)} is a tree of smooth 
rational curves. 
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For z £ sing(A6) n A and Rz the corresponding tree of rational curves, and 
provided 0 ^ sing(A6) we can extend our integral (1.4) to this more general situation 
by way of, 

UJ : = V UJ + > log —̂7 / UJ y w + J2 log n / 
J A A z €A(r)nsing(A^ ^ J f i 

while if / : A6 —t X is a map then we have a graph 

Yf := (id x /)(A) [ J z x f(Rz) c A x AA 
zGAnsing(A i >) 

An appropriate formulation of Gromov's compactness theorem is then, 

Fact 2.2. Let Hom(A,X) be the space of maps from discs with bubbles into a 
projective variety X topologised by way of the Hausdorff metric on the graphs then 
for C : (0,1) —¥ R+ any function and K c Aut(A) compact the set, 

f £Eom(A,X) :3a £ K. f A/*ci(A)<C(r)l 
JA(r) J 

where H is a metricised ample divisor, is compact. 

Under more general hypothesis on X, 2.2 continues to hold, but in the special 
projective case one has an essentially trivial proof thanks to the ubiquitous Jensen 
formula, cf. [M] V.3.1. Equally although the appearance of automorphisms looks 
like an unwarranted complication they are necessitated by, 

Remarks 2.3. (a) The possibility of bubbling at the origin. 

(b) The defect of positivity for the intersection number as per (1.3)(a). 

Observe moreover that the introduction of Hom(A, X) and its precise relation 
to Hom(A,X) are both necessary, and easy respectively, i.e. 

Fact 2.4. ([M] V.3.5) Let T D Hom(A,X) be such that the bounded subsets in 
the sense of 2.2 are relatively compact then T D Hom(A,X). Moreover assuming 
that X is not absurdly singular then Hom(A,X) = Hom(A,X) iff X contains no 
rational curves. 

One can equally generalise this to a log, or quasi-projective situation by intro
ducing a divisor D, whose components Aj should be Q-Cartier at which point the 
appropriate variation thanks to a lemma of Mark Green, [Gr], is, 

Fact 2.5. Hom(A,X\A) c Hom(A,X) iff X\D and AA |J D, do not contain 
•m 

any affine lines. 

In particular Hom(A, X \A) is relatively compact in Hom(A, X) if and only if 
Hom(A,X\A) is compact and the boundary is mildly hyperbolic in the sense that 
Di\ IJ Dj does not contain affine lines. The latter question is purely algebraic 

A* 



550 Michael McQuillan 

and closely related to the log minimal model programme. In the case of foliations 
by curves an even more delicate result holds since as Brunella has observed, [B], 
the equivalence of Horn with Horn for invariant maps into the orbifold smooth part 
of a foliated variety is itself equivalent to the said foliated variety being a minimal 
model. 

3. The Bloch principle 
Bloch's famous dictum, "Nihil est in infinito quod non fuerit prius in finito", 

might thus be translated as, 

Quest ion 3.1. Suppose for a projective variety X, or more generally a log variety 
(X, D) there is a Zariski subset Z of X\D through which every non-trivial map 
/ : C —¥ X\D must factor then do we have hyperbolicity modulo Z, i.e. is it the 
case that a sequence /„ in Hom(A,X) not affording a convergent subsequence in 
Horn must be arbitrarily close (in the compact open sense) to Z U D. 

In the particular case that 2.5 is satisfied we can replace Z U D by Z and ask 
for complete hyperbolicity modulo Z, but outside of surfaces (2.5) seems difficult 
to guarantee. Regardless in his thesis Brody, [Br], provided an affirmative answer 
for both Z and D empty by way of his reparameterisation lemma which was sub
sequently extended by Green to the case of Z empty and every AA |J Dj not 

m 
containing holomorphic lines. 

Bearing in mind the singular variant of Green's lemma implicit in 2.5, which 
for example makes it applicable to stable families of curves, it would appear that the 
unique known case not covered by the methods of Brody and Green was a theorem 
of Bloch himself, [BI], i.e. P2\{4 planes in general position}, and its subsequent ex
tension by Cartan to P", [C]. However, even here, a moment's inspection shows that 
2.5 holds, so one knows a priori that there can be no bubbling, and whence com
plete hyperbolicity in the sense of 3.1 trivially implies so-called normal convergence 
modulo the diagonal hyperplanes, and the correct structure is obscured. 

Now an extension of the reparameterisation lemma to cover 3.1 would be by-
far the most preferable way forward, since the non-existence of holomorphic lines 
is an essentially useless qualitative statement without the quantitative information 
provided by the convergence of discs. Nevertheless we can vaguely approximate a 
reparameterisation lemma thanks as ever to Jensen's formula. Specifically consider 
as given, 

D a t a 3.2. 

(a) A Q-Cartier divisor d on a log-variety (X,D). 
(b) A sequence fn £ Hom(A,X\A) which neither affords a convergent subse

quence nor is arbitrarily close to dö D. 

In light of (b) we can choose convergent automorphisms an £ Aut(A), such 
that anfn(0) is bounded away from dö D, and given, modulo subsequencing, the 
convergence of the an we may as well suppose this. Moreover for each 0 < r < 1 
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we can normalise the current T/„(r) of 1.5 by its degree with respect to an ample 
divisor H, which we'll denote by T?(r) and take a weak limit for a suitable subset 
A' of N to obtain a current Tff(r). In addition 3.2(b) also tells us that for some 
fixed 0 < s < 1, the degrees of the /„ at s go to infinity, and whence by (1.1) and 
(1.2) 

Pre-Fact 3.3. For r > s, Tff(r) is a positive harmonic current such that, Tff(r) • 
F > 0 for all effective divisors F supported in dö D. 

What is somewhat less trivial, but once more the key is Jensen's formula, is, 

Fact 3.3(bis). ([M] V.2.4) Subsequencing in M as necessary, then for r > s outside 
of a set of finite hyperbolic measure (i.e. (1 —r2)^1dr) Tff(r) is closed. 

Obviously there are various choices involved but whenever we're dealing in the 
context of countably many projective varieties they can all be rendered functorial, 
up to a constant, with respect to push forward. The constant itself only causes a 
problem should it be zero which is usually what one wants to prove anyway, and as 
such the notation T(r) is relatively unambiguous, and represents in a vague sense 
a parabolic limit of the sequence / „ . 

4. Applications 

Applications of course require some knowledge of intersection numbers, and 
quite generally even for a compact curve / : C —¥ X there is very little that one 
can say in general beyond, 

Observation 4 .1 . Let f : C —¥ P(Tx) be the derivative (W(Qx) in the notation 
o/EGA) with L the tautological bundle then, 

L.fl C=(2g-2)- Ram/ . 

This is of course the Riemann-Hurwitz formula if dimX = 1, and there's 
an equally trivially log-variant where on the right hand side we have to throw in 
the number of points in the intersection with the boundary D counted without 
multiplicity the special case of P1\{0, l,oo} being Mason's "a, 6, c" theorem for 
polynomials. The correct generality for best possible applications is to work with 
log-smooth Deligne-Mumford stacks (or alternatively just orbifolds since the inertia 
tends to be irrelevant), however for simplicity let's stick with log-smooth varieties 
and metricise Tx(— log D) by way of a complete metric || ||iog on (X, A), which in 
turn leads to a mildly singular metricisation L of the tautological bundle. Supposing 
for simplicity that /(0) ^ D with / unramified at the origin then Jensen's formula 
yields, 
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Observation 4.2(bis). Notations as above, 

d_ 
dz 

f*ci(L) 
A ( r 

- l o g 

E < 
0<\z\<r 

u (0) 
log 

log 
OA(r log 

i{l , ord, (/*!>)} log-

- Y Ord, (fi/) lOg-
O ^ I O ' ' 

Combining the concavity of the logarithm and once more Jensen's formula, but 
this time for ddc loglog" ||1ID|| for any norm on the boundary divisor D, immediately 
yields in the notations of 3.3, 

Fact 4.3. Let T'(r) be the current associated to the logarithmic derivative of a 
sequence fn £ Hom(A,X\A) with f„,(0) not arbitrarily close to D and which does 
not afford a convergent subsequence then outwith a set of finite hyperbolic measure, 

L.T'(r) < 0 . 

The so-called tautological inequality 4.3 is well adapted for applications to 
convergence of discs (note incidentally that it's implicit to the formulation that a 
smooth metric on the bundle Tx( — log D) is being employed). Nevertheless for more 
delicate questions such as quantifying degenerate/non-convergent behaviour, etc. 
there is a wealth of information in (4.2) that is lost in the coarser corollary. Indeed 
even using the concavity of the logarithm distorts a very delicate term measuring 
the 'ramification at oo', i.e. the distorsion of the boundary from it's length in the 
Poincaré metric, which is closely related to the difficulty of extracting an isoperi
metric inequality from a knowledge of hyperbolicity in the sense of 3.1. While from 
the still deeper curvature point of view, 4.2 is simply a doubly integrated tautolog
ical Schwarz lemma, since by definition metricising Tx(— log D) by way of a metric 
UJ of curvature < —K is equivalent to a lower bound of the left hand side of the 
form, 

A 
A ( r 

for all infinitely small, and whence all in the large, possible discs. While on the 
subject of curvature and isoperimetric inequalities, a variant specific to dimension 
1 replaces the current ÖD implicitly hidden in (4.2) by the current associated to the 
boundary of a simply connected region, i.e. 

Variant 4.4. Suppose dimX = 1, let A C X be simply connected, hi : A ^ A A 

isomorphisms and put 

ST, : A°(X) C : ì / ) H | / h*ip. 
IdA 
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Then specific to dimension 1, #r; is closed and may be written, ci(H) + ddc,fi for H 
an ample divisor of degree 1. Now apply Jensen's formula to recover an integrated 
form of Ahlfor's isoperimetric inequality, and the Five Island's Theorem. 

Returning to varieties and divisors it's still possible to employ (4.2) to get 
integrated isoperimetric inequalities for more general situations that preserve some 
1-dimensional flavour, i.e. discs which are invariant by foliations by curves, with 
canonical foliation singularities (with the obvious definition of that notion which is 
functorial with respect to the ideas) and which do not pass through the singularities. 
The latter hypothesis which is reasonable for the study of the leafwise variation of 
the Poincaré metric is however somewhat restrictive for other applications, and is 
probably unnecessary as suggested by the essentially optimal inequality of [M] V.4.4 
for foliations on surfaces which employs (4.2) to a very large number of monoidal 
transformations in the foliation singularities. Regardless here is a genuinely 2-
dimensional theorem, 

Theorem 4.5. ([M] V.5) Let (X, D) be a smooth logarithmic surface with Qx (log D) 
big (e.g. log-general type, and S2(Qx(logDj) > 0) then there is a proper Zariski 
subset Z ofX\D such that X\D is complete hyperbolic (in the sense of 3.1 et sequel) 
modulo Z. 

Indeed one can even optimally quantify (cf. op. cit.) the degeneration of 
the Kobayashi metric (which is evidently continuous and non-zero off Z) around 
Z. Amusingly the theorem only covers P2\{5 planes in general position}, although 
it's a good exercise in the techniques (cf. op. cit. V.4) to prove Bloch's theorem 
too, at which point a rather small sequence of blow ups replaces all of the original 
estimation. In any case (4.5) should only be seen as a stepping stone which in order 
of ascending difficulty leaves open the following questions, viz, 

Concluding Remarks 4.6. For concreteness take a smooth algebraic surface X 
of general type with c\ > C2 (otherwise the following should be understood in terms 
of higher jets, but not for anything more general than a surface) then, 

(a) Do we have an isoperimetric inequality with appropriate degeneration along 
the subset Z of (4.5). 

(b) Is the Kobayashi metric negatively curved. 
(c) For each x $ Z and t a tangent direction at x, is there a unique up to the usual 

action of SL2(R) pointed disc with maximal tangent in the direction t, and if 
so does it continue to be so along its image, i.e. is there a continuous (off Z) 
connection whose geodesies are the discs defining the Kobayashi metric. 

5. Thanks 

In closing it is a pleasure to thank M. Brunella for introducing me to the unit 
disc and bubbling, together with M. Gromov for continuing this education, but 
above all Cécile without whom the reader could never have got this far. 



554 Michael McQuillan 

References 
[Bl] Bloch A., Sur les systèmes de fonctions holomorphes à variétés linéaires lacu

naires, Ann. École Norm. Sup. 43 (1926), 309^362. 
[Br] Brody R., Compact manifolds and hyperbolicity, Trans. Am. Math. Soc. 235 

(1978), 213^219. 
[B] Brunella M., A subharmonic variation of the leafwise Poincaré metric, Univ. 

Dijon Preprint, 2001. 
[C] Cartan, H., Sur les systèmes de fonctions holomorphes à variétés linéaires 

lacunaires et leurs applications, Ann. Ecole Norm. Sup. 45 (1928), 255A346. 
[G] Gromov, M. Pseudo-holomorphic curves in symplectic manifolds, Invent. 

Math. 82 (1985), 307^347. 
[Gr] Green, M. The hyperbolicity of the complement of (2n + 1) hyperplanes in 

general position in P", and related results, Proc. Amer. Math. Soc. 66 (1977), 
109-113. 

[M] McQuillan M., Canonical models of foliations, cf. IHES preprints 
IHES/M/01/42 and IHES/M/01/59. 



ICM 2002 • Vol. I • 555^556 

Hidden Markov and State Space Models 
Asymptotic Analysis of Exact and 

Approximate Methods for Prediction, 
Filtering, Smoothing and Statistical 

Inference 

P. Bickel* Y. Ritovî T. Ryden* 

Abstract 

State space and hidden Markov models can both be subsumed under the 
same mathematical structure. On a suitable probability space (fl, A, P) are 
defined (Xi, l'"i, Xi, I 2 , . . . , Xn, Yn,... ) a sequence of random "variables" tak
ing values in a product space ]jA i W x 3 '̂) with an appropriate sigma field. 
The joint behavior under P is that the Xj are stationary Markovian and that 
given (Ai, Xi, • • •) the >'} are independent and further that >'} is independent 
of all Xi : i / j given Xj. If A is finite these are referred to as Hidden Markov 
models. The general case though focussing on X Euclidean is referred to as 
state space models. Essentially we observe only the A s and want to infer 
statistical properties of the V s given the A s . The fundamental problems of 
filtering, smoothing prediction are to give algorithms for computing exactly or 
approximately the conditional distribution of Xt given (l '"i , . . . , Yt) (Filtering), 
the conditional distribution of Xt given l'"i,... ,1'V, T > t (Smoothing) and 
the conditional distribution of Xt+i, • • • ,XT given l'"i,... .,Yt (Prediction). If 
as is usually the case P is unknown and is assumed to belong to a smooth 
parametric family of probabilities {Pe : 0 € R } ,we face the further problem 
of efficiently estimating 0 using Y i , . . . , 1'V (computation of the likelihood, and 
maximum likelihood estimation, etc.). 

State space models have long played an important role in signal processing. 
The Gaussian case can be treated algorithmically using the famous Kaiman 
filter [6]. Similarly since the 1970s there has been extensive application of 
Hidden Markov models in speech recognition with prediction being the most 
important goal. The basic theoretical work here, in the case X and y finite 
(small) providing both algorithms and asymptotic analysis for inference is 
that of Baum and colleagues [1]. During the last 30-40 years these general 
models have proved of great value in applications ranging from genomics to 
finance—see for example [7]. 
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î Hebrew University, Israel 
tUniversity of Lund, Sweden 
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Unless the X, Y are jointly Gaussian or X is finite and small the problem 
of calculating the distributions discussed and the likelihood exactly are nu
merically intractable and if y is not finite asymptotic analysis becomes much 
more difficult. Some new developments have been the construction of so-called 
"particle filters" (Monte Carlo type) methods for approximate calculation of 
these distributions (see Doucet et al. [4]) for instance and general asymptotic 
methods for analysis of statistical methods in HMM [2] and other authors. 

We will discuss these methods and results in the light of exponential mixing 
properties of the conditional (posterior) distribution of (Xi, Xi,... ) given 
(Yi,Y"2,...) already noted by Baum and Pétrie [1] and recent work of the 
authors Bickel, Ritov and Ryden [3], Del Moral and Jacod in [4], Doue and 
Matias [5]. 
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Statistical Equivalence and Stochastic 
Process Limit Theorems* 

Lawrence D. Brown^ 

Abs t rac t 

A classical limit theorem of stochastic process theory concerns the sample 
cumulative distribution function (CDF) from independent random variables. 
If the variables are uniformly distributed then these centered CDFs converge 
in a suitable sense to the sample paths of a Brownian Bridge. The so-called 
Hungarian construction of Komlos, Major and Tusnady provides a strong form 
of this result. In this construction the CDFs and the Brownian Bridge sample 
paths are coupled through an appropriate representation of each on the same 
measurable space, and the convergence is uniform at a suitable rate. 

Within the last decade several asymptotic statistical-equivalence theorems 
for nonparametric problems have been proven, beginning with Brown and Low 
(1996) and Nussbaum (1996). The approach here to statistical-equivalence is 
firmly rooted within the asymptotic statistical theory created by L. Le Cam 
but in some respects goes beyond earlier results. 

This talk demonstrates the analogy between these results and those from 
the coupling method for proving stochastic process limit theorems. These two 
classes of theorems possess a strong inter-relationship, and technical methods 
from each domain can profitably be employed in the other. Results in a 
recent paper by Carter, Low, Zhang and myself will be described from this 
perspective. 

1. Probability setting 

1.1. Background 

Let F be the CDF for a probability on [0,1];. F abs. cont., with 

/(«) = -fa on [M-
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Let Xi, . . . , Xn iid from F. Fn denotes the sample CDF, 

1 n 

Let ^„denote the corresponding sample "bridge", 

Zn(x) = Fn(x) - F(X) (1) 

Let W(t) denote the standard Wiener process on [0,1] and let Wn denote the 
white noise process with drift f and local variance J ( )/n- Thus Wn solves 

dWn(t) = f(t)dt + JUV-dW (t). 
V Tl 

An alternate description of Wn is that it is the Gaussian process with mean 
F(t) and independent increments having 

var (w„,(t) - Wn(s)) = - (F(t) - F(s)), for 0 < s < t < 1. 

The analog of Zn is the Gaussian Bridge, defined by 

Bn(t) = ^ - - F ( t ) . 
Wn(l) 

There are various ways of describing the stochastic similarity between Zn and 
Bn. For example Komlos, Major, and Tusnady (1975, 1976) proved a result of the 
form 

Theorem (KMT): Given any absolutely continuous F {Xi,... ,Xn} can be 
defined on a probability space on which Bn can also be defined as a (randomized) 
function of {Xi,... ,Xn}. This can be done in such a way that Bn has the Gaussian 
Bridge distribution, above, and 

PF I sup \fn, 
\*e[o,i] 

Zn(t) - Bn(t) >an) <c. (2) 

Here c > 0 and an are suitable positive constants with an ~ (dlogn)/y/n for 
some d > 0. The process Bn can be constructed as a (randomized) function of Zn, 

that is, Bn(t) = Qn \Zn(t)\- It should be noted that the construction depends on 

knowledge of F. 
[Various authors, such as Csörgö and Revesz (1981) and Bretagnolle and Mas

sart (1989) have given increasingly detailed and precise values for an and c = c(an), 
and also uniform (in n) versions of (2). These are not our focus.] 
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1.2. Extensions 
1. Results like the above also extend to functional versions of the process Zn. 

Various authors including Dudley (1978), Massart (1989) and Koltchinskii (1994) 
have established results of the following form. 

Let q:[0,l]—^ 5R be of bounded variation. One can define 

Zn(q) = j qd{Fn - F} = j (F - Fn)dq. 

(Thus, Zn(x) = Zn (I[o,x})-) There is a similar definition for Bn(q) as a 
stochastic integral. (See, for example, Steele (2000).) Then the KMT theorem 
extends to a fairly broad, but not universal, class of functions, Q. That is, for each 
F, Bn can be defined to satisfy 

PF ( supv^ Zn(q) — Bn(q) > a'n J < c where {a'n} depends on Q. (3) 

(For most classes Q, anVn/j0„n —̂  oo so that a'n » an.) 

2. Bretagnolle and Massart (1989) proved a similar result for inhomogeneous 
Poisson processes. Let { T I , . . . , T J V } be (ordered) observations from an inhomoge
neous Poisson process with cumulative intensity function nF and, correpondingly, 
(local) intensity nf. Note that N~Poisson(n) and conditionally given N the values 
of { T I , . . . , T J V } are the order statistics corresponding to an iid sample from the 

_ r N | 
distribution F. In this context we continue to define Fn(t) = n 1\Y^ J{ot](Tj) > 

l Ai ' J 
where the term in braces now has a Poisson distribution with mean nF(t). Also, 
continue to define Zn(t) = Fn(t) — F(t) as in (1). (But, note that it is no longer 
true that Zn(l) = 0, w.p.l, as was the case in (1).) 

Then versions of the conclusions (2) and (3) remain valid. We give an explicit 
statement since this result will provide a model for our later development. 

Theorem (BM): Given any n and any absolutely continuous F the obser
vations { T I , . . . , T J V } of the inhomogeneous Poisson process can be defined on a 
probability space on which Bn can also be defined as a (randomized) function of 
{Ti,... ,TJV}. This can be done in such a way that Bn has the Gaussian Bridge 
distribution, above, and 

PF I sup \fn, 
\te[o,i] 

Zn(t)-Bn(t) >an\ <c. (4) 

Here c > 0 and an are suitable constants with an ~ dlogn/y/n. 
Remark: Clearly there must be extensions of (3) that are valid for the Poisson 

case also, although we are not aware of an explicit treatment in the literature. Such 
a statement would conclude in this setting that 

PF I supv^ Zn(q) — Bn(q) > a'n J < c where {a'n} depends on Q. (5) 
VïGQ / " 
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2. Main results 
The objective is a considerably modified version of (3) and (5) that is stronger 

in several respects and (necessarily) different in others. We will concentrate for most 
of the following on the statement (5) since our results are slightly stronger and more 
natural in this setting. The extension of (3) will be deferred to a concluding Section. 

Expression (5) involves the target function Bn. In the modified version the 
role of target function is instead played by Wn which is the solution to the stochastic 
differential equation 

dWn (t) = g(t)dt + -^dWift) (6) 
lyfn 

where g(t) = \/f(t). An alternate description of Wn is thus 

t 

Wn = G(t) + W(t)/(2^/n) where G(t) = [ \/J(rjdT. (7) 

(In the special case where / is the uniform density, / = 1 , then Wn = Win.) 
The role of the constructed random process Zn is now played by a differently-

constructed process Zn. As before Zn depends only on { T I , . . . T J V } , and not oth
erwise on their CDF, F. This version also involves a large set, T, of absolutely-
continuous CDFs. Both Zn and T will be described later in more detail. Here are 
statements of the main results. 

Theorem 1: Let T be a set of densities satisfying Assumption A or A', 
below. Let Q be the set of all functions of bounded variation. Let { î \ , . . . ,7V} be 
an inhomogeneous Poisson process with local intensity nf. The process Zn can be 
constructed as a (randomized) function of { 7 \ , . . . ,7V}, with the construction not 
depending on f. The Gaussian process Wn having the distribution (7 ) can also 
be defined on this same space as a (randomized) function of { 7 \ , . . . ,7V}. [This 
construction depends on f on a set of probability at most cn.] This can be done in 
such a way that 

sup Pf I sup 
feF \qeQ 

Zn(q)-Wn(q) >0 ] <Cn^0. (8) 

To be more precise, the phrase in brackets refers to the fact that there is a basic 
construction, independent of / , and that this construction must then be modified 
on a set of measure at most cn with this set and the modification depending on / . 

For the situation of iid variables, as in (1), a similar result holds. In this case 
the matching Gaussian process is again Wn, rather than the Brownian bridge of the 
KMT theorem. 

Theorem 2: Let J7 be a set of densities satisfying Assumption B, below. Let Q 
be the set of all functions of bounded variation. Given any n and f£ T, iid variables 
{Ai, . . . ,Xn} with density f can be defined on a probability space. A process Zn can 
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be constructed as a (randomized) function of {Xi,... ,Xn}, with the construction 
not depending on f. The Gaussian process Wn having the distribution (7) can also 
be defined on this same space as a (randomized) function of {Xi,... ,Xn}. [This 
construction depends on f, but only on a set of probability at most cn.] This can be 
done in such a way that 

sup Pf I sup 
/GJ- VgGQ 

Zn(q)-Wn(q) > 0 <C„-K) . (9) 

3. Statistical background 

3.1. Sett ings 

The first purpose of the discussion here is to motivate the probabilistic results 
described above. A second purpose is to state the result on which to base the proof 
of Theorem 1. The setting involves two statistical formulations: 

Formulation 1 (nonparametric inhomogeneous Poisson process): The observa
tions are T = {Ti , . . . ,TJV} from the Poisson process with local intensity n / , / £ T. 
The problem is "nonparametric" because the "parameter space", T, is a very large 
set - too large to be smoothly parameterized by a mapping from a (subset of) a 
finite dimensional Euclidean space. Some possible forms for T are discussed below. 
The statistician desires to make some sort of inference, Ö, (possibly randomized) 
based on the observation of X. 

Formulation 1' (nonparametric density with random sample size): The relation 
between Poisson processes and density problems has been mentioned above. As a 
consequence, Problem 1 is equivalent to a situation where the observations are 
{XI, . . . ,XJV} with N~Poisson(n) and {Xi,...,Xjv} the order statistics from a sample 
of size N from the distribution with density / . Clearly, this situation is closely-
related to the more familiar one in which the observations are {Xi,...,X„} with n 
specified in advance. 

Formulation 1" (nonparametric density with fixed sample size): This formu
lation refers to the more conventional density setting in which the observations are 
{Xi,...,X„} iid with density / . 

Formulation 2 (white noise with drift): The statistician observes a White noise 
process dW„,(t), t€[0,l], with drift g€ Q and local variance l/4n. Thus 

dWn(t) = g(t)dt+—rdW(t), 
lyfn 

t 
and Wn(t) — G(t) = ™ W/2 /^ where G(t) = jg(r)dr. Again Q is a very large 

o 
- hence "nonparametric" - parameter space. Throughout, Q C £2 = {9 '• J g2 < 
00}. As of now, there need be no relation between / in Formulation 1 and g in 
Formulation 2, but such a relation will later be assumed in connection with Theorem 
1, where 

g=y/f andg={y/f:f£T}. (10) 
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This can alternatively be considered as a statistical formulation having param
eter space T under the identification (10). We take this point of view in the BCLZ 
theorem, below. 

3.2. Constructive asymptotic statistical equivalence 
Here is one definition of the strongest form of such an equivalence. 

Definition (asymptotic equivalence): Let V (n) = (n)t B(n);F(n)) . 

1,2, n = 1,2,... be two sequences of statistical problems on the same sequence of 

parameter spaces, ©("). Hence, T- — \ A,-j : 0 £ 0*"^ >. Then III and n2are 

,(n) , v(n) (n) 
asymptotically equivalent if there exist (randomized) mappings Qj : X, 

j , k = 1, 2, kfij, such that 
X 

sup 
FïfiU- Qt](- xk)F(dxk) 0,j,k=l,2,k^j, (11) 

TV 

where \\-\\TV denotes the total variation norm. 
This definition involves a reformulation of the general theory originated by 

LeCam (1953, 1964). See also Le Cam (1986), Le Cam and Yang (2000), van der 
Vaart (2002) and Brown and Low (1996) for background on this theory includ
ing several alternate versions of the definition and related concepts, a number of 
conditions that imply asymptotic equivalence, and many applications to a variety 
of statistical settings. Note that both Formulations 1 and 2 involve an index, n, 
and can thus be considered as sequences of statistical problems in the sense of the 
definition. 

3.3. Spaces of densities (or intensities) 
Suitable families of densities, T, can be defined via Besov norms with respect 

to the Haar basis. The Besov norm with index a and shape parameters p = q can 
most conveniently be defined via the stepwise approximants to / at resolution level 
k. These approximants are defined as 

2u_x (/+D/2* 

Sk(t)= 2_^ -f[f/2*s(M-l)/A)W / 2 / ' 
t=° t/2-

and the Besov(a,p) norm is defined as 

ii/iu,p=]i/or+Ë2pfcQii/fc-/ fc+i 
fc=0 

I / P 

The statement of Theorem 1 can now be completed by stating the assumption 
on T needed for its validity. 
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Assumpt ion A: T satisfies 

TC if: inf f(x) > £o } for some £o > 0 (12) 
( 0<œ<l J 

and T is compact in both Besov(l/2,2) and Besov(l/2,4). 
Other function spaces are also conventional for nonparametric statistical ap

plications of this type. The most common of these are based on either the Lipshitz 
norm | | / A or the Sobolev norm | | / | | l • These are defined for ß <1 by 

11/11?'= ««P l / ( ,y )~ff° ' , \\f\\f =£#ß4l 
0<*<j,<l \lj-xf P t̂  

1 
where 'du = J f(x)etk27!Xdx denote the Fourier coefficients of f. (Both spaces have 

o 
natural definitions for ßil as well, but we need consider here only the case ß < 1.) 

The following implies Assumption A and hence also suffices for validity of 
Theorem 1. 

Assumption A': T satisfies (12), and is bounded in the Lipshitz norm with 
index ß, and is compact in the Sobolev norm with index a, where a > ß and either 
8 > 1/2 or a> 3/4 and a + ß > 1. 

The following assumption is noticeably stronger than either A' or A, and is 
used in Theorem 2. 

Assumption B: T satisfies (12) and is bounded in the Lipshitz norm with 
index ß, where ß > 1/2. 

For more information about the relation of these spaces in this context see 
Brown, Cai, Low and Zhang (2002) and Brown, Carter, Low and Zhang (2002) 
(referred to as BCLZ below). 

3.4. Statistical equivalence theorems 
BCLZ then extended earlier results of Nussbaum (1996) and Klemela and 

Nussbaum (1998) to prove the following basic result: 

Theorem a (BCLZ): Consider the statistical Formulations 1 and 2 with the 
parameter space T and the relation (10). Assume T satisfies Assumption A (or 
A '. Then the sequences of statistical problems defined in these two formulations are 
asymptotically statistically equivalent. 

BCLZ describes in detail a construction of Zn as a (randomized) function of 
{Ti, . . . ,T„}. (More precisely, BCLZ describes the construction of the Haar basis 
representation of Zn, from which Zn can directly be recovered.) This construction 
is invertible, in that {Ti , . . . ,T„} can be recovered as a function of Zn. Further, 
BCLZ shows that both Znand Wn can be represented on the same probability space 
so that their distributions, P% and P^r , say, satisfy 

IIP- — P- II —̂  0 
\\rZn

 rW„ IITV 

file:///lj-xf
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The mappings {Qf • j=l ,2 , n = 1,2,...} that yield the equivalence of the above 
theorem can then be directly inferred from this construction. To save space here 
we refer the reader to that paper or Brown (2002) for details of the construction 
and proof. It can be remarked that these bear considerable similarity to parts of 
the construction and proof in Bretagnolle and Massart (1989) and other proofs of 
KMT type theorems. But there are also some basic differences, especially those 
related to the appearance of the square-root in the fundamental relation (10) and 
the total variation norm in the definition of equivalence. In addition, the fact that 
(8) is uniform in Q and T entails the need for various refinements in the proof. 

Theorem 1 is now an immediate logical consequence of this result from BCLZ 
and the following lemma. 

Lemma: Suppose V• = (X^ ,B- , T- ) j = 1,2, n = 1,2,... are asymp

totically equivalent sequences of statistical problems on the same sequence of param

eter spaces, 0("). Let {Qf : j=l,2, n=l,2,...} denote a sequence of mappings that 

define this equivalence, as in (11). Then there are non-randomized mappings {Qf : 
j=l,2, n = 1,2,...} such that 

Pf(Q(f = Qf) > 1 - c„ for every f £ T^\ j = l,2,n= 1,2,... (13) 

and for every 9 £ ©("' 

Pf,, {Qf {Xf) £ A) = Pfk, (X(f £A),6£ 0(»> (14) 

(n) 
for every measurable A c X} , j , k = 1,2, j ^ k, n = 1,2 ? " ; 

Proof of Lemma: Fix n, j , k^ j , 9 £ O^A Let Fk denote the distribution 

under 9 of Xf' and let Fj, denote the distribution under 9 of Qf (Xf'j. Let 

H = min (F/., Fj,). Let oo > fj, = -^ > 1. Then define Qf as a version of the 
randomized map satisfying 

Q j ( B \ x ) = - T ï T A Q J W * ) + ^ Ç 1 ( P U P ) - H ( P ) ) • 

Jk\x) Jk 

This completes the proof of the lemma, and consequently also that of Theorem 
1. D 

Theorem 2 requires a slightly different fundamental result. The following result 
is the foundation for the proof of Theorem 2. It is adapted from Theorem 2 of BCLZ. 
This result closely resembles Theorem a, above, but as noted in BCLZ it appears to 
require a modified construction for its proof. The argument there is based heavily 
on results in Carter (2001). 

Theorem b (BCLZ): Consider the statistical Formulations 1" and 2 with 
the parameter space T and the relation (10). Assume T satisfies Assumption B. 
Then the sequences of statistical problems defined in these two formulations are 
asymptotically statistically equivalent. 
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Ergodicity and Mixing for 
Stochastic Partial Differential Equations 

J. Bricmont* 

Abstract 

Recently, a number of authors have investigated the conditions under 
which a stochastic perturbation acting on an infinite dimensional dynami
cal system, e.g. a partial differential equation, makes the system ergodic and 
mixing. In particular, one is interested in finding minimal and physically nat
ural conditions on the nature of the stochastic perturbation. I shall review 
recent results on this question; in particular, I shall discuss the Navier-Stokes 
equation on a two dimensional torus with a random force which is white noise 
in time, and excites only a finite number of modes. The number of excited 
modes depends on the viscosity v, and grows like v~:i when v goes to zero. 
This Markov process has a unique invariant measure and is exponentially 
mixing in time. 

2000 Mathematics Subject Classification: 35Q30, 60H15. 
Keywords and Phrases: Navier-Stokes equations with random perturba
tions, Markov approximations, Statistical mechanics of one-dimensional sys
tems. 

1. Introduction 
The goal of this paper is to consider stochastic partial differential equations and 

to study conditions on the random perturbat ion tha t imply exponential convergence 
to a stat ionary state. In fact, one wants 'minimal ' conditions, in the following sense: 
by expanding the solution in a basis of eigenfunctions of a linear operator associated 
with the P D E , one can write the latter as an infinite dimensional system of coupled 
differential equations. The question, then, is: to how many such equations do we 
need to add noise in order to make the system ergodic and mixing? 

*UCL, Physique Théorique, Chemin du Cyclotron 2, B-1348, Louvain-larNeuve, Belgium. E-
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mailto:bricmont@fyma.ucl.ac.be


568 J. Bricmont 

The physical motivation for this question comes from the fact that isotropic 
turbulence is often mathematically modelled by Navier Stokes equation subjected 
to an external stochastic driving force which is stationary in space and time. If the 
solution is expanded into Fourier modes, the driving force, which, in the language 
of physicists, acts on "large scale", should not perturb, or perturb very weakly, the 
high modes which represent the small scale properties of the system. So, one would 
like to show that the system becomes ergodic and mixing by adding noise to as 
few modes as possible. Obviously, this requires some detailed understanding of the 
nonlinear dynamics of the deterministic PDE. 

This problem is interesting from another point of view. As we shall see below, 
one can show that all but a finite number of modes converge to equilibrium provided 
the remaining ones do. So, we can reduce ourselves to a finite dimensional problem, 
which would be standard, except for the fact that the discarded modes produce a 
memory effect on the remaining ones, so that the problem is no longer Markovian. 
At this point, one introduces techniques coming from the study of the statistical 
mechanics of one-dimensional systems (where the unique dimension corresponds 
physically to space rather than time) with "long range, exponentially decaying, 
interactions" which have already been very useful in the study of SRB measures in 
dynamical systems (see [28]). 

At present, the best results require that the number of modes to which noise 
must be added depends on the parameters of the system, although a stronger result 
is likely to hold (see Remark 4 after Theorem 1.1). 

The type of question discussed here (for the Navier-Stokes equation but also 
for other equations) has been at the center of attention of several groups of people 
(see Remark 3 after Theorem 1.1 below). In this paper, I shall try to explain, in a 
simplified form, the approach followed by A. Kupiainen, R. Lefevere and myself in 
[3] (see also [1, 2] for previous results). 

To be concrete, consider the stochastic Navier-Stokes equation for the velocity-
field u(t,x) £ R/ defined on the torus T = (R/2TTZ)2: 

du+((u-X7)u-pX72u + X7p)dt = df (1.1) 

where f(t,x) is a Wiener process with covariance 

Efa(t,x)fß(t',y) = min{t,t'}Caß(x - y) (1.2) 

and Caß is a smooth function satisfying ^ Q daCaß = 0. Equation (1.1) is supple
mented with the incompressibility condition V • « = 0 = V • / , and we will also 
assume that the averages over the torus vanish: JT «(0, x) = 0 = JT f(t, x), which 
imply that JT u(t,x) = 0 for all times t. 

It is convenient to change (1.1) to dimensionless variables so that v becomes 
equal to one. This is achieved by setting u(t, x) = vu'(vt, x). Then «' satisfies (1.1), 
(1.2) with v replaced by 1, and C by 

C = p-3c 
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From now on, we work with such variables and drop the primes. The dimensionless 
control parameter in the problem is the (rescaled) energy injection rate i-trC(O) , 
customarily written as (Re)3 where Re is the Reynolds number: 

Re = e*A-1, 

and e = JtrC(O) is the energy injection rate in the original units (for explanations 
of the terminology see [10]). 

In two dimensions, the incompressibility condition can be conveniently solved 
by expressing the velocity field in terms of the vorticity UJ = 9i«2 — 82111. First 
(1.1) implies the transport equation 

duj+ ((«• V)UJ- V2uj)dt = db, (1.3) 

where 6 = ^1/2 — O2.f1 has the covariance 

Eb(t,x)b(t',y) = min{t, t'}(2iTy1j(x - y) 

with 7 = ^2îTî/ -3AtrC. 
Next, going to the Fourier transform, uju(i) = 3V JT etk'xuj(t, x)dx, with k £ 

Z2; we may express u as uu = i{~klikl)UJ%, and write the vorticity equation as 

duj(t) = F(uj(t))dt + db(t), (1.4) 

where the drift is given by 

F(uj)k = -k2ujk + ^ Y^ 1']^21 2uk-i.uJi (1.5) 
iez2\{o,k} 

and {bk} are Brownian motions with bu = b-u and 

Ebk(t)b,(t') = min{t,t'}ök,-,rk-

The dimensionless control parameter for the vorticity equation is 

R=Y,rk = 2TT7(0) (1.6) 
fcez2 

which is proportional to the UJ injection rate, and also to the third power of the 
Reynolds number. One is interested in the turbulent region, where R is large; 
therefore, we will always assume below, when it is convenient, that R is sufficiently-
large. 

For turbulence one is interested in the properties of stationary state of the 
stochastic equation (1.4) in the case of smooth forcing (see [1] for some discussion of 
this issue) and, ideally, one would like to consider the case where one excites only 
a finite number of modes, 

lk # 0 , k2 < N, 

http://O2.f1
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with N of order of one (for that, see Remark 4 below). In this paper we assume 
that N scales as 

N = KR, (1.7) 

with K a constant, taken large enough. We set all the other 7*. = 0, although this 
condition can easily be relaxed. Let us denote the minimum of the covariance by 

p = min{|7j;| I |fc|2 < N}. 

Before stating our result, we need some definitions. Let P be the orthogonal 
projection in H = L2(T) to the subspace Hs of functions having zero Fourier 
components for |fc|2 > N. We will write 

with s = PUJ, I = (I-P)UJ (respectively, the small k and large k parts of UJ). Denote 
also by Hi the complementary subspace (containing the nonzero components of I). 
H is our probability space, equipped with B, the Borei a-algebra. 

The stochastic equation (1.4) gives rise to a Markov process uj(i) and we denote 
by Pt(E\iS) the transition probability of this process. 

The main result of [3] is the 

Theo rem 1.1. The stochastic Navier-Stokes equation (1.4) defines a Markov 
process with state space (H, B) and for all R < 00, p > 0 it has a unique invariant 
measure p, there. Moreover, VA £ H, for all Borei sets E £ Hs and for all bounded 
Holder continuous functions F on Hi, we have, 

Pt(duj'\uj)lE(sl)F(ll) - f p(dujl)lE(sl)F(r))\ < C| |F| |Qe- r o* (1.8) 

where C = C(||u;||,A p) < 00, m = m(R,p,a) > 0, and \\F\\a is the Holder norm 
of exponent a. 

Remark 1. In [3], we stated, for convenience, Theorem 1.1 by saying that the 
constant C in (1.8) was a function of w which was almost surely finite. Since this 
was stressed e.g. in [20], it is worth remarking that C is simply a function of ||u;|| 
(depending also on the parameters R and p), which is finite VA £ H. To check this, 
we refer the reader to equations (86) and (97) in [3]. The main reason why this 
bound holds, however, lies in the fact that the only dependence of our estimates on 
UJ appears in Lemma 4.1 below and occurs through ||u;||. 

Remark 2. In [1] it was proven that, with probability 1, the functions on the sup
port of the measure constructed here are real analytic. In particular all correlation 
functions of the form 

j p(duj)J\\Vniu(xi) 

exist. For further results on analyticity, see [26, 25]. 
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R e m a r k 3. While the existence of the invariant measure follows with soft methods 
[29], its uniqueness and the ergodic and mixing properties of the process has been 
harder to establish. With a nonsmooth forcing (meaning that the strength of the 
noise, 7fc, decays only polynomially with |fc|) this was established in [9] and for 
large viscosity in [23]. However, those results did not cover the most physically-
interesting situations. The first result for a smooth forcing was by Kuksin and 
Shirikyan [13] who considered a periodically kicked system with bounded kicks (for 
results on exponential convergence in that model, see [14, 15, 19, 22]). In particular 
they could deal with the case where only a finite number of modes are excited by the 
noise (the number of modes depends both on the viscosity and the size of the kicks). 
In [2], we proved uniqueness and exponential mixing for such a kicked system where 
the kicks have a Gaussian distribution, but we required that there be a nonzero 
noise for each mode. An essential ingredient in analysis of [13], which was used 
in [3] and by other authors, is the Lyapunov-Schmidt type reduction that allows 
to transform the original Markov process with infinite dimensional state space to 
a non-Markovian process with finite dimensional state space. While the analysis 
of [13] was limited to bounded noise acting at discrete times, it was extended in 
[16, 17, 20, 21] to cover unbounded noise and continuous time, as well as to obtain 
results on the strong law of large number and the central limit theorem. The first 
results on ergodicity of the system with unbounded noise and finitely many excited 
modes were obtained in [7, 3] (see also [6] for applications to other equations) and, 
for exponential convergence, in [3], which was also proved in [24]. For results on 
related problems, see [5, 11, 12, 22]. 

R e m a r k 4. What one would like to obtain is a result similar to Theorem 1.1, 
but with N finite, independently of R. An interesting result in that direction was 
obtained by Weinan E and Mattingly [8] who showed that, if one adds noise to only 
2 (suitably chosen) modes, ergodicity holds, provided one truncates the system (1.4, 
1.5), by keeping only a finite, but arbitrarily large, number of modes. This of course 
suggests that the 2 stochatically perturbed modes produce an "effective noise" on 
any finite number of modes, in particular on all those with k2 < KR; then, one could 
hope to combine this with the results in [7, 3] to obtain ergodicity and mixing for 
the full system. This, however, has not been done. 

R e m a r k 5. The parameters in our problem are R and p. All constants that do not 
depend on them will be generically denoted by C or c. These constants can vary 
from place to place. 

Let me now explain the connection with ideas coming from statistical mechan
ics. 

First, observe that, if one neglects the nonlinear term in (1.4-1.5), one expects 
1 1 

||u;|| to be of order IA , for typical realizations of the noise (IA is the typical size of 
the noise, and the —k2uju term will dominate in eq. (1.4) for larger values of ||u;||). 
It turns out that similar probabilistic estimates hold for the full equation (1.4) as 
shown in Section 4. Now, if ||u;|| is of size IA , the —k2uju term will dominate the 
nonlinear term (which is roughly of size ||u;||2) in eq. (1.4), for |fc| > K I A , and one 
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can expect that those modes (corresponding to I above) will behave somewhat like 
the solution of the heat equation and, in particular, that they will converge to a 
stationary state. 

Thus, the first step is to express the l-modes in terms of the «-modes at 
previous times. This is done in Section 2 and produces a process for the «-modes 
that is no longer Markovian but has an infinite memory. In statistical mechanics, 
this would correspond to a system of unbounded spins (the «-modes) with infinite 
range interactions, with the added complications that, here, the measure is not given 
in a Gibbsian form, but only through a Girsanov formula, i.e. (2.9) below, and that 
time is continuous. Hence, we have to solve several problems: the possibility that 
UJ be atypically large, the long range "interactions", and finally, showing that a 
version of the «-process with a suitable cutoff is ergodic and mixing. 

In Section 3,1 introduce a "toy model", namely a process with infinite memory, 
but with bounded variables, so that the problems caused by the unprobably large 
values of ||a;11 does not occur. In that model, I explain how the statistical mechanical 
techniques, developed to study systems on one dimensional lattices, can be adapted 
to our setting. 

The large UJ problem is treated in Section 4, using probabilistic estimates 
developed in [1], which, in statistical mechanics, would be called stability estimates. 
In Section 5, I sketch how the remaining problems are handled: showing that the 
techniques explained in Section 3 can be applied here. However, this is where 
several technical complications enter, for the treatment of which I refer to [3]. The 
problem is that, even though for typical noise, hence for typical As, the l-modes 
depend exponentially weakly on their past (see Section 2), thus producing, typically, 
"interactions" that decay exponentially fast, they may depend sensitively on their 
past when the noise is large. In the language of statistical mechanics, atypically 
large noise produces long range correlations, and that is the source of many technical 
difficulties. My goal here is to present the main conceptual tools used in [3], putting 
aside those difficulties. 

2. Finite dimensional reduction 
Using an idea of [13], one can reduce the problem of the study of a Markov-

process with infinite dimensional state space to that of a non-Markovian process 
with finite dimensional state space. 

For this purpose, write the equation (1.4) for the small and large components 
of UJ separately: 

ds(t) = PF(s(t) + l(t))dt + db(t) (2.1 
d_ 
dt 
dl(t) = (l-P)F(s(t)+l(t)). (2.2) 

The idea of [13] is to solve the I equation for a given function «, thereby defining 
l(t) as a function of the entire history of s(t'), t' < t. Then, the « equation will 
have a drift with memory. Let us fix some notation. For a time interval J, we 
denote the restriction of UJ (or «, I respectively) to J by UJ(T), and use the boldface 
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notation s(J), to contrast it with s(t), the value of « at a single time. || • || will 
denote the L2 norm. In [1] it was proven that, for any r < oo, there exists a set BT 

of Brownian paths 6 £ C([0,T],HS) of full measure such that, for 6 £ BT, (1.4) has 
a unique solution with ||w(£)|| < oo, ||Vu;(£)|| < oo for all t (actually, uj(i) is real 
analytic). In particular, the projections « and I of this solution are in C([0, r] , Hs^) 
respectively. 

On the other hand, let us denote, given any s £ C ( [ 0 , T ] , A S ) , the solution 
— whose existence will be discussed below — of (2.2), with initial condition 1(0) 
by l(t,s([0,t]),l(0j). More generally, given initial data l(t') at time t' < r and 
s([t',T]), the solution of (2.2) is denoted, for a < T, by l(a,s([t',a]),l(t'j) and the 
corresponding UJ by uj(a, s([t',a]),l(t'j). The existence and key properties of those 
functions are given by: 

Proposition 2.1. Let 1(0) £ H, and « G C([0,T],HS) . Then l(-,s([0A]),l(0)) G 
C ( [ 0 , T ] , Aj)nL2([0,r], A;1), where Hf = HiCiH1, and H1 is the first Sobolev space. 
Moreover, given two initial conditions h, I2 and t < r 

||i(*, s([0, *]), Zi) - Z(*, s([0, *]), Z2)|| < exp -nRt + a I ||VOJ»I| 
0 

(2.3) 

where a = (2n) 2^\k\ 4 and uji(t) = s(t) + li(t,s([0,t]),li). The solution also 
satisfies 

l(t, s([0, t]), 1(0)) = l(t, S([T, t]),l(r, s([0, r]), 1(0))). (2.4) 

Remark. What this Proposition shows is that the dependence of the function 
I upon its initial condition Ij, i = 1,2, decays exponentially in time (i.e. like 
the solution of the heat equation), provided UJ is not too large, in the sense that 
JQ ||Vu!i||2 < cRt, for a suitable constant c. As we will see in Section 4, this event 
is highly probable. 

Now, if « = PUJ with UJ as above being the solution of (1.4) with noise b £ BT 

then the l(s) constructed in the Proposition equals (1 — P)UJ and the stochastic 
process s(i) satisfies the reduced equation 

ds(t) = f(t)dt + db(t) (2.5) 

with 

f(t) = PF(uj(t)). (2.6) 

where uj(t) is the function on C([0,t],Hs) x Hi given by 

uj(t) = s(t)+l(t,s([0,t]),l(0)). (2.7) 

(2.5) has almost surely bounded paths and we have a Girsanov representation for 
the transition probability of the w-process in terms of the «-variables 

Pt(F\uj(0))= hl{0)(ds)F(u(t)) (2.8) 
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with 

AÌ(o)(<fe) = e / o W W ^ - H - . W - i A r ) ^ ) ^ ^ ( 2 J ) 

where iAQ) is the Wiener measure with covariance 7 on paths s = s([0, £]) with 
starting point «(0) and (•, •) the A scalar product. Define the operator 7 - 1 in terms 
of its action on the Fourier coefficients: 

(/,7"7)= E \fkW- (2-10) 
|*:|2<iV 

The Girsanov representation (2.8) is convenient since the problem of a stochas
tic PDE has been reduced to that of a stochastic process with finite dimensional 
state space. The drawback is that this process has infinite memory. In the next 
section, I will show how to deal with this problem in a simplified situation. 

3. A Toy Model 
In order to explain the main ideas in the proof, I will consider first a 'toy-

model' and then explain the steps needed to control the full model. 
Let us consider variables xt £ [0,1] A G Z about which a set of (consistent) 

conditional probability densities p(xt|x[_0Oit_i]) is given, i.e. one is given the prob
ability densities of the variables xt, at time t, given a 'past history' X[_0Ojt_1], where 
we write, for J c Z, xj = (xt)tei € [0, l]1. 

Before stating precise assumptions on p, here is what one wants to prove: 
3C < 00, m > 0 and a probability p on [0,1] such that VF c [0,1], F measurable, 

\p(xT £ F l x ^ ^ o j ) -p(E) \ < Ce-mT (3.1) 

for all T > 0 and all X[_OOi0], where 

1 T-l T 

P(XT\X-[-OO,O]) = J[dxt ]]_p(xt\x[i,t-i] v x[-oo,o]) (3-2) 
•A t=i t=i 

and X[iit_i] V X[_OOj0] denotes the obvious configuration on [—oo,t — 1]. 
Now let us state the assumptions on p that will imply (3.1); obviously, we 

assume that: 

p(xt\x[-oo,t-i]) > 0 (3.3) 

and 

» 1 

dxtp(xt\x[_00it_i]) = 1 (3.4) 

for all X[_0Oit_1]. Moreover, we assume that p(-|-) is invariant under translations of 
the lattice Z, in a natural way. The non-trivial assumptions are: 

file:///fkW
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a) Let, for « < t — 2, 

S8,t(
x[s,t]) = P(xt\x[s,t-i] V 0 ) ~ p(x t |x[ s + M_i] V 0), (3.5) 

where XfVO denotes the configuration equal to xt for t £ I and equal to zero 
elsewhere. We assume that 3C < 0, m > 0 such that V«,i G Z as above, 

ll<Mloo < Cexp(-m\t- s\). (3.6) 

b) Define, for N > 1, the Markov chain on Q = [0,1]^ by the transition 
probability 

JV 

-P^i.jvjlx^iv+^o]) = Ylp(xt\x[t_N^i] V 0). (3.7) 
t=i 

We assume that this Markov chain satisfies : 36 > 0,VF C 0,Vx, x' G Q, 

P(F |x) + P(F c | x ' ) >S (3.8) 

where Ö is independent of N (see however the Remark following the proof of Propo
sition 3.1 for a generalization). 

Proposition 3.1. Under assumptions a) and b) above, (3.1) holds. 

Remark 1. The techniques used here can also prove the analogue of (3.1) with xj 
replaced by X\T,T-L], for any finite L, and this, in turn, allows one to associate to 
the system of conditional probabilities a unique probability distribution on [0, l ] z 

(which is called, in statistical mechanics, the Gibbs state associated to the system 
of conditional probabilities), but I will not go into that, because I want to give here 
only an elementary idea of the techniques used in [3]. Of course, this type of results 
is not new (see e.g. [28], Lecture 12, for a similar result, applied to dynamical 
systems, with a somewhat different proof). 

To prove the Proposition, we first use a result of Doob ([4], p. 197-198): 

Lemma 3.1 For the Markov chain defined in b) above, there exists a probability 
distribution P on Q such that Vx G Q, VF C Q, Vn > 1, 

\Pn(B\x)-P(B)\<(l-ö)n. (3.9) 

Proof. Let P(B,n) = sup x F"(F |x ) and P(B,n) = inf x F"(F |x) . It is easy to 
see that P(B,n) is decreasing in n, while P_(B,n) is increasing in n. Thus, it is 
sufficient to prove the bound (3.9) for the difference |F (F ,n) — P_(B,n)\ and, for 
that, we shall prove: 

0 < F ( F , n + l ) ^ F ( F , n + l ) < (1 - ö)(P(B,n) - P(B,n)). (3.10) 

Since P(B,n) - P(B,n) < 1, (3.9) follows. 
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Define a signed measure on subsets of 0: 

*X j X ,(F) = F(F |x) - F(F |x ' ) (3.11) 

and let S+ (resp. S^) denote the set where \PX,X'(F) > 0 for F c S+ (resp. < 0). 
We have: 

P(B,n + 1) - P(B,n + 1) = sup f[P(dx"\x) - P(dx"\x')]Pn(B\x") 
x,x' J 

= sup f *X i X /(dx")P"(B|x") 
x,x' J 

< sup(*X;X- (S+)P(B, n) + *X;X- (S-)P(B, n)). (3.12) 
x ,x

; 

By definition, \PXjX'(S'_) = ^1^X,X '(S'+), so that 

*x,x'(S+)P(B,n) + *x ,x ' (5- )P(B,n) = *X ; X-(S+)(F(F,n) - F (F ,n ) ) . 

Also, for any set F c 0, (3.8) implies 

*X j X ,(F) = 1 - (F(F c |x) + F(F|x ' ) ) < 1 - Ô. 

Applying this to F = S+ in (3.12) implies (3.10). 

Remark 2. We shall use this Lemma under the following form: 

f dx\Pn(x\x') - P(x)\ < 2(1 - ö)n (3.13) 
Jn 

for all x' G 0; this follows by applying (3.9) separately to the sets where the 
integrand is positive and negative. 

Now, let us turn to the 

Proof of Proposition 3.1. 

We write each factor in (3.2) as 

P(xt\X[-oo,t-l])=P(Xt\X[t-N,t-l]V0)+ E ôs,t(X[s,t]), (3-14) 
\s-t\>N 

where N is an integer to be chosen later. Insert this in the product in (3.2), and 
expand: we get 

T-l 

P(XT\X[-00,O}) = E E / I l dxtJ[Ss,t(x{s,t])J[p(xt\x[t^N:t^i] VO), (3.15) 
/ C [ I , T ] s J t=i tei ni 

where the sum over subsets J corresponds to the choice in (3.14) between the first 
term and the sum, while the sum over s = (st)tei corresponds to the possible choices 
of a term in that sum. 
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Now, let J = M[«t,i] and let 
tei 

[l,T]\I=[jJi[jIa, (3.16) 
ì Q 

where each Jt is a union of intervals of length N, containing at least two such 
intervals, and each Ia is an interval of length less than 2A between two connected 
intervals in J or an interval of length less than N between an interval in J and 
an interval J,. The reason for these definitions is that, in the RHS of (3.15), the 
only functions depending on xs, with « in the complement of J, are the factors 
p(#t|x[t_jvit_i]), so that, by integrating over these variables, one can obtain the 
transition probabilities of the Markov chain defined in condition b) above. For 
that, we need intervals of length at least 2A, which are the J,'s, while the intervals 
A 's simply cover the leftover sites. 

Since the model here is translation invariant, let us fix one interval J, = J, 
n 

and write it as a union of disjoint intervals of length N: J = MAj with K% = 
1=0 

[t+l + lN,t+(l + l)N]. 
We have, by definition (3.7) of the transition probability P: 

/

n—l n 

n d x K ' n n W A N ^ ^ I ] v 0»=pn(xKn \xKo). (3.17) 
1=1 1=1 t€K, 

Now write this as 

Pn(xKJxKo) - P(xKJ + P(xKJ, (3.18) 

where P is defined by (3.9). Apply this to each interval J, in (3.16), with n re
placed by n, = '-jyT- — 1. Insert that identity in (3.15) for each Jj and expand the 
corresponding product over i of At + Bi, where A = Pn(xKn\xK0) — P(XK„) and 
B = P(xKn). 

For F as in (3.1), integrate over F each term in the resulting expansion, and 
write 

p(xT £ F l x ^ o j ) = Q + R, (3.19) 

where Q collects all the terms in the resulting sum where at least one factor P(XK„.) 

appears and R all the rest. Now, the presence of one such factor P 'decouples' xj 
from the initial conditions X[_OOi0]>

 m the sense that, if we consider the difference 

p(xT £ Flx^o^oj) -p(xT £ F ^ ^ ) , (3.20) 

for two different past histories, then the Q sums are equal and only the R sums 
contribute to the difference. Indeed, fix a K„4 and consider all the terms in our 
expansions where the factor P(XK„.) appears; let to be the last time before the 
interval K„4. By construction, in all the terms under consideration, all the functions 
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that depend on xt, for t > to do not depend on the variables xt, for t < to- So, if we 
resum, in the expansion, all the terms depending on the variables xt, for t < to, we 
obtain, for the two terms in (3.20), p(it0|x[_OOj0]), and p(xt0\x',oo A (we simply 
use (3.15) read from right to left, with T replaced by to). But performing in (3.2) 
the integral over xt0 gives 1 in both cases, which shows that the difference between 
the respective sums cancel. 

So, if we show that, 3C < oo, m > 0 such that 

\R\ < Ce-mT, (3.21) 

Vx[_00io], we obtain that the absolute value of (3.20) is exponentially small and, 
from that, (3.1) easily follows. 

Using the bound (3.6) on ös,t and (3.13) on 

j J J dxt\P
n(xKJxKo)-P(xKJ\, (3.22) 

Q t£K„ 

and the fact that, by (3.4) and xt £ [0,1], all the integrals are bounded by 1, , we 
get: 

i f i i^EEII( C e _ r o | *^ l )I l ( 2 ( 1 ^^ i ) ' (3-23) 
I s t€l i 

where the second product runs over the intervals Jj in (3.16), and where rij = ^ — 1. 
Note that the length of each Ia in (3.16) is less than 2A and, since such intervals 
are always adjacent to a connected component of J (unless J = 0, in which case 
this number is at most 2), the number of intervals Ia is less than 2\I\ + 2; the same 
bound holds for the number of intervals Jj in (3.16) (in fact, a better bound holds 
here, but we won't use it). So, we have: 

E n ^ E W -(21 J| + 2) - i~^P1 -c|J| -2' (3-24) 
for some number c, where, in the second inequality, we use |/Q | < 2A and (3.16). 

Using this, we can, by changing the constant C, bound (3.23) by: 

C E E I I e-mìt-StìCW(l - 5)A-m)A (3.25) 
/ S t£l 

Since by definition of J, E l * — s*l — 1̂ 1' w e c a n ' ^A considering separately the 
_ teI _ 

terms where |J| < Ç, and those where |J| > Ç, bound the sum in (3.25) by 

c A A T E E n e _ f i * _ s ' i c m (3-26) 
/ S t£l 

where 

' m — ln(l — ö) 

4' 2N 
(3.27) 
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Now, choose N so that 

~~ e-^-^ <r,, (3.28) 

with 

E 
It —s|>JV 

(1 + Cn) < e A / 2 , (3.29) 

which is possible since, from (3.28) we see that, for large N,n = exp(—ö(Nj) while, 
from (3.27), m = 0(N-1). 

We use (3.28) to control the sum over each «t in (3.26), and we get 

(3.26) < Ce-™T E (CTì)m ^ C(1 + Cn)Te-™T (3.30) 
/C[1,T] 

and, using (3.29), we get (3.21) with m = -y-
This completes the proof of Proposition 3.1. 

Remark 3. By considering (3.27, 3.28, 3.29), we see that one can extend the proof 
to a situation where Ö in (3.8) depends on N, as long as Ö > exp(-cN) for a constant 
c small enough. 

Now, let us turn to the real model, and make a list of the difficulties not 
present in the toy model. The first one is that time is continuous rather than 
discrete, but that is a minor problem. We can easily introduce a discretization of 
time. A more serious problem is that one deals with what are called "unbounded 
spins" in statistical mechanics or what is also known as a "large field problem", 
namely the variables «(r) in (2.9), which play a role similar to the variables xt here, 
take value in R * rather than [0,1] (actually, if we consider the variable « over a 
unit time interval, they take values in a space of functions from that interval into 
HN). And, what really causes a problem, is the fact that the bounds (3.6), (3.8) 
do not hold when the variables « take large values. However, as we shall see in the 
next section, this is unprobable. Thus, before doing an expansion as in (3.15, 3.18), 
we must first distinguish between time intervals where the « variables are large and 
those where they are small. Then, putting aside lots of technicalities, we perform 
the expansion (3.15) in the latter intervals and use estimates like (4.2) below to 
control the sum over the intervals where UJ is large. 

Finally, there is an additional difficulty coming from the fact that the definition 
of the probabilities here involve a Girsanov representation. In statistical mechanics, 
one usually deals with situations where the probabilities (3.3) can be written as: 

p(xt\x[-oo,t-i]) = e x p ( E <l>i(xi)), (3.31) 
tei 

where the {</>/}'s represent "many body interactions' (suitably normalized so that 
(3.4) holds) and the sum runs over intervals J C Z whose last point is t. Then, a 
bound of the form 

ll<AHU<Cexp(^m|J|), (3.32) 
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with C < oo, m > 0, is enough to obtain (3.6) and (3.8). But here the probabilities 
are not ofthat form, because of the stochastic integral JQ ' / (T)7_ 1d«(r) in (2.9). 

4. A priori estimates on the transition probabili
ties 

The memory in the process (2.5) is coming from the dependence of the solution 
of (2.2) on its initial conditions. By Proposition 2.1, the dependence is weak if 
JQ ||Vu;||2 is less than cRt for a suitable c. It is convenient to define, for each unit 
interval [n — l,n] = n, a quantity measuring the size of u; on that interval by: 

Dn = \ sup \\uj(t)\\2 + j \\Vuj(t)\\2dt. (4.1) 
ten Jn 

The following Proposition bounds the probability of the unlikely event that 
we are interested in: 

Proposition 4.1. There exist constants c > 0, c' < oo, ßo < oo, such that for all 
t,t', 1 <t <t' and all ß> ßQ, 

t'-i 

F ( E D„,(UJ) > ßR\t' - t\ w(0)) < exp(|AA*||u;(0)||2) exp(-cß\t' - t\). (4.2) 

Remark 1. This means that the probability that UJ is large over an interval ottime 
decays exponentially with the length of that interval, provided that ||o;(0)|| is not 
too large. And, if ||u;(0)||2 is of order K, Dn(uj) will be, with large probability, of 
order R after a time of order log A. 

The main idea in the proof is a probabilistic analogue of the so-called enstrophy 
balance: in the deterministic case, using integration by parts and V • u = 0, on 
derives from (1.3) with db = 0, the identity: 

t a ,. n2 n _ n2 

2dtM = - | l V w l l ' 

which implies that the enstrophy (||u;||2) decreases in time. This basic property of 
equation (1.3) makes the proof of the following Lemma rather simple. 

Lemma 4 .1 . For all UJ(0) £ L2, and all t > 0, 

^JeAIKAl2 L(0)j <3eie-'||w(o)||2) ( 4 3 ) 

and 

P(\\uj(t)\\2 > D\UJ(0)) < 3e -&eA e " l | w ( 0 ) l 1 2 . (4.4) 
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Proof. Let X(T) = A(T)||U;(T)||2 = A(r) ^ f c \ujk\2 for 0 < T < t. Then by Ito's 
formula (remember that, by (1.6), X^jA* = P a n d thus 7^ < R, Vfc): 

±E[ex] = F [ ( À A - 1 a r ^ 2 A E f c 2 K | 2 + AE7fc + 2A 2 E7fcK| 2 )e a ; ] 
k k k 

< F[((ÀA"1 - 2 + 2XR)x + XR)ex], (4.5) 

where F denotes the conditional expectation, given UJ(0), and where we used the 
Navier-Stokes equation (1.3), |fc| > 1 for UJ% ^ 0, and the fact that the nonlinear 
term does not contribute (using integration by parts and V • u = 0). Take now 
\(T) = ere(T-V so that A < er, AA"1 = 1, AA"1 - 2 + 2AF < - | and AF < \. So, 

±E[ex] < E[(\ - \x)ex] < \ - l-E[e% 

where the last inequality follows by using (1 — 2x)ex < 2 — ex. Thus, Gronwall's 
inequality implies that: 

E[ex(T)] < e-±ex(a) + 2 < 3ex(a), 

i.e., using the definition of A(r), 

F [ e x p ( Ç | M r ) | | 2 ) ] < 3exp ( e ' t | l
4 ^ 0 ) l 1 2 ) . 

This proves (4.3) by putting r = t; (4.4) follows from (4.3) by Chebychev's inequal
ity. 

Since the Dn in (4.2) is the supremum over unit time intervals of 

Dt(uj) = h\uj(t)\\2+ [ ||Vu;||2dT n-l<t<n, (4.6) 
^ Jn-l 

which does not involve only ||u;(i)||2, we need to control also the evolution of A M 
over a unit time interval, taken, for now, to be [0,1]. From the Navier-Stokes 
equation (1.3) and Ito's formula, we obtain 

A M = A M + Rt+ (UJ, db) (4.7) 
Jo 

(since the nonlinear term does not contribute, as in (4.5)). 
Our basic estimate is: 

Lemma 4.2. There exist C < 00, c> 0 such that, V.4 > 3 A 0 M 

P( sup A M > A\UJ(0)) < Cexp(-r^-). (4.8) 
t€[0,l] 
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Remark 2. While the previous Lemma showed that ||u;(i)||2 tends to decrease as 
long as it is larger than O(R), this Lemma shows that, in a unit interval, A M does 
not increase too much relative to A M = |||u;(0)||2. Thus, by combining these two 
Lemmas, we see that A» M = sup A M is, with large probability, less than 

t€[n-l,n] 
||u;(0)||2, when the latter is larger than O(R), at least for n > rio not too small. 
Thus, it is unlikely that A» M remains much larger than R over some interval of 
(integer) times, and this is the basis of the proof of Proposition 4.1. 

Without entering into details, here are the main ideas in the proof of (4.8). 
From (4.7), we see that it is enough to get an upper bound on 

P[ sup | / (uj,db)\ > (A -DQ-R) u(0) . (4.9) 
\te[o,i] Jo J 

We use (see [3] for more details) Doob's inequality (see e.g.[27], p.24), to reduce the 
control over the supremum over t to estimates on \J (UJ, db)\. Letting F denote the 
conditional expectation, given UJ(0). and using Novikov's bound (see e.g. the proof 
of Lemma 5.2 below), we get 

E(e±e fo(u,>dbh < (E(e2e2-fo * A ( A 7 A r ) M 
1/2 

/ r1 \ 1/2 / r1 \ 1/2 

< I dTE(e2e2(u(T)^(T)))) <( <AF(e2e2fillw(T)ll2) (4.10) 

where the last two inequalities follow from Jensen's inequality, applied to 
e26 ' So rfr(W(r),7W(r))j a n d from ^ < R ^ ^ g ^ N Q W J c h o o s i n g £ SQ t h a t 2£

2R = 

jfi, i.e. e = -fäE, we can use (4.4) to bound the RHS of (4.10). Combining this 
with Chebychev's inequality gives bounds on (4.9). 

5. Decoupling estimates 
In this section, I shall give a very brief sketch of the ideas used to prove the 

analogue of assumptions (3.6) and (3.8) of section 3 in the present setting, at least in 
the probable regions where UJ is small. The main point is to understand the analogue 
of the bound (3.32), which expresses the exponential decay of interactions. What 
plays the role of the right hand side of (3.31) is, see (2.9): 

gt 
= efL1(f(

T)^1(M.r)-if(r)dT)) ^ - ^ 

where, for simplicity, I consider a unit time interval [t — l,t]. We want to show 
that this depends weakly on the past; so consider two functions gi, g2, defined 
in terms of two functions / i , /2, themselves defined through different Ii and I2 
(see (2.6, 2.7)). And, by analogy with what we did in section 3, we choose Ii = 
l(t,s([0,t]),l(0) = 0), I2 = l(t,s([l,t]),l(l) = 0), i.e. we set the large k modes equal 
to zero at different times (0 or 1). Using (2.4), we see that Ii = l(t,s([l,t]),li(lj), 
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with li(l) = li(l,s([0,1]),I(0) = 0), so that we have, at time t = 1, two initial 
conditions, l i ( l ) , h(l) = 0, with ||li(l) — Za( 1 )11 = ||li(l)| | of order one, if u; is small 
in the interval [0,1]. 

Now, if gt depends weakly on the past, it should mean that, for large t, gi and 
c?2 are, in some sense, exponentially close. To measure the difference, write: 

91 - 92 = (1 --)9i = (1 - H)^, (5.2) 
9i 

which will be convenient, since we deal with unbounded variables for which sup 
norm estimates like in (3.32) are not available. Explicitly: 

H = eft
t_i(if(t)''y~1(''8{t)-f1{t)dt))-ift

t_1{Sf{t),'ï-
1Sf{t))dt / 5 _ 3 N 

where Of = f2 — fi- What we want to show is that 1 — H is, in a suitable sense, 
small. 

The next Lemma gives a bound on P / | | in terms of p i | | , and ||u;||; p i | | is 
controlled by Proposition 2.1, provided that UJ is small, in the sense discussed in 
section 4, in which case ||u;|| is also controlled, using sup t G n ||w(£)|| < (2D„)T . 

Lemma 5.1. Let f(uj) = PF(UJ) and UJ = « + I, A = « + I'. Then, 

P/ll = l l /M - /M)|| < C(F)(2|M|P|| + pi||2) (5.4) 

with öl = I — I' and C(R) a constant depending on the parameter R (see (1.6)). 

Proof. We have 

|/fcM - /fcM)| < E \Uk-pUp -Un-pUply-r 

which, since |fc| < VKR is bounded by 

V / K F E \sk-pa~lp + Spôlk-p + lplk-p - I'pl'k-pl (5-5) 

Writing lplk-p —Vpl'k-p = Ipölk-p + lk-pölp—ölpölk-p and using Schwarz' inequality, 
we get 

(5.5) < v A F ( 2 | M | p i | | | | + p i | | 2 ) 

which proves (5.4), since fk 7^ 0 only for k < KR, SO that the sum in the L2 norm 
P / l l runs over C(R) terms. 

This Lemma would be enough to control (1 — H) if we had only in (5.3) the 

factor A ^ •'t-1^ f (-*''7 '"'' *, which involves only ordinary integrals. 
To control the stochastic integral, it is convenient to undo the Girsanov trans

formation, i.e. to change variables from « back to 6. Let F denote the expectation 

file:///Uk-pUp
file:///sk-pa~lp
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with respect to the Brownian motion 6 with covariance 7 on the time interval [t—1, t]. 
We get, using (2.5): 

H = g / A ^ A A - A H * ) ) - ! J A W A ^ A W ) « (5-6) 

Write now (1 — A) 2 = 1 — 2A + H2; to give a flavour of the estimates, let us 
see how one could show that the expectation with respect to F of —2H+H2is close 
to 1, i.e. that the expectation of (1 — A) 2 is close to zero. One can rather easily-
bound from below the expectation of H, using Jensen's inequality; to get an upper 
bound on the expectation of A2 , one uses: 

Lemma 5.2. Let ((t) £ C([0,1],HS) be progressively measurable. Then 

Be/„
1((,7"1*)+A/„1((,7"1()'« < e^+mci^p-1 (5,7) 

where \\(\\ = supT ||C(r)||2-

Proof. This is just a Novikov bound: we bound the LHS, using Schwarz' inequality, 
by 

(EeJo^'^ldb)-2 / o ' A ^ V * ) ^ (#e2(i+A) fZ(Cn-\)dt^ 

and note that the expression inside the first square root is the expectation of a 
martingale and equals one. 

We can then apply this Lemma to ( = 25f, X = —\, replacing [0,1] by [t— 1, t], 
and use the estimates coming from Lemma 5.1 and Proposition 2.1 to show that 
the RHS of (5.7) is exponentially close to 1, for £ large. This gives a rough idea of 
why the "interactions" here are exponentially decaying, but it must be said that 
the full story is far more complicated and I refer to reader to [3] for more details. 
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Distribution Functions for Largest 
Eigenvalues and Their Applications 
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Abstract 

It is now believed that the limiting distribution function of the largest 
eigenvalue in the three classic random matrix models GOE, GUE and GSE 
describe new universal limit laws for a wide variety of processes arising in 
mathematical physics and interacting particle systems. These distribution 
functions, expressed in terms of a certain Painlevé II function, are described 
and their occurences surveyed. 
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cesses, Painlevé functions. 

1. Random matrix models 
A random matrix model is a probability space (Q,V, T) where the sample space 

Q is a set of matrices. There are three classic finite N random matr ix models (see, 
e.g. [31] and for early history [37]): 

• Gaussian Orthogonal Ensemble (ß = 1) 
— Q = N x N real symmetric matrices 
— V = "unique" measure tha t is invariant under orthogonal transforma

tions and the matr ix elements are i.i.d. random variables. Explicitly, the 
density is 

Civ e x p ( - t r ( . 4 2 ) ) A4, (1.1) 

where CJV is a normalization constant and A4 = FJ. dAu JJi^j A4y , the 
product Lebesgue measure on the independent matr ix elements. 

• Gaussian Unitary Ensemble (ß = 2) 
— Q = N x N hermitian matrices 
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- V= "unique" measure that is invariant under unitary transformations 
and the (independent) real and imaginary matrix elements are i.i.d. ran
dom variables. 

• Gaussian Symplectic Ensemble (ß = 4) (see [31] for a definition) 

Generally speaking, the interest lies in the N —t oo limit of these models. Here 
we concentrate on one aspect of this limit. In all three models the eigenvalues, 
which are random variables, are real and with probability one they are distinct. If 
Amax(-4) denotes the largest eigenvalue of the random matrix A, then for each of 
the three Gaussian ensembles we introduce the corresponding distribution function 

FN,ß(t) := Vß (Aniax < t), ß = 1,2,4. 

The basic limit laws [46, 47, 48] state that1 

Fß(s) := lim FNiß (2a^N + - ^ - ) , ß = 1,2,4, 

exist and are given explicitly by 

F2(s) = det [ J - AT^iry 

where 

A Airy 

exp I — / (x — s)q2(x) dx 

Ai(x)Ai'(y)-Ai'(x)Ai(y) 

x-y 

acting on L2(s, oo) (Airy kernel) 

and q is the unique solution to the Painlevé II equation 

q" = sq + 2q3 

satisfying the condition 
q(s) ~ Ai(s) as s —¥ oo. 

The orthogonal and symplectic distribution functions are 

Fi(s) = e x p f - - / q(x)dx) (F2(«))1 / 2 , 

F4(«/v /2) = c o s h ( i / " q(x)dx) (F2(«))1/2 . 

Graphs of the densities dFß/ds are in the adjacent figure and some statistics of Fß 
can be found in the table. 

'Here a is the standard deviation of the Gaussian distribution on the off-diagonal matrix 
elements. For the normalization we've chosen, a = l / \ / 2 ; however, for subsequent comparisons, 
the normalization a = y/N is perhaps more natural. 
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Table 1: The mean (pß), standard deviation (aß), skewness (Sß) and 
kurtosis (Kß) of Fß. 

A3 aß S ß K ß 
-1.20653 1.2680 0.293 0.165 
-1.77109 0.9018 0.224 0.093 
-2.30688 0.7195 0.166 0.050 

Probability densities 

The Airy kernel is an example of an integrable integral operator [19] and a general 
theory is developed in [49]. A vertex operator approach to these distributions (and 
many other closely related distribution functions in random matrix theory) was 
initiated by Adler, Shiota and van Moerbeke [1]. (See the review article [51] for 
further developments of this latter approach.) 

Historically, the discovery of the connection between Painlevé functions (Pm in 
this case) and Toeplitz/Fredholm determinants appears in work of Wu et al. [53] 
on the spin-spin correlation functions of the two-dimensional Ising model. Painlevé 
functions first appear in random matrix theory in Jimbo et al. [20] where they 
prove the Fredholm determinant of the sine kernel is expressible in terms of Py. 
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Gaudin [13] (using Mehta's [30] then newly invented method of orthogonal polyno
mials) was the first to discover the connection between random matrix theory and 
Fredholm determinants. 

1.1. Universality theorems 
A natural question is to ask whether the above limit laws depend upon the un

derlying Gaussian assumption on the probability measure. To investigate this for 
unitarily invariant measures (ß = 2) one replaces in (1.1) 

exp (-tr(.42)) - • exp (-tr(V(A)j). 

Bleher and Its [9] choose 

U ( . 4 ) = . 9 . 4 4 - . 4 2 , . 9 > 0 , 

and subsequently a large class of potentials V was analyzed by Deift et al. [12]. 
These analyses require proving new Plancherel-Rotach type formulas for nonclassical 
orthogonal polynomials. The proofs use Riemann-Hilbert methods. It was shown 
that the generic behavior is GUE; and hence, the limit law for the largest eigenvalue 
is F2 . However, by finely tuning the potential new universality classes will emerge 
at the edge of the spectrum. For ß = 1,4 a universality theorem was proved by 
Stojanovic [44] for the quartic potential. 

In the case of noninvariant measures, Soshnikov [42] proved that for real symmet
ric Wigner matrices2 (complex hermitian Wigner matrices) the limiting distribution 
of the largest eigenvalue is Fi (respectively, F2). The significance of this result is 
that nongaussian Wigner measures lie outside the "integrable class" (e.g. there are 
no Fredholm determinant representations for the distribution functions) yet the 
limit laws are the same as in the integrable cases. 

2. Appearance of Fß in limit theorems 
In this section we briefly survey the appearances of the limit laws Fß in widely-

differing areas. 

2.1. Combinatorics 
A major breakthrough ocurred with the work of Baik, Deift and Johansson [3] 

when they proved that the limiting distribution of the length of the longest increas
ing subsequence in a random permutation is F2 . Precisely, if IN (a) is the length of 
the longest increasing subsequence in the permutation a £ SM, then 

„ fiN-2^/N \ „ , ̂  p V / , <*WF2W 

2A symmetric Wigner matrix is a random matrix whose entries on and above the main diag
onal are independent and identically distributed random variables with distribution function F. 
Soshnikov assumes F is even and all moments are finite. 
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as N —t oo. Here the probability measure on the permutation group SN is the 
uniform measure. Further discussion of this result can be found in Johansson's 
contribution to these proceedings [26]. 

Baik and Rains [5, 6] showed by restricting the set of permutations (and these 
restrictions have natural symmetry interpretations) Fi and F4 also appear. Even 
the distributions F 2 and Ff [50] arise. By the Robinson-Schensted-Knuth corre
spondence, the Baik-Deift-Johansson result is equivalent to the limiting distribution 
on the number of boxes in the first row of random standard Young tableaux. (The 
measure is the push-forward of the uniform measure on SA-) These same authors 
conjectured that the limiting distributions of the number of boxes in the second, 
third, etc. rows were the same as the limiting distributions of the next-largest, next-
next-largest, etc. eigenvalues in GUE. Since these eigenvalue distributions were also 
found in [47], they were able to compare the then unpublished numerical work of 
Odlyzko and Rains [34] with the predicted results of random matrix theory. Sub
sequently, Baik, Deift and Johansson [4] proved the conjecture for the second row. 
The full conjecture was proved by Okounkov [33] using topological methods and 
by Johansson [23] and by Borodin, Okounkov and Olshanski [10] using analyti
cal methods. For an interpretation of the Baik-Deift-Johansson result in terms of 
the card game patience sorting, see the very readable review paper by Aldous and 
Diaconis [2]. 

2.2. Growth processes 

Growth processes have an extensive history both in the probability literature and 
the physics literature (see, e.g. [15, 29, 41] and references therein), but it was only 
recently that Johansson [22, 26] proved that the fluctuations about the limiting 
shape in a certain growth model (Corner Growth Model) are F2 . Johansson fur
ther pointed out that certain symmetry constraints (inspired from the Baik-Rains 
work [5, 6]), lead to Fi fluctuations. This growth model is in Johansson's con
tribution to these proceedings [26] where the close analogy to largest eigenvalue 
distributions is explained. 

Subsequently, Baik and Rains [7] and Gravner, Tracy and Widom [16] have shown 
the same distribution functions appearing in closely related lattice growth models. 
Prähofer and Spohn [38, 39] reinterpreted the work of [3] in terms of the physicists' 
polynuclear growth model (PNG) thereby clarifying the role of the symmetry pa
rameter ß. For example, ß = 2 describes growth from a single droplet where as ß = 1 
describes growth from a flat substrate. They also related the distributions functions 
Fß to fluctuations of the height function in the KPZ equation [28, 29]. (The con
nection with the KPZ equation is heuristic.) Thus one expects on physical grounds 
that the fluctuations of any growth process falling into the 1 + 1 KPZ universality-
class will be described by the distribution functions Fß or one of the generalizations 
by Baik and Rains [7]. Such a physical conjecture can be tested experimentally: 
and indeed, Timonen and his colleagues [45] have taken up this challenge. Earlier 
Timonen et al. [32] established experimentally that a slow, flameless burning pro
cess in a random medium (paper!) is in the 1 + 1 KPZ universality class. This 
sequence of events is a rare instance in which new results in mathematics inspires 
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new experiments in physics. 
In the context of the PNG model, Prähofer and Spohn have given a process 

interpretation, the Airy process, of F2 . Further work in this direction can be found 
in Johansson [25]. 

There is an extension of the growth model in [16] to growth in a random environ
ment. In [17] the following model of interface growth in two dimensions is considered 
by introducing a height function on the sites of a one-dimensional integer lattice 
with the following update rule: the height above the site x increases to the height 
above x — 1, if the latter height is larger; otherwise the height above x increases by-
one with probability px. It is assumed that the px are chosen independently at ran
dom with a common distribution function F , and that the intitial state is such that 
the origin is far above the other sites. In the pure regime Gravner-Tracy-Widom 
identify an asymptotic shape and prove that the fluctuations about that shape, nor
malized by the square root of the time, are asymptotically normal. This constrasts 
with the quenched version: conditioned on the environment and normalized by the 
cube root of time, the fluctuations almost surely approach the distribution function 
F2. We mention that these same authors in [18] find, under some conditions on 
F at the right edge, a composite regime where now the interface fluctuations are 
governed by the extremal statistics of px in the annealed case while the fluctuations 
are asymptotically normal in the quenched case. 

2.3. Random tilings 
The Aztec diamond of order n is a tiling by dominoes of the lattice squares 

[m,m+ 1] x [£,£+ 1], rn,n £ Z, that lie inside the region {(x,y) : \x\-\-\y\ < n+1}. 
A domino is a closed 1 x 2 or 2 x 1 rectangle in R2 with corners in Z2 . A typical 
tiling is shown in the accompanying figure. One observes that near the center the 
tiling appears random, called the temperate zone, whereas near the edges the tiling 
is frozen, called the polar zones. It is a result of Jockush, Propp and Shor [21] 
(see also [11]) that as n —¥ oo the boundary between the temperate zone and the 
polar zones (appropriately scaled) converges to a circle (Arctic Circle Theorem). 
Johansson [24] proved that the fluctuations about this limiting circle are F2 . 

2.4. Statistics 
Johnstone [27] considers the largest principal component of the covariance matrix 

XtX where X is an n x p data matrix all of whose entries are independent stan
dard Gaussian variables and proves that for appropriate centering and scaling, the 
limiting distribution equals Fi in the limit n,p —¥ oo with n/p —¥ 7 £ RA Sosh
nikov [43] has removed the Gaussian assumption but requires that n—p= 0(p1/z). 
Thus we can anticipate applications of the distributions Fß (and particularly Fi ) 
to the statistical analysis of large data sets. 

2.5. Queuing theory 
Glynn and Whitt [14] consider a series of n single-server queues each with unlim

ited waiting space with a first-in and first-out service. Service times are i.i.d. with 

file:///x/-/-/y/
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Random Tilings Research Group 

mean one and variance a2 with distribution V. The quantity of interest is D(k,n), 
the departure time of customer k (the last customer to be served) from the last 
queue n. For a fixed number of customers, k, they prove that 

D(k,n) — n 
ayfn 

converges in distribution to a certain functional Df. of Adimensional Brownian 
motion. They show that Df. is independent of the service time distribution V. It 
was shown in [8, 16] that Df. is equal in distribution to the largest eigenvalue of a 
k x k GUE random matrix. This fascinating connection has been greatly clarified 
in recent work of O'Connell and Yor [35] (see also [36]). 

From Johansson [22] it follows for V Poisson that 

' D([xn],n) — din 
i I -T77. < S 

C2'n 1/3 
F2(s) 

as n oo for some explicitly known constants Ci and C2 (depending upon x). 
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2.6. Superconductors 

Vavilov et al. [52] have conjectured (based upon certain physical assumptions 
supported by numerical work) that the fluctuation of the excitation gap in a metal 
grain or quantum dot induced by the proximity to a superconductor is described 
by Fi for zero magnetic field and by F2 for nonzero magnetic field. They conclude 
their paper with the remark: 

The universality of our prediction should offer ample opportunities for 
experimental observation. 

Acknowledgements: This work was supported by the National Science Foun
dation through grants DMS-9802122 and DMS-9732687. 
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Smoothed Analysis of Algorithms 

Daniel A. Spielman* Shang-Hua Teng 

Abstract 

Spielman and Teng [STOC '01] introduced the smoothed analysis of al
gorithms to provide a framework in which one could explain the success in 
practice of algorithms and heuristics that could not be understood through 
the traditional worst-case and average-case analyses. In this talk, we survey 
some of the smoothed analyses that have been performed. 
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1. Introduction 
The most common theoretical approach to understanding the behavior of al

gorithms is worst-case analysis. In worst-case analysis, one proves a bound on 
the worst possible performance an algorithm can have. A triumph of the Algo
rithms community has been the proof that many algorithms have good worst-case 
performance—a strong guarantee that is desirable in many applications. However, 
there are many algorithms that work exceedingly well in practice, but which are 
known to perform poorly in the worst-case or lack good worst-case analyses. In 
an attempt to rectify this discrepancy between theoretical analysis and observed 
performance, researchers introduced the average-case analysis of algorithms. In 
average-case analysis, one bounds the expected performance of an algorithm on 
random inputs. While a proof of good average-case performance provides evidence 
that an algorithm may perform well in practice, it can rarely be understood to ex
plain the good behavior of an algorithm in practice. A bound on the performance of 
an algorithm under one distribution says little about its performance under another 
distribution, and may say little about the inputs that occur in practice. Smoothed 
analysis is a hybrid of worst-case and average-case analyses that inherits advantages 
of both. 
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In the formulation of smoothed analysis used in [27], we measure the maximum 
over inputs of the expected running time of a simplex algorithm under slight random 
perturbations of those inputs. To see how this measure compares with worst-case 
and average-case analysis, let Xn denote the space of linear-programming problems 
of length n and let T(x) denote the running time of the simplex algorithm on input 
x. Then, the worst-case complexity of the simplex algorithm is the function 

Cworst(n) = max T(x), 
x€X„ 

and the average-case complexity of the algorithm is 

Cave(n) =EreXnT(r), 

under some suitable distribution on Xn. In contrast, the smoothed complexity of 
the simplex algorithm is the function 

Csm0oth(n,a) = maxE r Gx„T(a: + o-[|a:[|r), 
X 

where r is chosen according to some distribution, such as a Gaussian. In this case 
a \\x\\ r is a Gaussian random vector of standard deviation a \\x\\. We multiply by 
||a;|| so that we can relate the magnitude of the perturbation to the magnitude of 
that which it perturbs. 

In the smoothed analysis of algorithms, we measure the expected performance 
of algorithms under slight random perturbations of worst-case inputs. More for
mally, we consider the maximum over inputs of the expected performance of algo
rithms under slight random perturbations of those inputs. We then express this 
expectation as a function of the input size and the magnitude of the perturbation. 
While an algorithm with a good worst-case analysis will perform well on all inputs, 
an algorithm with a good smoothed analysis will perform well on almost all inputs 
in every small neighborhood of inputs. Smoothed analysis makes sense for algo
rithms whose inputs are subject to slight amounts of noise in their low-order digits, 
which is typically the case if they are derived from measurements of real-world phe
nomena. If an algorithm takes such inputs and has a good smoothed analysis, then 
it is unlikely that it will encounter an input on which it performs poorly. The name 
"smoothed analysis" comes from the observation that if one considers the running 
time of an algorithm as a function from inputs to time, then the smoothed com
plexity of the algorithm is the highest peak in the plot of this function after it is 
convolved with a small Gaussian. 

In our paper introducing smoothed analysis, we proved that the simplex method 
has polynomial smoothed complexity [27]. The simplex method, which has been 
the most popular method of solving linear programs since the late 1940's, is the 
canonical example of a practically useful algorithm that could not be understood 
theoretically. While it was known to work very well in practice, contrived examples 
on which it performed poorly proved that it had horrible worst-case complexity[19, 
20, 14, 13, 4, 17, 3]. The average-case complexity of the simplex method was proved 
to be polynomial [8, 7, 25, 16, 1, 2, 28], but this result was not considered to explain 
the performance of the algorithm in practice. 
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2. The simplex method for linear programming 
We recall that a linear programming problem can be written in the form 

maximize xTc 

subject to xTai < bi, for 1 < i < n, (2.1) 

where c £ Md, ai £ Md and 6, £ R , for 1 < i < n In [27], we bound the smoothed 
complexity of a particular two-phase simplex method that uses the shadow-vertex 
pivot rule to solve linear programs in this form. 

We recall that the constraints of the linear program, that arTa, < 6,, confine 
i t o a (possibly open) polytope, and that the solution to the linear program is a 
vertex of this polytope. Simplex methods work by first finding some vertex of the 
polytope, and then walking along the 1-faces of the polytope from vertex to vertex, 
improving the objective function at each step. The pivot rule of a simplex algorithm 
dictates which vertex the algorithm should walk to when it has many to choose from. 
The shadow-vertex method is inspired by the simplicity of the simplex method in 
two-dimensions: in two-dimensions, the polytope is a polygon and the choice of 
next vertex is always unique. To lift this simplicity to higher dimensions, the 
shadow-vertex simplex method considers the orthogonal projection of the polytope 
defined by the constraints onto a two-dimensional space. The method then walks 
along the vertices of the polytope that are the pre-images of the vertices of the 
shadow polygon. By taking the appropriate shadow, it is possible to guarantee that 
the vertex optimizing the objective function will be encountered during this walk. 
Thus, the running time of the algorithm may be bounded by the number of vertices 
lying on the shadow polygon. Our first step in proving a bound on this number is 
a smoothed analysis of the number of vertices in a shadow. For example, we prove 
the bound: 

Theorem 2.1 (Shadow Size) Let d > 3 and n > d. Let c and t be independent 
vectors in Md, and let a\,...,an be Gaussian random, vectors in Md of variance 
a2 < 9 d lo„n centered at points each of norm at most 1. Then, the expected number 
of vertices of the shadow polygon formed by the projection of {x : xTai < 1} onto 
Span (t, c) is at most 

58,888,678 nd3 

This bound does not immediately lead to a bound on the running time of a 
shadow-vertex method as it assumes that t and c are fixed before the a,s are chosen, 
while in a simplex method the plane on which the shadow is followed depends upon 
the a,s. However, we are able to use the shadow size bound as a black-box to prove 
for a particular randomized two-phase shadow vertex simplex method: 

Theo rem 2.2 (Simplex Method) Let d > 3 and n > d + 1. Let c £ Md 

and b £ { — 1,1}". Let a\,...,an be Gaussian random, vectors in Md of variance 
a2 < 9dl0

 centcred at points each of norm at most 1. Then the expected number 
of simplex steps taken by the two-phase shadow-vertex simplex algorithm to solve 
the program specified by b, c, and a\,...,an is at most 

(nd/a)°(1), 
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where the expectation is over the choice of a,\,..., an and the random choices made 
by the algorithm. 

While the proofs of Theorems 2.1 and 2.2 are quite involved, we can provide the 
reader with this intuition for Theorem 2.1: after perturbation, most of the vertices 
of the polytope defined by the linear program have an angle bounded away from 
flat. This statement is not completely precise because "most" should be interpreted 
under a measure related to the chance a vertex appears in the shadow, as opposed 
to counting the number of vertices. Also, there are many ways of measuring high-
dimensional angles, and different approaches are used in different parts of the proof. 
However, this intuitive statement tells us that most vertices on the shadow polygon 
should have angle bounded away from flat, which means that there cannot be too 
many of them. 

One way in which angles of vertices are measured is by the condition number 
of their defining equations. A vertex of the polytope is given by a set of equations 
of the form 

Cx = b. 

The condition number of C is defined to be 

K(C) = [|C[| | |C-1 | | , 

where we recall that 

and that 

||C|| = max 
\\Cx\\ 

l/'-r—HI 
\C = mm 

\\Cx\\ 

The condition number is a measure of the sensitivity of x to changes in C and 6, and 
is also a normalized measure of the distance of C to the set of singular matrices. For 
more information on the condition number of a matrix, we refer the reader to one 
of [15, 29, 10]. Condition numbers play a fundamental role in Numerical Analysis, 
which we will now discuss. 

3. Smoothed complexity framework for numerical 
analysis 

The condition number of a problem instance is generally defined to be the 
sensitivity of the output to slight perturbations of the problem instance. In Numer
ical Analysis, one often bounds the running time of an iterative algorithm in terms 
of the condition number of its input. Classical examples of algorithms subject to 
such analyses include Newton's method for root finding and the conjugate gradient 
method of solving systems of linear equations. For example, the number of itera
tions taken by the method of conjugate gradients is proportional to the square root 
of the condition number. Similarly, the running times of interior-point methods 
have been bounded in terms of condition numbers [22]. 
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Blum [6] suggested that a complexity theory of numerical algorithms should 
be parameterized by the condition number of an input in addition to the input size. 
Smale [26] proposed a complexity theory of numerical algorithms in which one: 

1. proves a bound on the running time of an algorithm solving a problem in terms 
of its condition number, and then 

2. proves that it is unlikely that a random problem instance has large condition 
number. 

This program is analogous to the average-case complexity of Theoretical Computer 
Science and hence shares the same shortcoming in modeling practical performance 
of numerical algorithms. 

To better model the inputs that occur in practice, we propose replacing step 
2 of Smale's program with 

2'. prove that for every input instance it is unlikely that a slight random pertur
bation of that instance has large condition number. 

That is, we propose to bound the smoothed value of the condition number. In 
contrast with the average-case analysis of condition numbers, our analysis can be 
interpreted as demonstrating that if there is a little bit of imprecision or noise in the 
input, then it is unlikely it is ill-conditioned. The combination of step 2' with step 1 
of Smale's program provides a simple framework for performing smoothed analysis of 
numerical algorithms whose running time can be bounded by the condition number 
of the input. 

4. Condition numbers of matrices 
One of the most fundamental condition numbers is the condition number of 

matrices defined at the end of Section 2. In his paper, "The probability that a 
numerical analysis problem is difficult", Demmel [9] proved that it is unlikely that 
a Gaussian random matrix centered at the origin has large condition number. Dem-
mel's bounds on the condition number were improved by Edelman [12]. As bounds 
on the norm of a random matrix are standard, we focus on the norm of the inverse, 
for which Edelman proved: 

Theorem 4.1 (Edelman) Let G be a d-by-d matrix of independent Gaussian 
random variables of variance 1 and mean 0. Then, 

pr [He-1!) > t] < ^ . 

We obtain a smoothed analogue of this bound in work with Sankar [24]. That 
is, we show that for every matrix it is unlikely that the slight perturbation of that 
matrix has large condition number. The key technical statement is: 

Theorem 4.2 (Sankar-Spielman-Teng) Let A be an arbitrary d-by-d Real ma
trix and A a matrix of independent Gaussian random variables centered at A, each 
of variance a2. Then 

\fd 
P r riU-1!! >x] < 1.823— 

L I I II J x a 
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In contrast with the techniques used by Demmel and Edelman, the techniques 
used in the proof of Theorem 4.2 are geometric and completely elementary. We now 
give the reader a taste of these techniques by proving the simpler: 

Theorem 4.3 Let A be an arbitrary d-by-d Real matrix and A a matrix of 
independent Gaussian random variables centered at A, each of variance a2. Then, 

Pr [||^_1|| >x] <d3/2/xa. 

The first step of the proof is to relate | | .4_11| to a geometric quantity of the 
vectors in the matrix A. The second step is to bound the probability of a configura
tion under which this geometric quantity is small. The geometric quantity is given 
by: 

Definition For d vectors in IR , ai,... ,ad, define 

height (ai,..., aa) = min dist (a,, Span (ai,..., di ,ad))-

Lemma 4.5 For d vectors in H , a,\,..., cid, 

| | ( a i , . . . , a r f )
_ 1 | | < V^/height (.4). 

Proof. Let t be a unit vector such that 

d 

Y^ *Ai 1/ \\(ai,...,ady 

Without loss of generality, let ti be the largest entry of t in absolute value, so 
|*i I > 1/Vd. Then, we have 

ai ^(ti/tiia, 
i=2 

< s/n,/ \\(ai,...,ad)
 1\ 

dist (ai, Span (a2,. . . ,arf)) < Va/ ||( a i , ,id) 

Proof of Theorem 4.3. Let a,\,...,a,d denote the columns of A. Lemma 4.5 
tells us that if ||-A-1|| > x, then height (cii,..., a^) is less than \fd/x. For each 
i, the probability that the height of a, above Span (cti , . . . , a», . . . , ad) is less than 
\fdfx is at most 

vd/xa. 

Thus, 

Pr height (cii,... ,ad) < vd/x\ 

< Pr î : dist (a,, Span (cii, 

< n'"/xa; 

,âi,...,anj) < Vd/i 

so, 
Pr [ | | (ai , . . . ,ad) 1 | | > x] < dz/2/xa. 

file:///fdfx
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Conjecture 1 Let A be an arbitrary d-by-d Real matrix and A a matrix of 
independent Gaussian random variables centered at A, each of variance a2. Then 

P r L4 1 > x \ < — . 
L I I II J x a 

5. Smoothed condition numbers of linear programs 
The Perceptron algorithm solves linear programs of the following simple form: 

Given a set of points a\,...,an, find a vector x such that (a»|x) > 0 
for all i, if one exists. 

One can define the condition number of the Perceptron problem to be the reciprocal 
of the "wiggle room" of the input. That is, let S = {x : (a»|x) > 0,Vi} and 

p(ai,...,an) = max mm 
xes \ % ||a,|| | |x | | / 

Then, the condition number of Perceptron problem is defined to be \/v(a,\,..., an). 
The Perceptron algorithm works as follows: (1) Initialize x = 0; (2) Select any 

a, such that (a»|x) < 0 and set x = x + a,/ ||a,||; (3) while x $ S, go back to step 
(2). 

Using the following two lemmas, Blum and Dunagan [5] obtained a smoothed 
analysis of the Perceptron algorithm. 

Theo rem 5.1 (Block-Novikoff) On input a,\,... ,an, the perceptron algorithm 
terminates in at most \/(v(a,\,... ,a„,))2 iterations. 

Theorem 5.2 (Blum-Dunagan) Leta,\,...,an be Gaussian random vectors in 
Md of variance a2 < l/(2d) centered at points each of norm at most 1. Then, 

P r 
1 

>t i/(ai,...,an) 

nd1-5 , at 

Setting t = ——^ , Blum and Dunagan concluded 
Theo rem 5.3 (Blum-Dunagan) Let a,\,...,an be Gaussian random vectors 

in Md of variance a2 < l/(2d) centered at points each of norm at most 1. Then, 
there exists a constant c such that the probability that the perceptron takes more 
than c " , ° ; ^ ' iterations is at most Ô. 

In his seminal work, Renegar [21, 22, 23] defines the condition of a linear 
program to be the normalized reciprocal of its distance to the set of ill-posed linear 
programs, where an ill-posed program is one that can be made both feasible and 
infeasible or bounded and unbounded by arbitrarily small changes to its constraints. 

Renegar proved the following theorem. 
Theo rem 5.4 (Renegar) There is an interior point method such that, on input 

a linear program specified by (A, b, c) and an e > 0, it will terminate in 

0(sjn + dlog(n(A,b,c) / e) 
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iterations and return either a solution within e of the optimal or a certificate that 
the linear program is infeasible or unbounded. 

With Dunagan, we recently proved the following smoothed bound on the con
dition number of a linear program [11]: 

Theorem 5.5 (Dunagan-Spielman-Teng) For any a2 < l/(nd), let A = 
(cii,... ,an) be a set of Gaussian random, vectors in Md of variance a2 centered 
at points äi,..., dn, let b be a Gaussian random, vector in Md of variance a2 cen
tered at b and let c be a Gaussian random vector in Mn of variance a2 centered at 
c such that X^iLi llAlT + PIT + ||c||" < 1. Then 

PrA}b}C[C(A,b,c) >t]< 
2un2cP/2 

a2t 
logJ ^n?cfl2t 

and hence 
EA}b}C [log C(A, b, c)] < 21 + 3 log(nd/a). 

Combining these two theorem, we have 
Theorem 5.6 (Smoothed Complexity of Interior Point Methods) Let a and 

(.4,6, c) be as given in Theorem 5.5, Then, Renegar's interior point method solves 
the linear program specified by (A, b, c) to within precision e in expected 

O (s/n + d(21 + 3log(nd/ae)) 

iterations. 

6. Two open problems 
As the norm of the inverse of matrix is such a fundamental quantity, it is 

natural to ask how the norms of the inverses of the Q) d-by-d square sub-matrices 
of a d-by-n matrix behave. Moreover, a crude bound on the probability that many 
of these are large is a dominant term in the analysis of complexity of the simplex 
method in [27]. The bound obtained in that paper is: 

Lemma 6.1 Let a\,...,an be Gaussian random, vectors in Md of variance 
a2 < l /9dlogn centered at points of norm at most 1. For I £ (y) a cl-set, let Xj 
denote the indicator random variable that is 1 if 

[a, : i £ I] > 8dA%7 ' 

Then, 

Pr„ • £ * ' < 
-d-l n 

d-l 
> 1 — n d — n -n+d-l _ , -2.9d+l 

Clearly, one should be able to prove a much stronger bound than that stated 
here, and thereby improve the bounds on the smoothed complexity of the simplex 
method. 



Smoothed Analysis of Algorithms 605 

While much is known about the condition numbers of random matrices drawn 
from continuous distributions, much less is known about matrices drawn from dis
crete distributions. We conjecture: 

Conjecture 2 Let A be a d-by-d matrix of independently and uniformly chosen 
±1 entries. Then, 

Prf l l^- 1 !^] < — +an, 

for some absolute constant a < 1. 
We remark that the case t = oo, when the matrix A is singular, follows from 

a theorem of Kahn, Komlos and Szemeredi [18]. 
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Adaptive Methods for PDE's 
Wavelets or Mesh Refinement? 
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Abstract 

Adaptive mesh refinement techniques are nowadays an established and 
powerful tool for the numerical discretization of PDE's. In recent years, 
wavelet bases have been proposed as an alternative to these techniques. The 
main motivation for the use of such bases in this context is their good per
formances in data compression and the approximation theoretic foundations 
which allow to analyze and optimize these performances. We shall discuss 
these theoretical foundations, as well as one of the approaches which has been 
followed in developing efficient adaptive wavelet solvers. We shall also discuss 
the similarities and differences between wavelet methods and adaptive mesh 
refinement. 

2000 Mathematics Subject Classification: 65N50, 41A25, 41A46, 42C40. 
Keywords and Phrases: Adaptivity, Mesh refinement, Wavelets, Multi-
scale, Methods, Nonlinear approxmimation. 

1. Introduction 
Among those relevant phenomenons which are modelled by partial differential 

or integral equations, countless are the instances where the mathematical solutions 
exhibit singularities. Perhaps the most classical examples are elliptic equations 
on domains with re-entrant corners, or nonlinear hyperbolic systems of conserva
tion laws. While such singularities are sources of obvious theoretical difficulties— 
classical solutions should be abandonned to the profit of weak solutions—they are 
also an obstacle to the convergence of numerical approximation methods, in the 
sense tha t they deteriorate the rate of decay of the error with respect to the size of 
the discrete problem : achieving a prescribed accuracy will typically require finer 
resolution and therefore heavier computational cost and memory storage, in com
parison to the approximation of smooth solutions. Let us remark tha t singularities 
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often have a physical relevance : they represent the concentration of stress in elas
ticity, boundary layers in viscous fluid flows, shock waves in gas dynamics... It is 
therefore a legitimous requirement that they should be accurately resolved by the 
numerical method. 

In this context, the use of adaptive methods, appears as a natural solution 
to improve the approximation at a reasonable computational cost. Here, the word 
adaptivity has a twofold meaning : (i) the discretization is allowed to be refined only 
locally, in particular near the singularities of the solution, and (ii) the resolution 
algorithm uses information gained during a given stage of the computation in order 
to derive a new refined discretization for the next stage. The most typical example 
is adaptive mesh refinement based on a-posteriori error estimates in the finite ele
ment context. While these methods have proved to be computationally successful, 
the theory describing their advantages over their non-adaptive counterpart is far 
from being complete. In particular, the rate of convergence of the adaptive algo
rithm, which describes the trade-off between the accuracy and complexity of the 
approximation, is not clearly understood. 

In recent years, wavelet bases have been proposed as an alternative to adaptive 
mesh refinement, motivated by their good performances in data (more specifically 
image) compression. In wavelet-based adaptive schemes, the set of basis functions 
which describe the approximate solution is updated at each stage of the compu
tation. Intuitively, the selection of the appropriate basis functions plays a similar 
role as the selection of the mesh points in adaptive finite element methods, and 
one could therefore expect similar performances from both approaches. On a more 
rigorous level, a specific feature of the wavelet approach is the emergence of a sound 
theoretical setting which allows to tackle fundational questions such as the rate of 
convergence of the adaptive method. 

The goal of this paper is to give some elements of comparison between adaptive 
wavelet and mesh refinement methods from this perspective. We shall first describe 
in §2 a general setting which leads us in §3 to a first comparison between wavelets 
and adaptive finite elements from the point of view of approximation theory. We 
discuss in §4 the relation between these results and adaptive algorithms for PDE's. 
After recalling in §5 the classical approach in the finite element context, we present 
in §6 an adaptive wavelet strategy which has been applied to various problems, and 
discuss its fundational specificities. Finally, we shall conclude in §7 by pointing out 
some intrinsic shortcoming of wavelet-based adaptive methods. 

2. A general framework 

Approximation theory is the branch of mathematics which studies the process 
of approximating general functions by simple functions such as polynomials, finite 
elements or Fourier series. It plays therefore a central role in the accuracy analysis of 
numerical methods. Numerous problems of approximation theory have in common 
the following general setting : we are given a family of subspaces (SN)N>O of a 
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normed space X, and for / £ X, we consider the best approximation error 

aN(f):= inf \\f-g\\x. (1) 
g€bN 

Typically, N represents the number of parameters which are needed to describe an 
element in SN, and in most cases of interest, <TJV(/) goes to zero as this number 
tends to infinity. If in addition <TJV(/) < CN^S for some s > 0, we say that / is 
approximated at rate s. 

Given such a setting, the central problem of approximation theory is to char
acterize by some analytic (typically smoothness) condition those functions / which 
are approximated at some prescribed rate s > 0. Another important problem is 
how to design simple approximation procedures / H> /JV £ Sjv which avoid solving 
the minimization problem (1), while remaining near optimal in the sense that 

Wf-fN\\x<CaN(f), (2) 

for some constant C independent of N and / . 
As an example, consider approximation by finite element spaces 14 defined 

from regular conforming partitions 71 of a domain Q C R d into simplices with 
uniform mesh size h. The approximation theory for such spaces is quite classical, 
see e.g. [12], and can be summarized in the following way. If Wt,p denotes the 
classical Sobolev space, consisting of those functions f £ Lp such that Daf £ Lp 

for \a\ < t, we typically have 

/ £ W
t+r>p => inf [|/ - g\\wt.P < Chr (3) 

provided that 14 is contained in Wt,p and that 14 has approximation order larger 
than t + r, i.e. contains all polynomials of degree strictly less than t + r. Such 
classical results also hold for fractional smoothness. We can express them in terms 
of the number of parameters, remarking that N := dim(14) ~ h^d, so that if we 
set X = Wf''p and SN := 14 with h := A _ 1 A ) w e have obtained 

f £Wt+r'p ^aN(f) <CN-r/d. (4) 

We have thus identified an analytic condition which ensures the rate s = r/d. 
Note that this is not a characterization (we only have an implication), yet a deeper 
analysis shows that an "if and only if" result holds if we slightly modify the notion 
of Sobolev smoothness (using Besov classes, see [13]). In summary, the rate of 
approximation in Ws,p is governed by the approximation order of the 14 spaces, 
the dimension d and the level of smoothness of / measured in Lp. Let us finally 
remark that near-optimal approximation procedures can be obtained if we can find 
a sequence of finite element projectors PN '• X H> SN such that ||.PJV||X-»X < A 
with K independent of N : in this case, we simply take /JV = A v / and remark that 
\\f^fN\\x<(l + K)aN(f). 

In the following we shall address the same questions in the cases of adaptive 
finite element and wavelet approximation. As we shall see, a specific feature to such 
cases is that the spaces SJV are not linear vector spaces. 



610 Albert Cohen 

3. Adaptive finite elements and wavelets 
In the adaptive finite element setting, the number of parameters N is pro

portional to the number of triangles, but for a given budget N the partition T 
and the finite element space VV are allowed to be locally refined in a way which 
depends on the function / to be approximated. It is therefore natural to define the 
approximation spaces SN as 

SN := U#(7-)<JVVV. (5) 

It should be well understood that the SN are not linear vector spaces (the sum 
of two elements does not in general fall in SN when their triangulation do not 
match) but any g £ SN is still described by O(N) parameters, which encode both 
its triangulation T and its coordinates in VV. The requirement of adaptivity has 
thus led us to the concept of nonlinear approximation. 

Wavelet bases offer another track toward nonlinear adaptive approximation. 
The simplest prototype of a wavelet basis is the Haar system. Let us describe this 
system in the case of expanding a function / defined on [0,1] : the first component 
in this expansion is simply the average of / , i.e. the orthogonal projection (/, eo)eo 
onto the function eo = X[o,i]- The approximation is then refined into the average 
of / on the two half intervals of equal size. This refinement amounts in adding the 
orthogonal projection (/ ,ei)ei onto the function ei = X[o,i/2] — A[i/2,i]- Iterating 
this refinement process, we see that the next components have the same form as e\ 
up to a change of scale : at refinement level j , we are adding the projection onto 
the functions 

ipj,k(x) = 2j/2ip(2jx-k), k = 0,--- ,2j - 1, (6) 

where tp = e\. Since all these functions are orthogonal to the previous ones, letting 
j go to +00, we obtain the expansion of / into an orthonormal basis of L2([0,1]) 

f = E M*> (?) 

with f\ := (f,'<px). In the above notation À concatenates the scale and space 
parameters j and k, and V is the set of all indices (including also the first function 
eo). In order to keep track of the scale j corresponding to an index À = (j,k) 
we shall use the notation |A| = j . More general wavelet systems in one or several 
space dimension are built from similar nested approximation processes, involving 
e.g. spline functions or finite elements in place of piecewise constant functions (see 
[23] or [13] for a general presentation). 

This brief description suggests that a natural construction of adaptive wavelet 
approximations is obtained by using only a limited set of indices À as the scale |A| 
grows, which depends on the function to be approximated and typically corresponds 
to those wavelets whose supports are close to its singularities. It is therefore natural 
to define the approximation spaces SN as the set of all N terms combinations 

A v : = { ^ d A é A ; # ( A ) < A } . (8) 
AGA 
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Again this is obviously not a linear space, since we allow to approximate a function 
by choosing the best N terms which differ from one function to another. Note that 
we still do have SN + Av = SW-

Both adaptive finite element and wavelet framework have obvious similiarities. 
However, the answer to the two basic questions raised in the previous section—what 
are the properties of / which govern the decay of <TJV(/) and how to compute in a 
simple way a near optimal approximation of / in SJV —is only fully understood in 
the wavelet framework. Concerning the first question, a striking result by DeVore 
and his collaborators [24] is the following : with X := Wt,p, best A-term wavelet 
approximation satisfies 

f £Wt+r'q ^aN(f) <CN-r'/d, (9) 

with q and r connected by the relation 1/q = l/p+ r/d, assuming that the mul-
tiresolution approximation spaces associated to the wavelet basis are in Wt,p and 
contain the polynomials of degree strictly less than t + r. 

Such an estimate should be compared with the linear estimate (4) : the same 
convergence rate is governed by a much weaker smoothness assumption on / since 
q < p (as in the linear case, an "iff and only if" result can be obtained up to 
slight technical modifications in the statement of (9)). This result gives a precise 
mathematical meaning to the spatial adaptation properties of best A-term wavelet 
approximation: a function / having isolated discontinuity, has usually a smaller 
amount of smoothness s + t when measured in Lp than when measured in Lq with 
1/q = 1/p+t/d, and therefore <TJV(/) might decrease significantly faster than £jv(/). 

The answer to the second question is given by a result due to Temlyakov : if 
/ = X^AGV ^AVA a n d if we measure the approximation error in X = Wt,p, a near 
optimal strategy when 1 < p < oo consists in the thresholding procedure which 
retains the N largest contributions ||dA^>A||v : if AJV is the corresponding set of 
indices, one can prove that there exists C > 0 independent of N and / such that 

II/- E dxM\x<CaN(f). (10) 
AGAjv 

This fact is obvious when X = L2 using the orthonormal basis property. It is a 
remarkable property of wavelet bases that it also holds for more general function 
spaces. In summary, thresholding plays for best A-term wavelet approximation an 
analogous role as projection for linear finite element approximation. 

In the adaptive finite element framework, a similar theory is far from being 
complete. Partial answers to the basic questions are available if one chooses to 
consider adaptive partitions with shape constraints in terms of a uniform bound on 
the aspect ratio of the elements 

max([Diam(A)]rf/vol(A)) < C. (11) 

Such a restriction means that the local refinement is isotropic, in a similar way to 
wavelets. In such a case, we therefore expect a rate of approximation similar to 
(9). Such a result is not available, yet the following can be proved [13] for Lagrange 
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finite elements of degree m : if for any given tolerance e > 0, one is able to build 
a partition T = T(e) of cardinality N = N(e) such that on each K £ T the local 
error of approximation by polynomials satisfies 

ö < i° f I l / - P l l w ^ ( i q < £ , (12) 

then we can build global approximants /JV £ VV C SN such that 

/ £ Wt+r'q =*\\f-fN\\x< CN-r'd, (13) 

with q and r connected by the relation 1/q = l/p + r/d and assuming s + t < m. 
The effective construction of T(e) is not always feasible, in particular due to the 
conformity constraints on the partition which does not allow to connect very coarse 
and very fine elements without intermediate grading. However, this result shows 
that from an intuitive point of view, the adaptive finite element counterpart to 
wavelet thresholding amounts in equilibrating the local error over the partition. One 
can actually use these ideas in order to obtain the estimate (9) for adaptive finite 
elements under the more restrictive assumption that 1/q < 1/p+r/d. Let us finally 
mention that the approximation theory for adaptive finite elements without shape 
constraints is an open problem. 

4. Nonlinear approximation and PDE's 
Nonlinear approximation theory has opened new lines of research on the theory 

of PDE's and their numerical discretization. On the one hand, it is worth revisiting 
the regularity theory of certain PDE's for which the solutions develop singularities 
but might possess significantly higher smoothness in the scale of function spaces 
which govern the rate of nonlinear approximation in a given norm than in the scale 
which govern the rate of linear approximation in the same norm. Results of this 
type have been proved in particular for elliptic problems on nonsmooth domains 
[20] and for scalar ID conservation laws [25]. These results show that if u is the 
solution of such equations, the rate of decay of <TJV(«) is significantly higher for best 
A-term approximation than for the projection on uniform finite element spaces, 
therefore advocating for the use of adaptive discretizations of such PDE's. 

On the other hand these results also provide with an ideal benchmark for 
adaptive discretizations of the equation, since <TJV(«) represents the best accuracy 
which can be achieved by N parameters. In the wavelet case these parameters 
are typically the N largest coefficients of the exact solution u. However, in the 
practice of solving a PDE, these coefficients are not known, and neither is the set A 
corresponding to the indices of the N largest contributions Hd.xV'All- It is therefore 
needed to develop appropriate adaptive resolution strategies as a substitute to the 
thresholding procedure. Such strategies aim at detecting the indices of the largest 
coefficients of the solutions and to compute them accurately, in a similar way that 
adaptive mesh refinement strategies aim at contructing the optimal mesh for finite 
element approximation. In both contexts, we could hope for an algorithm which 
builds approximations UN £ SJV such that ||« — «jv||v is bounded up to a fixed 
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multiplicative constant by <TJV(«) for a given norm of interest, but this requirement is 
so far out of reach. A more reasonable goal is that the adaptive strategy exhibits the 
optimal rate of approximation : if <TJV(«) < CN^S for some s > 0, then ||u—UJV||X < 
CN^S up to a change in the constant. Another requirement is that the adaptive 
algorithm should be scalable, i.e. the number of elementary operations in order 
to compute UN remains proportional to N. Let us finally remark that the norm 
|| • || x for which error estimates can be obtained is often dictated by the nature of 
the equation (for example X = H1 in the case of a second order elliptic problem) 
and that additional difficulties can be expected if one searches for estimates in a 
different norm. 

5. The classical approach 
The classical approach to numerically solving linear and nonlinear partial dif

ferential or integral equations T(u) = 0 by the finite element method is typically-
concerned with the following issues : 

(cl) Well-posedness of the equation, i.e. existence, uniqueness and stability of the 
solution. 

(c2) Discretization into a finite element problem Tr(ar) = 0 by the Galerkin 
method with uj- £ VV, analysis of well-posedness and of the approximation 
error ||« — ur\\x-

(c3) Numerical resolution of the finite dimensional system. 
(c4) Mesh refinement based on a-posteriori error estimators in the case of adaptive 

finite element methods. 

Several difficulties are associated to each of these steps. First of all, note that 
the well-posedness of the finite element problem is in general not a consequence 
of the well-posedness of the continuous problem. Typical examples even in the 
linear case are saddle point problems. For such problems, it is well known that, 
for Galerkin discretizations to be stable, the finite element spaces for the different 
solution components have to satisfy certain compatibility conditions (LBB or Inf-
Sup condition), which are also crucial in the derivation of optimal error estimates. 
Thus the discrete problem does not necessarily inherit the "nice properties" of the 
original infinite dimensional problem. Concerning the numerical resolution of the 
discrete system, a typical source of trouble is its possible ill-conditioning, which 
interferes with the typical need to resort on iterative solvers in high dimension. An 
additional difficulty occuring in the case of integral equations is the manipulation 
of matrices which are densely populated. 

Finally, let us elaborate more on the adaptivity step. Since more than two 
decades, the understanding and practical realization of adaptive refinement schemes 
in a finite element context has been documented in numerous publications [1, 2, 3, 
27, 33]. Key ingredients in most adaptive algorithms are a-posteriori error esti
mators which are typically derived from the current residual T(uj-) : m the c a s e 
where the Frechet derivative DT(u) is an isomorphism between Banach function 
spaces X to Y, one can hope to estimate the error ||« — ur\\x by the evaluation of 
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ll^(uT)l|y- The rule of thumb is then to decompose ||^"(wr)l|y into computable lo
cal error indicators TJK which aim to describe as accurately as possible the local error 
on each element K £ T- In the case of elliptic problems, these indicators typically 
consist of local residuals and other quantities such as jumps of derivatives across 
the interface between adjacent elements. A typical refinement algorithm will subdi
vide those elements A for which the error indicator TJK is larger than a prescribed 
tolerance e resulting in a new mesh T. Note that this strategy is theoretically in 
accordance with our remarks in §3 on adaptive finite element approximation, since 
it tends to equilibrate the local error. Two other frequently used strategies consist 
in refining a fixed proportion of the elements corresponding to the largest TJK, or 
the smallest number of elements A for which the TJK contribute to the global error 
up to a fixed proportion. It is therefore hoped that the iteration of this process 
from an initial mesh % will produce optimal meshes (Tn)n>o m the sense that the 
associated solutions un := «r„ € VV„ converge to u at the optimal rate : 

aN(u) < CN~r => ||« - un\\x < C[#(T„)]- r , (14) 

up to a change in the constant C. Unfortunately, severe obstructions appear when 
trying to prove (14) even in the simplest model situations. One of them is that TJK is 
in general not an estimate by above of the local error, reducing the chances to derive 
the optimal rate. For most adaptive refinement algorithms, the theoretical situation 
is actually even worse in the sense that it cannot even be proved that the refinement 
step actually results in a reduction of the error by a fixed amount and that un 

converges to u as n grows. Only recently [26, 30] have proof of convergence appeared 
for certain type of adaptive finite element methods, yet without convergence rate 
and therefore no guaranteed advantage over their non-adaptive counterparts. 

6. A new parad igm 

Wavelet methods vary from finite element method in that they can be viewed 
as solving systems that are finite sections of one fixed infinite dimensional system 
corresponding to the discretization of the equation in the full basis. This observa
tion has led to a new paradigm which has been explored in [15] for linear variational 
problems. It aims at closely intertwining the analysis—discretization—solution pro
cess. The basic steps there read as follows : 

(nl) Well-posedness of the variational problem. 
(n2) Discretization into an equivalent infinite dimensional problem which is well 

posed in A. 
(n3) Devise an iterative scheme for the A-problem that exhibits a fixed error re

duction per iteration step. 
(n4) Numerical realization of the iterative scheme by means of an adaptive appli

cation of the involved infinite dimensional operators within some dynamically-
updated accuracy tolerances. 

Thus the starting point (nl) is the same. The main difference is that one aims at 
staying as long as possible with the infinite dimensional problem. Only at the very 
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end, when it comes to applying the operators in the ideal iteration scheme (n4), 
one enters the finite dimensional realm. However, the finite number of degrees of 
freedom is determined at each stage by the adaptive application of the operator, so 
that at no stage any specific trial space is fixed. 

The simplest example is provided by the Poisson equation —Au = / on a 
domain Q with homogeneous boundary conditions, for which the variational formu
lation in X = HQ reads : find u £ X such that 

a(u,v) = L(v), forali v £ X, (15) 

with a(u,v) := JQ\7u\7v and L(v) := JQfv. The well-posedness for a data / £ 
X' = H^1 is ensured by the Lax-Milgram lemma. In the analysis of the wavelet 
discretization of this problem, we shall invoke the fact that wavelet bases provide 
norm equivalence for Sobolev spaces in terms of weighted I2 norms of the coefficients 
: if u = ^ A U\'(px, one has 

IM&. ~ £ H « A ^ I & . ~ £ 2 2 s | A | M 2 - (16) 
A A 

We refer to [13] and [21] for the general mechanism allowing to derive these equiva
lences, in particular for Sobolev spaces on domains with boundary conditions such 
as HQ. Therefore, if we renormalize our system in such a way that ||^>A||V = 1, we 
obtain the norm equivalence 

IMI! ~ ll^ll2, (17) 
where U := (ux)xev and || • || denotes the A norm. By duality, one also easily 
obtains 

11/lfA ~ ll*1r\ (18) 
with F := ((f,ìpx))xev- The equivalent A system is thus given by 

AU = F, (19) 

where A(X,p) = a(ip\,ipß) is a symmetric positive definite matrix which is contin
uous and coercive in A. In this case, a converging infinite dimensional algorithm 
can simply be obtained by the Richardson iteration 

Un := U"-1 + T(F - AUn-r) (20) 

with 0 < r < 2[Amax(.4)]_1 and U° = 0, which guarantees the reduction rate 
\\U -Un\\< p\\U - [ A - 1 ji with p = maxjl - rAmin(.4),rAmax(.4) - 1}. Note that 
renormalizing the wavelet system plays the role of a multiscale preconditioning, 
similar to multigrid yet operated at the infinite dimensional level. 

At this stage, one enters finite dimensional adaptive computation by modifying 
the Richardson iteration up to a prescribed tolerance according to 

jjn ._ jjn-i + T ( c O A R S E ( A e ) - APPROX(AUn-1, e)) (21) 

where \\F -COARSE(F,e) | | < e and \\AU - APPROX(AUn-1 ,e)\\ < e, and the 
Un are now finite dimensional vector supported by adaptive sets of indices An. The 



616 Albert Cohen 

procedure CO ARSE, which simply corresponds to thresholding the data vector 
F at a level corresponding to accuracy e, can be practically achieved without the 
full knowledge of F by using some a-priori bounds on the size of the coefficients 
{f,'<P\), exploiting the local smoothness of / and the oscillation properties of the 
wavelets. The procedure APPROX deserves more attention. In order to limitate 
the spreading effect of the matrix A, one invokes its compressibility properties, 
namely the possibily to truncate it into a matrix AN with N non-zero entries per 
rows and columns in such a way that 

\\A-AN\\p^p <CN-S. (22) 

The rate of compressibility s depends on the available a-priori estimates on the 
off-diagonal entries A(X,p) := JQ V'tpxV'tpß which are consequences of the smooth
ness and vanishing moment properties of the wavelet system, see [14]. Once these 
properties are established, a first possibility is thus to choose 

APPROX(.4C/"-1, e) = ANU"'1 (23) 

with N large enough so that accuracy e is ensured. Clearly the modified iteration 
(21) satisfies ||C/ —C/n|| < P | | [ / ^ C A - 1 | | + 2T£, and therefore ensures afixed reduction 
rate until the error is of the order -^—e, or until the residual F — AUn is of order 

l-p ' 

"*[_ "e. A natural idea is therefore to update dynamically the tolerance e, which is 
first set to 1 and divided by 2 each time the approximate residual COARSE (A e) — 
APPROX(.4C/"_1,e) is below [''[I,,' +3]e (which is ensured to happen after afixed 
number of steps). 

We therefore obtain a converging adaptive strategy, so far without information 
about the convergence rate. It turns out that the optimal convergence rate can also 
be proved, with a more careful tuning of the adaptive algorithm. Two additional 
ingredients are involved in this tuning. 

Firstly, the adaptive matrix vector multiplication APPROX has to be de
signed in a more elaborate way than (23) which could have the effect of inflating 
too much the sets An. Instead, one defines for a finite length vector V 

j 

APPROX(.4V,e) = J I A &- ' W* ~ V2<-i] (24) 
1=0 

where VA denotes the restriction of V to its N largest components (with the notation 
Vf/2 = 0), and j is the smallest positive integer such that the residual Xa=o \\A — 
A-23-11111^2' — ̂ ' - i II+ 11-̂11 ll^"-^23II is less than e. In this procedure, the spreading of 
the operator is more important on the largest coefficients which are less in number, 
resulting in a significant gain in the complexity of the outcome. 

Secondly, additional coarsening steps are needed in order to further limitate 
the spreading of the sets An and preserve the optimal rate of convergence. More 
precisely, the procedure COARSE is applied to Un with a tolerance proportional 
to e, for those n such that e will be updated at the next iteration. 
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With such additional ingredients, it was proved in [15] that the error has the 
optimal rate of decay in the sense that 

aN(u) < CN-S => ||« - un\\x ~ \\U - Un\\ < C [ # ( A „ ) ] - , (25) 

and that moreover, the computational cost of producing un remains proportional to 
#(A„). It is interesting to note that this strategy extends to non-elliptic problems 
such as saddle-points problems, without the need for compatibility conditions, since 
one inherits the well-posedness of the continuous problem which allows to obtain a 
converging infinite dimensional iteration, such the Uzawa algorithm or a gradient 
descent applied to the least-square system (see also [15, 19]). The extension to 
nonlinear variational problems, based on infinite dimensional relaxation or Newton 
iterations, has also been considered in [16]. It requires a specific procedure for 
the application of the nonlinear operator in the wavelet coefficients domain which 
generalizes (23). It should also be mentioned that matrix compressibility also applies 
in the case of integral operators which have quasi-sparse wavelet discretizations. 
Therefore several of the obstructions from the classical approach—conditioning, 
compatibility, dense matrices—have disappeared in the wavelet approach. 

Let us finally mention that the coarsening steps are not really needed in the 
practical implementations of the adaptive wavelet method (for those problems which 
have been considered so far) which still does exhibit optimal convergence rate. 
However, we do not know how to prove (25) without these coarsening steps. There 
seems to be a similar situation in the finite element context : it has recently been 
proved in [10] that (14) can be achieved by an adaptive mesh refinement algorithm 
which incorporates coarsening steps, while these steps are not needed in practice. 

7. Conclusions and shortcomings 
There exist other approaches for the development of efficient wavelet-based 

adaptive schemes. In particular, an substantial research activity has recently been 
devoted to multiresolution adaptive processing techniques, following the line of idea 
introduced in [28, 29]. In this approach, one starts from a classical and reliable 
scheme on a uniform grid (finite element, finite difference or finite volume) and 
applies a discrete multiresolution decomposition to the numerical data in order to 
compress the computational time and memory space while preserving the accuracy 
of the initial scheme. Here the adaptive sets An are therefore limited within the 
resolution level of the uniform grid where the classical scheme operates. This ap
proach seems more appropriate for hyperbolic initial value problems [17, 22], in 
which a straightforward wavelet discretization might fail to converge properly. It 
should again be compared to its adaptive mesh refinement counterpart such as in 
[6, 5]. 

Let us conclude by saying that despite its theoretical success, in the sense of 
achieving for certain classes of problems the optimal convergence rate with respect 
to the number of degrees of freedom, the wavelet-based approach to adaptive nu
merical simulation suffers from three major curses. 
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The curse of geometry : while the construction of wavelet bases on a rectangu
lar domains is fairly simple—one can use tensor product techniques and inherit the 
simplicity of the univariate construction—it is by far less trivial for domains with 
complicated geometries. Several approaches have been proposed to deal with this 
situation, in particular domain decomposition into rectangular patches or hierarchi
cal finite element spaces, see [13, 21], and concrete implementations are nowaday-
available, but they result in an unavoidable loss of structural simplicity in compar
ison to the basic Haar system of §3. 

The curse of data structure : encoding and manipulating the adaptive wavelet 
approximations Un to the solution means that we both store the coefficients and 
the indices of the adaptive set An which should be dynamically updated. The same 
goes for the indices of the matrix A which are used in the matrix-vector algorithm 
(24) at each step of the algorithm. This dynamical adaptation, which requires 
appropriate data structure, results in major overheads in the computational cost 
which are observed in practice : the numerical results in [4] reveal that while the 
wavelet adaptive algorithm indeed exhibits the optimal rate of convergence and 
slightly outperforms adaptive finite element algorithms from this perspective, the 
latter remains significantly more efficient from the point of view of computational 
time. 

The curse of anisotropy : adaptive wavelet approximation has roughly speaking 
the same properties as isotropic refinement. However, many instances of singu
larities such as boundary layers and shock waves, have anisotropic features which 
suggests that the refinement should be more pronounced in one particular direction. 
From a theoretical point of view, the following example illustrate the weakness of 
wavelet bases in this situation : if / = An with Q c R d a smooth domain, then 
the rate of best A-term approximation in X = L2 is limited to r = l/(2d — 2) and 
therefore deteriorates as the dimension grows. Wavelet bases should therefore be 
reconsidered if one wants to obtain better rates which take some advantage of the 
geometric smoothness of the curves of dicsontinuities. On the adaptive finite ele
ment side, anisotropic refinement has been considered and practically implemented, 
yet without a clean theory available for the design of an optimal mesh. 

The significance of wavelets in numerical analysis remains therefore tied to 
these curses and future breakthrough are to be expected once simple and appropriate 
solutions are proposed in order to deal with them. 
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Energy Landscapes and Rare Events 

Weinan E* Weiqing Ren^ Eric Vanden-Eijnden* 

Abstract 

Many problems in physics, material sciences, chemistry and biology can 
be abstractly formulated as a system that navigates over a complex energy 
landscape of high or infinite dimensions. Well-known examples include phase 
transitions of condensed matter, conformational changes of biopolymers, and 
chemical reactions. The energy landscape typically exhibits multiscale fea
tures, giving rise to the multiscale nature of the dynamics. This is one of the 
main challenges that we face in computational science. In this report, we will 
review the recent work done by scientists from several disciplines on probing 
such energy landscapes. Of particular interest is the analysis and computa
tion of transition pathways and transition rates between metastable states. 
We will then present the string method that has proven to be very effective 
for some truly complex systems in material science and chemistry. 
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1. Introduction 
Many problems in biology, chemistry and material science can be formulated 

as the study of the energy or free energy landscape of the underlying system. Well-
known examples of such problems include the conformational changes of macro-
molecules, chemical reactions and nucleation in condensed systems. Very often the 
dimension of the s tate space is very large, and the energy landscape exhibits a hi
erarchy of structures and scales. These problems are becoming a major challenge 
in their respective scientific disciplines and are beginning to receive attention from 
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the mathematics community. In this article, we report recent work in this direction. 
For a detailed account, we refer to [4, 5, 6, 7, 12]. 

We begin with a simple example. Plotted in Figure 1 is the solution of the 
stochastic differential equation 

where the potential 

dx(t) = -WxV(x(t))dt + y/ëdW(t) 

V(x) = -(1 -x2f 

(1.1) 

(1.2) 

and dW(i) is Gaussian white noise, e = 0.06, x(Ö) = —1. Without the random 
perturbation, the solution would be x(t) = x(0) = —1. Indeed the deterministic part 
of dynamics in (1.1) does nothing but taking the system to local equilibrium states. 
With the random perturbation, the solution, over long time, exhibits completely-
different behavior. It fluctuates around the two local minima of V,x = —1 and 1, 
with sudden transitions between these two states. The time scale of the transition, 
tu is much larger than the time scale of the fluctuation around the local minima, 
ìR. For this reason, we refer to x = —1 and 1 as the metastable states. 

eps = 0.06 

Figure 1. Time series of the solution to the stochastic differential 
equation (1.1), with e = 0.06. 

Obviously the transition between the metastable states is of more interest 
than the local fluctuation around them. The transition time is much larger since it 
requires the system to overcome the energy barrier between the two states. This is 
only possible because of the noise. When e is small, a huge noise term is required 
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to accomplish this. For this reason, such events are very rare, and this is the origin 
of the disparity between the time scales tu and ìR. 

This simple example illustrates one of the major difficulties in modeling such 
systems, namely the disparity of the time scales. It does not, however, illustrate 
the other major difficulty, namely, the large dimension of the state space and the 
complexity of the energy landscapes. Indeed for typical systems of interests the 
energy landscape can be very complex. There can be a huge number of local minima 
in the state space. The usual concept of hopping over barriers via saddle points 
may not apply (see [3]). 

In applications, the noise comes typically from thermal noise. In this case, 
we should note that even though the potential energy landscapes might be rough 
and contain small scale features, the system itself experiences a much smoother 
landscape, the free energy landscape, since some of the small scale features on the 
potential energy landscape are smoothed out by the thermal noise. 

Our objective in modeling such systems are the following: 

1. Find the transition mechanism between the metastable states. 
2. Find the transition rates. 
3. Reduce the original dynamics to the dynamics of a Markov chain on the 

metastable states. 

Our discussion will be centered around the following model problems: 

7i( t ) = -VV(x(t)) + y/iW(t) (1.3) 

mx(t) + ~/x(t) = -W(x(t)) + s/mëW(t) (1.4) 

e is related to the temperature of the system by e = 2^kßT where kß is the 
Boltzmann constant. We refer to (1.3) as type-I gradient flow and (1.4) as type-II 
gradient flow. 

Before proceeding further, let us remark that there is a very well-developed 
theory, the large-deviation theory, or the Wentzell-Freidlin theory [8], that deals 
precisely with questions of the type that we discussed above. However as was 
explained in [7, 12], this theory is not best suited for numerical purpose. Therefore 
we will seek an alternative theoretical framework that is more useful for numerical 
computations. 

2. Transition state theory 
Transition state theory (TST) [9] has been the classical framework for ad

dressing the questions we are interested in. It assumes the existence and explicit 
knowledge of a reaction coordinate, denoted by q, that connects the two metastable 
states. In addition it assumes that along the reaction coordinate there exists a well-
defined transition state, which is typically the saddle point configuration, say at 
q = 0, and the two regions {q < 0} and {q > 0} defines the two metastable regions 
A and B. For these reasons, transition state theory is restricted to cases when the 
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system is simple and the energy landscape is smooth, i.e. the energy barriers are 
larger than the thermal energy kßT. 

Knowing the transition state, TST calculates the transition rates by placing 
particles at the transition state, and measuring the flux that goes into the two 
regions. For example, the transition rate from A to B is given approximately by 

kA^B = Y0 JmSr(q(t))e(q(t))dpA(q(0)) (2.1) 

where 

Zo= f dpA(q(0)) (2.2) 

Here or is the surface delta function at, q = 0,9 is the Heaviside function, pA is the 
Lebesgue measure restricted to A. For a system with a single particle of mass m 
and potential V, this gives [9] 

UJo SE 

kA-+B = 7Te "BT (2-3) 

l 

where ÔE is the energy barrier at the transition state, UJO = ( ^ ) , xA denotes 

the location of the local minimum inside A. Formulas such as (2.3) are the origin 
of the Arrhenius law for chemical reaction rates and Boltzmann factor for hopping 
rates in kinetic Monte Carlo models. 

3. Reduction to Markov chains on graphs 
For simplicity, we will discuss mainly type-I gradient flows (1.3). The Fokker-

Planck equation can be expressed as 

where ps is the equilibrium distribution 

. , 1 _ M 
Ps(x) = —e kBT 

Z is the normalization constant Z = j R n e kBT dx. The states of the Markov chain 
consist of the sets {Bj}j=1, where {Bj}j=1 satisfies 

1. The Bj's are mutually disjoint 
2. 

ps(x)dx = 1 + o(kBT) (3.2) 

where B = UJ=1Bj. An illustration of the collection the {Bj}j=1 is given in Figure 
2. {Bj} depends on T. As T decreases, the Bj's exhibits a hierarchical structure. 
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V(x) 

Figure 2. Illustration of the collection of metastable sets {Bj} at 
different energies. 

Having defined the states of the Markov chain, we next compute the transition 
rates between neighboring states. Denote by A and B two such neighboring states. 
We would like to compute the transition rate from A to B. Without loss of gener
ality, we may assume J = 2. Let Bi,B2 be the metastable region containing A and 
B respectively, and let rij(i) = JB.p(x,t)dx, Nj = JB ps(x)dx, j = 1,2. Applying 
Laplace's method to (3.1) we get [7] 

fij(t) 
n-2(t) ni(t) 

~N2 AT 
higher order terms (3.3) 

where 

da 
>S°(a) 

Ps(x)dx \tp°(a)\ (3.4) 

{ifio(a),0 < a < 1} is a so-called minimal energy path, to be defined below, {S°(a)} 
is the family of hyperplanes normal to tp°. 

The minimal energy path (MEP) is defined as follows. If V is smooth, then 
tp° is a MEP if 

(VV)±(^°(a)) = 0 (3.5) 

for all a £ [0,1], i.e. W restricted to tp° is parallel to tp°. In general there is not a 
unique tp° that is particularly significant, but rather a collection (a tube or several 
tubes) of paths contribute to the transition rates. However, one can define a MEP 
self-consistently via the equation 

</(«) 
1 

Z(a) JS°(a) 
xe kB T dx (3.6) 
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•o 
'dx. In the case when V has two scales: V = V 

is smooth, then tp° can be defined as the MEP of V. 

SV where Z(a) = Js0{a)e 

\SV\ < 0(kBT), and V 
For type-I gradient systems, if the two metastable sets are separated by a 

single saddle point, then the MEP is the unstable manifold associated with the 
saddle point. MEP for type-II gradient systems is less trivial. In this case (3.3)-
(3.6) have to be modified [7]. Consider the simple example 

p 
-%(q)-p+Vèw 

where V(q) = \(1 — q2)2. It has two local equilibrium states A = ( — 1,0) and 
B = (1,0). The MEP that connects A and B is plotted in Figure 3. It is not a 
smooth curve. The velocity is reversed at the saddle point. To verify that the MEP 
does reflect the true behavior of the transition path, we also plot the transition path 
obtained from direct simulation of the stochastic differential equation. 

Figure 3. MEP for type-II gradient systems. The red line is 
the MEP in phase space, the green line is the transition path 
computed from solving the stochastic differential equation. 

MEP is a very important concept since it defines the "most probable" transi
tion path from which transition rates can be computed via equation (3.3). However 
we should emphasize that from a numerical point of view our task is not that 
of a conventional optimization or control problem, since there is not an objective 
function that we can easily work with. Instead our aim is to perform importance 
sampling in path space to sample the paths that contribute significantly to the 
switching. 
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Finally, if there exists a MEP that connects two metastable sets without going 
through a third one, then we connect these two metastable sets by a link. In this 
way, we form a graph. The original dynamics is then reduced to a Markov chain on 
this graph. 

4. Previous numerical techniques 

A variety of numerical techniques have been developed, most prominently 
in chemistry, but also in biology and material science, for computing MEPs and 
sometimes transition rates. Among the most well-known techniques in the chemistry-
literature are the nudged elastic band method and the transition path sampling 
technique. The nudged elastic band method (NEB) [10] aims at computing the 
MEP defined by (3.5). It represents the MEP by a discrete chain of states. These 
states evolve according to the potential forces of the system. To prevent the states 
from all falling to the two local equilibrium states, a spring force is applied to 
neighboring states to penalize the non-uniformity in the distribution of the states 
along the chain. This by itself may cause convergence to a path which is not a 
MEP. Hence a nudging technique is used, namely only the normal component of 
the potential force and the tangential component of the spring force is applied. 
NEB is a very effective method for small systems with relatively smooth energy-
landscapes. It has two main drawbacks. One is that it is highly inefficient and may 
not even be applicable to systems with rough energy landscapes. The other is the 
choice of the elastic constant. A large elastic constant requires a small time step 
in the evolution of the states. A small elastic constant will not achieve the desired 
uniformity of the states and hence will not give the required accuracy for the energy-
barrier. 

A second important technique is transition path sampling (TPS) [2, 3]. This 
method aims at complex systems with rough energy landscapes by developing a 
Monte Carlo technique that samples the path space. Its efficiency hinges on the 
ability to produce new accepted paths from old ones. 

Other techniques include the ridge method, blue mooth sampling, etc. [1]. 
Often these methods require knowing beforehand the reaction coordinate. 

Elber et. al propose to minimize the Onsager-Machlup action as a way of 
finding the most probable path for macromolecular systems [11]. The Onsager-
Machlup action is the same as the Wentzell-Freidlin action. From a numerical 
point of view, there are certain difficulties associated with minimizing this action 
functional. These issues are discussed in [7]. 

5. The string method 

The basic idea in the string method, developed in [4, 5, 7], is to represent 
transition paths by their intrinsic parameterization in order to efficiently evolve and 
sample paths in path space. It has two versions. The zero temperature version is 
designed for smooth energy landscapes. The finite temperature version is designed 
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for rough energy landscapes in which case thermal noise acts to smooth out the 
small scale features. 

The simplest example of a zero-temperature string method is to evolve curves 
in path space by the gradient flow 

ipt(a,t) = - ( V V ) 1 ( v ( a , t ) ) + r(a,t)r(a,t) (5.1) 

Here f is the tangent vector of the curve {f(-,t)}, (Vl /)±((p) denotes the compo
nent of VV normal to f, r is the Lagrange multiplier that enforces certain specific 
parameterization of the curves. For example if we require equal arclength parame
terization, then we need -^\ipa\ = 0, i.e. 

fl pa 

r(a, t) = a VV(ip(a', t)) • f (A, t)da' - / VV(ip(a', t)) • f (A, t)da' (5.2) 
Jo Jo 

We call such curves with intrinsic parameterization strings. 
In practice the strings are discretized into a collection of points. These points 

move according to the normal component of the potential force. A reparameteriza-
tion step is applied once in a while to enforce the proper parameterization of the 
strings. 

The finite temperature string method is designed for systems with rough energy-
landscapes, particularly the case when the potential can be expressed in the form 

V(x) = V(x) +öV(x) 

where V is smooth and \ó~V\ < O(kßT). In this case we would like to compute the 
MEP of V without first computing V explicitly. This is achieved by creating an 
ensemble of a special type. Our computational object will be a string connecting 
the two metastable sets, together with a family of probability measures on the 
hyperplanes normal to the string. Consider the stochastic equation 

<tf(a,t) = - P ° ( W ( y ( < M ) ) ) + r0(a,t)T0(a,t) +P°a^(a,t) (5.3) 

where rf is Gaussian noise with mean 0 and correlation 

w , w , , , / 2kBTö(t-T), i f a = A 
ETi ( " ' ' to («•'•) = ( 0, i f a # A 

The projection operator P° is defined by projecting to the hyperplane normal to 
the string {ifi°(a,t),0 < a < 1}, where 

^(a,t) = E^(a,t) 

T°(a,t) is the tangent vector of <p° at a, r° is the Lagrange multiplier that enforces 
proper parameterization of tp°. 

Theorem 1.1. 
1. The statistical steady state of (5.3) satisfies: 

<p°(a) = / xe~kBTdx (5.4) 
ZW Js°(a) 

V(x) 

where S°(a) is the hyperplane normal to ip° at a, Z(a) = fsora)
 e kBTdx. 
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2. The stationary distribution of (5.3) is given by the family of distributions 

1 Vjx) 
ßa\X ) 

Z(a) 
,6S0(a)(x) (5.5) 

Knowing {*p0} and {pa}, the transition rates and free energy landscapes can 
be computed, see [7]. 

The finite temperature string method is applied to the perturbed Mueller 
potential 

V(x) = Vm(x) + ÓV(x) 

where Vm(x) is the so-called Mueller potential (see [11]), ÖV is a random pertur
bation. The results of the (finite temperature) string method is shown in Figure 4. 
Also plotted is the MEP of Vm (since V = Vm is explicitly known for this particular 
example) as well as the fluctuations around tp°. 

1.5 

=-, 
0.5 

Figure 4. Effective MEP and local fluctuations for the perturbed 
mueller potential. The red curve is the MEP for V = Vm. The 
black curve is the MEP computed from the finite temperature 
string method. The green curves show the size of the fluctuations. 

6. Concluding remarks 
There are several important topics that we did not cover in this brief report. 

These include the effect of dynamics, non-gradient systems, and acceleration tech
niques. These are discussed in [4, 5, 7, 12]. Also found in these references are 
applications of the ideas discussed here to thermal activated reversal of magnetic 
thin films, models of martensitic transformations, and the formation of Cgo from 
60 carbon atoms. The last example is a case when the barrier is entropie. Even 
though the potential energy is mainly going downhill, the free energy has barriers 
because of entropie effects. Such examples are found frequently in biopolymers. 
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From a numerical point of view, our main idea for overcoming the difficulty-
caused by the disparity of the times scales is to reformulate the problem as a bound
ary value problem instead of initial value problem, since we have some knowledge of 
the initial and final state of the system. Compared with other existing methods that 
assume explicit knowledge of a reaction coordinate, our method finds the reaction 
coordinate self-consistently during the computation. 

The topic discussed here is relatively new in applied mathematics, but it is of 
paramount importance in science and particularly computational science. Progress 
in this area will likely have a fundamental impact in many areas of applications. 

Acknowledgment . We are grateful to Bob Kohn for many stimulating discussions. 
This work is partially supported by NSF via grant DMS01-30107. 

References 
[i 

[2: 

[3; 

[4; 

[5; 

[6; 

[7; 

t«: 

[9 

[10: 

[n 

[12: 

Carter , E. A.; Cicotti, G.; Hynes, J. T.; Kapral , R., Constrained reaction 
coordinate dynamics for the simulation of rare events. Chern. Phys. Lett. 156 
(1989), 472-177. 
Dellago, C ; Bolhuis, P. G.; Csajka, F . S.; Chandler, D. Transition path sam
pling and the calculation of rate constants. J. Chern. Phys. 108 (1998), 1964-
1977. 
Dellago, C ; Bolhuis, P. G.; Geissler, P. L. Transition Pa th Sampling, Submit
ted to: Adv. Chern. Phys. (2001). 
E, W.; Ren, W.; Vanden-Eijnden, E. String method for the study of rare events. 
Phys. Rev. B, in press (2001). 
E, W.; Ren, W.; Vanden-Eijnden, E. Energy Landscape and Thermally Ac
tivated Switching of Submicron-sized Ferromagnetic Elements. J. App. Phys., 
submitted. 
E, W.; Ren, W.; Vanden-Eijnden, E. Probing Multi-Scale Energy Landscapes 
Using the String Method. Phys. Rev. Lett., submitted. 
E, W.; Ren, W.; Vanden-Eijnden, E. Transition pathways in complex systems. 
Theory and numerical methods. In preparation. 
Freidlin, M. L; Wentzell, A. D. Random Perturbations of Dynamical Systems, 
2nd ed. Springer, 1998. 
Hänggi, P.; Talkner, P.; Borkovec, M. Reaction-rate theory: fifty years after 
Kramers. Rev. Mod. Physics 62 (1990), 25A341. 
Jónsson, H.; Mills, G.; Jacobsen, K. W. Nudged elastic band method for finding 
minimum energy paths of transitions. In: Classical and Quantum Dynamics in 
Condensed Phase Simulations. Edited by: Berne, B. J.; Cicotti, G.; Coker, D. 
F. World Scientific, 1998. 
Ölender, R.; Elber, R. Calculation of classical trajectories with a very large 
time step: Formalism and numerical examples. J. Chern. Phys. 105 (1996), 
9299-9315. 
Ren, W. Numerical Methods for the Study of Energy Landscapes and Rare 
Events, thesis, New York University, 2002. 



ICM 2002 • Vol. I • 63A646 

International Comparisons in 
Mathematics Education: An Overview 

Gabriele Kaiser* Frederick K. S. Leung* 
Thomas Romberg* Ivan Yasehenko^ 

Abstract 

The paper opens with an overview of the discussion of international com
parisons (including goals) in mathematics education. Afterwards, the two 
most important recent international studies, the PISA Study and TIMSS-
Repeat, are described. After a short description of the qualitative-quantitative 
debate, a qualitatively oriented small-scale study is described. The paper 
closes with reflection on the possibilities and limitations of such studies. 
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1. Goals of comparative studies 
Since the results of the Third International Mathematics and Science Study 

(TIMSS) were published in 1996, international comparisons of student performance 
in mathematics have gained more and more importance as a consequence of public 
and political discussions. The discussions recently have been fueled by the results 
published in 2001 of the Programme for International Student Assessment (PISA). 
Nevertheless it has to be considered tha t comparative education has a long tradi
tion going back to oral reports, as exemplified by Greeks and Romans. With the 
beginning of the 19th century, approaches were developed seeking to identify forces 
influencing the development of systems of education. In the 1960s and 1970s, the 
use of social science methods became common in order to examine the effect of 
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various factors on educational development accompanied by a debate on the rel
ative merits of quantitative versus qualitative studies. We will come back to this 
discussion later on. 

If we look for the goals of comparative education, history shows us that com
parative education serves a variety of goals. It can deepen our understanding of our 
own education and society, be of assistance to policymakers and administrators, 
and be a valuable component of teacher education programmes. These contribu
tions can be made through work that is primarily descriptive as well as through 
work that seeks to be analytic or explanatory, through work that is limited to just 
one or a few nations, and through work that relies on nonquantitative as well as 
quantitative data and methods. Based on that, Postlethwaite [11] discriminated 
four major aims of comparative education: 

• "Identifying what is happening elsewhere that might help improve our own 
system of education" (p.xx). Postlethwaite gave several examples, such as 
the attempt to identify the principles involved in an innovation like mastery-
learning (which has had such success in the Republic of Korea) and grasping 
the procedures necessary to implement the mastery principle. 

• "Describing similarities and differences in educational phenomena between 
systems of education and interpreting why these exist" (p.xx). This comprises 
the analysis of similarities and differences between systems of education in 
goals, in structures, in the scholastic achievement of age groups and so on, 
which could reveal important information about the systems being compared. 
Studies of these types might describe not only inputs to and processes within 
systems but also the philosophy of systems and outcomes. The reasons of 
why certain countries have particular philosophies and the implications these 
have in terms of educational outcomes are areas of both major academic and 
practical interest. 

• "Estimating the relative effects of variables (thought to be determinants) on 
outcomes (both within and between systems of education)" (p.xx). Within 
education there is a great deal of speculation about what affects what. How 
much evidence, for example, do the people who teach methods at teacher-
training establishments have on the effectiveness of the methods they promul
gate? What about home versus school effects on outcomes? These questions 
and similar ones are the questions to be dealt with under this perspective. 

• "Identifying general principles concerning educational effects" (p.xx). This 
means that we are aiming at a possible pattern of relationship between vari
ables within an educational system and an outcome. In practice, a model will 
be postulated whereby certain variables are held constant before we examine 
the relationship between other variables and the outcomes. The resultant re
lationship will often be estimated by a regression coefficient. Principles we 
detect in an educational system that we analyze that recurs in other systems 
might be determined to be a general principle. 

In mathematics education, there have been a remarkable number of interna
tional comparative studies carried out in the last 30 years. Robitaille [12, p. 41] 
believed that the reason for this might be that— 
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Studies that cross national boundaries provide participating countries 
with a broader context within which to examine their own implicit the
ories, values and practices. As well, comparative studies provide an 
opportunity to examine a variety of teaching practices, curriculum goals 
and structures, school organisational patterns, and other arrangements 
for education that might not exist in a single jurisdiction. 

Stigler and Perry [14, p. 199] emphasized the better understanding of one's own 
culture gained through comparative studies: 

Cross cultural comparison also leads researchers and educators to a more 
explicit understanding of their own implicit theories about how children 
learn mathematics. Without comparison, we tend not to question our 
own traditional teaching practices, and we may not even be aware of the 
choices we have made in constructing the educational process. 

2. Recent international studies in mathematics 
In the following, we will describe briefly the most important comparative stud

ies in mathematics education (for details see [4]). Most of the large-scale studies 
have been carried out by the International Association for the Evaluation of Edu
cational Achievement (IEA). 

2.1. From FIMS over SIMS to TIMSS 

The first large-scale international study was the First International Mathemat
ics Study (FIMS), carried out 1964. Twelve countries participated in this study, 
in which two populations were tested—thirteen-year-olds and students in the final 
school year of the secondary school. In the first population, the students from Israel, 
Japan and Belgium received the best results, and the worst results were achieved 
by the U.S. students. In the second population, a different picture emerged—the 
youngsters from Israel, Belgium and England received the best results, and the U.S. 
students the worst. Several critics emphasized the important role of the curriculum 
and stated that valid comparative results cannot be formulated without considering 
curricular aspects. 

The second large-scale comparative study in mathematics education was the 
Second International Mathematics Study (SIMS), 1980-1982, the results of which 
were published at the end of the 1980s and the beginning of the 1990s. Twenty coun
tries participated in this study, which considered the same age groups as FIMS and 
contained a cross-sectional and a longitudinal component. Considering the curricu
lar criticisms on FIMS, SIMS discriminated different levels of the curriculum—the 
intended curriculum, the implemented curriculum, and the attained curriculum. In 
addition, a content by cognitive-behavior grid was developed, which related the 
mathematical content with cognitive dimensions such as computation and compre
hension. On the level of the intended curriculum, the main results were a significant 
curricular shift—geometry had lost importance in contrast to number and geometry. 
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On the level of the implemented curriculum, the study pointed out the different sta
tus of repetition in the different countries. On the level of the attained curriculum, 
the study showed that the increase in the achievements was remarkable low in many-
countries. Gender differences emerged in many countries, but were not consistent 
and were smaller than the differences between the different countries. SIMS has 
been criticised from several perspectives, and even the organisers of SIMS admitted 
that, despite the wealth of items, the curricula of many participating countries had 
not been covered sufficiently. 

The last study in this series is the Third International Mathematics and Science 
Study (TIMSS), which was carried out in 1995 in over 40 countries. It examined 
the achievement of students from three populations at five grade levels (9-year-olds, 
13-year-olds, and students in the final year of secondary school) in a wide range 
of content and performance areas, and it collected contextual information from 
students, teachers, and school principals. In considering the criticisms formulated 
at SIMS—the unsatisfactory coverage of the curriculum of the different countries, 
the focus on quantified outcomes (the quantified achievement of the students)— 
TIMSS established several additional studies: 

• The TIMSS videotape study, which analyzed mathematics lessons in Japan, 
Germany, and the United States; 

• The case study project, which collected qualitative information on the educa
tional systems in Japan, Germany and the United States; 

• The survey of mathematics and science opportunities, a study of mathematics 
and science teaching in six countries; 

• The curriculum analysis study, which studied the curricula and textbooks in 
many countries. 

With all these additional studies and the high number of countries participating 
in the main study, TIMSS remains the largest and most comprehensive study of 
educational practice in mathematics and science ever undertaken. 

2.2. TIMSS repeat 

Because of the impact of TIMSS on the international community, it was de
cided that a repeat study (TIMSS Repeat or TIMSS-R) be conducted so that trends 
in mathematics (and science) achievements could be studied in an international con
text. However, TIMSS was a complicated study involving testing three populations 
of students at five grade levels and in two subject areas. So it was decided that for 
TIMSS-R in 1999, only eighth grade students (i.e., the upper grade of the TIMSS 
population 2 level (i.e., 13-year-olds)) would be tested. 

38 countries participated in TIMSS-R, and of the 38 countries, 26 had par
ticipated in the eighth grade test in TIMSS as well. So for these 26 countries, 
comparison between their eighth grade students' results in 1995 and 1999 could be 
made. 17 of these 26 countries had participated in the fourth grade test in TIMSS 
as well, and for these 17 countries, the choice of replicating the TIMSS study in 
1999 means that the students tested in 1999 was the same cohort of students who 
took the TIMSS test in 1995. This thus constitutes a quasi-longitudinal study and 
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trends in achievement across the four-year duration can be studied. And for the 
12 countries which did not participate in TIMSS in 1995, the TIMSS-R results 
would allow them to compare their students' achievements with all the TIMSS and 
TIMSS-R countries. 

TIMSS-R, being a repeat study of TIMSS, adopted the TIMSS framework, 
which in turn was based on the SIMS framework. As pointed out above, SIMS and 
TIMSS placed special emphasis on the curriculum, and conceived the curriculum 
in the three levels of intended, implemented and attained curricula. The TIMSS 
curriculum framework, which was developed through a lengthy process of negotia
tion among National Research Coordinators of all the countries that participated 
in TIMSS with input from experts in the field of mathematics education, includes 
a Content dimension and a Performance expectations dimension (There is a third 
dimension known as Perspectives, but the TIMSS-R international report has not 
included results based on analysis of this dimension of the data). The five content 
areas tested included: Fractions and Number Sense (38% of the items were devoted 
to this area); Measurement (15%); Data Representation, Analysis and Probability 
(13%); Geometry (13%); and Algebra (22%). The categories under performance 
expectation were: Knowing (19%); Using Routine Procedures (23%); Using Com
plex Procedures (24%); Investigating and Problem Solving (31%); and Commu
nicating and Reasoning (2%). The test consisted of items in multiple-choice and 
free-response (short answers and extended responses) formats, and about one quar
ter of the items and one third of the testing time were devoted to the free-response 
items. 

Like TIMSS, questionnaires for school principals, teachers and students were 
administered to collect data on the variables related to student achievement. Also, 
in line with the IE A tradition, rigorous sampling and administration standards were 
established and closely monitored by the international study centre. 

Results: 
Mathematics Achievement 
For the top performing countries in TIMSS-R, the pattern in TIMSS per

sisted. The East Asian countries (Singapore, Korea, Chinese Taipei, Hong Kong 
and Japan) outperformed their counter-parts in other parts of the world. Other 
countries that achieved well included Belgium (Flemish), Netherlands, Slovak Re
public, Hungary, Canada, Slovenia, Russian Federation, Australia, Finland, Czech 
Republic, Malaysia and Bulgaria. Like TIMSS, one conspicuous finding in TIMSS-
R is the magnitude of the difference in achievements among countries. The range of 
performance among countries is more than three standard deviations, and in fact, 
the achievements of all the five top performing East Asian countries were three 
standard deviations above that of the lowest scoring country, and those of the top 
six countries was more than two standard deviations above those of the three lowest 
performing countries. 

For most of the countries that participated in both TIMSS and TIMSS-R, 
there was not much difference in terms of their relative performance in the two 
studies. Only one country had a significant decrease in its performance, and 3 out 
of the 26 had a significant improvement. 
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Variables Related to Achievement 
System Variables 
There was no clear relationship between the wealth of the countries (as mea

sured by GNP) and their students' achievements. Although many affluent countries 
(Japan, Singapore, Belgium (Flemish), Netherlands, Hong Kong) did very well in 
TIMSS-R, some wealthy countries (such as US, Finland, Australia, Italy, and Israel) 
did not do as well. On the other hand, some less affluent countries (Slovak Republic, 
Korea and Chinese Taipei) did very well in TIMSS-R. Nor was high achievement 
related to public expenditures on education. In fact, the public expenditures on ed
ucation of the top 9 countries were all less than the international average percentage 
of 5.13%. 

For the average over all TIMSS-R countries, students with a higher level of ed
ucational resources at home and in school did better in the TIMSS-R test. However, 
we cannot conclude that students from countries with higher levels of educational 
resources did better in TIMSS-R. Some high achieving countries (such as Singapore 
and Hong Kong) had relatively few educational resources, while some countries 
with high level of resources (such as Israel and US) did not do very well. So while 
there might well be a positive correlation between educational resources and student 
achievement within countries, there did not seem to be a clear relationship between 
educational resources and achievement across countries. 

Students' Attitudes towards Mathematics 
Similar to the finding above, although the TIMSS-R results were consistent 

with the findings from the literature that students' positive attitudes towards math
ematics was related with higher achievement within a country, the same relationship 
did not hold across countries. In fact, with the exception of Singapore, all the top-
performing countries had relatively negative attitudes towards mathematics. 

In particular, across countries, a positive self-concept in mathematics did not 
seem to be related with higher achievement. It is noticeable that students from all 
the five top-performing East Asian countries had very low self-image of mathemat
ics. This suggests that self-image of mathematics or confidence in doing mathemat
ics may be related to cultural values and is not necessarily associated with student 
achievement. 

Teacher and Instructional Practices 
The same pattern applied to teacher confidence. Although the TIMSS-R data 

show that within a country, teacher confidence was related with student achieve
ment, teachers from high performing countries did not have particularly high level 
of confidence. In particular, although Japanese students did very well in TIMSS-R, 
their teachers had the lowest level of confidence among all the TIMSS-R countries. 

Time devoted to mathematics instruction varied tremendously across coun
tries, from the lowest of 73 hours and 9% of the total instructional time, to 222 
hours and 17% of the total instructional time. But once again, there was no clear 
relationship between amount of instructional time and achievement. In actual fact, 
the four countries that devoted most time to mathematics instruction did badly in 
TIMSS-R, and the top performing countries were spending about just half of the 
time as these countries in instruction. 
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As far as instructional practices are concerned, teachers from participating 
countries reported that the two most predominant activities in their classrooms were 
teacher lecture and teacher-guided student practice, which accounted for nearly-
half of the class time. Although solving non-routine problems was mentioned in 
the intended curriculum of nearly all countries, teachers in all TIMSS-R countries, 
with the exception of Japan, reported that they put relatively low emphasis on 
mathematics reasoning and problem solving. 

There were other discrepancies between the intended and the implemented 
curriculum. "For example, curricular goals and aims in 25 countries included "vi
sualization of three-dimensional shapes" for all or almost all students, but teachers 
in only eight countries reported that at least 75 percent of the students had been 
taught this topic." ([9, p. 182]) 

Lastly, the amount of homework assigned by teachers to students differed 
tremendously across countries, but again there was no neat relationship between 
the amount of homework and the achievement of students. 

Conclusion 

As far as the TIMSS-R achievement within countries is concerned, the factors 
we discussed above merely confirmed the findings in previous studies, that achieve
ment is related to educational resources at home and in school, with students' 
attitudes towards mathematics, with teachers' confidence etc. But what TIMSS-R 
failed to inform us is how to account for differences in performance across countries. 
As pointed out above, most of the variables that explained variation of achievement 
within countries failed to explain the variation across countries. This failure per
haps points to the limitation of questionnaires in getting at the factors for explaining 
student achievement. This problem is particularly acute in international studies, 
where the same term in a questionnaire may mean very different things in differ
ent culture. There is also the issue of confoundment between the cultural values 
and the measuring instrument. For example, the finding on negative self-concept 
in mathematics of East Asian students above may be due to the stress in the East 
Asian cultures of the virtue of humility or modesty. Children from these countries 
are taught from when they are young that one should not be boastful. This may-
inhibit students from rating themselves too highly on the question of whether they 
think they do well in mathematics, and so the scores may represent less than what 
students are really thinking about themselves. On the other hand, one's confidence 
and self image are something that is reinforced by one's learned values, and if stu
dents are constantly taught to rate themselves low, they may internalize the idea 
and may result in really low confidence. 

For variables on instructional practices, the TIMSS-R teacher questionnaire 
results again did not give us a lot of clues on the instructional practices that will 
lead to high achievement. Probably, it is hard for instructional practices to be 
captured by self-reporting questionnaire, and that is why associated studies such as 
the TIMSS-R Video Study are so important in this regard. Video-taping offers a 
form of cross-cultural documentation which is both true to the original classroom 
and amenable to rigorous analysis [15], and is hence a much better methodology for 
studying instructional practices. 
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What TIMSS-R does tell us is that there exist vast differences in mathematics 
achievement across a large number of countries. Hopefully the realization of the 
differences will fuel a search for the factors that contribute to high achievement 
rather than a race to top the league table. 

2.3. OECD/PISA 
Developed jointly by the Organisation for Economic Cooperation and Devel

opment (OECD) member countries, the Program for International Student Assess
ment (PISA) is designed to monitor, on a regular basis, the literacy of students in 
reading, mathematics, and science as they approach the end of secondary school. 
The first PISA assessment took place in 2000 with the emphasis on reading, with 
initial assessments in both mathematics and science. The next assessment will be 
in 2003 with the emphasis on mathematics. PISA has been implemented through 
an international consortium led by the Australian Council for Educational Research 
(ACER) (for details see [10]). 

The OECD/PISA Mathematical Literacy Study is concerned with the capaci
ties of students to analyse, reason, and communicate ideas effectively as they pose, 
formulate, solve, and interpret solutions to mathematical problems in a variety of 
domains and situations. By focusing on real world problems, the PISA assessment 
does not limit itself to the kinds of situations and problems typically encountered 
in school classrooms. In real world settings, few people are faced with the drill-type 
of problems that typically appear in school textbooks and classrooms. Instead, cit
izens in every country are currently being bombarded with information on issues 
such as "global warming and the greenhouse effect," "population growth," "oil slicks 
and the seas," "the disappearing countryside," and so on, and a relevant question 
is whether citizens can make sense of claims and counterclaims on such issues. Of 
interest for the OECD/PISA study is whether 15-year-olds (the age when many-
students are completing their formal compulsory mathematics learning) can use the 
mathematics they have been taught to help make sense of these kinds of issues. 

The concept of mathematical literacy, which underlies the OECD/PISA study-
is defined as— 

an individual's capacity to identify and understand the role that math
ematics plays in the world, to make well-founded judgements, and to 
engage in mathematics, in ways that meet the needs of that individual's 
life as a constructive, concerned, and reflective citizen. 

This definition of mathematical literacy is consistent with the broad and in
tegrative theory about the structure and use of language as reflected in recent 
sociocultural literacy studies. The term "literacy" refers to the human use of lan
guage. In fact, each human language and each human use of language has both an 
intricate design tied in complex ways to a variety of functions. For a person to be 
literate in a language implies that the person knows many of the design resources of 
the language and is able to use those resources for several different social functions. 
Analogously considering mathematics as a language implies that students not only-
must learn the design features involved in mathematical discourse (the terms, facts, 
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signs and symbols, procedures, and skills in performing certain operations in spe
cific mathematical subdomains and the structure of those ideas in each subdomain), 
they also must learn to use such ideas to solve nonroutine problems in a variety of 
situations defined in terms of social functions (making sense of some phenomena). 
Note that the design features for mathematics are more than knowing the basic 
terms, procedures, and concepts that one is commonly taught in schools. It in
volves how these features are structured and used. Unfortunately, one can know a 
good deal about the design features of mathematics without knowing either their 
structure or how to use those features to solve problems. 

PISA assess mathematical literacy in three dimensions: 

1. Content in terms of broad mathematics domains such as chance, change and 
growth, space and shape, uncertainty, among others. For PISA 2000, the 
mathematics assessment focused on two domains: change and growth, and 
space and shape. 

2. Three "competency classes." The OECD/PISA mathematical literacy items 
have been developed to assess three classes of student mathematical compe
tency: 
Class 1 competencies include those most commonly used on standardised as
sessments and classroom tests. These competencies are knowledge of facts, 
common problem representations, recognition of equivalents, recalling of fa
miliar mathematical objects and properties, performance of routine proce
dures, application of standard algorithms and technical skills, manipulation 
of expressions containing symbols and formulae in standard form, and com
putations. 
Class 2 competencies include those related to students' planning for problem 
solving by drawing connections between the different mathematical content 
strands, or from different Big Ideas. They also include students' abilities to 
combine and integrate information in order to tackle and solve "standard" 
problems. Class 2 competencies reflect students' abilities to choose and de
velop strategies, to choose mathematical tools, to use multiple methods or 
steps in the mathematisation and modelling process. These competencies 
also reflect students' abilities to interpret and reflect on the meaning of a 
solution and the validity of their work. Problems that reflect student compe
tencies in Class 2 require students to use appropriate elements from different 
mathematical content areas, or from different Big Ideas, in combination with 
conceptual thinking and reasoning based on material that does not call for 
large extensions of where the student has been before. 
Class 3 competencies include those related to students' ability to plan solution 
strategies and implement them in problem settings that are more complex 
and "original" (or unfamiliar) than those in Class 2. These competencies 
require students not only to mathematise more complex problems, but also 
to develop original solution models. Items measuring Class 3 competencies 
should reflect students' ability to analyse, to interpret, to reflect on, and to 
present mathematical generalisations, arguments and proofs. 

3. Situations in which mathematics is used. For PISA, each item was set in one 
of five situation-types: personal, educational, occupational, public, and seien-
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tific. The items selected for the mathematics test represent a spread across 
these situation types. In addition, items that can be regarded as authentic 
are preferred. That is, items should generally be mathematically interesting 
and should reflect problems that could be encountered through a person's 
day-to-day interactions with the world. 

In a typical Competency Class 1 problem, students were asked to read infor
mation from a graph representing a physical relationship (speed and distance of a 
car). Students needed to identify one specified feature of the graph (the display 
of speed), to read directly from the graph a value that minimised the feature, and 
then select the best match from given alternatives. 

For a Competency Class 2 problem, students were given a mathematical model 
(in the form of a diagram) and a written mathematical description of a real-world 
object (a pyramid-shaped roof) and asked to calculate the area of the base. The 
task required students to link a verbal description with an element of a diagram, to 
recall the area formula for a square with given sides, and to identify the required 
information in the diagram. Students then needed to carry out a simple calculation 
to find the required area. 

A Competency Class 3 task required students to identify an appropriate strat
egy and method for estimating the area of an irregular and unfamiliar shape, and 
to select and apply the appropriate mathematical tools in an unfamiliar context. 
Students needed to choose a suitable shape or shapes with which to model the ir
regular area, know and apply the appropriate formulae for the shapes they used, 
work with scale, estimate length, and to carry out a computation involving a few 
shapes. 

PISA 2000 results: 
To summarise data from responses to a collection of such items, a five-level 

performance scale with an overall mean of 500 was created. The scale was created 
statistically using an Item Response Modelling approach to scaling ordered outcome 
data. Initially the overall scale was used to describe the nature of performance by-
classifying the nations in terms of overall performance, and thus to provide a frame 
of reference for international comparisons. 

For PISA 2000, the rank-order of countries showed that 15-year-olds in Japan 
displayed the highest mean scores, but they could not be distinguished with statis
tical significance from scores in Korea or in New Zealand. Other countries that also 
scored above the OECD average were Australia, Austria, Belgium, Canada, Den
mark, Finland, France, Iceland, Liechtenstein, Sweden, Switzerland, and United 
Kingdom. Overall, there was considerable within-country variation. 

Of more importance was the relationship of other variables such as student 
motivation and engagement, gender, family background, and socioeconomic back
ground to performance in mathematics: 

• In most countries, because most 15-year-olds considered mathematics irrele
vant to their future, only a small proportion considered mathematics worth 
pursuing. 

• Lack of interest in mathematics was associated with poorer student perfor
mance. 
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• Males on average performed better than females on mathematical literacy, 
but the advantage disappeared when comparing low performers. 

• Higher parental education and more social and cultural communication among 
parents and their children were associated with better student performance. 

• Living with only one parent was, on average, associated with lower student 
performance. 

• The socio-conomic composition of a school's student population was an even 
stronger predictor of student performance than individual home background. 

In summary, the PISA 2000 results provided an interesting initial look at how 
15-year-olds responded to a set of items constructed to assess mathematical literacy; 
the differences in mean performance across countries, and potentially important 
correlates of such performance. 

3. The quantitative-qualitative debate and the case 
of a small-scale study 

Since FIMS in 1964, it seems that the same questions have repeatedly been 
asked in large-scale studies, and that qualitative strategies are still not well consid
ered, although as a result of the criticism of FIMS, SIMS was conceptualized as an 
in-depth-study of the curriculum. For the first time, issues such as those related to 
student and teacher beliefs were discussed. TIMSS added to SIMS studies, which 
aimed to explore the relationships between the intended, implemented, and attained 
curriculum. 

For example, in the study Survey of mathematics and science opportunities 
[3], based on observations in mathematics and science in several countries, it was ar
gued that there were typical patterns of instructional and learning activities in each 
country, which seemed to stem from the interaction of curriculum and pedagogy. 
It was assumed that students' learning experiences were moulded by teachers who 
selected, prepared and taught the mathematical content in a variety of instructional 
activities. In this respect, the researchers felt it necessary to elicit information on 
teachers' background knowledge, their beliefs about subject matter, and pedagogi
cal beliefs. This view led the researchers to explore teachers' instructional practices 
in detail. As the description of teachers' practices through observations became 
the major focus, a major reorientation in paradigm and methodology was inspired. 
The orientation of conceptualization shifted from quantitative to qualitative dif
ferences between countries. The Case study project [13] was already designed at 
the beginning as an ethnographic study, aiming to combine large-scale surveys and 
qualitative methods. This in-depth studies of local situations intended to identify 
the myriad of causal variables that were not recognised in large scale surveys and 
to allow the development of hypotheses in order to interpret and explain many data 
gathered in large scale studies. 

Apart from these qualitatively oriented case studies accompanying TIMSS, 
there exist many small scale international studies on mathematics education, and 
many more are coming. As an example of such studies, we briefly describe one 
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study comparing English and German mathematics teaching [5, 7]. This ethno
graphic study was carried out at the beginning of the 1990s, using methods of 
qualitative social sciences, mainly participating classroom observations. In general, 
the study aimed at generating general knowledge, based on which pedagogical phe
nomena might be interpreted and explained. Under a narrower perspective, the 
study aimed to generate hypotheses on the differences between teaching mathemat
ics under the educational systems in England and in Germany. For methodological 
reasons, however, the study could not make any "lawlike" statements; in contrast, 
the study referred to the approach of the "ideal typus" developed by Max Weber 
(Webersche Idealtypen) and described idealized types of mathematics teaching re
constructed from the classroom observations in England and Germany. That means 
that typical aspects of mathematics teaching were reconstructed on the basis of the 
whole qualitative studies rather than on an existing empirical case. 

In brief, the study concluded that the following general approaches concerning 
the understanding of mathematical theory were predominant in English and Ger
man mathematics education. In German mathematics teaching, a subject-oriented 
understanding of mathematical theory prevailed, in contrast to the prevalence of a 
pragmatic understanding of mathematical theory in England. Generally speaking, 
mathematics teaching in Germany was characterized by its focus on the subject 
structure of mathematics and on mathematical theory. This meant that theory was 
made explicit by means of rules and computations. In contrast, in England, the 
understanding of theory could be called pragmatic—theory was applied practically 
in an appropriate way. These different basic approaches in England and Germany 
to teaching mathematics were visible when looking at the differences with regard 
to the following aspects. 

The focus on theory when teaching mathematics in Germany implied a lesson 
structure which went along with the subject structure of mathematics. Thus, in the 
lessons, large units were complete in themselves. Mathematical theorems, rules and 
formulae were therefore of high importance. That varied, though, with the different 
kinds of schools of the three-track system. 

The approach in England, the pragmatic understanding of theory, was ap
parent from the curricular structure, which resembled a spiral. As a consequence, 
smaller units were taught, and they were not necessarily connected with each other. 
Topics were quickly swapped, and at times different topics are worked on at the 
same time. Frequent repetitions of mathematical terms and methods that had al
ready been taught were a feature of this spiral-shaped approach. Mathematical 
theorems, rules, and formulae (often called "patterns" ) were of low importance for 
the teaching of mathematics in England. 

In Germany, proofs of mathematical statements were to a certain extent im
portant when teaching mathematics at the schools of the higher achievement level, 
but they had only small or nearly no importance in schools of the intermediate or 
lower achievement level. Proofs were considered important in order to visualise the 
theoretical frame of mathematics, especially in the context of geometry. 

In England, proofs were of low importance, both in selective as well as in 
nonselective schools. Theorems, found by means of experiments, were often only 
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checked with examples, and proofs and checks with examples were often not distin
guished. 

The status and role of proofs in Germany was studied more extensively in 
another qualitative small-scale study by Knipping [8], comparing the proof of the 
theorem of Pythagoras in French and German mathematics classes. 

4. Strengths and limitations of international stud
ies in mathematics 

The strengths of comparative education can be seen in the multidimensional 
aims described at the beginning such as describing similarities and differences in edu
cational phenomena in different educational systems, estimating the effect of special 
variables on the outcomes, based on input-output-models of education, identifying 
general principles concerning educational effects. One major stream of compara
tive work concerns itself with the interaction of educational and political, social, 
or economic systems, for which the PISA study is an example providing politi
cians with educational indicators, which aim to steer educational systems. Another 
stream focuses on particular pedagogical factors, for which the different case studies 
accompanying TIMSS are an example. Comparisons of instructional methods, cur
ricula, teacher training, and their presumed outcomes (student behavior, especially 
achievement) have long been at the heart of comparative work, although the focus 
of attention has recently broadened. Alexander [1, p. 149] describes this broadened 
view as follows: 

I argue that educational activity which we call pedagogy—the purposive 
mix of educational values and principles in action, of planning, content, 
strategy and technique, of learning and assessment, and of relationships 
both instrumental and affective—is a window on the culture of which it 
is a part, and on that culture's underlying tensions and contradictions 
as well as its publicly-declared educational policies and purposes. 

On the other hand, the limitations or even dangers of international compara
tive studies are also now widely discussed among the researchers. 

Kaiser [6] described the following alternative approaches in comparative edu
cation, which challenged established research traditions in comparative education 
since the 1980s. The first challenge to the nation-state as the exclusive research 
framework either looked at the world system—regional variations, racial groups, 
classes, which are not bound to the nation—or did microanalytic research focused 
on regional variation. Proponents of the analysis of regional variation argued that 
educational variance often was as great, if not greater, across regions within a nation 
as it was across nations. 

The second challenge to input-output models and total reliance on quantifi
cation was based on assertions that education and school practices could not be 
reduced solely to quantitative aspects—knowledge about these topics could only 
be generated by qualitative research methods that focused on actual, lived edu
cational practices and processes. A few approaches proposed ethnomethodological 
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techniques and related educational processes to broader theories of school-society 
relations. 

The third challenge questioned the dominance of structural functionalism in 
comparative education—either how education functioned to maintain the social 
fabric, or how it could be made to function (in the case of the Third World) to 
develop a nation-state generally along Western models. New approaches proposed 
conflict theories, because most societies are plural societies characterised by conflict, 
in which dominant groups seek to legitimise their control over the state. 

The fourth challenge, the emergence of new research concerns, involved new 
ways of looking at educational institutions and their relation to society—studies 
on the nature of knowledge transfer and its impact on the Third World, on school 
knowledge, and on the internal workings of the school. 

Concerning the international comparisons in mathematics education Kaiser [6] 
described four critical aspects, which should be considered in the coming debate: 

• On the methodological level, it is necessary to ask whether the main concepts 
and ideas of the methodology used, such as the approach of the probabilistic 
test theory, are adequate. This model delivers highly general results about 
ability levels. It is, on the other hand, worth questioning whether the neces
sary general conditions required by the model—existence of a one-dimensional 
construct "mathematical ability" or "mathematical literacy"—are fulfilled. 

• On a more subject-bound level, curricular issues have to be discussed—the 
dependence on the results from the test items, the adequacy of the test items 
concerning so many different curricula, the relation of achievement results, 
and the opportunity to learn. 

• Under a general pedagogical perspective, there is a question of the innovation 
potential of such studies. What can we learn from descriptions of mathematics 
teaching in totally different cultures, such as Germany and Japan, with very-
different value systems, social conditions, and so on? 

• Under a political perspective, we need to ask whether the scientific community-
is able to control how the results of the studies are used in political debates. 
Consensus exists among researchers that the ranking is not the main result of 
such studies—but the public debate concentrates mainly on the ranking lists 
and bases proposals for consequences on the rank achieved. How far are the 
results of such studies under the control of the researchers involved, and how 
far can researchers influence the usage of the results? 

Other branches of criticism emphasize the influence of multiple-choice tests on 
mathematics education and on the promotion of mathematically talented young
ster: We have to distinguish between the mathematical education for youngsters, 
who are highly interested and talented in mathematics and intend to become a 
mathematician, engineer, etc. and mathematics education for the others, who will 
not be necessarily involved in vocations dealing with mathematics. The goals and 
the methods of those two different branches of mathematical education are quite 
different and should therefore use different methods of comparison. 

In many countries of the world, there is an elaborate system of mathemati
cal olympiads. They help to popularize mathematics, to engage talented students 
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into mathematics. The results of students in major mathematical competitions 
(such as IMO) are sometimes used to compare the levels of education in different 
countries. The results of the team in IMO might be one indicator for the level of 
mathematical education in a country. In addition, there is another extraordinary-
international competition—the Tournament of the Towns, —which has a stronger 
focus on broader groups of mathematically interested and talented students. It of
fers an opportunity for students of many countries to compete with other students 
in solving ambitious interesting mathematical problems. 

Coming back to the already mentioned large-scale international studies, whose 
main part of the items are still multiple-choice items. Those items are in many-
respects not adequate to compare the achievements of mathematically talented stu
dents: One of the main ideas of classical mathematical education looking for those 
students assumes that a student is being taught not only to find solutions for dif
ferent kinds of problems, but to create different ways of solving problems, to create 
arguments for the solution and communicate it orally and in written form to an 
audience. Such a student is used to have a relatively large amount of time per 
problem and he/she will have significant difficulties in solving multiple-choice items 
under time pressure, where no sophisticated argumentation is asked. 

We have to consider that mathematics education in different countries is very-
sensible to means of testing. Thus bringing multiple-choice tests into education often 
leads to harmful changes in the whole education process. In Russia for example, it 
has led to a degradation of an ambitious mathematics education in many schools. It 
is an open question so far, whether mathematical olympiads or other tournaments 
might be an appropriate indicator for the level of mathematical education achieved 
by the students of a country, at least by the mathematically talented, which could 
to a certain extent replace large-scale international comparisons. 

To summarize, comparative education is characterized by a wide diversity of 
approaches, perspectives, and orientations, and this diversity of the field seems to 
be one of its main strengths. 
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Errata for Volumes II and III 

page 

11-72 

11-152 

11-154 

11-154 

11-154 

11-156 

11-157 

III-313 

III-313 

III-314 

III-766 

line 

8 from top 

18 from top 

4 from top 

5 from top 

6 from top 

18 from top 

22 from top 

9 from top 

10 from bottom 

22 from top 

2 from bottom 

instead of 

in § 

in 2. 

in 2. 

in 3. 

(cf. section 2.) 

(see 2.) 

in section 4. 

of section 

see again section 

in section 

to section 

read 

in §2 

in 2.1 

in 2.1 

in 3.1 

(cf. section 2.4) 

(see 2.4) 

in section 4.2 

of section 2 

see again section 2 

in section 1 

to section 6 

III-630: replace the figure as follows 
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Author's Modifications 
in Volumes II and III 
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T. Rivière: Bubbling and regularity issues in geometric non-linear analysis .. 650 

Michael Benedicks: Non uniformly hyperbolic dynamics: Hénon maps and 

related dynamical systems 651 

A. Chenciner: Action Minimizing Solutions of the Newtonian n-body Problem: 

From Homology to Symmetry 651 
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Appendix B: Errata and Author's Modifications for Volumes II and III 649 

Norm Varieties and Algebraic Cobordism 
Markus Rost 

Page 77 in Volume II: add 2000 Mathematics Subject Classification 
12G05. 

Page 77: add Keywords and Phrases Milnor's A-ring, Galois cohomology, 

Cobordism. 

Line 1 from top on page 81: replace "[1,(*]" by "[1, Ç1 tfc]". 

Line 13 from top on page 81: replace "A" by "cA". 

Knots, von Neumann Signatures, and Grope Cobordism 
Peter Teichner 

Page 443 in Volume II: replace Figure 2 as follows 

Figure 2: Symmetric gropes of height 2 and 2.5 

On the dynamical Yang-Baxter equation 
Pavel Etingof 

Line 21 from top on page 559 in Volume II: replace "[Fe, EV2, FV1, TV]" by 

"[Fe, EV2, FV1, TV1]". 

Line 6 from top on page 560: replace "is known in the non-dynamical case 

([EK]), and was proved" by "is proved in [EK] in the non-dynamical case, and". 
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Line 15 from bottom on page 560: replace "—>•" by V . 

Line 7 from top on page 566: replace "Rvw(z,X)" by "Rvw(u,X)". 

Line 11 from top on page 566: add "For g = sln, they were computed in 

[TV2]." in the end of paragraph. 

Line 2 from top on page 567: replace "in [TV]" by "in [TV1]". 

Line 11 from top on page 569: replace "(see [EV5])" by "(see [TV3, EV5])". 

Line 3 from top on page 570: replace Ref. [EV5] by "[EV5] Etingof P., 

Varchenko A., Dynamical Weyl groups and applications, math.QA/0011001." 

Line 7 from top on page 570: replace Ref. [Fe] by "[Fe] Felder G., Conformai 

field theory and integrable systems associated to elliptic curves, Proceedings of the 

International Congress of Mathematicians, Zürich 1994, p. 1247A255." 

Line 4 from bottom on page 570: replace "[TV]" by "[TV1]", and add the 

following two references: 

[TV2] Tarasov, V., Varchenko, A., Geometry of g-hypergeometric functions, quan

tum affine algebras and elliptic quantum groups. Astrisque No. 246 (1997). 

[TV3] Tarasov, V., Varchenko, A., Difference equations compatible with trigono

metric KZ differential equations. IMRN 2000, no. 15, 80A829. 

Bubbling and regularity issues in geometric 
non-linear analysis 

T. Rivière 

Replace "no-neck property" by "energy identity" in the whole manuscript. 

Line 18 from top on page 198 in Volume III: replace "eo" by "e(m,N)". 

Line 19 from bottom on page 198: replace "^regularity results has been 

found in various problems of geometric analysis (minimal surfaces, geometric flows, 

Yang-Mills Fields...etc)." by "and previous partial regularity result of that type 

for minimal surfaces and other elliptic systems by Almgreen, DeGiorgi, Giusti, 

Miranda, Morrey, • • -, ^regulari ty theorems has been found in various problems of 

geometric analysis ( geometric flows, Yang-Mills Fields, • • -, etc)." 

Line 2 from top on page 200: replace "(see [Pa])" by "(see the work of Parker 

[Pa] that was following his bubbling picture he established in collaboration with 

J.Wolfson for pseudo-holomorphic curves)." 

Line 21 from top on page 202: delete "It is even unknown, in the general case, 

whether the limiting map u is weakly harmonic on the whole of Bm.v 

Line 26 from top on page 202: add "Their proof is based on an e-regularity 
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result for weak Yang-Mills in high dimension which was also independently obtained 

by Y. Meyer and the author in [MR]." in the end of paragraph. 

Line 19 from top on page 203: delete "Question ii) is studied in a work in 

progress with F. Pacard." 

Line 24 from top on page 207: add the following reference: 

[MR] Y. Meyer and T. Rivière, Partial regularity for a class of stationary Yang-Mills 

Fields, to appear in Rev. Math. Iberoamericana, (2002). 

Non uniformly hyperbolic dynamics: Hénon maps and 
related dynamical systems 

Michael Benedicks 

Line 2 from top on page 260 in Volume III: replace " | |D(log|detD/ | ) | |c i" by 

" | |A(log|detA/ | )[U". 

Action Minimizing Solutions of the Newtonian n-body 
Problem: From Homology to Symmetry 

A. Chenciner 

Line 1 from bottom on page 280 in Volume III: add "half" in the front of the 

sentence "its time derivative • • •". 

Line 6 from top on page 281: replace "\r*j(i) — fi(t)\3 by "\\rj(t) — fi(t)\\3". 

Line 7 from bottom on page 281: add "existence is not a problem here because 

fixing the ends gives coercivity" in the end of the sentence "• • • (see [C3]". 

Line 4 from top on page 282: replace "in a minimizer" by "in a (local) mini-

mizer". 

Line 13 from top on page 282: replace "but no proof appeared" by "but no 

proof has yet appeared". 

Line 7 from bottom on page 283: replace "enters" by "leaves". 

Line 2 from top on page 284: delete "and [Ma]". 

Line 4 from top on page 284: replace "coïncide" by "coincide". 

Line 12 from bottom on page 287: replace "Venturelli's" by "The", replace 

"[VI]" by "[VI], [ZZI]". 

Line 11 from bottom on page 287: replace "homogy" by "homology". 
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Line 4 from top on page 288: replace "the bodies" by "equal-mass bodies". 

Lines 5 and 7 from top on page 288: replace "fondamental" by "fundamental". 

Line 8 from top on page 288: replace "minimizes in all cases where" by "is 

action minimizing when". 

Line 14 from bottom on page 288: replace "recall [AC] that" by "recall that, 

according to [AC]," 

Replace Paragraph 3 from bottom on page 288 by 
(iii) Eights with less symmetry. As another example, we prove the existence, for 

three equal masses, of solutions "of the Eight type" but with less a priori symmetry 

than the full symmetry group D6 = {s,a\s6 = l,a2 = l,sa = as^1} (see [CS]) of 

the space of oriented triangles ("shape sphere" in [CM]). We consider the subgroups 

Z / 6 Z = { « } and D3 = {s2,a}. 

Line 14 from top on page 289: replace "minimizes" by "is supposed to mini

mize" . 

Line 8 from bottom on page 289: delete "For n/6 < u < n/3, the minimizer is a 

horizontal Lagrange solution whose size increases to infinity and action decreases to 

0. The a;4-type bifurcation of the minimizer at « = 7r/6 was analyzed by Marchai." 

Line 16 from top on page 291: replace "Simo" by "Simo". 

Line 9 from top on page 294: add the following two references: 

[ZZI] Zhang S. & Zhou Q., A Minimizing Property of Lagrangian Solutions, Acta 

Mathematica Sinica, English Series, Vol. 17, No.3 (2001), 497AS00. 

[ZZ2] Zhang S. & Zhou Q., Variational method for the choreography solution to the 

three-body problem, Science in China (Series A), Vol. 45 No. 5 (2002), 594-597. 

Replace paragraph 2 from top on page 290 to paragraph 2 from top on page 

291 by-

Thanks to the fact that a minimizer of the fixed-ends problem has no collision, 

we need only show that a minimizing path has no collisions at its ends, which can 

be done using local deformations as in one of the proofs of the test assertion for 

the Kepler problem. The surprise is that, using as a model the horizontal Lagrange 

family (which satisfies the symmetry requirements), one can give a simple direct 

proof of the absence of collisions in a minimizer: 

1) the action of an admissible path undergoing a collision is bigger than the 

action A2 = 2^5 3s n^Ts (masses =1) of the horizontal relative equilibrium solution 

Xo of an equilateral triangle which rotates by | in the same amount ottime T/12: 
2 

2) this last action is, for any « < f, bigger than the one A(u) = A2 [f-(f —u)]3 

of the horizontal relative equilibrium solution xu of an equilateral triangle which 

rotates by an angle ( | — u) during the given amount of time. 
The first estimation, better than the one in [CM] (A2 = 2s A2) , appears in 
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[ZZ2] in the case of the Eight. It follows from the remark (at the basis of [VI] and 

[ZZI]) that the action of a 3-body problem splits into the sum of three terms, each 

of which is one third of the action of the Kepler problem with attraction constant 

equal to the total mass M = 3. As the configurations at t and t+T/2 are symmetric 

with respect to the horizontal plane (compute a(s3) and ß(s3j), any collision which 

occurs at to occurs also at to + T/2. The lower bound of the Kepler action during a 

period T is then twice the minimum of the Kepler action of an ejection-collision wih 

attraction constant 3 and period T/2. But this is exactly the action of xo during 

the period. 

Finally, we prove that, for 0 < u < j , the Lagrange solution xu is not a 

minimizer. This is because the value d2A(xu)(^, £) of the Hessian of the action on 

the vertical variation 

£ = (sm( — ) , sm( 
,2nt 
~T~ 

2n, 

3 ' 
sin( 

2nt 4TT. 

which "opens" xu in the direction of the Eight, is negative for u < n/6 and positive 

for u > 7r/6. Indeed, the Hessian of xu is positive when n/6 < u < n/3, which 

supports Marchal's claim that xu is the minimizer when 7r/6 < u < n/3 (notice 

that its size increases to infinity and its action decreases to 0 when u tends to n/S). 

Questions. 1) Prove that for u = 0, (the) minimum is planar, hence (the) Eight. 

2) Our argument works for one value of « at a time. As no uniqueness is proved, 

neither is continuity with u of the family. Such continuity would imply the existence 

among the family of spatial 3-body choreographies in the fixed frame. 

Remark. The first continuation of the Eight into a family of rotating planar 

choreographies was given by Michel Hénon [CGMS] using the same program as in 

[H]. A third family should exist, rotating around an axis orthogonal to the first two. 

Mirror Symmetry and Quantum Geometry 
Kentaro Hori 

Figure 1: Is this what T-duality does? 
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To 

Figure 2: An example with Q2 ^ 0 

Figure 3: Intersecting Lagrangians in S2 
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