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Aging and Spin-glass Dynamics 

Gérard Ben Arous* 

Abstract 

We survey the recent mathematical results about aging in certain simple 
disordered models. We start by the Bouchaud trap model. We then survey the 
results obtained for simple models of spin-glass dynamics, like the REM (the 
Random Energy Model, which is well approximated by the Bouchaud model 
on the complete graph), then the spherical Sherrington-Kirkpatrick model. 
We will insist on the differences in phenomenology for different types of aging 
in different time scales and different models. This talk is based on joint works 
with A.Bovier, J.Cerny, A.Dembo, V.Gayrard, A.Guionnet, as well as works 
by C.Newman, R.Fontes, M.Isopi, D.Stein. 

2000 Mathematics Subject Classification: 60H10, 60K35, 82C44, 82C31, 
20J05. 
Keywords and Phrases: Aging, Spin Glass, Random Media, Trapping mod­
els, Statistical mechanics. 

1. Introduction 
Aging is an interesting long-time property of dynamics in complex disordered 

media, and in particular in certain random media. A system ages when its decor-
relation properties are age-dependent: the older the system the longer it takes to 
forget its past. Aging has been heavily studied both experimentally, numerically 
and theoretically by physicists, in particular in the context of spin-glass dynam­
ics, but the mathematical l i t térature is still rather sparse. Our interest in aging 
stemmed from the study of dynamics of mean field spin glasses models, and more 
precisely of Langevin dynamics for the Sherrington Kirkpatrick model. This re­
mains the ult imate goal, far from being achievable. But we will survey some of the 
partial progress which has been made both in short t ime scales (for the spherical 
SK model, see section 4) or much longer t ime scales (for the REM dynamics, see 
section 3). We begin with aging the Bouchaud t r ap model on various graphs (see 

* Department of Mathematics, Ecole Polytechnique Federate de Lausanne, 1005 Lausanne, 
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section 2)even though it is not directly related to Spin Glasses, because the mech­
anism of aging there is close to the one for the REM. This talk is based on joint 
works with A.Bovier, J.Cerny, A.Dembo, V.Gayrard, A.Guionnet, as well as works 
by C.Newman, R.Fontes, M.Isopi. 

2. Bouehaud's random trap model 
This model is simple model of a random walk trapped (or rather slowed down) 

by random wells. It is nevertheless quite rich. It has been introduced by Bouchaud 
and coworkers (see [9] for a beautiful general survey) as an ansatz to understand 
"activated" dynamics of spin glasses. 

2.1. The random energy landscape 
Consider G = (V, B) a graph where V is the set of vertices and B the set 

of bonds. We introduce a "random energy landscape" on V, a collection (Ex)xev 
of i.i.d non-negative random variables, indexed by the vertices of the graph and 
exponentially distributed (with mean one) , i.e 

P(EX >a) = e-a. 

From these random variables, we define a random measure r on V by: 

T(x) = eßE". 

Here ß > 0 is an inverse temperature parameter. We will denote by a = 4 and 
concentrate on the low temperature phase, i.e a < 1. 

The physicists would see the set of vertices V as a set of " favourable valleys" 
for the configurations of a much more complex system (for instance a spin-glass), 
—Ex as the energy of the bottom of the valley x. Since these energies are usually 
the extreme values of some other random landscape (see below the discussion about 
the REM), the hypothesis that they are exponential random variables is reasonable. 
The sites x where E,x is large are seen as " very favourable valleys", or equivalently 
as very deep traps, where the system should stay for a long time, in any sensible 
definition of the dynamics. 

2.2. Bouehaud's random walk 
We consider the continuous-time Markov Chain X(t) on the set V of vertices, 

whose jump rates are given, when x and y are neighbours on the graph, by: 

wx,y = ve-
ß{{1-a)E'-aE^ 

and wX:V = 0 if x and y are not neighbours. 
Here v > 0 is a time-scale parameter, often set to 1, and a G [0,1] is a symmetry-

index. 
One can also write 

wx,y = VT(x)-{1-a\(y)a. 
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These jump rates satisfy the detailed balance equation: 

Y^ wx,yT(x) = Y^ wv,xT(y)-
y£V y£V 

So that the measure r is reversible for the Markov Chain X, whatever the 
value of the parameter a. 

Notice nevertheless that the case where a = 0 is simpler. Then the jump rate 
wx,y = — r̂ depends only on the random landscape at site x. The Markov Chain X 
is simply obtained by a random time-change from the simple random walk on the 
graph. This case is always easier to handle, and will be called the Random Hopping 
Times dynamics (RHT dynamics). In this case, T(X) is simply the mean time spent 
at x. 
Remark The important feature of the random variables T(X) is the fact that they 
are heavy-tailed: 

P(T(X) > a) = — 
V W > aa 

in particular their expectation is infinite, when a < 1. The whole model could in 
fact be directly defined in terms of the T(X) rather than from the energies (—Ex), 
and then one could assume that the T(X) are i.i.d and in the domain of attraction 
of an a-stable law. 

2.3. Aging and two-point functions 

The natural question about Bouehaud's Markov Chain is to study its long-time 
behaviour, either in the "quenched" regime, i.e almost surely in the randomness 
of the energy landscape, or in the "annealed" regime, i.e after averaging in this 
randomness. One would expect a dynamical phase transition, between the high 
temperature phase where a > 1 and the low temperature phase where a < 1 . A 
general idea about the low temperature phase is that the system spends most of 
its time in very deep traps: more precisely, that by time t, the chain has explored 
a large part of the space and has found traps of depth depending on t. So that , 
at age t, with high probability the system sits waiting in a deep trap, whose depth 
is t-dependent, for a time thus depending on t, before being able to get out and 
find another deep trap. The beautiful idea put forward by the physics littérature 
is "to think in the two-times plane", i.e to consider the evolution of the system 
between two large times, generally denoted tw (like waiting time, tw is the age of 
the system) and tw + t (t is then the duration of the observation of the system), 
and to let both tw and t tend to infinity. The next step proposed by physicists is to 
choose appropriate two-point functions, i.e functions of the evolution of the system 
in the time interval (tw, tw + t), in order to measure how much the system forgets 
its past in this time interval. The simplest such two-point function is the quenched 
probability that the system is in the same state at times tw and tw +1: 

Ru(tw, tw + t) = Pu(X(tw) = X(tw + *)). 
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Here the probability is quenched, i.e conditioned on the random medium, and the 
superscript u denotes this randomness of medium, i.e the i.i.d collection of energies. 
One will also consider the annealed version of this two-point function: 

R(tw,tw + t) = (R^itwjtu, + t)) 

where ( , ) denotes the expectation w.r.t the medium. One also considers often 
another two-point function, i.e the quenched probability that the system has not 
jumped at all in the time interval (tw, tw + t): 

W{tw,tw + t) = Pu(X(tw) = X(tw + s),Vs < t) 

or its annealed conterpart 

U(tw,tw + t) = {W (tw,tw + t)). 

Finding an "agirne regime" is then proving that when t is too small as a 
function of tw (typically t = o(tJ,) for some "aging exponent" 7), then such a two-
point function is close to one, and when it is large enough (typically t » t^) it is 
close to zero. Naturally it is even more desirable to find the limit of these two-point 
functions for the critical regime (typically t = Ct^). 

This program is now understood rigorously for a few important graphs, which 
we will now review. We will review the case of Zd, first for d = 1 after the work of 
Fontes-Isopi-Newman ([16],[17])and more recently Cerny (see [4],[14]), then the case 
of d = 2 (see [5]) (for d > 2 see [14]). Then we treat the case of the complete graph 
on M points when M tends to infinity. This is in fact the original Bouchaud model, 
which was introduced as an ansatz for the dynamics of the Random Energy Model. 
We will then survey the recent results on these dynamics of the REM ([1],[2],[3]) 
which will be the first results really pertaining to the topic of spin glass dynamics. 

2.4. Two aging regimes for Bouehaud's model on Z 
Bouehaud's model on Z has been first studied by Fontes-Isopi-Newman, when 

a = 0, i.e for the Random Hopping Times dynamics. To understand aging in 
dimension d= 1, it is important to introduce a limiting object which will play the 
role of the random medium: 

Definition 1 The random speed measure p. 
Let (Xì,Vì) be a Poisson Point Process on R x (0,00), with intensity measure 

av^^1+a^dxdv. We define a random measure p on R by 

P= YViSx'-
ì 

Definition 2 The FIN (Fontes-Isopi-Newman) singular diffusion Z(s). 
Let W(t) be a standard one-dimensional Brownian Motion, and l(t;y) its local 

time at y. Define the random time-change: 

P(t)= fl(t,y)p(dy) 
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and its inverse 
%l,P(t) = inf{s,^p{s) = t). 

Then the FIN singular diffusion is Z(s) = W('ipp(i)). 

Notice that the Random speed measure and the FIN singular diffusion are 
entirely independent of the symmetry parameter a, but depend only on the tem­
perature parameter a. 

Then the following (annealed) aging result has been proved in [16] for a = 0, 
and in [4] for general a's. 

Theo rem 1 For any a < 1 and any a G [0,1], the following limit exists 

lim R(tw,(l + 6)tw) = f(6). 
tw—¥00 

Moreover the funetion f ean be eomputed using the singular diffusion Z: 

f(9) = (P(Z(l + 9) = Z(l))). 

This result shows that the two-point function R exhibits an aging regime, 
t = 9tw, independently of a. To be able to feel the influence of a, one should use 
the other (annealed) two-point function n , which exhibits another aging regime 
(see [4]). Let us introduce some notation: Denote by F the annealed distribution 
function of the important r.v p(Z(l) 

F(u) = (P(p(Z(l) < «)). 

Here the brackets denote the average w.r.t the environment i.e the randomness of 
the measure p. Let ga be the Laplace transform of the r.v r(0) a 

ga(X) = E[e-XT(Va} 

and C the constant given by C = 2a"1[£'(T(0)"2 a)]1"a . 

Theo rem 2 For any a < 1 and any a G [0,1], the following limit exists 

lim U(tw,tw + 9tl) = qa(9) 
tw—¥00 

where 7 = j=^ and this limit ean be eomputed explieitly 

/»CO 

Qa(9)= / gliCdu^dFiu). 
Jo 

In particular, when a = 0, 

00(0)= / e-idF(u). 
Jo 

These two results show that the Markov Chain essentially succeeds in leaving 
the site it has reached at age tw only after a time t of the order of £%,, but that for 
time scales between ti, and tw it will jump out of the site reached at age tw but 
will not find an other trap deep enough and so will be attracted back to the trap it 
reached at age tw. 
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2.5. Aging for Bouehaud's model on Z 2 , the R H T case 
In dimension 2, i.e on Z2, the only case studied is the case where a=0, the RHT 

case. An aging regime is exibited (in [5])for both quenched two-point functions 

Theorem 3 The following limits exists almost surely in the environment u, 

lim Ru(tw,tw + 9tw) = h(9), 
tw—¥00 

lim W(tw,tw + 9^) = k(9). 
t„-Hx> lntw 

The functions h and k satisfy 

and 

lim h(9) = lim k(9) 
e^o e^o 

lim h(9) = lim k(9) = 0. 
$—»oo $—»oo 

In fact the functions h and k can be computed explicitly easily using arcsine laws 
for stable processes. For instance 

fl+9 
= 5H^Z[ / „a-l(l _ „)-<* du . 

"" Jo 

Here again there is a difference between the subaging regime (Let = 9 ^ ,for 
n))and aging regime(i.e t = 9tw for R), but much slighter than in dimension 1. 
Indeed it is naturally much more difficult to visit a trap again after leaving it. 

There is another important difference between d=\ and d=2, noticed by [16], 
namely there is localisation in dimension 1 and not in dimension 2. More precisely, 
in d=l 

l imsupsup(Pw(X(i) = x)) > 0. 
t-s-oo x£Z 

And this property is wrong in dimension 2. 

2.6. Aging for Bouehaud's model on a large complete graph 
Consider now the case where G is the complete graph on M points. We will 

also study here only the case the RHT case, where a=0. We consider Bouehaud's 
Markov Chain X on G, started from the uniform measure. Then it is easy to see 
that the times of jump form a renewal process and that the two-point function W^ 
is the solution of a renewal equation. This renewal process converges, when M 
tends to oo, to a heavy-tailed renewal process we now introduce. 

Let 

/
oo 

e-*x-(1+a)dy. 

Consider n m ( t w , t w + t) the unique solution of the renewal equation 

IIoo(tw,tw + t) = 1 ^ F œ ( t w + t) + / Ti00(tw-u,tw-u + t)dF00(u). 
Jo 
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Theo rem 4 (see [10], [3]) Almost surely in the environment, for all tw and t, 
H-M(tw,tw + t) converges toll00(tw,tw+t). 

It is easy to see that the limiting two-point function n m ( t w , t w + t) shows 
aging. Let 

1 r°° 1 
H(9) 

Tïcosec(-) J$ (1 + x)xa dx' 

Obviously H(9) ~ 1 — Ca9
1^a when 9 tends to 0, and H(9) ~ Ca9^a when 9 tends 

to oo . 

Theo rem 5 

So that 

lim U00(tw,tw + 9tw) = H(9). 
tw—¥00 

lim lim T^M(tw,tw + 9tw) = H(9). 
tw —»oo M—»oo 

We will see in the next section how this simple result gives an approximation (in 
a weak sense) for the much more complex problem of aging for the RHT dynamics 
for the REM. 

3. Aging for the Random Energy Model 
We report here on the joint work with Anton Bovier and Véronique Gayrard, 

see [1],[2], [3]. This work uses heavily the general analysis of metastability for 
disordered mean-field models in [11], [12]. Let us first, following Derrida, define the 
REM, often called the simplest model of a spin glass. A spin configuration a is a 
vertex of the hypercube SN = { —1,1}^. As in Bouchaud model on the graph SN 
we consider a collection of i.i.d random variables (£'cr)crGsJV indexed by the vertices 
of SN- But we will here assume that the distribution of the E„ 's is standard 
Gaussian. We then define the Gibbs measure pß:N on SN by setting: 

W,N(V) 
Z, ß,N 

where Zß:N is the normalizing partition function. The statics of this model are well 
understood (see[15], and [13]). It is well known that the REM exhibits a static phase 
transition at ßc = \Jl In 2. For ß > ßc the Gibbs measure gives ,asymptotically when 
N tends to oo, positive mass to the configurations a where the extreme values of 
the order statistics of the i.i.d N(0,1) sample (£'cr)crGsJV are reached, i.e if we order 
the spin configurations according to the magnitude of their (-) energies: 

£„.(!) > £'0-(2) > ... > E 

Then for any fixed k, the mass M/3,ìV(<T^^ w m converge to some positive random 
variable. In fact the whole collection of masses M/3,ìV(<T^0 w m converge to a point 
process, called Ruelle's point process. Consider for any E, the set (which we have 
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called the top in [2] and [3], and should really be called the bottom) of configurations 
with energies below a certain threshold UN(E). 

TN(E) = {a£ SN,Ea > uN(E)}. 

We will choose here the natural threshold for extreme of standard Gaussian i.i.d 
rv's, i.e 

E ln(iVln2) + ln(47r) 
uN(E) = V2Nln2 + 

V2iVln2 2^2iVln2 

Now we define discrete-time dynamics on SN by the transition probabilities 

PN(CT,V) 

_Le ßVNE^ ^ j£ a a n c[ jj differ by a spin-flip; 
l^e-/3^iViï+ ) •l{(J = m (3.1) 

0, otherwise. 

Notice we have here truncated the negative values of the E^'s , this truncation 
is technical and irrelevant. We could truncate much less drastically. Anyway the 
states with very negative £"s wont be seen on the time scales we are interested in. 

Then the idea defended by Bouchaud is that the motion of these REM dy­
namics when seen only on the deepest traps TN(E) should be close to the dynamics 
of the Bouchaud model on the complete graph for large M. This is true only to 
some extent. It is true that, if one conditions on the size of the top TN(E) to be M, 
then the sequence of visited points in TN(E) has asymptotically, when N tends to 
oo, to the standard random walk on the complete graph with M points. Neverthe­
less Bouehaud's picture would be completely correct if the process observed on the 
top would really be Markovian, which is not the case, due to a lack of time scales 
separation between the top and its complement. Nevertheless it is remarkable that 
in a weak asymptotic form Bouehaud's prediction about aging is correct. Let us 
consider the following natural two-point function: 

1 ^ 
JlN(n,m) = > I l ^ m ) 

where ncr(7i,m) is the quenched probability that the process starting at time 0 in 
state a does not jump during the time interval (n, n + m) from one state in the top 
TN(E) to another such state. 

Theo rem 6 Let ß > ßc Then there is a sequence CN,E ~ eßvNuN(ß) ^ s u c ^ i}iaii j o r 

any e > 0 

,. ,. ,. nn~n-N(CN,Etw,CN,E(tw + t)) 
lim lim lim P(\ '• —r1 ) — 1 > e) = 0. 

tu, -»oo E-* — oo iV-»oo H it 

R e m a r k 1 The rescaling of the time by the factor CN,E shows that Bouehaud's 
trap model is a good approximation of the REM dynamics for the very large time 
asymptotics, on the last time scale before equilibrium is reached. This is to be 
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contrasted with the other model of glassy dynamics for spin glasses, as advocated 
by Parisi, Mezard or Cugliandolo-Kurchan where the infinite volume limit is taken 
before the large time limit. We will see in the next section an example of such a 
very different aging phenomenon in a much shorter time-scale. 

Remark 2 The REM is the first model on which this study of aging on very long 
times scales (activated dynamics)has been rigorously achieved. This phenomenon 
should be present in many more models, like the Generalized Random Energy-
Model, which is the next achievable goal, or even in much harder problems like 
the p-spin models for large enough p's. The tools developped in [11] [12] should be 
of prime relevance. 

4. Aging for the spherical Sherrington-Kirkpatrick 
model 

Studying spin glass dynamics for the Sherrington Kirkpatrick model might 
seem premature, since statics are notoriously far from fully understood, as opposed 
to the REM. Nevertheless, following Sompolinski and Zippelius, a mathematical 
study of the Langevin dynamics has been undertaken in the recent years jointly with 
A.Guionnet (see [7],[8],[19]). The output of this line of research has been to prove 
convergence and large deviation results for the empirical measure on path space as 
well as averaged and quenched propagation of chaos. The same problem has been 
solved by M. Grunwald for discrete spins and Glauber dynamics, see [18]. The law 
of the limiting dynamics (the self consistent single spin dynamics) is characterized 
in various equivalent ways, from a variational problem to a non-Markovian implicit 
stochastic differential equation, none of which being yet amenable, for the moment, 
to a serious understanding. 

The Sherrington-Kirkpatrick Hamiltonian is given by 

1 N 

"•J \X) = ~/J7 2—1 JìjXìXj 
i , i=l 

with a N x N random matrix J = ( Jy)i<«,j<iv of centered i.i.d standard Gaussian 
random variables. The Langevin dynamics for this model are described by the 
stochastic differential system : 

dx{ = dB} - U'(x})dt - -JL V Jjix\dt, (4.2) 
VN i<i<N 

where B is a iV-dimensional Brownian motion, and U a smooth potential growing 
fast enough to infinity. It was proved in [8],[19] that, for any time T > 0, the 
empirical measure on path space 

N 
i 

PN 

1 N 

V 2-> x!i JV -^—' [O.T] 
«=1 
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converges almost surely towards a non Markovian limit law QT , when the initial 

is condition is a "deep quench", i.e when xo = {x0,l < j < N} are i.i.d. Q 
called the self consistent single spin dynamics in the physics littérature. It is the 
law of a self-consistent non Markovian process, which is very hard to study. One 
expects that the long time behaviour of this process shows an interesting dynamical 
phase transition, and in particular exhibits aging. A consequence of the convergence 
stated above is that the limit of the empirical covariance exists, and is simply the 
autocovariance of the law Q Jo : 

C(tw,tw + t) := hm "jT7 / yfft„,xt„, +t = I xtw
xtw+tdQfi0(x). 

Unfortunately it is not possible to find a simple, autonomous equation satisfied 
by C, or even by C and the so-called response function R. This is a very hard open 
problem. But in the physics littérature (mainly in the work of Cugliandolo and 
Kurchan) one find that the same program is tractable and gives a very rich picture 
of aging for a large class of models, i.e the spherical p-spin models. 

We report here on the joint work with A.Dembo and A.Guionnet [6], on the 
simplest of such models, i.e the Spherical SK, or spherical p-spin model with p=2. 
The general case of p > 2 is harder and will be our next step in the near future. In 
this work, we study the Langevin dynamics for a spherical version of the Sherrington 
Kirkpatrick (SSK) spin glass model. 

More precisely, we shall consider the following stochastic differential system 

N N 

dui = ß Yl JìMdt - /'(T7 J2(4fHdt+dWi (4-3) 
i= i i= i 

where / ' is a uniformly Lipschitz, bounded below function on R+ such that f(x)/x —¥ 
o o a s i - > o û and (W*)I<J<JV is an iV-dimensional Brownian motion, independent 
of {Jij} and of the initial data {u0}. 

The term containing / is a Lagrange multiplier used to implement a "soft" 
spherical constraint. 

Here again the empirical covariance admits a limit 

1 " . . 
C(tW,tW + t) '•— Jim AT / j Xtw

Xtw+t-
« = 1 

But now, as opposed to the true SK model, this limiting two point function is 
easily computable from an autonomous renewal equation. Indeed the induced ro­
tational symmetry of the spherical model reduces the dynamics in question to an 
iV-dimensional coupled system of Ornstein-Uhlenbeck processes whose random drift 
parameters are the eigenvalues of a GOE random matrices. 

Theo rem 7 There exists a critical ßc such that: When starting from i.i.d initial 
conditions: If ß < ßc, then 

C(tw,tw + t) < Cßexp(-öß\t-s\) 
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for some öß > 0, Cß < oo and all (tw,t). 
If ß = ßc, then C(tw,tw + t) —¥ 0 as t —¥ oo. Iftw/t is bounded, then the decay 

is polynomial i '-% and otherwise it behaves like f"^-
If ß > ßc then the following limit exists 

lim C(tw,tw + 9tw) = f(9). 
tw—¥00 

Moreover if t » tw » 1, then C(tw,tw + t ) ^ is bounded away from zero 
and infinity. In particular, the convergence of C(tw,tw + t) to zero occurs if and 
only if Y—• oo. 

In these much shorter time scales than for the former sections, the aging phe­
nomenon we exhibit here is quite different than the one shown in the REM. Here the 
system has no time to cross any barrier, or to explore and find deep wells,it simply 
goes down one well, in very high dimension. In some of these very many directions 
(corresponding to the top eigenvectors of the random matrix J ) , the curvature of 
the well is so weak that the corresponding coordinates of the system are not tightly-
bound and are very slow to equilibrate. These very slow components are responsible 
for the aging phenomenon here. 
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Some Aspects of Additive Coalescents 
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Abstract 

We present some aspects of the so-called additive coalescence, with a focus 
on its connections with random trees, Brownian excursion, certain bridges 
with exchangeable increments, Levy processes, and sticky particle systems. 
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Keywords and Phrases: Additive coalescence, Levy processes, Ballistic 
aggregation. 

1. Additive coalescence in the finite setting 
The additive coalescence is a simple Markovian model for random aggregation 

that arises for instance in the study of droplet formation in clouds [13, 11], gravita­
tional clustering in the universe [19], phase transition for parking [10], ... As long 
as only finitely many clusters are involved, it can be described as follows. A typical 
configuration is a finite sequence x\ > ... > xn > 0 with J2i xì = 1) which may be 
thought of as the ranked sequence of masses of clusters in a universe with unit total 
mass. Each pair of clusters, say with masses x and y, merges as a single cluster with 
mass x + y at rate K(x, y) = x + y, independently of the other pairs in the system. 
This means that to each pair (i, j) of indices with 1 < i < j < n, we associate 
an exponential variable e(i, j) with parameter x» + Xj, such that to different pairs 
correspond independent variables. If the minimum 71 := mini^j^x, , e(i, j) of these 
variables is reached, say for the pair (i0,jo), i-e. 71 = e(io,jo), then at time 71, we 
replace the clusters with labels io and jo by a single cluster with mass #»„ + Xj0. 
Then the system keeps evolving with the same dynamics until it is reduced to a 
single cluster. 

An additive coalescent (X(t),t > 0) started from a finite number n of masses 
is a Markov chain in continuous times for which the sequence of jump times 71 < 
. . . < 7n_i has a simple structure. Specifically, the increments between consecutive 
coalescence times, 71,72 — 71, • • • ,7»-i — 7»-2j are independent exponential vari­
ables with parameters n — l ,n — 2 , . . . , 1, and are independent of the state chain 

* Laboratoire de Probabilités et Modèles Aléatoires and Institut universitaire de France, Uni­
versité Paris 6, 175, rue du Chevaleret, F-75013 Paris, France. E-mail: jbe@ccr.jussieu.fr 
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(X(7fc), k = 0 , . . . , n — 1). This elementary observation enables one to focus on the 
chain of states, and to derive simple relations with other random processes, as we 
shall now see. 

Pitman [17] pointed at the following connection with random trees. Pick a tree 
r(") at random, uniformly amongst the nn^2 trees on n labelled vertices. Enumerate 
its n — 1 edges at random and decide that they are all closed at the initial time. 
At time k = l , . . . , n — 1, open the fc-th edge, and say that two vertices belong 
to the same sub-tree if all the edges of the path connecting those two vertices are 
open at time k. If we denote by nY^ (k) the ranked sizes of sub-trees at time k, 
then the chain Y^ = (y(™) (k),k = 0 , . . . n — 1) has the same law as the chain of 
states (X^ (7fc), fc = 0 , . . . n — 1) of the additive coalescent started from the initial 
configuration (1 /n , . . . , 1/n). 

Forest derived at time 10 from a tree with 14 vertices 

Second, we lift from [8] a different construction which is closely related to hash­
ing with linear probing, cf. [10]. We view the initial configuration x\ > ... > xn > 0 
as the ranked jumps of some bridge 6 = (6(«),0 < u < 1) with exchangeable incre­
ments. That is we introduce U\, 
variables and define 

,Un, n independent and uniformly distributed 

b(u) = YlXi i1 
{u>Ut} 0 <u < 1. (1.1) 

i=l 

bridge b 

Next, we consider a path transformation (see the picture below) that has been 
introduced by Takâcs [21] and used by Vervaat [23] to change a Brownian bridge 
into a normalized Brownian excursion. Specifically, we set 

e(u) = b(u + p, [mod 1]) — b(/j,—) 0 <u < 1, (1.2) 



Some Aspects of Additive Coalescents 

where p stands for the location of the infimum of the bridge 6. 

17 

excursion e 

Finally, for every t > 0, call i-interval any maximal interval [a, 6[C [0,1] on 
which 

tu — e(u) < max {(to — e(w))+,0 < v < «} , for all u G [a,b]. 

0 = 9i dt 

J I I I I I I I I I I I I I I I I I I 

graph ofv^-tv — e(v) and t-intervals (hatched) 

It is easy to see that the t-intervals get finer as t increases and tend to reduce 
to the jump times of e when t —¥ oo. Denote by F(t) the ranked sequence of the 
sums of the jumps made by e on each i-interval, and by 0 < #i < . . . < ön-i the 
jump times of F(-). Then the chain (F(ön-k-i), k = 0,. ..n — 1) has the same law 
as the chain of states (X(7/.), k = 0 , . . . n — 1) of the additive coalescent started 
from the initial configuration (x\,... ,xn). 

2. Standard and other eternal coalescents 
Dealing with a finite number of clusters may be useful to give a simple descrip­

tion of the dynamics, however it is a rather inconvenient restriction in practice. In 
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fact, it is much more natural to work with the infinite simplex 

f °° Ì 
S^ = < x = (#i,#2, • • •) : xì > 0 and \]Xì = 1 > 

endowed with the uniform distance. In this direction, Evans and Pitman [12] have 
shown that the semigroup of the additive coalescence enjoys the Feller property on 
S^. Approximating a general configuration x € S^ by configurations with a finite 
number of clusters then enables us to view the additive coalescence as a Markovian 
evolution on S^. It is interesting in this setting to consider asymptotics when the 
coalescent starts with a large number of small clusters, which we shall now discuss. 

Evans and Pitman [12] have first observed that the so-called standard additive 
coalescent (X(°°)(£),—oo < t < oo) arises at the limit as n —ï oo of the additive 
coalescent process (X^(t), — ̂ logn < t < oo) started at time — ̂ logn with n 
clusters, each with mass 1/n. This limit theorem is perhaps better understood if 
we recall the connection with the uniform random tree r ^ on n vertices that was 
presented in the previous section. Indeed, if one puts a mass 1/n at each vertex 
and let each edge have length n - 1 / 2 , then T^ converges weakly as n —̂  oo to the 
so-called continuum random tree r ^ ; see Aldous [1]. More precisely, r ^ is a 
compact metric space endowed with a probability measure (arising as the limit of 
the masses on vertices) which is concentrated on the leaves of the tree, and a skeleton 
equipped with a length measure which is used to define the distance between leaves. 
This suggests that the standard additive coalescent might be constructed as follows: 
as time passes, one creates a continuum random forest by logging the continuum 
random tree along its skeleton and consider the ranked sequence of masses of the 
subtrees. This yields a fragmentation process, and the standard additive coalescent 
is finally obtained by time-reversing this fragmentation process. Aldous and Pitman 
[3] have made this construction rigorous; more precisely they showed that the tree 
r (œ ' ) has to be cut at points that appear according to a Poisson point process on 
the skeleton with intensity given by the length measure. This representation yields 
a number of explicit statistics for the standard additive coalescent. For instance, for 
every t G R, the distribution of XJ; is given by that of the ranked sequence £i > 
£2 > • • • of the atoms of a Poisson measure on ]0,00[ with intensity e~t(2wx3)~1/2dx 
and conditioned by £1 + • • • = 1. 

The continuum random tree bears remarkable connections with the Brownian 
excursion (cf. for instance Le Gall [14]), and one naturally expects that the stan­
dard additive coalescent could also be constructed from the latter. This is indeed 
feasible (see [7] and also [10]) although its does not seem obvious to relate the fol­
lowing construction with that based on the continuum random tree. Specifically, let 
(e(s),0 < s < 1) be a Brownian excursion with unit duration, and for every t > 0, 
consider the random open set 

G(t) = s 6 [ 0 , l ] : * s - e(s) < max (tu - e(u)) ) . (2.1) 
^ 0<ti<s J 

Then G(t) decreases as t increases, and if we denote by F(t) the ranked sequence of 
the lengths of its intervals components (which of course are related to the so-called 
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^-intervals of the preceding section), then (F(e_*),^oo < t < oo) is a standard 
additive coalescent. 

More generally, Aldous and Pitman [4] have characterized all the processes that 
may arise as the limit of additive coalescents started with a large number of small 
clusters. They are referred to as eternal additive coalescents as these processes are 
indexed by times in ] — oo, oo[. They can be constructed by the same procedure as 
in [3] after replacing the continuum random tree r ^ by a so-called inhomogeneous 
continuum random tree. 

An alternative construction was proposed in [8] and [15]. Specifically, one may-
replace the standard Brownian excursion e by that obtained by the Takâcs-Vervaat 
transformation (1.2) where (b(s),0 < s < 1) is now a bridge with exchangeable 
increments, no positive jumps and infinite variation (which arises as the limit of 
elementary bridges of the type (1.1), see Kallenberg [16]). The ranked sequence 
F(t) of the lengths of the interval components of G(t) defined by (2.1) then yields 
a fragmentation process, and by time-reversal, (F(e -*), ^oo < t < oo) is an eternal 
additive coalescent. 

Roughly, this construction can be viewed as the limit of that presented in 
Section 1 when the additive coalescent starts from a finite number of clusters. 

3. Eternal coagulation and certain Levy processes 
A long time before the notion of stochastic coalescence was introduced, Smolu-

chowski [20] considered a family of differential equations to model the evolution in 
the hydrodynamic limit of a particle system in which particles coagulate pairwise 
as time passes. It bears natural connections with the stochastic coalescence; we 
refer to the survey by Aldous [2] for detailed explanations, physical motivations, 
references ... Typically, we are given a symmetric kernel K :]0, oo[x]0,oo[^ [0, oo[ 
that specifies the rate at which two particles coagulate as a function of their masses. 
Here, we take of course K(x,y) = x + y. If we represent the density of particles 
with mass da: at time t by a measure pt(dx) on ]0, oo[, then 

(A*t>/> = ö / (f(x + y) ~f(x) ^ f(y))(x + y)ßt(ax)pt(dy), (3.1) 
d * 2 J]o,oo[x]0,oo[ 

where / a test function and (pt,f) = J f(x)pt.(dx). Motivated by the preceding 
section, we are interested in the eternal solutions of (3.1), in the sense that the time 
parameter t is real (possibly negative). It is proven in [9] that every eternal solution 
(pt)teR subject to the normalizing condition J xpt(àx) = 1 (i.e. the total mass of 
the system is 1), can be constructed as follows. 

First, define the function 

* ^ , A ( « ) = \o2q2 + f (e-*x ^1 + qx) A(dar), q > 0, (3.2) 
1 J]0,oo[ 

where a2 > 0 and A is a measure on ]0, oo[ with J(x A a:2)A(da:) < oo. We further 
impose that either a2 > 0 or J xA(dx) = oo. Next, let $(-,«) be the inverse of the 
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bijection q —t \Pcr2A(«g) + q. One can check that $(q, e*) can be expressed in the 
form 

<%,e*) = f (1 - e-"x)ßt(dx), q>0, (3.3) 
J]0,oo{ 

where (pt)teR '1S then an eternal solution to Smoluchowski's coagulation equation. 
For instance, when a2 = 1 and A = 0, £ is a standard Brownian motion and we 
recover the well-known solution 

Pt(dx) = , exp da:, t G R, x > 0. 

This invites a probabilistic interpretation. Indeed, (3.2) is a special kind of 
Lévy-Khintchine formula; see section VILI in [5]. More precisely, there exists a 
Levy process with no positive jumps, £ = (Çr,r > 0), such that 

E (exp (q£r)) = exp (r^a2A(q)) , <? > 0. 

It is then well-known (e.g. Theorem VILI in [5]) that the first passage process 

Tj s ) := inf {r > 0 : s£r + r > x} , x>0 

is a subordinator with 

E (exp \^qTJs) ) ) = exp(—x$(q,s)) , <?,a:>0, 

where the Laplace exponent $(-,s) is the inverse bijection of q —¥ \Pcr2jA(«g) + q. 
Thus (3.3) can be interpreted as the Lévy-Khintchine formula for $(•,«), and we 
conclude that the eternal solution pt can be identified as the Levy measure of the 
subordinator T ^ for s = e*. 

This probabilistic interpretation also points at a simple random model for 

aggregation of intervals. Indeed, the closed range T ^ = I Tx ,x > 0 > of T ^ 

induces a partition of [0, oo[ into a family of random disjoint open intervals, namely 
the interval components of G(s) = [0,oo[\T^- We now make the key observation 
that 

7"(«) c T{s'] for 0 < s' < s, (3.4) 

because an instant at which r —t s£r + r reaches a new maximum is always also 
an instant at which r —ï s'Çr + r reaches a new maximum. Roughly, (3.4) means 
that the random partitions get coarser as the parameter s increases; and therefore 
they induce a process in which intervals aggregate. The latter is closely related to 
a special class of eternal additive coalescents, and has been studied in [7, 18] in the 
Brownian case, and in [15] in the general case. 

4. Sticky particle systems 
Sticky particle systems evolve according to the dynamics of completely inelastic 

collisions with conservation of mass and momentum, which are also known as the 
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dynamics of ballistic aggregation. This means that the velocity of particles only-
changes in case of collision, and in that case, a heavier cluster merges at the location 
of the shock with mass and momentum given by the sum of the masses and momenta 
of the clusters involved. This has been proposed as a model for the formation of large 
scale structures in the universe; see the survey article [22]. We now have two quite 
different dynamics for clustering: on the one hand the ballistic aggregation which 
is deterministic, and on the other hand the additive coalescence which is random 
and may appear much more elementary as it does not take into account significant 
physical parameters such as distances between clusters and the relative velocities. 
Nonetheless, there is a striking connection between the two when randomness is 
introduced in the deterministic model, as we shall now see. 

We henceforth focus on dimension one and assume that at the initial time, 
particles are infinitesimal (i.e. fluid) and uniformly distributed on the line. The 
evolution of the sticky particle system can then be completely analyzed in terms of 
the entropy solution to a single PDE, the transport equation 

df.u + udxu = 0. (4.1) 

Here u(x,t) represents the velocity of the particle located at x at time t, and the 
entropy condition imposes that for every fixed t > 0, the function u(-,t) has only-
discontinuities of the first kind and no positive jumps (the latter restriction accounts 
for the total inelasticity of collisions). Provided that the initial velocity «(-,0) 
satisfies some very mild hypothesis on its rate of growth, there is a unique weak 
solution to the equation (4.1) which fulfills the entropy condition, and which can 
be given explicitly in terms of «(•, 0). 

We assume that the initial velocities in the particle system are random, and 
more precisely 

u(r, 0) = 0 for r < 0 and (u(r, 0), r > 0) = (£r, r > 0), 

where £ denotes the Levy process with no positive jumps which was used in the 
preceding section. 

Roughly, the dynamics of sticky particles are not only deterministic, but also 
induce a loss of information as time goes by, in the sense that the initial state of 
the system entirely determines the state at time t > 0, but cannot be completely-
recovered from the latter. In this direction, let us observe the system at some fixed 
time t > 0, i.e. we know the locations, masses and velocities of the clusters at this 
time. Let us pick a cluster located in [0, oo[, using for this only the information 
available at time t (for instance, we may choose the heaviest cluster located at 
time t in [0,1]). We shall work conditionally on the mass of this cluster, and for 
simplicity, let us assume it has unit mass. For every r €]0, £[, denote by M(r) = 
(mi(r),m2(r),...) the ranked sequence of masses of clusters at time r which, by-
time t have aggregated to form the cluster we picked, so M(r) can be viewed as a 
random variable with values in S^. Then the time-changed processes 

M ( t ( 1 - j - ^ ) ) , ^oo < s < oo 
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is an eternal additive coalescent. This was established in [6] in the case of Brownian 
initial velocity; and the recent developments on eternal additive coalescents made 
in [4, 8, 15] show that the arguments also applies for Levy type initial velocities. 

References 
[i 

[2: 

[3; 

[4; 

[*. 
[6; 

[r 

[9 

[io; 

[ H 

[12: 

[is; 

[15 

[16 

D. J. Aldous. The continuum random tree III. Ann. Probab. 21 (1993), 248-
289. 
D. J. Aldous. Deterministic and stochastic models for coalescence (aggregation, 
coagulation): a review of the mean-field theory for probabilists. Bernoulli 5 
(1999), 3-48. 
D. J. Aldous and J. Pitman. The standard additive coalescent. Ann. Probab. 
26 (1998), 1703-1726. 
D. J. Aldous and J. Pitman. Inhomogeneous continuum random trees and the 
entrance boundary of the additive coalescent. Probab. Theory Related Fields 
118 (2000), 455-482. 
J. Bertoin. Levy processes. Cambridge University Press, Cambridge, 1996. 
J. Bertoin. Clustering statistics for sticky particles with Brownian initial ve­
locity. J. Math. Pures Appi. 79 (2000), 173-194. 
J. Bertoin. A fragmentation process connected to Brownian motion. Probab. 
Theory Relat. Fields 117 (2000), 289-301. 
J. Bertoin. Eternal additive coalescents and certain bridges with exchangeable 
increments. Ann. Probab. 29 (2001), 344-360. 
J. Bertoin. Eternal solutions to Smoluchowski's coagulation equation with ad­
ditive kernel and their probabilistic interpretations. Ann. Appi. Probab. (2002) 
(To appear). 
P. Chassaing and G. Louchard. Phase transition for parking blocks, Brow­
nian excursions and coalescence. Random Structures Algorithms. (2002) (To 
appear). 
R. L. Drake. A general mathematical survey of the coagulation equation. In 
G. M. Hidy and J. R. Brock (eds): Topics in current aerosol research, part 2. 
International Reviews in Aerosol Physics and Chemistry, 201-376, Pergammon, 
1972. 
S. N. Evans and J. Pitman (1998). Construction of Markovian coalescents. 
Ann. Inst. H. Poincaré, Probabilités Statistiques 34, 339-383. 
A. M. Golovin (1963). The solution of the coagulation equation for cloud 
droplets in a rising air current. Izv. Geophys. Ser. 5, 482-487. 
J.-F. Le Gall (1993). The uniform random tree in a Brownian excursion. Probab. 
Theory Relat. Fields 96, 369-384. 
G. Miermont (2001). Ordered additive coalescent and fragmentations associ­
ated to Levy processes with no positive jumps. Electr. J. Prob. 6 paper 14, 
1-33. http://math.washington.edu/ ejpecp/ejp6contents.html 
O. Kallenberg (1973). Canonical representations and convergence criteria for 
processes with interchangeable increments. Z. Wahrscheinlichkeitstheorie verw. 
Gebiete 27, 23-36. 

http://math.washington.edu/


Some Aspects of Additive Coalescents 23 

[17] J. Pitman (1999). Coalescent random forests. J. Comb. Theory A. 85, 165-193. 
[18] J. Schweinsberg (2001). Applications of the continuous-time ballot theorem to 

Brownian motion and related processes. Stochastic Process. Appi. 95, 151-176. 
[19] R. K. Sheth and J. Pitman (1997). Coagulation and branching processes models 

of gravitational clustering. Mon. Not. R. Astron. Soc. 
[20] M. von Smoluchowski (1916). Drei Vorträge fiber Diffusion, Brownsche Bewe­

gung und Koagulation von Kolloidteilchen. Physik. Z. 17, 557-585. 
[21] L. Takâcs (1966). Combinatorial methods in the theory of stochastic processes. 

Wiley, New York. 
[22] M. Vergassola, B. Dubrulle, U. Frisch and A. Noullez (1994). Burgers' equation, 

devil's staircases and the mass distribution function for large-scale structures. 
Astron. Astrophys. 289, 325-356. 

[23] W. Vervaat (1979). A relation between Brownian bridge and Brownian excur­
sion. Ann. Probab. 7, 141-149. 



ICM 2002 • Vol. Il l • 25-39 

Localization-Delocalization Phenomena 
for Random Interfaces 

Erwin Bolthausen* 

Abstract 

We consider <i-dimensional random surface models which for d = 1 are 
the standard (tied-down) random walks (considered as a random "string"). 
In higher dimensions, the one-dimensional (discrete) time parameter of the 
random walk is replaced by the <i-dimensional lattice Zd , or a finite subset 
of it. The random surface is represented by real-valued random variables <j>i, 
where i € Z . A class of natural generalizations of the standard random walk 
are gradient models whose laws are (formally) expressed as 

P (d<j>) = — exp ̂Z~2,- ; , V ' ( & - ( M TTd(^> 

Y : R —¥ R + , convex, and with some growth conditions. 
Such surfaces have been introduced in theoretical physics as (simplified) 

models for random interfaces separating different phases. Of particular inter­
est are localization-delocalization phenomena, for instance for a surface inter­
acting with a wall by attracting or repulsive interactions, or both together. 
Another example are so-called heteropolymers which have a noise-induced 
interaction. 

Recently, there had been developments of new probabilistic tools for such 
problems. Among them are: 

• Random walk representations of Helffer-Sjöstrand type, 
• Multiscale analysis, 
• Connections with random trapping problems and large deviations. 

We give a survey of some of these developments. 
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Gradient models are an important class of random interfaces and random 
surfaces. In the mathematical physics literature they are often called "effective 
interface models". The (discrete) random surface is described by random variables 
(0x)xev J where V is Zd or a subset of it. The <j>x itself are either Z-valued or Un­
valued. We will mainly concentrate on the latter situation which is easier in some 
respects. If V is a finite subset of Zd, the law Py of <j> = (<j>x)x€V is described via a 
Hamiltonian 

ffv(«=^Ep(!/^)P(4-W+ E P(V-*)U(<I>X), (1) 
x,y€V x£V,y£V 

where U : R —¥ R+ is symmetric and convex, and p : Zd —¥ [0,1] is a symmetric 
probability distribution on Zd. The above choice of the Hamiltonian corresponds 
to 0 boundary conditions. Of course, one can consider more general ones, where 
the second summand is replaced by J2xev y$vP(y ~ x) U (<f>x — ipy), '<p being a 
configuration outside V. We will be mainly interested in the nearest neighbor case 
p(x) = l/2d, for |x| = 1, and p(x) = 0 otherwise, but more general conditions can 
also be considered. We always assume that the matrix Q = (q^) given by 

qij = Y^ XiXjp (x) (2) 
X 

is positive definite, and that p has exponentially decaying tails. Furthermore, the 
random walk (r]t)teN with transition probabilities p is assumed to be irreducible. 
The Hamiltonian defines a probability distribution on Rv by 

Pv ( # ) d= ^ 7 exp [-Hv m I ] Wx -, (3) 
v xev 

where d<j)x denotes the Lebesgue measure. Zy is the norming constant 

ZV= f exp[^Hv(4>)}T[d4>x. (4) 
• / R V xev 

In the one-dimensional case d = 1, Py is the law of a tied down random 
walk: Let £,, i > 1, be i.i.d. random variables with the density const xe~u(x\ If 
V = { 1 , . . . ,n} , then Py is the law of the sequence (X^>=i Ci I J conditioned 

V -1 y l<i<n 

onE£Ï6 = 0. 
A special case is the harmonic one with U (x) = x2/2. Then Py is a Gaussian 

measure on Rv which is centered for 0-boundary conditions. We usually write 
pharm j n ^jjjg c a s e # >phe law is therefore given by its covariances 

1V(X,y)^ U^ydPy™. 

These covariances have a random walk representation: If V is a finite set then 

-/v(x,y) =mx i/Zs=o M % ) ) > (5) 
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where (r]s)s>0 under Wx is a discrete time random walk on Zd starting at x and with 
transition probabilities Wx (iji = y) = p(y — x). Ty is the first exit time from V. As 
a consequence of this representation one sees that the thermodynamic limit 

pharm < t̂ H m pharn^ ^ <^ { _ „ , _ „ + ! , . . . , n}
d (6) 

exists for d > 3. P^rm is the centered Gaussian measure on Rz whose covariances 
are given by the Green's function of the random walk. It is important to notice 
that this random field has slowly decaying correlations: 

. , const , , 
7oo {x, y) « - ^ , \x - y\ -+ oo. 

F - 2 / 1 

For d = 2, the thermodynamic limit does not exist, and in fact 
£.harm ^ 2 ^ ^ c o n s t X log TI, Tl -Ï 00. 

For d = 1, the variance grows of course like n in the bulk. The harmonic surface is 
therefore localized for d > 3, but not for d = 1,2. 

Many of these properties carry over to non-harmonic cases with a convex and 
symmetric interaction function U in (1). Of particular importance is that there is 
a generalization of the representation (5), the Helffer-Sjöstrand representation, see 
[26]. The random walk (r)s) has to be replaced by a random walk in a dynamically-
changing random environment. Using this representation, many of the results for 
the harmonic case can be generalized to the case of a convex U, although often 
not in a quantitatively as precise form as in the harmonic case. For a probabilistic 
description of the Helffer-Sjöstrand representation, see [20]. 

The main topic of this paper are effects arising from interactions of the random 
surface (<j>x) with a "wall". The simplest case of such a wall is the configuration 
4> = 0. There are many type of interactions which had been considered in the 
literature, both in physics and in mathematics. The simplest one is a local attraction 
of the surface to this wall. It turns out that an arbitrary weak attraction localizes 
the random field in a strong sense, and in all dimensions. This will be discussed 
in a precise way in Section 2.. Interesting localization-delocalization phenomena 
may occur when mixed attractive and repulsive interactions are present, with phase 
transitions depending on the parameters regulating the strength of the interactions. 
Naturally, these phenomena are best understood for the one-dimensional case. A 
simple example is the following one, which is discussed in details in [25]: Let (f>o = 
0, (f>i,..., <^2»-ij <f>2n = 0 be a discrete time Z-valued, and tied-down, simple random 
walk, i.e. Pn is simply the uniform distribution on all such paths which satisfy 
\4>x — <j)x-\\ = 1. Introducing an arbitrary pinning to the wall in the form 

Pn,ß (<f>) = £ — exp 
Zn,ß 

, 2 r a - l 

ŒXZ M**) Pn (4>) , ß > 0 

strongly localizes the "random string", i.e. sup„ x E„:ß (<^) < oo holds for all 
ß > 0. Furthermore, the correlations E„:ß (<j>x<j>y) are exponentially decaying in 
|x — y|, uniformly in n. These facts are easily checked. 
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On the other hand, if the string is confined to be on one side of the wall, 
the situation is completely different. Let iifn = {$ '• ^x > 0, 1 < x < 2n — 1}, 
and P+3 (•) = Pn>ß (• | iifn) • Then there is a critical ßc > 0 such that the above 
localization property holds for ß > ßc, but not for ß < ßc, where the path measure 
converges, after Brownian rescaling, to the Brownian excursion. For a proof of this 
so called "wetting transition", see [25]. More precise information has been obtained 
recently in this one-dimensional situation in [28]. 

There are similar phase transitions for more complicated models. Some of 
them will be discussed in Section 3. and Section 4.. We begin in the next section 
by discussing the pinning effect alone mainly in the difficult two-dimensional case. 

2. Pinning of two-dimensional gradient fields 
We consider now a gradient field (3), but we modify it by introducing an 

attractive local pinning to the wall {<p = 0} . This is often done by modifying the 
Hamiltonian in the following way: Let %p : R —¥ R - be symmetric and with compact 
support. Then we put 

Hv,v (<f>) = Hv M + X > (<fe) • (7) 
xev 

Evidently, the corresponding finite volume Gibbs measure favours surfaces which 
have the tendency to stick close to the wall. It should be emphasized that this is a 
much weaker attraction than in a so-called massive field, where one takes %p to be 
convex, for instance ip (x) = x2. A formally slightly easier model can be obtained by 
not changing the Hamiltonian, but replacing the Lebesgue measure as the reference 
measure by a mixture of the Lebesgue measure and a Dirac measure at 0. This 
corresponds to the following probability measure on Rl/ : 

Pv,e ( # ) d= J - exp [-Hv m J ] W * + £Ôo ( # . ) ) , e > 0. (8) 
Zv,e xev 

This measure can be obtained from measures defined by the Hamiltonian (7) via 
an appropriate limiting procedure. The nice feature of (8) is that FV,e can trivially 
be expanded into a mixture of "free" measures: We just have to expand out the 
product: 

A - ( # ) = ^ e ' ^ ' ^ ^ - e x p h F v ^ ) ] ] ! ^ I I M«***) (9) 
Aev Zv,* A xeA xev\A 

E^ | V \A\£±pA^y 
Zv,e AQV 

where PA is the measure defined by (3), extended by 0 outside A. Remark that 

Vv^(A)^^y\A^ 
Zv,e 
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defines a probability distribution on the set of subsets of V. Therefore, we have 
represented FV,e as a mixture of free measures PA- It should be remarked that 
similar but technically more involved expansions are possible also in the case of the 
Hamiltonian (7). The case of %p (x) = —al^^t,] (x) is discussed in [10]. Probably, 
more general cases could be handled with the help of the Brydges-Fröhlich-Spencer 
random walk representation (see [15]), but the results presented here have not been 
derived in this more general case. For the sake of simplicity, we stick here to the 
Spinning case (8). 

The above representation easily leads to a representation of the covariances 
of the pinned field. This is particularly simple in the harmonic case U (x) = x2/2, 
where one gets 

Ux<PyPy^m (#) = E "V,e (A)mx fe^Q1 1» fa«: 
J AQV ^ 

The problem is therefore reduced to a problem of a random walk among random 
traps: The distribution vy>e defines a random trapping configuration, let's denote 

it by A, i.e. Ftrap (A = Ve U (V\Aj) = vy>e (A), and the covariances of our pinned 
measure are given in terms of the discrete Green's function among these random 
traps which are killing the random walk when it enters one of these traps. A 
difficult point is a precise analysis of the distribution of A, and a crucial step is a 
comparison with Bernoulli measures. The two-dimensional case is the most difficult 
one. In three and more dimensions, a comparison of the distribution of A with a 
Bernoulli measure is quite easy. 

It turns out that the pinning localizes the field in a strong sense. First of all, 
the variance of the variables stay bounded as V f T,d. Secondly, there is exponential 
decay of the covariances, uniformly in V. Results of this type have a long history. 
For d > 3, and for the harmonic case with pinning of the type (7), the localization 
has been obtained in [15]. In [24], boundedness of the absolute first moment has 
been proved for d = 2, but no exponential decay of the correlations. The first proof 
of exponential decay of correlations in the two-dimensional case has been obtained 
in [7] for the harmonic case. One drawback of the method used there was that it 
uses reflection positivity, which holds only under restrictive assumptions on p. Also, 
periodic boundary conditions are required, and so the results are not directly valid 
for the 0-boundary case. A satisfactory approach had then been obtained in [21] 
and [27]. The quantitatively precise results presented here are from [10], where the 
critical exponents for the depinning transition e —t 0 have been derived, including 
the correct log-corrections for d = 2. 

We define the mass me (x), x G S4^1, by 

™>e (x) = - lim y log lim Êyi£ (<j>o<j>{kx}) • 
fc-s-oo k VfZd l " 

The most precise results we have are for the harmonic case: 

Theorem 1 a) If d = 2, then for small enough e : 

< const x log I log e I lim Êîf™ (<pl) l1(f£l 
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b) If d= 2, then for all x G S4^1 and small enough e : 

^ \ T T < m^arm (x) < const x — ^ — - . 
3 / 4 - " I W r I 3 / 4 

const x — < m^arm (x) < const x -
| log e | ; |loge 

c) If d> 3, then for all x G S4^1 and small enough e : 

const x \fê < m ' ™ (x) < const x \Je. 

The constants depend on the dimension d and p only. 

The proof of the results depends on a comparison of the laws of the trapping 
configurations with Bernoulli measures. This is particularly delicate in d = 2. The 
following result is the key comparison of the distribution of traps with Bernoulli 
measures. We formulate it only in the harmonic case. Somewhat weaker results are 
proved in [10] also for the anharmonic situation. 

Theorem 2 Let Ae,v be a random subset of V with P (Ae,v = V\A) = vy>e (A). 
Assume d = 2, and U (x) = x2/2. 

a) Let a > 0. There exists £o > 0 and C (a) > 0 such that for e < £o, any finite 
set V C Zd, and any B c V with dist (B,VC) > e _ a , one has the estimate 

P (Ae,y n B = 0) > 1 - C (a) 

b) There exist C > 0 and £o > 0 such that for e < £o, any finite set V cZd, and 
all B c V, one has 

P (Ae,v n B = 0) < 1 - C 
\/llogi 

The case of dimension d > 3 is simpler and somewhat better estimates can 
be obtained. With the help of the above theorem and the random walk repre­
sentation (5), a comparison can be made, relating the quantities in Theorem 1 to 
random trapping problems for Bernoulli traps. For instance, when investigating the 
variance, we get 

CT —1 \ OO 

Y, lo (%) = Straps $ > t (0) P g (AnVm = 0) , 
t=0 / t=0 

where A is the random set of points with traps, as introduced above, r is the first 
entrance time into this trapping set and ?][0,t] is the set of points visited by the 
random walk between time 0 and t. V0'0 refers to a random walk bridge from 0 to 
0 in time t, and Pt(x), x G Zd are the transition probabilities of the random walk. 
With the help of Theorem 2, the right hand side can be estimated in terms of a 
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Bernoulli trapping problem. If the traps are Bernoulli on "Ld, with probability p 
that a trap is present at a given site, then (in the V f Zd limit) 

oo oo 

Straps $ > t (0) IPgi, (Anrim =$)=Y,Pt (0) 4!o exp [\fim | log (1 - p)} . 
t=0 t=0 

There are classical results about the right hand side, due to Donsker and Varadhan 
[23], Sznitman [30], and most recently in [1] investigating such questions. The clas­
sical Donsker-Varadhan result is not sharp enough to prove the results of Theorem 
1, but a modification of the arguments in [1] is exactly what is needed. The follow­
ing result is a discrete but somewhat weaker version of one of the main results in 

[!]• 

Proposition 3 Assume d = 2. There exists a function R+ 9 a —¥ r (a) G R+ , 
satisfying lima_s.0

 r (a) = oo, such that 

<i(ko .*] l<^)<*- ( a ) 

for large enough t. 

(In [1], a variational formula for r (a) is given, in the continuous Wiener sausage 
case.) This proposition and Theorem 2 lead to the appropriate variance estimates 
in Theorem 1 a). 

For the anharmonic case, the results are less precise, but we still get the correct 
leading order dependence of the variance on the pinning parameter e. Assume that 
there is a C > 0 such that 

1/C < U" (x) < C, Va:. 

Under this condition we have the following result: 

Theo rem 4 Assume d = 2. There exists a constant D, depending on p, such that 

— |log e| < sup Ey^e (</>Q) < D |loge|. 

The upper bound is in [21] and [27], and the lower bound is in [10]. 

3. Entropie repulsion and the wetting transition 
In view of the example of Fisher discussed shortly in Section 1. it is natural to 

ask similar question for higher-dimensional interfaces. The first task is to investigate 
the effect of a wall on the random surface without the presence of a pinning effect. 
There are different ways to take the presence of a wall into account. We have 
mainly worked with a "hard wall", i.e. where the measure is simply conditioned on 
the event iiy = {<p : <j>x > 0 Va: G V} . There are other possibilities, for instance by 
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introducing a "soft wall". This means that the Hamiltonian (1) is changed by adding 
E l € v / i^x) -, where / : R - • R satisfies l i m ^ ^ / (x) = 0, l im^-«» / (x) = oo. We 
will only work with a hard wall here, and consider the conditional law for the random 
field P ( - | 0 + ) . 

What is the effect of the presence of the wall on the surface? The crucial 
point is that the surface has local fluctuations, which push the interface away from 
the wall. On the other hand, the long-range correlations give the surface a certain 
global stiffness. In order to understand what is going on, consider first the case 
where there are no such long-range correlations, in the extreme case, where the 
4>x are just i.i.d. random variables. In that case, evidently nothing interesting 
happens: The variables are individually conditioned to stay positive. In particular, 
E ((px\iìy) stays bounded for V f Zd. This picture remains the same for fields with 
rapidly decaying correlations. However, gradient fields behave differently, and so 
do interfaces in more realistic statistical physics models. As the surface has some 
global stiffness, the energetically best way for the surface to leave some room for the 
local fluctuations is to move away from the wall in some global sense. This effect is 
called "entropie repulsion" and is well known in the physics literature. 

The first mathematically rigorous treatment of entropie repulsion appeared in 
the paper by Bricmont, Fröhlich and El Mellouki [14]. In a series of papers [4], [17], 
[18], and [6], sharp quantitative results have been derived, the most accurate ones 
for the harmonic case. 

In most of these and related questions, the two-dimensional case is the most 
difficult but also the most interesting one. In fact, interfaces in the "real world" are 
mostly two-dimensional. 

We first present the results for d > 3. For gradient non-Gaussian models, some 
results in the same spirit have been obtained in [18], but they are not as precise as 
the ones obtained in the Gaussian model. The case where one starts with the field 
Poo (which exists for d > 3) is somewhat easier than the field on the finite box Vn 

with zero boundary condition. In the latter case, there are some boundary effects 
complicating the situation without changing it substantially. This is investigated 
in [17]. Despite the fact that we consider P œ , we consider the wall only on a finite 
box, i.e., we consider P^, (-\iiv ) , and we are interested in what happens as n —¥ oo. 
We usually write 0+ for Q^ . Our first task is to get information about FQO (^» ) • 
The following results are proved only for the case of nearest neighbor interactions, 
i.e. when p (x) = l/2dfor |x| = 1. 

Theo rem 5 Let d > 3. Then 

a) 
F^ a r m (0+) = exp [^2F(0)cap (V) nd-2 logn (1 + o(l))] , 

where V = [—1,1] , cap(.4) denotes the Newtonian capacity of A 

cap(.4)H f inf{[|V/[ |2 : />u}, 

and F(0) = 7oo(0,0) is the variance of <po under P^rm-
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b) 

c) 

Eh^™ (0o|fi+) = 2 ^ ( 0 ) log n(l + o(l)). 

^«„ ( . 10+) ((<fe - Eœ(cPx\Ut))x€Zd) -+ P^rm weakly, 

as n —¥ oo, where £Pi„rm(.|n+) denotes the law of the field under the condi­
tioned measure. 

Part b) gives the exact rate at which the random surface escapes to infinity, 
while part c) states that the effect of the entropie repulsion essentially is only this 
shifting: after subtraction of the shift by the expectation, the surface looks as it does 
without the wall. However, there is some subtlety in this picture. From the theorem 
in particular part c), one might conclude that lim^-s-oo P^'Tm9~1

/ (0+ ) = 1, 
2-^/r(0) log n 

where 9a : Rz —¥ Rz is the shift mapping 9a ((<f)x)xeZd) = (4>x + a)xez
d- ^ u t 

this is not the case. In fact P^rm9~1
/ (Û+) converges rapidly to 0. As part 

00 20X0) log» 
c) states only the weak convergence, this is no contradiction. Parts a) and b) of 
Theorem 5 had been proved in [4], part c) in [18]. 

We come now to the two-dimensional case which is considerably more deli­
cate than the higher dimensional one. We again consider only the harmonic case. 
We write Pn for Pyn. If the lattice is two-dimensional, a thermodynamic limit of 
the measures Pn does not exist as the variance blows up. F^ a r m(0+) is of or­
der exp [—en], as has been shown in [17]. As remarked above, this is mainly a 
boundary effect and is not really relevant for the phenomenon of the entropie re­
pulsion. To copy somehow the procedure of the case d > 3, we consider a subset 
D c V = [—1, l]2 which has a nice boundary and a positive distance from the 
boundary of V. To be specific, just think of taking D = XV for some A < 1. Then 
let Dn

 d= nDnZ2 and 0+ n
 d= {<f>x > 0, x G Dn} . In contrast to P„(fi+), P„ ( 0 + J 

decays much slower, but still faster than any polynomial rate. In [6] we proved the 
following result: 

Theorem 6 Assume d = 2 and let g = 1/27T. 

a) 

where capv(D) is the relative capacity of D with respect to V: 

capv(I>) d= inf {||V/|ß : / G H^V), f > I o n i ? } . 

Here, HQ (V) is the Sobolev space of (weakly) differentiable functions f with 
square integrable gradient and f\$y = 0. 

b) For any e > 0 

lim sup -P^arm (|<fe ^ 2 y ^ l o g n | > e l o g n | 0 " t ) = 0 . 
n^°°xeDn 
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This corresponds to parts a) and b) of Theorem 5. Part c) does not make sense 
here as P£frm does not exist. Remark that under the unconditional law -P^arm, \<j>x\ 
is typically of order ^/logn in the bulk. 

Roughly speaking, the delicacy in the two-dimensional case is coming from the 
fact that the relevant "spikes" responsible for the repulsion are thicker than in the 
higher dimensional case, where essentially just very local spikes are responsible for 
the effect. This makes necessary to apply a multiscale analysis separating the scales 
of the spikes. 

It is well-known that the two-dimensional harmonic field has much similarity 
with a hierarchical field defined in the following way: We call a sequence a = 
a.ia.2 .. .am, a, G {0,1} a binary string. £(a) = m is the length. 0 is the empty-
string of length 0. We write T for the set of all such strings of finite length, and 
Tm c T for the set of strings of length m. If a G Tm, 0 < k < m, we write [a]k for 
the truncation at level k : 

K l def 
«2 • --Otm]k = «iQ;2 •• -Q-k-

If a, ß G Tm we define the hierarchical distance 

dnia, ß) = m — max {k < m : [a]k = [ß]k} • 

We consider the following family (Xa)aeTm of centered Gaussian random variables 
by 

cov(Xa,Xß)=*y(m-dH(a,ß)), (10) 

with a parameter 7 > 0. We argue now that there is much similarity between the 
two dimension harmonic field (4>x)xeDn and the field ( X Q ) Q G T . To see this, we 
first match the number of variables, i.e. put 2™ = \Dn\. As \Dn\ is of order n2, 
this just means that m ~ 2 log nj log 2. Then we should also match the variances, 
i.e. take 7 = #/21og2. For the free field (<j>x), it is known that cov(<j>x,<j>y) behaves 
like p(logn) / log |x — y\, if x,y are not too close to the boundary. This follows 
from the random walk representation. Comparing this with (10), we see that for 
any number s G (0, g) 

# { y € Dn : COY (4>x,4>y) < slogn} ~ #{/3 G Tm : cov(Xa,Xß) < slogn} (11) 

in first order, for any x G Dn, a G Tm. Therefore, the two fields have roughly 
the same covariance structure. The hierarchical field is much simpler and is very-
well investigated (see e.g. [2], [12], [22]), and the entropie repulsion is much easier 
to discuss than for the harmonic field. The approach to prove Theorem 6 consist 
in introducing a hierarchical structure in the (<px)-field with the help of successive 
conditionings on a hierarchy of scales, and then adapt the methods from the purely-
hierarchical case. 

We come now back to the question of a wetting transition, as discussed in 
the one-dimensional case by Michel Fisher [25]. One is interested in the behavior 
of FV,e (• I £ly) for large V, where FV,e is the pinned measure introduced in (8). 
Unfortunately, we are not able to describe this path measure. The simplest way to 
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discuss the wetting transition is in terms of free energy considerations. For this we 
expand FV,e fòv) (see (9)): 

A , e ( o + ) = E £ i n A | ^ ( ^ ) -
ACV /JV>F-

It is plausible, that pinning "wins" over entropie repulsion, if this sum is much 
larger than the contribution to the sum coming from subsets A having essentially 
no pinning sites, i.e. A as V. It is therefore natural to consider the quantity 

, , def ,. 1 . ZV,ePv,e ( ^ ) ,. 1 , ZV,ePv,e ( ^ ) 
p+ (e) = lim —— log . = lim —— log -VfZ* \V\ ZyPy (Q+) V\ï* \V\ Zy 

The limit is easily seen to exist. It is also not difficult to see that p+ (e) > 0 for 
large enough e > 0, and in any dimension (see [9]). Similar to the discrete random 
walk case in [25], the Gaussian model has a wetting transition, too, for d = 1: There 
exists an ecrit > 0, such that p+ (e) = 0 for e < £crit- This is easy to see for d = 1. 
For the harmonic model, there is remarkably no such transition for d > 3, but for 
d = 2 there is a wetting transition. 

Theo rem 7 [5] For d > 3, p\*rm (e) > 0 for all e > 0. 

Theo rem 8 [16] For d = 2, there exists ej^™ > 0, such that p^"1 (e) = 0 for 
rr <~ c h a r m 

Remarkably, too, Caputo and Velenik have proved that such a wetting transi­
tion exists for d > 3 for some non-harmonic models, e.g. for U (x) = \x\. 

There are many open questions concerning this wetting transition, which is 
very poorly understood (mathematically). For instance, the methods discussed in 
Section 2. do not apply, and we are not able to prove that in the pinning dominated 
region p+ (e) > 0, the measure is pathwise localized, i.e. that 

sup sup FV,e (<j>x | £ly) < oo, 
v xev 

which certainly should be expected. To discuss the nature of the transition (first 
order or second order?) is probably even much more delicate. 

4. Localization-delocalization transitions for one-
dimensional copolymers 

We stick here to the standard simple random walk case where Pn simply is 
the uniform distribution on the set of paths <po = 0, <p\,... ,<pn G Z, satisfying 
| </>» — </>i-i | = 1, 1 < i < n. There is not much difference when considering more 
general random walks, or the tied-down situation, but most of the published results 
are for the simple random walk. An interesting case of a mixed attractive-repulsive 
interaction is given in the following way. Regard the above random walk as a (very 
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simplified) model of a polymer chain imbedded in two liquids, say water and oil. 
The water is at the bottom, say at points (i, j) G N x Z, j < 0, and the oil above at 
j > 0. The polymer chain is attached with one end at the interface between the two 
liquids, and interacts with them in the following way: To each "node" (i, <pi) of the 
polymer chain, we attach a value <7, G R which is < 0 if the node is water-repellent, 
and > 0 if it is oil-repellent. The overall effect is described by the Hamiltonian 

n 
def 

Hn,a {4>) - Z^2 Ui S Ì g n ( ^ 

def , 
where we put sign (0) = 0. With this Hamiltonian, we define the a-dependant path 
measure 

Pn,ß,<?(4>) = 7 exp [-ßHHilT (<p)], 
n,ß,<? 

where ß > 0 is a parameter governing the strength of the interaction. We assume 
that the <7, change sign either in a periodic way or randomly. There may be two 
competing effects. The polymer chain may try to follow the preferences described 
by the <r's as closely as possible in which case the path evidently would have to 
stay close to the oil-water-interface and gets localized. On the other hand, this 
strategy may be entropically too costly, in particular if there is no balance between 
oil-repellence and water-repellence. We will always assume that 

i n 

, def ,. -1 x - ^ 
n = lim — > at, 

»-S-0O n z — ' 
i = i 

exists, and we assume it to be > 0. (The case h < 0 can be treated symmetrically). 
It turns out that typically, there is a non-trivial curve in the (ß, ft)-plane which 
separates the localized from the delocalized region. This phase separation line is 
quite model dependent, but the behavior near (0,0) appears to be much more 
universal but it is completely different depending whether the <7, are random or 
periodic. 

The first rigorous results in this direction had been obtained by Sinai [29] who 
proved the following result in the balanced case (i.e. h = 0). Let P be the symmetric 
Bernoulli-measure on { —1,1} . 

Theo rem 9 Let ß > 0. There exist constants C and p (ß) > 0, and for W-almost 
all a = (CTì)^! , there exists a sequence (Rn (a))neN of natural numbers such that 

Pn,ß,AWn\>r) < C e x p [-/)(/?)»•] 

for r > Rn (a). The sequence (Rn) is stochastically bounded, i.e. 

lim sup P (Rn > m) = 0. 
m—»oo n 

In a paper with Frank den Hollander [8] we proved that there is a localization-
delocalization transition in the random non-balanced case. This transition is dis­
cussed in this paper in terms of the free energy. To describe the results, let 
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<7j = ±1 + h with probabilities 1/2, and independently, h > 0. One strategy of 
the path could be just to stay on the negative side all the time, i.e. <pi < 0 for all 
i <n. This leads to a trivial lower bound of the free energy 

f(ß,h) = l im -logZn43:!T 
»-S-0O n 

which is easily seen to exist, and is non-random: 

Zn,ß,o > En (exp [-ßHn^ (<j>)] 1{^<0, v»<»}) 

= exp \ß Y^._ ai\ p (& < 0, Vz < n ) . 

^From this we get 
f(ß,h)>ßh. 

It is quite plausible that localization dominates in the case where there is a strict 
inequality, and that delocalization holds if / (ß, h) = ßh. 

Theorem 10 There exists a positive, continuous, and increasing function ß —¥ 
h* (ß) such that 

f(ß,h)>ßhforO<h<h*(ß), (12) 

f(ß,h) = ßhforh>h*(ß). (13) 

The function ß —¥ h* (ß) has a positive tangent at ß = 0. 

The phase separating function h* is certainly very much model dependent, but 
we expect that the tangent at 0 is model independent, and would be the same for 
any random law of the a-sequence which has variance 1 and a expectation h, and has 
exponentially decaying tails, but this is not proved in [8]. In physics literature, there 
are non-rigorous arguments claiming that the tangent is 1, but we neither have been 
able to prove or disprove it, yet. We prove that the tangent at 0 can be described 
in terms of a phase separation line for a continuous model, where the random walk 
is replaced by a Brownian motion, and the random environment a is replaced by 
(biased) white noise. In this case, the phase separation line is a straight line, and 
we prove that this line is the tangent at 0 of our model. It should be remarked that 
the (ß, h) ss (0,0) situation, cannot be handled by simple perturbation techniques. 

A natural question is if in the localized region / (ß, h) > ßh the path measure 
is really localized in the sense described in the paper of Sinai. This is indeed the 
case and has been proved by Biskup and den Hollander [3]. One might also wonder 
if in the localized region / (ß, h) = ßh or at least in the interior of it, the path 
measure is really delocalized, which should mean, that it converges, after Brownian 
rescaling, to the limit of a random walk conditioned to stay negative, which is the 
negative of the Brownian meander. This seems to be a rather difficult question and 
has not been answered, yet. 

The positive tangent is essentially tied to the randomness of the sequence. For 
the periodic case, the situation is different, as has recently been proved in [11]: 
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Theo rem 11 Let CTJ = w» + h, where a;, G { — 1,1} is periodic, i.e. such that there 
exists T with 0Jì+2T = w» for all i, and X^i=i w* = 0- Then there is a function h* 
such that (12) and (13) hold. In this case 

ß^O ß3 

exists and is positive. 

In this paper an expression for C in terms of a variational problem is derived, 
where the exact nature of the periodic sequence enters. 
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Ergodic Convergence Rates of 
Markov Processes—Eigenvalues, 
Inequalities and Ergodic Theory 

Mu-Fa Chen* 

Abstract 

This paper consists of four parts. In the first part, we explain what 
eigenvalues we are interested in and show the difficulties of the study on the 
first (non-trivial) eigenvalue through examples. In the second part, we present 
some (dual) variational formulas and explicit bounds for the first eigenvalue 
of Laplacian on Riemannian manifolds or Jacobi matrices (Markov chains). 
Here, a probabilistic approach—the coupling methods is adopted. In the third 
part, we introduce recent lower bounds of several basic inequalities; these are 
based on a generalization of Cheeger's approach which comes from Riemannian 
geometry. In the last part, a diagram of nine different types of ergodicity and 
a table of explicit criteria for them are presented. These criteria are motivated 
by the weighted Hardy inequality which comes from Harmonic analysis. 

2000 Mathematics Subject Classification: 35P15, 47A75, 49R50, 60J99. 
Keywords and Phrases: Eigenvalue, Variational formula, Inequality, Conver­
gence rate, Ergodic theory, Markov process. 

I. Introduction 
We will s tar t by explaining what eigenvalues we are interested in. 

1.1 Def in i t ion . Consider a birth-death process with a state space E= {0 ,1 ,2 , • • • , 

n) (n ^ oo) and an intensity matrix Q = ({/y) ; Qk,k-i = ak > 0 (1 ^ k ^ n), 

qk,k+i = bu > 0 (0 ^ k ^ n - 1), qk,k = ^{a-k + h), and qi} = 0 for other i ^ j . 

Since the sum of each row equals 0, we have Ql = 0 = 0 • 1. This means tha t 

the Q-matrix has an eigenvalue 0 with an eigenvector 1. Next, consider the finite 

case of n < oo. Then, the eigenvalues of —Q are discrete: 0 = Ao < Ai ^ • • • ^ An. 

We are interested in the first (non-trivial) eigenvalue Ai = Ai — Ao (also called 

spectral gap of Q). In the infinite case (n = oo), Ai can be 0. Certainly, one can 

consider a self-adjoint elliptic operator in Rd, the Laplacian A on manifolds, or an 

infinite-dimensional operator as in the study of interacting particle systems. 

*Department of Mathematics, Beijing Normal University, Beijing 100875, China. E-mail: 
mfchen@bnu.edu.cn, Home page: http://www.bnu.edu.cn/~chenmf/main_eng.htm 

mailto:mfchen@bnu.edu.cn
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1.2 Difficulties. To get a concrete feeling about the difficulties of this topic, let 
us first look at the following examples with a finite state space. When E = {0,1}, 
it is trivial that Ai = a,\ + bo- The result is nice because when either a,\ or 6o 
increases, so does Ai. When E = {0,1,2}, we have four parameters bo, bi, <~i, <~2 and 
Ai =2-1[a1+a2 + b0 + b1^y/(a1 -a2 + b0 - &i)2+4cn&i]. When E = {0,1,2,3}, 
we have six parameters: 60,61,62,01,02,03. In this case, the expression for Ai is 
too lengthy to write. The roles of the parameters are inter-related in a complicated 
manner. Clearly, it is impossible to compute Ai explicitly when the size of the 
matrix is greater than five. 

Next, consider the infinite state space E = {0,1,2,- • •}. Denote the eigenfunc-
tion of Ai by g and the degree of g by D(g) when g is polynomial. Three examples 
of the perturbation of Ai and D(g) are listed in Table 1.1. 

bi(i 5. 0) 
i + c(c> 0) 

t + 1 
t + 1 

(li(i ^ 1) 
2i 

2i + 3 
2i+(4+V2) 

Ai 
1 
2 
3 

D(g) 
1 
2 
3 

Table 1.1 Three examples of the perturbation of Ai and D(g) 

The first line is the well known linear model for which Ai = 1, independent of the 
constant c > 0, and g is linear. Keeping the same birth rate, 6, = i + 1, changes 
the death rate a, from 2i to 2i + 3 (resp. 2i + 4 + \/2), which leads to the change of 
Ai from one to two (resp. three). More surprisingly, the eigenfunction g is changed 
from linear to quadratic (resp. triple). For the other values of a, between 2i, 2i + 3 
and 2i + 4 + s/2, Ai is unknown since g is non-polynomial. As seen from these 
examples, the first eigenvalue is very sensitive. Hence, in general, it is very hard to 
estimate Ai. 

In the next section, we find that this topic is studied extensively in Riemannian 
geometry. 

II. New variational formula for the first eigenvalue 
2.1 Story of estimating Ai in geometry. At first, we recall the study of Ai in 
geometry. 

Consider Laplacian A on a compact Riemannian manifold (M,g), where g 
is the Riemannian metric. The spectrum of A is discrete: • • • ^ ^A2 ^ —Ai < 
^Ao = 0 (may be repeated). Estimating these eigenvalues Â  (especially Ai) is very-
important in modern geometry. As far as we know, five books, excluding those 
books on general spectral theory, have been devoted to this topic: Chavel (1984), 
Bérard (1986), Schoen and Yau (1988), Li (1993) and Ma (1993). For a manifold 
M, denote its dimension, diameter and the lower bound of Ricci curvature by d, D, 
and K (RìCCìM ^ Kg), respectively. We are interested in estimating Ai in terms of 
these three geometric quantities. It is relatively easy to obtain an upper bound by 
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applying a test function f £ C1 (M) to the classical variational formula: 

A i = i n f | f [|V/||2da:: / G C1(M), f fax = 0, f f2dx = 1 

43 

(2.0) 

where "da:" is the Riemannian volume element. To obtain the lower bound, however, 
is much harder. In Table 2.1, we list eight of the strongest lower bounds that have 
been derived in the past, using various sophisticated methods. 

Author (s) 

A. Lichnerowicz (1958) 

P. H. Bérard, G. Besson 
& S. Gallot (1985) 

P. Li & S. T. Yau (1980) 

J. Q. Zhong & 
H. C. Yang (1984) 

P. Li & S. T. Yau (1980) 

K. R. Cai (1991) 

H. C. Yang (1989) & 
F. Jia (1991) 

H. C. Yang (1989) & 
F. Jia (1991) 

Lower bound 

d V , K^°-
r f ; / 2 c o s d - 1 t d t i 2 / d 

d 1 n/5 Ì > K = d ^ l > 0 
lfn

D/2 c o s a t a t i 

?m> K>°-
2 

K < n 
£> 2 (d^ l )exp l + Vl + 16«2 ' 

S + K, K^O. 
2 

^e~a, if d > 5, K^O. 
D^ 

2^2 e-Q ' , if 2 ^ ^ 4 , K^O, 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

Table 2.1 Eight lower bounds of Ai 
In Table 2.1, the two parameters a and a' are defined as a = Dy/\K\(d — l ) /2 and 
a' = Dyf\K\((d- 1) V2)/2. Among these estimates, five ((2.1), (2.2), (2.4), (2.6) 
and (2.7)) are sharp. The first two are sharp for the unit sphere in two or higher 
dimensions but fail for the unit circle; the fourth, the sixth, and the seventh are all 
sharp for the unit circle. As seen from this table, the picture is now very complete, 
due to the efforts of many geometers in the past 40 years. Our original starting 
point is to learn from the geometers and to study their methods, especially the 
recent new developments. In the next section, we will show that one can go in the 
opposite direction, i.e., studying the first eigenvalue by using probabilistic methods. 
Exceeding our expectations, we find a general formula for the lower bound. 

2.2 New variational formula. Before stating our new variational formula, we 
introduce two notations: 

C(r) = cosh d - l -K 
2V d - l 

r G (0, D). T = {/ G C[0, D]:f> 0 on (0, £>)}. 

Here, we have used all the three quantities: the dimension d, the diameter D, and 
the lower bound K of Ricci curvature. 
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Ai > sup _inf_ „r _ _, . ,D „ , . . . , . . . ='• Ci- (2-9) 

Theorem 2.1 [General formula] (Chen & Wang (1997a)). 

4/(r) 

/G>rG(o,D) JJ* C(s)-1ds Js
D C(u)f(u)àu 

The new variational formula has its essential value in estimating the lower 
bound. It is a dual of the classical variational formula in the sense that "inf" in 
(2.0) is replaced by "sup" in (2.9). The classical formula can be traced to Lord S. 
J. W. Rayleigh (1877) and E. Fischer (1905). Noticing that these two formulas (2.0) 
and (2.9) look very different, which explains that why such a formula (2.9) has never 
appeared before. This formula can produce many new lower bounds. For instance, 
the one corresponding to the trivial function / = 1 is non-trivial in geometry. 
Applying the general formula to the test functions sin(ar) and cosh _ 1 ( a r ) sm(ßr) 
with a = D^J\K\(d — l) /2 and ß = TT/(2D), we obtain the following: 
Corollary 2.2 (Chen & Wang (1997a)). 

\ - . dK J i d 
Ai > s i — cos 

d — 1 

D / K 
2 V d - l 

IT2 2D2K !_„ 
Ai > -p^\ 1 j— c o s n 

D / -K 
d - l 

d > l , K^O, (2.10) 

d > l , K ^0. (2.11) 
D2 

Applying this formula to some very complicated test functions, we can prove 
the following result: 
Corollary 2.3 (Chen, Scacciatelli and Yao (2002)). 

Ai > TI2ID2 + K/2, K G R. (2.12) 

The corollaries improve all the estimates (2.1)—(2.8). Especially, (2.10) im­
proves (2.1) and (2.2), (2.11) improves (2.7) and (2.8), and (2.12) improves (2.3) 
and (2.6). Moreover, the linear approximation in (2.12) is optimal in the sense that 
the coefficient 1/2 of if is exact. 

A test function is indeed a mimic of the eigenfunction, so it should be chosen 
appropriately in order to obtain good estimates. A question arises naturally: does 
there exist a single representative test function such that we can avoid the task 
of choosing a different test function each time? The answer is seemingly negative 
since we have already seen that the eigenvalue and the eigenfunction are both very-
sensitive. Surprisingly, the answer is affirmative. The representative test function, 

though very tricky to find, has a rather simple form: f(r) = y JJ* C(s)^1ds. This 
is motivated from the study of the weighted Hardy inequality, a powerful tool in 
harmonic analysis (cf. Muckenhoupt (1972), Opic and Kufner (1990)). 
Corollary 2.4 (Chen (2000)). For the lower bound £i of Ai given in Theorem 2.1, 
we have 

4ö 1 ^ £i ^ ö 1 , where 

0= sup ( [ C(s)-1ds]i 
re(0,D) \Jo J 

( J C(s)ds\ C(s) = = coshrf 1 

j \ 
(2 

/ d - l . 
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Theorem 2.1 and its corollaries are also valid for manifolds with a convex 
boundary endowed with the Neumann boundary condition. In this case, the esti­
mates (2.1)—(2.8) are conjectured by the geometers to be correct. However, only 
the Lichnerowicz's estimate (2.1) was proven by J. F. Escobar in 1990. The others 
in (2.2)—(2.8) and furthermore in (2.10)—(2.13) are all new in geometry. 

On the one hand, the proof of this theorem is quite straightforward, based 
on the coupling introduced by Kendall (1986) and Cranston (1991). On the other 
hand, the derivation of this general formula requires much effort. The key point is 
to find a way to mimic the eigenfunctions. For more details, refer to Chen (1997). 

Applying similar proof techniques to general Markov processes, we also obtain 
variational formulas for non-compact manifolds, elliptic operators in Rd (Chen and 
Wang (1997b)), and Markov chains (Chen (1996)). It is more difficult to derive the 
variational formulas for the elliptic operators and Markov chains due to the presence 
of infinite parameters in these cases. In contrast, there are only three parameters 
(d , D, and K) in the geometric case. In fact, formula (2.9) is a particular example 
of our general formula (which is complete in dimensional one) for elliptic operators. 

To conclude this part, we return to the matrix case introduced at the beginning 
of the paper. 

2.3 Birth-death processes. Let 6, > 0(i ^ 0) and a, > 0(i ^ 1) be the birth and 
death rates, respectively. Define po = 1, Pi = bo • • • 6,_i/ai • • • a» (z ^ 1). Assume 
that the process is non-explosive: 

YtT^ibkßk)^1 Y,i=o ßi = °° a n d moreover p = £ \ Pi < oo. (2.14) 

The corresponding Dirichlet form is £>(/) = Xà ^«M/i+i — fi)2, T>(D) = {/ G L2(n) : 
D(f) < oo}. Here and in what follows, only the diagonal elements D(f) are written, 
but the non-diagonal elements can be computed from the diagonal ones by using 
the quadrilateral role. We then have the classical formula Ai = {£>(/) : n(f) = 
0,7r(/2) = l } . Define 1' = {/ : /o = 0,there exists k: 1 ^fc^oo so that / , = /,Afc 
and / is strictly increasing in [0, fc]}, 1" = {/ : /o = 0, / i s strictly increasing}, 
and / , ( / ) = [pibi(fi+1 - fi)]^1

 EJJ>»+I I'-jfj- Let / = / - n(f). Then we have the 
following results: 

Theorem 2.5 (Chen (1996, 2000, 2001))1. Under (2.14), we have 

(1) Dual variational formula, inf sup 7 j ( / ) _ 1 = Ai = sup inf 7 j ( / ) _ 1 . 

(2) Explicit estimate, pö^1 ^ Ai ^ (4ö)^1, where ö = sup Y^ (Pjbj)^1 V^ pj. 

(3) Approximation procedure. There exist explicit sequences n'n and r\'^ such that 
in-

1^Xl^i^-1^(48)-\ 

Here the word "dual" means that the upper and lower bounds are interchange­
able if one exchanges "sup" and "inf". With slight modifications, this result is also 
valid for finite matrices, refer to Chen (1999). 

1Due to the limitation of the space, the most of the author's papers during 1993^2001 are 
not listed in References, the readers are urged to refer to [11]. 
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M. Basic inequalities and new forms of Cheeger's 
constants 
3.1 Basic inequalities. We now go to a more general setup. Let (E,E,ir) be a 
probability space satisfying {(x,x) : x G E} G E x £. Denote by Lp(n) the usual 
real Lp-space with norm || • ||p. Write || • || = || • ||2-

For a given Dirichlet form (D,V(D)), the classical variational formula for the 
first eigenvalue Ai can be rewritten in the form of (3.1) below with an optimal 
constant C = Aj"1. From this point of view, it is natural to study other inequalities. 
Two additional basic inequalities appear in (3.2) and (3.3) below. 

Poincaré inequality : Var(/) ^ CD(f), f G L2(n), (3.1) 

f 9 P 
Logarithmic Sobolev inequality: / / 2 log dn^:CD(f), f£L2(n), (3.2) ll/l 
Nash inequality : Var(/) sC CD(f)1/p\\f\\2

1
/q, f G L2(n), (3.3) 

where Var(/) = n(f2) —ir(f)2, n(f) = f fdn, p G (l,oo) and l/p+ 1/q = 1. The 
last two inequalities are due to Gross (1976) and Nath (1958), respectively. 

Our main object is a symmetric (not necessarily Dirichlet) form (D,V(D)) on 
L2(ir), corresponding to an integral operator (or symmetric kernel) on (E,E): 

D(f)=U J(dx,dy)[f(y)^f(x)]2, V(D) = {/ G L2(TT) : D(f) < oo}, (3.4) 
zJExE 

where J is a non-negative, symmetric measure having no charge on the diagonal 
set {(x, x) : x G E}. A typical example is the reversible jump process with a g-pair 
(q(x), q(x,dy)) and a reversible measure n. Then J(dx, dy) = ir(dx)q(x,dy). 

For the remainder of this part, we restrict our discussions to the symmetric 
form of (3.4). 

3.2 Status of the research. An important topic in this research area is to study-
under what conditions on the symmetric measure J do the above inequalities hold. 
In contrast with the probabilistic method used in Part (I), here we adopt a ge­
neralization of Cheeger's method (1970), which comes from Riemannian geometry. 
Naturally, we define Ai := inf{D(/) : n(f) = 0, | | / | | = 1}. For bounded jump 
processes, the fundamental known result is the following: 

k2 

Theorem 3.1 (Lawler & Sokal (1988)). Ai ^ TTTTJ where 
2 Ai 

fAir(dx)q(x,Ac) 
k= inf / ,N ——— and M = sup q(x). 

n(A)e(o,i) n(A) A n(Ac) xeE 

In the past years, the theorem has been collected into six books: Chen (1992), 
Sinclair (1993), Chung (1997), Saloff-Coste (1997), Colin de Verdière (1998), Al­
dous, D. G. & Fill, J. A. (1994-). From the titles of the books, one can see a wide 
range of the applications. However, this result fails for the unbounded operator. 
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Thus, it has been a challenging open problem in the past ten years to handle the 
unbounded case. 

As for the logarithmic Sobolev inequality, there have been a large number of 
publications in the past twenty years for differential operators. (For a survey, see 
Bakry (1992) or Gross (1993)). Still, there are very limited results for integral 
operators. 

3.3 New results. Since the symmetric measure can be unbounded, we choose a 
symmetric, non-negative function r(x, y) such that 

T i n ) , , , -, T J(dx,dy) . _ . „ J^(dx,E) 
J[ai(dx,dy) := l^r^x^a>0j—-. r— (a > 0) satisfaes ——— ^ 1, 7r-a.s. 

/ I X « (J ) H \ KXIIJ j 

For convenience, we use the convention J ^ = J. Corresponding to the three 
inequalities above, we introduce the following new forms of Cheeger's constants. 

Constant k^° Inequality 
J{a)(A x Ac) 

inf "TTT 7TT ( C h e n & Wang(1998)) 
Tr(A)e(o,i) n (A) An (Ac) x bX " 

Poincaré 

J(a)(A x Ac) 
lim inf , K ' = (Wang (2001a)) 
r^OTr(A)e(o,r} 7r(^)ylog[e + TT(A)-1] 

Log. Sobolev 

lim inf ^ ( A x ^ - H M Â T (Chen (2000)) 
S^oon{A)>0 TT(A)^l-l0gir(A) 

Log. Sobolev 

jw(AL x Ac) 
MA)Jo,l) [TT(A) A 7r(i4e)1(2g-3)7(2i=2)- (C h e I 1 ( 1 9 " ) ) Nash 

Table 3.1 New forms of Cheeger's constants 

Our main result can be easily stated as follows. 

Theorem 3.2. kM^2^ > 0 ==?• the corresponding inequality holds. 

In other words, we use J*1/2) and j W to handle the unbounded J. The first 
two kernels come from the use of Schwarz inequality. This result is proven in four 
papers quoted in Table (3.1). In these papers, some estimates which are sharp or 
qualitatively sharp for the upper or lower bounds are also presented. 

IV. New picture of ergodic theory and explicit 
criteria 
4.1 Importance of the inequalities. Let (Pt)t^o be the semigroup determined 
by a Dirichlet form (D,V(D)). Then, various applications of the inequalities are 
based on the following results: 
Theorem 4.1 (Liggett (1989), Gross (1976) and Chen (1999)). 

(1) Poincaré inequality -<=^ \\Ptf — TT(/)| |2 = Var(F t/) ^ Var(/) exp[—2Ai£]. 
(2) Logarithmic Sobolev inequality =^> exponential convergence in entropy: 

Ent(Ptf) sC Ent(/)exp[-2<rt], where Ent(/) = 7r(/log/) -7r( / ) log | | / | | i . 
(3) Nash inequality «=^ Var(F t/) sC CH/Hi/t1-». 

file:////Ptf
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In the context of diffusions, one can replace "=*." by "^=^" in part (2). There­
fore, the above inequalities describe some type of L2-ergodicity for the semigroup 
(Pt)t^o- These inequalities have become powerful tools in the study on infinite-
dimensional mathematics (phase transitions, for instance) and the effectiveness of 
random algorithms. 

4.2 Three traditional types of ergodicity. The following three types of ergo-
dicity are well known for Markov processes. 

Ordinary ergodicity : lim ||pt(x, •) — 7r||yar = 0 

Exponential ergodicity : ||pt(a:, •) — 7r||var ^ C(x)e~at for some a > 0 

Strong ergodicity : lim sup ||pt(x, •) — 7r||yar = 0 
t^oo x 

•<=^ lim eß*' sup ||pt(x, •) — 7r||var = 0 for some ß > 0 
t^oo x 

where pt(x,dy) is the transition function of the Markov process and || • ||yar is the 
total variation norm. They obey the following implications: 

Strong ergodicity =^> Exponential ergodicity =^> Ordinary ergodicity. 

It is natural to ask the following question, does there exist any relation between 
the above inequalities and the three traditional types of ergodicity? 

4.3 New picture of ergodic theory. 

Theorem 4.2 (Chen (1999), ...). For reversible Markov processes with densities, 
we have the diagram shown in Figure 4.1. 

Nash inequality 

Logarithmic Sobolev inequality L1 -exponential convergence 

a- t 
Exponential convergence in entropy Strong ergodicity 

a. a. 
Poincaré inequality -<=^ Exponential ergodicity 

a-
L2-algebraic ergodicity 

a-
Ordinary ergodicity 

Figure 4.1 Diagram of nine types of ergodicity 
In Figure 4.1, L2-algebraic ergodicity means that Var(F t/) ^ CV(f)t1^q (t > 0) 
holds for some V having the properties (cf. Liggett (1991)): V is homogeneous of 
degree two (in the sense that V(cf + d) = c2V(f) for any constants c and d) and 
V(f) < oo for all functions f with finite support. 
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The diagram is complete in the following sense: each single-side implication can 
not be replaced by double-sides one. Moreover, strong ergodicity and logarithmic 
Sobolev inequality (resp. exponential convergence in entropy) are not comparable. 
With exception of the equivalences, all the implications in the diagram are suitable 
for more general Markov processes. Clearly, the diagram extends the ergodic theory 
of Markov processes. 

The diagram was presented in Chen (1999), originally for Markov chains only. 
Recently, the equivalence of L1-exponential convergence and strong ergodicity was 
mainly proven by Y. H. Mao. A counter-example of diffusion was constructed by-
Wang (2001b) to show that strong ergodicity does not imply exponential conver­
gence in entropy. For other references and a detailed proof of the diagram, refer to 
Chen (1999). 

4.4 Explicit criteria for several types of ergodicity. As an application of 
the diagram in Figure 4.1, we obtain a criterion for the exponential ergodicity of 
birth-death processes, as listed in Table 4.2. To achieve this, we use the equivalence 
of exponential ergodicity and Poincaré inequality, as well as the explicit criterion for 
Poincaré inequality given in part (3) of Theorem 2.5. This solves a long standing 
open problem in the study of Markov chains (cf. Anderson (1991), §6.6 and Chen 
(1992), §4.4). 

Next, it is natural to look for some criteria for other types of ergodicity. To 
do so, we consider only the one-dimensional case. Here we focus on the birth-death 
processes since the one-dimensional diffusion processes are in parallel. The crite­
rion for strong ergodicity was obtained recently by Zhang, Lin and Hou (2000), and 
extended by Zhang (2001), using a different approach, to a larger class of Markov-
chains. The criteria for logarithmic Sobolev, Nash inequalities, and the discrete 
spectrum (no continuous spectrum and all eigenvalues have finite multiplicity) were 
obtained by Bobkov and Götze (1999) and Mao (2000, 2002a,b), respectively, based 
on the weighted Hardy inequality (see also Micio (1999), Wang (2000), Gong and 
Wang (2002)). It is understood now the results can also be deduced from gener­
alizations of the variational formulas discussed in this paper (cf. Chen (2001b)). 
Finally, we summarize these results in Theorem 4.3 and Table 4.2. The table is 
arranged in such an order that the property in the latter line is stronger than the 
property in the former line. The only exception is that even though the strong 
ergodicity is often stronger than the logarithmic Sobolev inequality, they are not 
comparable in general, as mentioned in Part M. 

Theorem 4.3 (Chen (2001a)). For birth-death processes with birth rates bj(i ^ 0) 
and death rates a»(z ^ 1), ten criteria are listed in Table 4-2. Recall the sequence (pi) 
defined in Part II and set p[i, k] = X^<3-<fc Mj- The notion "(*) & • • • " appeared in 
Table 4-2 means that one requires the uniqueness condition in the first line plus the 
condition "• • • ". The notion "(e) " in the last line means that there is still a small 
room (1 < q ^ 2) left from completeness. 
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Property 

Uniqueness 

Recurrence 

Ergodicity 
Exponential ergodicity 

L2-exp. convergence 

Discrete spectrum 

Log. Sobolev inequality-

Strong ergodicity 
L1-exp. convergence 

Nash inequality-

Criterion 

2 ^ „ h M[0,n] = oo (*) 
«>o lJ'nUn 

y~l —jr = °° 

(*) & p[0, oo) < oo 

(*) & supp[n,oo) y —— < oo 

(*) & lim sup p,[k,oo) y —— = 0 

(*) & sup p[n, oo)log[p[n, oo)-1] y' —— <oo 
»>i y^JJjbj 

M & 5 1 „ h ^n+1>°°)=zZßnYl ,, h <0° 
n>0'J'nUn » > 1 j<:n-l'J'jUj 

(*) & supA*[n,oo/9-2) / (9-1) V \ <oo (e) 
»>i ^ „ _ i IWi 

Table 4.2 Ten criteria for birth-death processes 
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Abstract 

We summarize some of the recent developments which link certain prob­
lems in combinatorial theory related to random growth to random matrix 
theory. 
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1. Introduction 
Let a be a permutation from SN- We say that a(ii),..., a(im), i\ < • • • < im, 

is an increasing subsequence of CT if a(ii) < ••• < a(im). The number m is the 
length of the subsequence. The length of the longest increasing subsequence in CT 
is denoted by IJV(CT). If we pick CT from SN uniformly at random IJV(CT) becomes a 
random variable. Ulam 's problem, [29], is the study of the asymptotic properties 
as N —¥ oo of this random variable in particular its mean. It turns out that 
there is a surprisingly rich mathematical structure around this problem as we hope 
will be clear from the presentation below. It has been known for some time that 
E[£N] ~ 2-s/N as N —t oo, [30], [16]. We refer to [2] for some background to the 
problem. A Poissonized version of the problem can be obtained by letting N be an 
independent Poisson random variable with mean a. This gives a random variable 
L(a) with distribution 

0 0 p~anN 

¥[L(a) <n]=J2 ~l^-r^N ^ ^ <L 1) 
JV=O 

Since V[£N < n] is a decreasing function of N, [9], asymptotics of the left hand side 
of (1.1) can be used to obtain asymptotics of V[£N < n] (de-Poissonization). 
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The random variable L(a) can be realized geometrically using Hammersley's 
picture, [8]. Consider a Poisson process with intensity 1 in the square [0,7]2, 7 = 
s/a. An up/right path is a sequence of Poisson points (xi, %j\ ) , . . . , (xm,ym) in 
the square such that xi < x»+i and y, < t/j+i, i = l,...,m — 1. The maximal 
number of points in an up/right path has the same distribution as L(a). A sequence 
of points realizing this maximum is called a maximal path. It is expected from 
heuristic arguments, see below, that the standard deviation of L(a) should be of 
order 7 1 / 3 = a1/6 . The proof that this is true, [3], and that we can also understand 
the law of the fluctuations is the main recent result that will be discussed below. 
Also, the deviations of a maximal path from the diagonal x = y should be of order 
72 /3 . This last statement is proved in [11]. 

A generalization of the random variable L(a) can be defined in the following 
way. Let w(i,j), (i,j) G "L2

+, be independent geometric random variables with 
parameter q. An up/right path n from (1,1) to (M,N) is a sequence (1,1) = 
(ii, ji), (Ì2,J2),- • • -, (im,jm) = (M,N), m = M+N — l, suchthat either ir+i—ir = 1 
and jr+i = j r , or ir+i = ir and jr+i — j r = 1. Set 

G(M,N)= max V w(i,j), (1.2) 

where the maximum is taken over all up/right paths n from (1,1) to (M,N). Al­
ternatively, we can define G(M, N) recursively by 

G(M, N) = max(G(M - 1, N),G(M, N - 1)) + w(M, N). (1.3) 

Some thought shows that if we let q = a/N2 then G(N, N) converges in distri­
bution to L(a) as N —¥ 00, [12], so we can view G(N,N) as a generalization of 
L(a). We can think of (1.2) as a directed last-passage site percolation problem. 
Since all paths n have the same length, if w(i,j) were a bounded random variable 
we could relate (1.2) to the corresponding first-passage site percolation problem, 
with a min instead of a max. in (1.2). The random variable G(M,N) connects 
with many different problems, a corner growth model, zero-temperature directed 
polymers, totally asymmetric simple exclusion processes and domino tilings of the 
Aztec diamond, see [10], [12] and references therein. It is also related to another 
growth model, the (discrete) polynuclear growth (PNG) model, [15], [21] defined as 
follows. Let h(x, t) G N denote the height above x G Z at time t G N. The growth 
model is defined by the recursion 

h(x, t + 1) = max(h(x — l,t), h(x, t), h(x + 1, t)) + a(x, t), (1.4) 

where a(x,t), (x,t) G Z x N, are independent random variables. If we assume 
that a(x,t) = 0 whenever x — t is even, and that the distribution of a(x,t) is 
geometric with parameter q, then setting w(i,j) = a(i — j,i + j — 1), we obtain 
G(i,j) = h(i — j,i + j — 1). The growth model (1.4) has some relation to the so 
called Kardar-Parisi-Zhang (KPZ) equation, [15], and is expected to fall within the 
so called KPZ-universality class. The exponents 1/3 and 2/3 discussed above are 
the conjectured exponents for 1 + 1-dimensional growth models in this class. 
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2. Orthogonal polynomial ensembles 

Consider a probability (density) on ÛN, Q = R, Z, N or { 0 , 1 , . . . , M} of the 
form 

M 

UN(X) = —AN(x)2 J J w(xj), (2.5) 
Z N i= i 

where AN(X) = IIi<j<J<ìV(X* ~xj) '1S t n e Vandermonde determinant, w(x) is some 
non-negative weigliF function on Q and ZN is a normalization constant. We call 
such a probability an orthogonal polynomial ensemble. We can think of this as a 
finite point process on Q. Let dp be Lebesgue or counting measure on Q and let 
Pn(x) = Knx

n + ... be the normalized orthogonal polynomials with respect to the 
measure w(x)dp(x) on Q. The correlation functions pm,N{xi ,-••, xm) of the point 
process are given by determinants, we have a so called determinantal point process, 
[24]. In fact, 

N\ f 
Pm„N(xi,---,xm) = — - / uN(x)dp(xm+i)...dp(xN) (2.6) 

(IV - my. jQN-m 

= det(KN(xi,Xj))i<ij<m, 

where the kernel KM is given by 

KN(x,y) = ^ ^ ( ^ ^ ( ^ ^ ( ^ ( y ) ^ ^ ) ) ! ^ , ( 2 . 7 ) 

KN x-y 

A computation shows that for bounded / : O —t C, 

N N , „ k 

E[II(1 + f(xj))] = Ë M / , Û f(x
J)det(KN(xi,xj))i<iJ<kd

kp(x) (2.8) 
j=l k=0 ' Jnk j=l 

= det(I + fKN)L2{nM, 

where the last determinant is the Fredholm determinant of the integral operator 
on L2(Q,dp) with kernel /(X)ÜTJV(X,y). In particular, we can compute hole or gap 
probabilities, e.g. the probability of having no particle in an interval J Ç Q by taking 
/ = —Xi, minus the characteristic function of the interval J. If a:max = maxxj 
denotes the position of the rightmost particle it follows that 

IPfcmax <a] = de t ( J - KN)L2{{at00)M. (2.9) 

As N —¥ oo we can obtain limiting determinantal processes on R or Z with 
kernel K, i.e. the probability (density) of finding particles at xi,...,xm is given 
by det(K(xi,xm))i<ij<m. We will be interested in the limit process around the 
rightmost particle. This is typically given by the Airy kernel, x,y £ R, 

A{Xiy)=^(xW(y)^M'(x)M(y)^ 
x^y 
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This limit, the Airy point process has a rightmost particle almost surely and its 
position has the distribution function 

F2(£) = det(J—4)L 2 ( C j 0 o ) , (2.11) 

known as the Tracy-Widom distribution, [26]. Hole probabilities as functions of 
the endpoints of the intervals satisfy systems of differential equations, [27], [1]. For 
example, we have 

(x-Ç)u(x)2dx), (2.12) 

where u solves the Painlevé-II equation u" = xu + 2u3 with boundary condition 
u(x) ~ Ai(x) as x —¥ oo. 

An example of a measure of the form (2.5) comes from the Gaussian Unitary 
Ensemble (GUE) of random matrices. The GUE is a Gaussian measure on the 
space %N — R^ of all N x N Hermitian matrices. It is defined by dpc,ijE,N(M) = 
ZN

X exp(— tr M2)dM, where dM is the Lebesgue measure on %N and ZN is a 
normalization constant. The corresponding eigenvalue measure has the form (2.5) 
with w(x) = exp(—x2) and 0 = R, [17]. Hence the pn:s are multiples of the 
ordinary Hermite polynomials. The largest eigenvalue a:max will lie around V

/2JV. 
This is related to the fact that the largest zero of PN lies around s/2N. The local 
asymptotics of PN(X) exp(—a:2/2) around this point, x = s/2N + Ç/N1 /6s/2, is given 
by the Airy function, Ai (£). This asymptotics, some estimates, (2.9) and (2.11) give 
the following result, 

as N 

^ N C 2 ^ ,
 2N < C] -+ F2(0 (2.13) 

3. Some theorems 
The previous section may seem unrelated to the first but as the next theorems 

will show the problem of understanding the distribution of L(a) and G(M, N) fits 
nicely into the machinery of sect. 2. 

Theorem 3.1. [10]. Take 0 = N, M > N and w(x) = (M'^+x) in (2.5). 
Then G(M,N) is distributed exactly as a:max-

The corresponding orthogonal polynomials are the Meixner polynomials, a 
classical family of discrete orthogonal polynomials, and we refer to the measure 
obtained as the Meixner ensemble. It is an example of a discrete orthogonal polyno­
mial ensemble, [12]. By computing the appropriate Airy asymptotics of the Meixner 
polynomials we can use (2.9) to prove the next theorem. 

Theorem 3.2. [10]. Let'j > 1 be fixed and set 01(7, q) = (1—g)_1(l + v
/ ï n ) 2 —1 

and a(y,q) = (1 - q^Hq/y)1?6^ + Jq)2'3{l + y^7) 2 / 3 . Then, 

iV-s-oo CT(7,g)iVi/*i 
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Thus G([yN],N) fluctuates like the largest eigenvalue of a GUE matrix. 
As discussed above by setting q = a/N2 we can obtain L(a) as a limit of 

G(N,N) as N —¥ oo. By taking this limit in theorem 3.1, and using the fact that 
the measure has determinantal correlation functions, we see that L(a) behaves like 
the rightmost particle in a determinantal point process on Z given by the discrete 
Bessel kernel, [12], [4], 

B*{x,y) = ̂ ( V ^ + i ( 2 y ^ ) - Jx+1(2yfäJv(2yfä 
x-y 

x,y G Z. This gives 

¥[L(a) <n] = det(J - -Ba)^({»,»+i,...})- (3-16) 

Once we have this formula we see that all we need is the classical asymptotic formula 
°;1/'6^2Va+Ça1/6 (2v

/ä —̂  Ai (£) as a —ï oo uniformly in compact intervals, and some 
estimates of the Bessel functions in order to get a limit theorem for L(a): 

Theorem 3.3. [3]. As a —¥ oo, 

^(ti7a2^<^^(0. (3.17) 

Note the similarity with (2.13), just replace N by y/ct. This result was first 
proved in [3] by another method, see below. De-poissonizing we get a limit theorem 
for £N(TT), see [3]. 

4. Rewriting Toeplitz determinants 

The Toeplitz determinant of order n with generating function / G L1(T) is 
defined by 

Dn(f) = det(/ i_ i)i<i, i<n , (4-18) 

where fu = (2ir) 1 J_n f(e)e 'd9 are the complex Fourier coefficients of / . G on-
sider the generating function 

M 

f(z) = H(l + ^)(l + btz), (4.19) 
t=i z 

where at,b( are complex numbers. The elementary symmetric polynomial em(a), 
a = (ai,... ,üM) is defined by n , = i ( l + ajz) = S|TO|<oo em(a)zm'. A straightfor­
ward computation shows that when / is given by (4.19) then 

fi-j = 5Z em-j(a)em-k(b). 



58 K. Johansson 

Insert this into the definition (4.18) and use the Heine identity, 

— / det((j)i(xj))i<ij<ndet(ipi(xj))i<ij<nd
np(x) (4.21) 

n- JQO 

= det( / <l>i(x)ipj(x)dß(x))i<ij<n, 
Ja 

to see that 

Dn(f) = Yl det(emi-j(a))i<ij<ndet(emi-j(b))i<ij<n. (4.22) 
m i > m 2 > - > m „ > 0 

Here we have removed the n! by ordering the variables. These determinants are 
again symmetric polynomials, the so called Schur polynomials. Let À = (Ài, À2,... ) 
be a partition and let A' = (A ,̂ X'2,... ) be the conjugate partition, [23]. Set m, = 
X'i + n — i,i=l,...,n and AJ= 0 if i > n, so that A' has at most n parts, £(X') < n, 
which means that Ai < n. Then the Schur polynomial s\(a) is given by 

s\(a) = det(eA/_ i + i(a))i< i : i<„ = det(eTOi_ i(a))i< i J<„, (4.23) 

the Jacobi-Trudi identity. Hence, 

Dn(f)= E *A(O)SA(6), (4.24) 
A ; Ai <n 

and we have derived Gessel's formula, [7]. If we let n —¥ 00 in the right hand side 
we obtain ]T. -=1(1 — afij)^1 by the Cauchy identity, [23]. In the case when all 
a,, bj G [0,1], s\(a)s\(b) > 0, and we can think of 

M 

JJ(l^aifci)«A(a)«A(5) (4.25) 
ij=l 

as a probability measure on all partitions A with at most n parts, the Schur mea­
sure, [19]. In this formula we can insert the combinatorial definition of the Schur 
polynomial, [23], 

sx(a)= J2 <l{T)-..aZM{T), (4.26) 
T:sh(T)=A 

where the sum is over all semi-standard Young tableaux T, [23], with shape A, and 
ro,(T) is the number of i:s in T. 

A connection with the random variables in section 1 is now provided by the 
Robinson-Schensted-Knuth (RSK) correspondence, [23]. This correspondence maps 
an M x M integer matrix to a pair of semi-standard Young tableaux (T, S) with 
entries from {1 ,2 , . . . , M}. If we let the random variables w(i, j) be independent 
geometric with parameter afij then the RSK-correspondence maps the measure we 
get on the integer matrix (W(ì,J))I<ìJ<M to the Schur measure (4.25). Also, the 
RSK-correspondence is such that G(M, M) = Ai, the length of the first row. If we 
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put a,j = 0 for N < j < M and a, = 6, = y/q for 1 < i < N in the Schur measure 
and set Xj = Xj + N — j , 1 < j < N, we obtain the result in Theorem 3.1. 

In the limit M = N —t oo, q = a/N2, in which case G(N,N) converges to 
L(a), the Schur measure converges to the so called Plancherel measure on partitions, 
[30], [12]. In the variables A, — i this measure is a determinantal point process on 
Z given by the kernel Ba, (3.15). This result was obtained independently in [4], 
which also gives a descrption in terms of different coordinates. See also [18] for a 
more direct geometric relation between GUE and the Plancherel measure. In this 
limit the Toeplitz determinant formula (4.24) gives 

V[L(a) <n] = e-aDn(e
2^cosf>). (4.27) 

This variant of Gessel's formula was the starting point for the original proof of 
Theorem 3.3 in [3]. The right hand side of (4.27) can be expressed in terms of the 
leading coefficients of the orthogonal polynomials on T with respect to the weight 
exp ( 2 sfa coso). These orthogonal polynomials in turn can be obtained as a solution 
to a matrix-valued Riemann-Hilbert problem (RHP), and the asymptotics of this 
RHP as a —¥ oo can be analyzes using the powerful asymptotic techniques developed 
by Deift and Zhou, [6]. This approach leads to the formula (2.12) for the limiting 
distribution. 

Write / = exp(g) and insert the definition of the Fourier coefficients into 
the definition (4.18). By the Heine identity we obtain an integral formula for the 
Toeplitz determinant, 

1 f n 

Dn{f)=(2^ < , I I \e»*-e»~\*l[e>V*'><r9 (4.28) 

etrs{u)dU. 
U(n) 

In the last integral dU denotes normalized Haar measure on the unitary group U(n) 
and the identity is the Weyl integration formula. The limit of (4.27) as a —¥ oo is 
then a so called double scaling limit in a unitary matrix model, [20]. The formula 
(4.27) can also be obtained by considering the integral over the unitary group, see 
[22]. 

Another way to obtain the Schur measure is via families of non-intersecting 
paths which result from a multi-layer PNG model, [13]. The determinants in the 
measure then come from the Karlin-McGregor theorem or the Lindström-Gessel-
Viennot method. 

5. A curiosity 
Non-intersecting paths can also be used to describe certain tilings, e.g. domino 

tilings and tilings of a hexagon by rhombi. By looking at intersections with appro­
priate lines one can obtain discrete orthogonal polynomial ensembles. In the case 
of tilings of a hexagon by rhombi, which correspond to boxed planar partitions, [5], 
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the Hahn ensemble, i.e. (2.5) with Q = {0 , . . . , M} and a weight giving the Hahn 
polynomials, is obtained, [13]. The computation leading to this result also gives 
a proof of the classical MacMahon formula, [25], for the number of boxed planar 
partitions in an abc cube, i.e. the number of rhombus tilings of an aòc-hexagon. In 
terms of Schur polynomials the result is 

ß-,t(ß)<c i=lj=lk=l •' 

where the right hand side is MacMahon's formula. (Here la means ( 1 , . . . , 1) with 
a components.) Comparing this formula with the formula (4.24) we find 

hir+bDn(f[d - e-») na - e^))=n n n letizi- &*» 
i=i i=i i=i j=i k=i j 

It has been conjectured by Keating and Snaith, [14], that the following result should 
hold for the moments of Riemann's (-function on the critical line, 

T^L (logT)*2 T l IC(l/2 + «)|2fcÄ=/cuE(fc)a(fc), (5.31) 

where a(k) is a constant depending on the primes, 

/ C U E « = lim 4 ? / \Z(U,9)\2kdU = J J TT^TTJ (5.32) 
»^oo nk Ju(n) f-i {j + k)\ 3=0 

and Z(U, 9) = det( J — Ue %(>) is the characteristic polynomial of the unitary matrix 
U. If we take a = b = k in (5.30) and use (4.28) we find 

k k n . , . , * -, n — 1 

r i m f ^ = n n n i + i + ! 1 = ÏÏT^ (5-33) 
J A \ ' J\ l l l l l l z + i 7 + ^ _ 2 1 1 7 + fc)!2 

•JU(n) i=l j=ll=l J 3=0 w ; 

as computed in [14] by different methods. Letting n - i o o w e obtain the last expres­
sion in (5.32). Hence, we see that the formula (5.33) has a curious combinatorial 
interpretation via MacMahon's formula. 
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Conformai Invariance, Universality, and 
the Dimension of the Brownian Frontier 

G. Lawler* 

A b s t r a c t 

This paper describes joint work with Oded Schramm and Wendelin Werner 
establishing the values of the planar Brownian intersection exponents from 
which one derives the Hausdorff dimension of certain exceptional sets of pla­
nar Brownian motion. In particular, we proof a conjecture of Mandelbrot that 
the dimension of the frontier is 4/3. The proof uses a universality principle 
for conformally invariant measures and a new process, the stochastic Loewner 
evolution (SLE), introduced by Schramm. These ideas can be used to study 
other planar lattice models from statistical physics at criticality. I discuss ap­
plications to critical percolation on the triangular lattice, loop-erased random 
walk, and self-avoiding walk. 
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1. Exceptional sets for planar Brownian motion 
Let Bt be a s tandard Brownian motion taking values in R2 = C and let B[s,£] 

denote the random set B[s, t] = {Br : s < r <t}. For 0 < t < 1, we say tha t Bt is a 

• cut point for B[0,1] if B[0, t) n B(t, 1] = 0; 
• frontier point for B[0,1] if Bt is on the boundary of the unbounded component 

of C \ B [ 0 , 1 ] ; 
• pioneer point for B[0,1] if Bt is on the boundary of the unbounded component 

of C \ -B[0,i], i.e., if Bt is a frontier point for B[0, i ] . 

I will discuss the following result proved by Oded Schramm, Wendelin Werner, and 
myself. 
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Theo rem 1. [17, 18, 20] If Bt is a standard Brownian motion in R2 = C, 
then with probability one, 

dinift [ cut points for B[0,1] ] = 3/4, 

dinift [ frontier points for B[0,1] ] = 4/3, 

dinift [ pioneer points for B[0,1] ] = 7/4, 

where dim^ denotes Hausdorff dimension. 

Mandelbrot [27] first gave the conjecture for the Brownian frontier, basing his 
conjecture on numerical simulation and then noting that simulations of the frontier 
resembled simulations of self-avoiding walks. It is conjectured that the scaling limit 
of planar self-avoiding walks has paths of dimension 4/3. Duplantier and Kwon [5] 
used nonrigorous conformai field theory techniques to make the above conjectures 
for the cut points and pioneer points. More precisely, they made conjectures about 
certain exponents called the Brownian or simple random walk intersection expo­
nents. More recently, Duplaniter [6] has given other nonrigorous arguments for the 
conjectures using quantum gravity. 

To prove Theorem 1, it suffices to find the values of the Brownian intersection 
exponents. In fact, before Theorem 1 had been proved, it had been established 
[11, 12, 13] that the Hausdorff dimensions of the set of cut points, frontier points, 
and pioneer points were 2 — r\i, 2 — r]2, and 2 — %, respectively, where r\i, r\i, r\?J are 
defined by saying that as e —¥ 0+, 

P{B[0,^e2]nB[± + e2,l] = $}*e^, 

P{B[0, - — e2] U B[— + e2,1] does not disconnect Biß from infinity} « em, 

P{B[e2,1] does not disconnect 0 from infinity} « em. 

It had also been established [3, 16] that the analogous exponents for simple random 
walk are the same as for Brownian motion. 

There are two main ideas in the proof. The first is a one parameter family of 
conformally invariant processes developed by Oded Schramm [30] which he named 
the Stochastic Loewner evolution (SLE). The second is the idea of "universality" 
which states roughly that all conformally invariant measures that satisfy a certain 
"locality" or "restriction" property must have the same exponents as Brownian 
motion (see [26]). In this paper, I will define SLE and give some of its properties; 
describe how analysis of SLE leads to finding the Brownian intersection exponents; 
and finally describe some other planar lattice models in statistical physics at criti-
cality that can be understood using SLE. 

2. Stochastic Loewner evolution 
I will give a brief introduction to the stochastic Loewner evolution (SLE); for 

more details, see [29, 17, 18, 15, 28]. Let Wt denote a standard one dimensional 
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Brownian motion. If K > 0 and z is in the upper half plane H = {w G C : S(w) > 0}, 
let gt(z) be the solution to the Loewner differential equation 

2 
dt9t{z) = ——. r^FF, 9o(z) = z. (2.1) 

9t\z) - \JK-Wt 

For each z G H, the solution gt(z) is defined up to a time Tz G (0,oo]. Let Ht = 
{z : Tz > t}. Then gt is the unique conformai transformation of Ht onto H with 
gt(z) — z = o(l) as z —¥ oo. In fact, 

gt(z) = z-\ \-0(--7T), z -ï oo. 
Z | 2 | J 

It is easy to show that the maps gt are well defined. It has been shown [28, 22] 
that there is a (random) continuous path 7 : [0,00) —¥ H such that Ht is the 
unbounded component of H\7 [0 , £] and gtilit)) = y/EWt- The conformai maps gt 
or the corresponding paths ^(t) are called the chordal stochastic Loewner evolution 
with parameter K (chordal SLEK). It is easy to check that the distribution of 
SLEK is invariant (modulo time change) under dilations z ^ rz. Using this, we 
can use conformai transformations to define chordal SLEK connecting two distinct 
boundary points of any simply connected domain. This gives a family of probability-
measures on curves (modulo reparametrization) on such domains that is invariant 
under conformai transformation. 

Chordal SLEK can also be considered as the only probability distributions on 
continuous curves (modulo reparametrization) 7 : [0, 00) —¥ H with the following 
properties. 

• 7(0) = 0,7(i) —¥ 00 as t —¥ 00, and ^(t) G dHt for all t G [0,00), where Ht is 
the unbounded component of H \ 7[0, t]. 

• Let ht : Ht —¥ H be the unique conformai transformation with ht(^(i)) = 
0,ht(oo) = oo,h't(oo) = 1. Then the conditional distribution of •y(s) := 
ht ° 7(s + t),0 < s < 00, given 7[0, t] is the same as the original distribution. 

• The measure is invariant under x + iy >-¥ —a: + iy. 

There is a similar process called radial SLEK on the unit disk. Let Wt be as 
above, and for z in the unit disk D, consider the equation 

dt.gt(z) = 9t(z) e—7^Tr ^ r r , 9o(z) = z. 
e'v""« - gt(z) 

Let Ut be the set of z G D for which gt(z) is defined. It can be shown that there 
is a random path 7 : [0,00) —¥ D, such that Ut is the component of D \ 7[0,i] 
containing the origin; gt(y(t)) = e * ^ H t ; and gt is a conformai transformation of 
Ut onto D with gt(0) = 0,g't(0) = e*. We can define radial SLEK connecting any 
boundary point to any interior point of a simply connected domain by conformai 
transformation. 

The qualitative behavior of the paths 7 varies considerably as K varies, al­
though chordal and radial SLEK for the same K are qualitatively similar. The 

file:///JK-Wt
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Hausdorff dimension of 7[0,i] for chordal or radial SLEK is conjectured to be 
min{l + ( K / 8 ) , 2 } . This has been proved for K = 8/3,6, see [2], and for other K 

it is a rigorous upper bound [28]. For 0 < K < 4, the paths 7 are simple (no self-
intersections) and 7(0,00) is a subset of H or D. For K > 4, the paths have double 
points and hit dW or dB infinitely often. If K > 8, the paths are space filling. 

Investigation of SLEK requires studying the behavior of SLEK under confor­
mai maps. Suppose A is a compact subset of H not containing the origin such that 
A n H = A and M\A is simply connected. Let $ denote the conformai transforma­
tion of H \ A onto H with $(0) = 0, $(00) = 00, $'(00) = 1. Let 7 denote a chordal 
SLEK starting at the origin, and let T be the first time t that A n H (£_ Ht. For 
t <T, let 7(i) = $ 07(f). Let gt be the conformai transformation of the unbounded 
component of H \ ï[0,t] onto H with gt(z) — z = o(l) as z —¥ 00; define a(t) by 
g(z) — z ~ a(t) z^1. Then g(t) satisfies the modified Loewner equation 

dtCL 
dt.9(t) = "T——-z~7, 9o(z) = z, 

gt(z) - Wt 

for some Wt- In fact Wt = g~t ° $ ° 9t1 (\f^ Wt). Using the Loewner differential 
equation and Itô's formula, we can write Wt as a local semimartingale, dWt = 
b(t) dt+ \JK dt.a/2 dWt; here b(t) and a(t) are random depending on Ws,0 < s <t. 
For K = 6, and only K = 6, the drift term b(t) disappears and hence Wt is a time 
change of Brownian motion. 

Locality property for SLEG. [17] If K = 6, ï(t),0 < t <T, has the same 
distribution as a time change of SLE6. 

For other values of K, the image ^(t), t <T, has a distribution that is absolutely-
continuous with respect to that of (a time change of) SLEK. This follows from 
Girsanov's theorem (see, e..g, [1, Theorem 1.6.4]) that states roughly that Brownian 
motions with the same variance but different drifts give rise to absolutely continuous 
measures on paths. Similarly, radial SLEK can be obtained from chordal SLEK 

by considering its image under a map taking H to D. For all values of K we get 
absolutely continuous measures (which is why radial SLEK is qualitatively the same 
as chordal SLEK), but for K = 6 we get a special relationship [18, Theorem 4.1]. 

One of the reasons that SLEK is useful is that "crossing probabilities" and 
"critical exponents" for the process can be calculated. The basic idea is to relate 
an event about the planar path 7 to an event about the driving process y/EWt 
and then to use standard methods of stochastic calculus to relate this to solutions 
of partial differential equations. As an example, consider chordal SLE6 in the 
upper half plane H going from x G (0,1) to infinity. Let T be the first time t that 
"f(t) G (—00,0] n [l,oo); since K > 4, T < 00 with probability one. Let E be the 
event that 7(T) G (—00,0], and let HT be the unbounded component of H\7[0,T]. 
Let 2/1,2/2 be the minimum and maximum of 7[0, T] n R; on the event £,yi < 0 and 
x < J/2 < 1- Let £ denote the n-extremal distance between (—00,2/1] and [2/2,1] in 
HT, i.e., the number £ such that HT can be mapped conformally onto [0, £] x [0, n] 
in a way that (—00,2/1] and [2/2,1] are mapped onto the vertical boundaries. In 
order to relate SLE6 to intersection exponents for Brownian motion one needs to 
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understand the behavior of Eœ[l^ exp{— X£}] as x —¥ 1— for À > 0. It is not hard 
to show that this quantity is closely related to Eœ[l^ g'T(l)x]. If we differentiate 
(2.1) with respect to z we get an equation for dtg't(l), and standard techniques of 
stochastic calculus can be applied to give a differential equation for the function 
r(x,X) = W[l£ g'T(l)x]. We get an exact solution in terms of hypergeometric 
functions [17, Theorem 3.2]. If À = 0, so that r(x) = PX[E], we get the formula 
given by Cardy [4] for crossing probabilities of percolation clusters (see §3.2.). 

3. Applications 

3.1. Brownian motion 

As already mentioned, computation of dimensions for many exceptional sets for 
Brownian motion reduces to finding the Brownian intersection exponents. These ex­
ponents, which can be defined in terms of crossing probabilities for non-intersecting 
paths, were studied in [25, 26]. In these papers, relations were given between differ­
ent exponents and a "universality" principle was shown for conformally invariant 
processes satisfying an additional hypothesis (the term completely conformally in­
variant was used there). Heuristic arguments indicated that self-avoiding walks 
and percolation should also satisfy this hypothesis. Unfortunately, from a rigorous 
standpoint, we had only reduced a hard problem, computing the Brownian inter­
section exponents, to the even harder problem of showing conformai invariance and 
computing the exponents for self-avoiding walks or critical percolation. 

At the same time Schramm [29] was completing his beautiful construction 
of SLEK and conjecturing that SLE6 gave the boundaries of critical percolation 
clusters. While he was unable to prove that critical percolation has a conformally 
invariant limit, he was able to conclude that if the limit was conformally invariant 
then it must be SLE6. The identification K = 6 was determined from rigorous 
"crossing probabilities" for SLEK; only K = 6 was consistent with Cardy's formula 
(see §3.2.) or even the simple fact that a square should have crossing probability 
1/2. 

Since both Brownian motion and SLE6 were conjectured to be related to the 
scaling limit of critical percolation, it was natural to try to use SLE6 to prove 
results about Brownian motion (and, as mentioned before, the Hausdorff dimension 
of exceptional sets on the path); see [17, 18, 20, 19]. There were two major parts 
of the proof. First, the locality property for SLE6 was formulated and proved; this 
allowed ideas as in [26] to show that the exponents of SLE6 can be used to find 
the exponents for Brownian motion. Second, the exponents for SLE6 had to be 
computed. The basic idea is discussed at the end of the last section. What makes 
SLE so powerful is that it reduces problems about a two-dimensional process to 
analysis of a one-dimensional stochastic differential equation (and hence a partial 
differential equation in one space variable). 

The universality in these papers was in terms of exponents. We now know 
that the paths of planar Brownian motion and SLE6 are even more closely related. 
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The "hull" generated by an SLE6 is the same as the hull generated by a Brownian 
motion with oblique reflection (see [33]). In particular, the frontiers (outer bound­
aries) of the two processes have the same dimension. There are now direct proofs 
that the Hausdorff dimension of the frontier of SLE6 is 4/3 ([2]) and this stronger 
universality principle implies the same holds for Brownian paths. 

3.2. Critical percolation 
Suppose each vertex of the planar triangular lattice is colored independently-

white or black, with the probability of a white being 1/2. This is called critical 
percolation (on the triangular lattice). Let I? be a simply connected domain in 
C = R2 and let Ai,A2 be disjoint nontrivial connected arcs on 3D. Consider the 
limit as Ö —¥ 0 of the probability that in critical percolation on a lattice with mesh 
size Ö that there is a connected set of white vertices in D connecting Ai, A2. It 
has long been believed that this limit, p(Ai,A2; D), exists and is strictly between 
0 and 1. (Note: if the probability of a white vertex is p, then p(Ai,A2; D) is 0 for 
p < 1/2 and 1 forp > 1/2. One of the features of critical percolation is the fact that 
this quantity is strictly between 0 and 1.) Moreover, it has been conjectured that 
p(Ai,A2;D) is a conformai invariant [4, 10] . It is also believed that this limit does 
not depend on the nature of the lattice; for example, critical bond percolation in 
Z2 (each bond is colored white or black independently with probability 1/2) should 
give the same limit. 

Cardy [4] used nonrigorous methods from conformai field theory to find an 
exact formula for p(Ai,A2; D); his calculations were done for D = M and the 
formula involves hypergeometric functions. Carleson noted that the formula was 
much nicer if one chooses D to be an equilateral triangle of side length 1; Ai, one 
of the sides; and A2, a line segment of length x with one endpoint on the vertex 
opposite Ai. In this case, Cardy's formula is p(Ai,A2;D) = x. Schramm [29] went 
further and, assuming existence and conformai invariance of the limit, showed that 
the limiting boundary between black and white clusters can be given in terms of 
SLE6. If A3 denotes the third side of the triangle (so that .43 CiA2 is a single point), 
we can consider the limiting cluster formed by taking all the white vertices that are 
connected by a path of white vertices to A3. In the limit, the outer boundary of 
this "hull" has the same distribution as the outer boundary of the hull of chordal 
SLE6 going from the vertex A3 n Ai to the vertex A3 n A2. The identification with 
SLE comes from the conformai invariance assumption; Schramm determined the 
value K = 6 from a particular crossing probability, but we now understand this in 
terms of the locality property which scaling limits of these boundary curves can be 
seen to satisfy. Cardy's formula (and generalizations) were computed for SLEK in 
[17]. 

Recently Smirnov [31] made a major breakthrough by proving conformai in­
variance and Cardy's formula for the limit of critical percolation in the triangular 
lattice. As a corollary, the identification of the limit with SLE6 has become a the­
orem. This has also led to rigorous proofs of a number of critical exponents for the 
lattice model [21, 30, 32]. The basic strategy is to compute the exponent for SLE6 

and to then to use Smirnov's result to relate this exponent to lattice percolation. 
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It is an open problem to show that critical percolation on other planar lattices, 
e.g., bond percolation on the square lattice, has the same limiting behavior. 

3.3. Loop-erased random walk 

Loop-erased random walk (LERW) in a finite set A c Z2 starting at 0 G A is the 
measure on self-avoiding paths obtained from starting a simple random walk at the 
origin, stopping at the first time that it leaves A, and erasing loops chronologically 
from the path. It can also be defined as a nonMarkov chain which at each time 
n chooses a new step using probabilities weighted by the probability that simple 
random walk starting at the new point avoids the path up to that point (see, e.g., 
[14]). It is also related to uniform spanning trees; if one choose a spanning tree 
uniformly among all spanning trees of A, considered as a graph with appropriate 
boundary conditions, then the distribution of the unique self-avoiding path from the 
origin to the boundary is the same as LERW. Wilson gave a beautiful algorithm to 
generate uniform spanning trees using LERW [34]. 

One can hope to define a scaling limit of planar LERW on a domain connecting 
an interior point to a boundary point by taking LERW on finer and finer grids 
and taking the limit. There are a number of reasons to believe that this limit is 
conformally invariant. For example, the limit of simple random walk (Brownian 
motion) is conformally invariant and the ordering of points used in the loop-erasing 
procedure is not changed under conformai maps. Also, certain crossing probabilities 
for LERW can be given by determinants of probabilities for simple random walk 
(see [7]), and hence these quantities are conformally invariant. Kenyon [9] used a 
conformai invariance argument (using a determinant relation from a related domino 
tiling model) to prove that the growth exponent for LERW is 5/4; roughly, this says 
it takes about r5/4 steps for a LERW to travel distance r. 

Schramm [29] showed that under the assumption of conformai invariance, the 
scaling limit of LERW must be radial SLE2. He used conformai invariance and a 
natural Markovian-type property of LERW to conclude that it must be an SLEK, 
and then he used Kenyon's result to determine K. Recently, Schramm, Werner, and 
I [22] proved that the scaling limit of loop-erased random walk is SLE2. 

There is another path obtained from the uniform spanning tree that has been 
called the uniform spanning tree Peano curve. This path, which lies on the dual 
lattice, encodes the entire tree (not just the path from the origin to the boundary). 
A similar, although somewhat more involved, argument can be used to show that 
this process converges to the space-filling curve SLE$ [22]. 

3.4. Self-avoiding walk 

A self-avoiding walk (SAW) in the lattice Z2 is a nearest neighbor walk with no 
self-intersections. The problem of the SAW is to understand the uniform measure 
on all such walks of a given length (or sometimes the measure that assigns weight 
an to all walks of length n). It is still an open problem to prove there is a limiting 
distribution; it is believed that such a limit in conformally invariant (see [23] for 
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precise statements). However, if the conjectures hold there is only one possible 
limit, SLEs/3. 

The conformai invariance property leads one to conclude that the limit must 
be an SLEK and K < 4 is needed in order to have a measure on simple paths. The 
property that SLESß has that is not held by SLEK for other K < 4 is the restriction 
property. The restriction property is similar to, but not the same, as the locality-
property. Let A be a compact subset and $ the transformation as in §2. Then [24] 
if 7[0, oo) is an SLESß path from 0 to oo, the distribution of $ o 7 given the event 
J7[0,00) n A = 0} is the same as (a time change of) SLESß. In fact, the probability 
that {7[0,00) n A = 0} is $'(0)5/8 . 

If the scaling limit of SAW has a conformally invariant limit then one can 
show easily that the limit satisfies the restriction property. Hence, the only candi­
date for the limit (assuming a conformally invariant scaling limit) is SLESß. The 
conjectures for critical exponents for SAW can be interpreted in terms of rigorous 
properties of SLESß (see [23]). For example, the Hausdorff dimension of SLESß 
paths is 4/3 [2, 24]; this gives strong evidence that the limit of SAWs should give 
paths of dimension 4/3. Monte Carlo simulations [8] support the conjecture that 
the limit of SAW is SLEs/3. 

Acknowledgment. Oded Schramm and Wendelin Werner should be considered 
co-authors of this paper since this describes joint work. I thank both of them for 
an exciting collaboration. 
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Brownian Intersections, Cover Times 
and Thick Points via Trees 

Yuval Peres* 

Abstract 

There is a close connection between intersections of Brownian motion paths 
and percolation on trees. Recently, ideas from probability on trees were an 
important component of the multifractal analysis of Brownian occupation 
measure, in joint work with A. Dembo, J. Rosen and O. Zeitouni. As a 
consequence, we proved two conjectures about simple random walk in two 
dimensions: The first, due to Erdös and Taylor (1960), involves the number 
of visits to the most visited lattice site in the first n steps of the walk. The 
second, due to Aldous (1989), concerns the number of steps it takes a simple 
random walk to cover all points of the n by n lattice torus. The goal of the 
lecture is to relate how methods from probability on trees can be applied to 
random walks and Brownian motion in Euclidean space. 

2000 Mathematics Subject Classification: 60J15. 
Keywords and Phrases: Random walk, Cover time, Thick point, Lattice, 
Brownian motion, Percolation, Tree. 

1. Introduction 
In [18], the author showed tha t long-range intersection probabilities for random 

walks, Brownian motion paths and Wiener sausages in Euclidean space, can be 
estimated up to constant factors by survival probabilities of percolation processes 
on trees. 

More recently, several long-standing problems involving cover times and "thick 
points" for random walks in two dimensions were solved in joint works [9, 10] of 
A. Dembo, J. Rosen, O. Zeitouni and the author. These solutions were motivated 
by powerful analogies with corresponding problems on trees, but these analogies 
were not discussed explicitly in the research papers cited. The goal of the present 
note is to describe the tree problems and solutions, t ha t correspond to the problems 
studied in [9, 10]. 
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The cover time for a random walk on a finite graph is the number of steps 
it takes the random walk to visit all vertices. The cover time has been studied 
intensively by probabilists, combinatorialists, statistical physicists and computer 
scientists, with a variety of motivations; see, e.g., [7, 16, 2, 8, 17]. The problem of 
determining the expected cover time Tn for the n by n lattice torus Z^, was posed 
by Wilf [22] and Aldous [1]. In [9] we proved the following conjecture of Aldous [1]. 

Theorem 1 If Tn denotes the time it takes for the simple random walk in Z^ to 
completely cover Z^, then 

T 4 
lim -— " = — in probability. (1.1) 

»-S-00 (nlogn)2 n 

The first step toward proving Theorem 1, was to find a sufficiently robust proof 
for the asymptotics of the cover time of finite 6-ary trees. These asymptotics were 
originally determined by Aldous in [4], but his elegant recursive method was quite 
sensitive and did not adapt to the approximate tree structure that can be found in 
Euclidean space. Cover times on trees are discussed in the next section. 

Turning to a different but related topic, Erdös and Taylor (1960) posed a 
problem about simple random walks in Z J : How many times does the walk revisit 
the most frequently visited site in the first n steps ? 

Theorem 2 ([10]) Denote by Tn(x) the number of visits of planar simple random 
walk to x G Z" by time n, and let T* := max ^ Tn(x). Then 

T* 1 
lim -—rL—r = - a.s.. (1.2) 

n-s-oo (log ri)"* 7T 

This was conjectured by Erdös and Taylor [11, (3.11)]. After D. Aldous heard 
one of us describing this result, he pointed us to his cover time conjecture, and this 
eventually led to Theorem 1. Although the proofs of that theorem and of Theorem 
2 differ in important technical points, they follow the same basic pattern: 

(i) Formulate a suitable tree-analog and find a "robust" proof. 
(ii) Establish a Brownian version using excursion counts. 
(iii) Deduce the lattice result via strong approximation a-la [12]. 

2. Cover times for trees 
Let T'k denote the balanced 6-ary tree of height k, which has 

nk = (bk+1 — l)/(b — 1) vertices, and nu — 1 edges. 

Theorem 3 (Aldous [4]) Denote by C% the time it takes for simple random walk 
in T'k, started at the root, to cover Tj,. Then 

EC k 
lim —-^ = 21og(6). (2.1) 
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Remark The expected hitting time from one vertex to another is bounded by the 
commute time, which equals the effective resistance times twice the number of edges 
(see, e.g., [5]). Therefore the expected hitting time between two vertices in Tj, is at 
most 4knk. From a general result in [3], it follows that also 

Ck 
lim —— = 21og(6) in probability. (2.2) 

K r OO ll/hth 

Proof of theorem 3 Denote by C^ the time it takes the walk to cover and return 
to the root, and by Rk the number of returns to the root until time Cjjj". By the 
remark preceding the proof, ECk — ECk < 4knk, so to prove the theorem it suffices 
to establish that 

Ef+ 

lim —-^ = 21og(6). (2.3) 
fc^oo nkk

2 

The expected time to return to the root is the reciprocal of the root's stationary-
probability b/(2nk — 2), so by Wald's lemma 

E(Ct) = 2-^E(Rk) • (2.4) 

Thus the theorem reduces to showing 

lim = 61og(6). (2.5) 
k—>oo k" 

We start by reproducing the straightforward proof of the upper bound. Denote 
by Rv the number of returns to the root of Tj, until the first visit to v, and observe 
that Rk is the maximum of Rv over all leaves v at level k. At each visit to the root, 
the chance to hit a specific leaf v before returning to the root is 1/bk, whence 

P[RV > rbk2] < (1 - ^-)rbk2 < errk. 
OK 

Summing over all leaves, we infer that 

P[Rk > rbk2] < min{l, 6 V r f c } . (2.6) 

Integrating over r > 0, 
E[Rk] <bk2(logb+l/k). (2.7) 

This yields the upper bound in (2.5). To prove a lower bound, Aldous [4] uses 
a delicate recursion, and an embedded branching process argument. Here we will 
give the shortest argument we know, which only involves an embedded branching 
process. Given À < log 6, our next goal is to show that 

P[Rk > Xbk2] -+ 1 as k -+ oo. (2.8) 

Let Tx be the number of steps until the root is visited A6fc2 times. 
Fix r e (A, log6), and choose £ large, depending on r. Let v be a vertex at 

level k — (j + 1)£ of F^, and suppose that w is a descendant of v at level k — j£. 
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Observe that the expected number of visits to v by time T\ is A(6 + l)fc2, and 
the expected number of excursions between v and w by time T\ is Xk2 /£. 

Say that w is "special" if the number of excursions from v to w by time T\ 
is at most r£j2. Note that vertices close to the root (i.e., at level k — j£ where 
r£2j2 > Xk2) are special with high probability, because r > X. If k > (j + 2)£, then 
every visit to v is equally likely to start an excursion to w as to the ancestor of 
v at distance £ from v. Thus, if v is special then w is special with probability at 
least P[X < r£j2], where X has binomial law with parameters r£(j2 + (j + l)2) and 
1/2. By the central limit theorem, as j grows, P[X < r£j2] —t P(Z > (2r£)1/2], 
where Z is standard normal. Since r < log6, we find that P(Z > (2r£)1/2] > b~l, 
if £ is large enough. Therefore, special vertices considered at jumps of 2£ levels (to 
ensure the required independence) dominate a supercritical branching process; the 
survival probability tends to 1 as k —¥ oo, because vertices near the root are almost 
guaranteed to be special. This establishes (2.8). It follows that E(Rk) > Xbk2 for 
large k, and since A < log 6 is arbitrary, this completes the proof of (2.5) and the 
theorem. 

Remark The argument above is quite robust: it readily extends to family trees of 
Galton watson trees with mean offspring 6 > 1. With a little more work, using the 
notion of quasi-Bernoulli percolation (see [13] or [19]), it can be extended to the 
first k levels of any tree F that has growth and branching number both equal to 
6 > 1. The most robust argument, the truncated second moment method used in 
[9], is too technical to include here. 

3. From trees to Euclidean space 

The following "dictionary" was offered in [18] to illustrate the reduction of 
certain intersection problems from Euclidean space to trees: 

Problem in Euclidean space Corresponding problem on trees 
• How many (independent) Brownian »Which branching processes can 
paths in Rrf can intersect? have an infinite line of descent? 
• What is the probability that several • What is the probability that a 
random walk paths, started at random branching process survives 
in a cube of side-length 2k, will intersect? for at least k generations? 
• Which sets in R 3 contain • Which trees percolate at 
double points of Brownian motion? a fixed threshold pi 
• What is the Hausdorff dimension • What is the dimension 
of the intersection of a fixed set in of a percolation cluster 
Rrf with one or two Brownian paths? on a general tree? 

The Brownian analogs of Theorems 1 and 2, respectively, are given below. 
Throughout, denote by D(x,e) the disk of radius e centered at x. 

Theorem 4 ([9]) For Brownian motion WT(-) in the two-dimensional torus T2, 
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consider the hitting time of a disk, 

T(x, e) = inf{t > 0 | Xt G D(x, e)}, 

and the e-covering time, 
Cf_ = sup T(x,e) 

x£T2 

which is the amount of time needed for the Wiener sausage of radius e to completely 
cover T 2 . Then 

Ct 2 
lim l—^ = — a.s.. (3.1) 
e ^° (loge)" TT 

Theorem 5 ([10]) Denote by pw the occupation measure for a planar Brownian 
motion w(-) run for unit time. Then 

lim sup — = 2, a.s.. (3.2) 
e-*°xeR2 e2 (log^Y 

(This was conjectured by Perkins and Taylor [20].) 
The basic approach used to prove these results, which goes back to Ray, [21], 

is to control occupation times using excursions between concentric discs. The ap­
proximate tree structure that is (implicitly) used arises by considering discs of the 
same radius r around different centers and varying r; for fixed centers x,y, and 
"most" radii r (on a logarithmic scale) the discs D(x,r) and D(y,r) are either 
well-separated (if r < < \x — y\) or almost coincide (if r > > \x — y\). 
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Abstract 

Phase separation is a fairly common physical phenomenon with examples 
including the formation of water droplets from humid air (fog, rain), the 
separation of a crystalline structure from an isotropic material such as a liquid 
or even the formation of the sizzling gas bubbles when a soda can is opened. 

It was recognized long ago (at least on a phenomenological level) that sys­
tems exhibiting several phases in equilibrium can be described with an appro­
priate variational principle: the phases arrange themselves in such a way that 
the energy associated with the phase boundaries is minimal. Typically this 
leads to an almost deterministic behavior and the phase boundaries are fairly 
regular. However, when looked at from a microscopic point of view, the sys­
tem consists of a bunch of erratically moving molecules with relatively strong 
short-range interaction and the simplicity of the above macroscopic descrip­
tion looks more than miraculous. Indeed, when starting from the molecular 
level, there are many more questions to be asked and understood: which are 
the phases which we will see? why do only those occur? why are the phase 
boundaries sharp? how should we find (define) the energy associated with the 
interfaces? Only then can we ask the question: why does the system minimize 
this energy? 

It is only in the last decade that a mathematically satisfactory understand­
ing of this phenomenon has been achieved. The main goal of the talk is to 
present the current state of affairs focusing thereby on results obtained in 
joint works with Raphael Cerf. The connection to fields of mathematics other 
than probability theory or statistical mechanics will be highlighted; namely, 
to geometric measure theory and to the calculus of variations. 
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1. Introduction 

Although phase separation is a fairly common physical phenomenon (exam­
ples will be given further below) its mathematically satisfactory understanding, even 
in the simplest models, has not been achieved until the last decade. In order to 
uncover the mechanism leading to the separation of various phases in an initially-
homogeneous material, in particular to explain why and what kind of phases will 
occur and which shapes they take, one has to work with a microscopic description 
of the system, often at a molecular scale. Materials on such scales however tend 
to behave 'chaotic' and this strongly motivates (if not compels) the use of a prob­
abilistic approach. In this approach, the system is modeled by randomly moving 
(in equilibrium theory randomly located) particles which interact with each other 
according to some simple, typically short range, mechanism. The goal is then to 
derive the large scale behavior of the system based only on the specification of the 
local interaction. 

The difficulty of the analysis stems from the fact that the interaction, although 
local, might be strong enough (depending on some parameter such as the temper­
ature) to cause a subtile spatial propagation of stochastic dependence across the 
entire system. As a consequence, one has to leave the familiar realm of classical 
probability theory whose focus has been laid on the large scale effects of randomness 
arising from independent (or weakly dependent) sources. Instead, we have to deal 
with a strongly dependent system and it is exactly this strong dependence which 
causes a highly interesting cooperative behavior of the particles on the macroscopic 
level which can, in certain cases, be observed as phase separation. 

The problem of phase separation and related issues have been a driving force 
behind developing, and a benchmark for testing various new techniques. Postponing 
historical remarks until section 2.1, let me highlight here only those ones which play 
an essential role in our approach [10, 11] achieved in collaboration with Raphael 
Cerf. The basic framework is (abstract) large deviation theory, see e.g. [37], whose 
power contributed substantially (admittedly rather to my own surprize) to the suc­
cess of this approach. To have sufficient control of the underlying model, in our case 
the Ising-Potts model, we employ spatial renormalization techniques, as developed 
in [34], in conjunction with the Fortuin-Kasteleyn percolation representation of the 
Potts model, [21]. Finally, tools from geometric measure theory a la Cacciopoli 
and De Giorgi will be employed to handle the geometric difficulties associated with 
three or higher dimensions, in a similar fashion as was done in [9]. 

The goal of this article is to present some recent developments in the equilib­
rium theory of coexisting phases in the framework of the Ising-Potts model. The 
presentation will be based mainly on the results contained in [34, 10, 11]. It will 
include a description of the underlying physical phenomenon, of the corresponding 
mathematical model and its motivation and, following the statement of the main 
results, comments on the proofs will be included. In order to address an audience 
broader than usual, I will try to use as little formalism as possible. 

1.1. Phase separation: examples and phenomenology 
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Perhaps the most common and well known example of phase separation is 
the development of fog and later rain from humid air. When warm humid air 
is cooled down so much that its relative humidity at the new cooler temperature 
would exceed 100% (i.e. it would become over-saturated) the excess amount of 
water precipitates first in the form of very small droplets which we might observe as 
fog. The system at this time is not in equilibrium, rather in a so called metastable 
state. After waiting very long time or simply dropping the temperature further 
down, the droplets grow bigger and ultimately fall to the ground due to gravitation 
in the form of common rain droplets. In this example phase separation occurred 
since from a single homogeneous phase (warm humid air) two new phases have 
been formed: a cooler mixture of water and air (note: with 100% relative humidity 
(saturated) at the new lower temperature) plus a certain amount of water, more 
precisely a saturated solution of air in water, in the form of macroscopic droplets. 
In fact, in the absence of gravitation and after very long time, only a huge droplet 
of fluid would levitate in a gas (both saturated solutions of air in water and water 
in air, respectively). The opposite situation (water majority, air minority) may also 
occur. Consider the following familiar example; think of a bottle of champagne 
when opened. Here the change of temperature is replaced by a change of pressure 
but the phenomenon is similar with the roles exchanged; at the new lower pressure 
the liquid is not able to dissolve the same amonunt of carbon dioxide, hence this 
latter precipitates in the form of small bubbles (droplets), etc. 

The phenomenological theory explains this type of phenomenon as follows. At 
any temperature there are saturation densities of air/water and water/air mixtures 
and only saturated solutions will coexist in equilibrium. They also determine the 
volumes of the two coexisting phases. Moreover the phases arrange themselves in a 
way so as to minimize the so-called surface energy, associated with the interface be­
tween the phases. In fact, it is supposed to exist a (in general direction-dependent) 
scalar quantity r , called the surface tension, whose surface integral along the inter­
face gives the surface energy. The surface tension, as well as the saturation densities, 
have to be measured experimentally. It is implicitly assumed that the interface is 
'surfacelike' and regular enough so that the integral along the surface makes sense. 
The prediction which can be made is that the shape of the phases in equilibrium is 
just a solution of the variational principle. By the classical isoperimetric theorem, in 
the isotropic case the solution is just a sphere, hence the occurrence of bubbles and 
droplets. In the non isotropic case the corresponding variational problem is called 
the Wulff problem. The solution is known to be explicitly given [38, 13, 19, 20, 36] 
by rescaling appropriately the so called Wulff crystal: 

VVT = {x £ Rd ; x- v < T(V) for all unit vectors v}. 

It is worth noting that the same arguments are used to describe macroscopic crystal 
shapes as well. 

1.2. The mathematical model and the goals of the analysis 
The next step is to find a model which is simple enough to be analyzed by-

rigorous methods yet rich enough to exhibit the phenomenon we want to study. 
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In order to accommodate a multitude of phases we consider a finite number (q) 
possible types of particles (called colors or spins). Physics suggests to choose a 
short range interaction of "ferromagnetic" character which means that particles of 
identical type prefer to stay together and/or they repel particles of different types. 
For simplicity we assume that the interaction distinguishes only between identical 
and different types, otherwise it is invariant under permutation of colors. There is 
a standard model of statistical mechanics, called the (ferromagnetic) q-states Potts 
model, which corresponds exactly to these specifications. We consider the closed unit 
cube 0 e Rd, d > 3 (modeling the container of the mixture of particles) overlapped 
by the rescaled integer lattice Z^ = Zd/n. We define 0„ = Q n Z„, and denote 
by dtniin the internal vertex boundary of 0„ . At each lattice point x there is a 
unique particle ax of one of the types 1,2, ...,q. The energy H (a) of a configuration 
& = ((Jx)xeQn

 c a n be chosen to be the number of nearest neighbor pairs of different 
types of particles corresponding to nearest neighbor repulsion. According to the 
Gibbs formula, the probability of observing a configuration a is proportional to 
e-ßH(rr)^ w j j e r e ß = \jf j s ĵjg 'inverse temperature' which adjusts the interaction 
strength. (High T = large disorder = relatively small interaction, etc.) Note that 
we use a static description of the equilibrium system. It corresponds to a snap-shot 
of the system at a given time and the task is to understand the 'typical' picture we 
will see. 

A restricted ensemble is a collection of certain feasible configurations. For 
instance, in the situation of the water/air mixture every configuration with a fixed 
number of water and air particles is possible, and this collection forms our restricted 
ensemble. It turns out that the direct study of this particular ensemble is extremely-
difficult and it is a crucial idea (discovered long ago) to go over to a larger, more 
natural ensemble, namely to that without any restrictions on the particle numbers. 
Then, the restricted system can be regarded as a very rare event =: Gn in the 
large ensemble and conditional probabilities can be used to describe the restricted 
system. The events Gn are often in the large deviations regime, and it is from here 
that large deviations theory enters the analysis in an essential way. 

The unrestricted system is usually referred to as the Potts model with free 
boundary conditions. In the case q = 2, it is equivalent to the classical Ising model. 
The Gibbs formula and the energy uniquely determines the probability measure 
in this (and in every) ensemble. We can introduce mixed boundary conditions as 
follows. Divide the boundary F = 9 0 of the 'container' into q+1 parts indexed by 
F°, F1 , ....Fg. The parts can be fairly general but the (d — l)-dimensional Hausdorff 
measure of their relative boundaries has to be zero. We set for n G N and i = 
0,...,q, 

Td
n = {x G r n ; d0O(a;,r i) < 1/n and Vj < i, d00(x,Tj) > 1/n} i = 0,...,q 

where d œ denotes the distance corresponding to the max-norm. We use the se­
quence of q + 1-tuples of sets 7(71) = ( F ° , . . . ,F^) to specify boundary conditions 
by imagining that all particles in F^ are of type j for j = 1, ...,q and none occupies 
F°. This defines a restricted ensemble and the corresponding probability measure 
is denoted by pn = pZ "' • The choice of b.c.s j(n) is understood to be fixed. 
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Let's consider the Ising-Potts model in an n x n lattice box B(n) with boundary-
conditions j G {1,2, ...,q} at a fixed inverse temperature ß with the corresponding 
probability measure p ^ . It is well known that, as n ^ oo, a unique, translation 

invariant infinite volume measure Pm emerges as the weak limit of the sequence 
(Pß,^)n>i- We can define the order parameter 9 = 9(ß,q,d) as the excess density 
of the dominant color, the excess is measured from the symmetric value 1/q. The 
model exhibits phase transition in the sense that in dimensions d > 2 there exists a 
critical value 0 < ßc(d) < oo such that for ß < ßc, 9(ß) := pài [&o = j] — 1/y = 0 
but for ß > ßc, 9(ß) > 0, i.e., when the interaction becomes strong enough, the 
influence of the (arbitrarily) far away boundary still propagates all the way through 
the inside of the volume and creates a majority of j-type particles. (Note that in 
the Ising model (q = 2), the spontaneous magnetization m* is equal to 9.) The 
probability measures poo , j = 1,2, ...,q, describe in mathematical terms what 
we call 'pure' phases and which correspond to the saturated solutions in the initial 
example. 

Having chosen our model, let us formulate the goals of the analysis. Clearly, 
the main goal is to verify the predictions of the phenomenological theory, namely, 
that on the macroscopic scale the phases will be arranged according to some solution 
of the variational principle corresponding to minimal surface energy. First, however, 
the participating phases have to be found and identified. Moreover, as pointed out 
earlier, the previous statement contains a couple of implicit assumptions, such as the 
existence of the surface tension, the absence of transitional states (where one phase 
would smoothly go over into another one) the regularity of the interface boundaries, 
etc., all of which have to be justified from a microscopic point of view. 

1.3. Connection to minimal surfaces 

In this section a partially informal discussion of some examples will be pre­
sented with the aim to make the close relation to minimal surfaces transparent. 

figure 1 

Consider the Potts model with q = 6 colors (states) in a three dimensional box 
with boundary condition i on the i-th face of the box. Naively, one might expect 
that all phases will try to occupy the region closest to the corresponding piece of 
the boundary, which would lead to a phase partition consisting of symmetric and 
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pyramid-like regions, as can be seen in figure 1, left. However, at least in the case 
when the surface tension is isotropic (which is presumably the case in the limit 
T f Tc), there exists a better configuration with lower total surface free energy. 
Recall that in this case our desired interface is simply a minimal surface spanned by 
the edges of the box. A picture of the well known solution to this problem can be 
seen in figure 1, right. In order to be able to discuss this example at temperatures 
0 < T < Tc, we have to make certain assumptions about the surface tension r . We 
assume that the sharp simplex inequality holds, that the value of r is minimal in 
axis directions and that r increases as the normal vector moves from say (0,0,1) 
to (1,1,1). (Although these assumptions are very plausible, none of them has been 
proved in dimensions d > 3). Under these hypotheses, we conjecture that the phase 
partition at moderate subcriticai temperatures looks like in figure 2, left. In the 
limit T 4- 0, only two phases survive, as shown in figure 2, right. At T = 0, there 
is no reason for the middle plane to stay centered, in fact, any horizontal plane is 
equally likely. 

J—X--: 
y i 

4* 
figure 2 

In the next example we consider the three dimensional Ising model with free 
boundary conditions below Tc, conditioned on the event that the average magneti­
zation is positive and does not exceed m* —e, where e is a sufficiently small positive 
number and m* denotes the spontaneous magnetization. It is natural to conjecture 
that a minimizer of the corresponding variational problem is a droplet attached 
symmetrically to one of the corners of the box. 

The single bubble sitting in one of the corners is filled with the minus phase 
and in the rest of the box we see the plus phase. The size of the bubble is determined 
by e and its internal boundary coincides with the corresponding piece of the surface 
of the Wulff crystal. 

Another Wulff-type problem arises by conditioning the g-states Potts model 
(with say q > 4) to have a moderate excess of colors 2 and 3 while imposing 1-
boundary conditions on the entire box. In this case it is conceivable that a so-called 
"double bubble" is created, consisting of two adjacent macroscopic droplets filled 
with the (pure) phases 2 and 3, respectively. The double bubble is swimming in 
the phase 1 which fills the rest of the box. Of course, we might have an excess of 
color 4 as well; in this case a further bubble will presumably appear which will be 
attached to the previous two bubbles. 

For related variational questions concerning soap films and immiscible fluids, 
see [30]. 
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In fact, by studying questions concerning phase boundaries we are very quickly-
confronted with the theory of minimal surfaces, such as the Plateau problem, cor­
responding to anisotropic surface measures. Let 0 be a bounded open set in R3 

with smooth boundary and let 7 be a Jordan curve drawn on 9 0 which separates 
9 0 into two disjoint relatively open sets F+ and F - . Typical configurations in the 
Ising model on a fine grid in 0 with plus b.c.s on F+ and minus b.c.s on T~ will 
exhibit two phases separated with an interface close to a minimal surface which is 
a global solution of the following Plateau type problem: 

minimize [ r(Mx)) dU^x) : S is a surface in 0 spanned by 7 
Js 

where i>s{x) is the normal vector to S at x. We remark that it is conjectured that, 
as the temperature approaches Tc from below, the surface tension r becomes more 
and more isotropic and it is conceivable that the solution of the above minimization 
problem approaches the solution of the classical (isotropic) Plateau problem. 

1.4. Further background 
There is a beautiful and extremely useful way to decompose the Ising-Potts 

model into a certain bond percolation model, called FK-percolation and some simple 
'coloring' procedure discovered by Fortuin and Kasteleyn [21]. Consider the g-state 
Potts model with mixed boundary conditions 7 in a finite lattice box B at inverse 
temperature ß and set p = 1 — e_/3. Consider a bond percolation model (called FK 
percolation) specified by the following formula: 

n'ß'9b}=PPM<i*(r>)/zi^ 

where n is a bond configuration with the property that there is no open connec­
tion between differently colored boundary parts, Pp is the usual Bernoulli measure 
with parameter p, #(?]) denotes the number of clusters (conn, components) in the 
configuration r\ with the rule that identically colored boundary parts (and their con­
nected components) count as one single cluster. Finally Zg'q is the appropriate 
normalizing constant. 

In the second step we assign colors to every cluster (and their sites) as follows: 
the boundary pieces inherit the color of the boundary condition, the remaining 
clusters will get one of the colors 1,2, ...,q with probability 1/q each independently 
from each other. The distribution of the coloring of the sites corresponds exactly 
to the Potts model. Note that in the case of free or constant b.c.s. there is no 
constraint prohibiting open connections, and indeed these measures, denoted by 
$gP'Q (fiee b.c.s.) and $™'/''g ("wired" b.c.s.) behave very similar to regular 
Bernoulli percolation. Their thermodynamic limits &^'q and $^'q exist as the 
box size tends to infinity and we can define the percolation probability as usual 
0*(p) = ^ooP[u ** ° ° ] J f° r * free o r wired. It is easy to check that the order 
parameter 9(ß) of the Ising-Potts model agrees with 9w(ß), and correspondingly 
the FK model exhibits a percolation phase transition. Further it is known [23], that 
9w(ß) = 0*(ß) for all but at most countably many values of ß and it is conjectured 
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that the equality is valid for all values except possibly the critical point ßc = ßc(q)-
Moreover this condition is equivalent to the equality of the thermodynamical limits: 
<!>™'/3'g = <&(^

/3'g- We define the set of "regular" inverse temperatures by 

U(q) = {ß>0;9w(ß) = 9f(ß)}. 

Although the status of the bonds are dependent, their correlation tends fast to 
zero as the distance between them becomes large and this holds for both the sub 
and supercritical phase of FK percolation. This property is of crucial importance 
in our large deviation analysis since in the original Potts model there exists no 
corresponding asymptotic independence when ß > ßc. 

Our results are valid above the so called slab-threshold ßc = ßc(q, d), introduced 
in [34]. This threshold is conjectured to agree with the critical point and at least in 
the case of percolation (q = 1) this have been proved by Grimmett and Marstrand 
[24]. It is possible to characterize this threshold as the smallest value such that 
when ß exceeds it, it is possible to find a > 0 and L > 1 such that at least in the 
center of the of slabs S(L,n) = [—L,L] x [^n,n] r f_1 n Zd there is "uniform long 
range order", i.e., 

inf inf $£fr J x -B- y > 0. 
»>1 x,yeS(L,an) b^L'n) L "J 

It has been proved in [34] that above ßc, a always can be chosen to be one, guar­
anteeing a strictly positive probability (uniformly in n) for connections within a 
sufficiently (depending on ß) thick slab. This property is crucial for establishing 
the basic properties of supercritical FK percolation; the existence of a unique cross­
ing cluster in a box, its omnipresence, the concentration of its density around the 
percolation probability, the exponential tail decay of the diameter of other clus­
ters in the box, etc. These properties are then used to establish a renormalization 
scheme which is essential for the large deviation analysis of this and the Ising-Potts 
model. 

2. The results 

2.1. Historical remarks 
Before we start with the presentation of our results we give a brief summary of 

the previous work on this subject. As we have already mentioned, large deviations 
theory plays an important role in this context and not surprisingly the first efforts 
were devoted to the study of large deviations of the empirical magnetization in the 
Ising model, i.e., the average value of the spins in a large box. A volume order 
large deviation principle (LDP) has been established for the Ising model by various 
authors: Comets, Ellis, Föllmer, Orey, Olla [12, 15, 17, 32]. The corresponding rate 
function has been found to vanish in [—m*,m*] where m* denotes the spontaneous 
magnetization. In fact, it was suspected that the correct order of decay is expo­
nential to surface order. Indeed, Schonmann [35] found a proof of this conjecture, 
valid for any dimensions and low enough temperatures and Chayes, Chayes and 
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Schonmann extended the result for the supercritical ß > ßc regime in the two di­
mensional case. Föllmer and Ort [18] investigated this phenomenon on the level of 
empirical measures. Finally, inspired by the work of Kesten and Zhang [29] on re­
lated questions in percolation, Pisztora [34] established surface order upper bounds 
for the remaining dimensions d > 3 above the slab-threshold ßc, introduced in the 
same work, which is conjectured to agree with the critical point ßc. In that work 
a renormalization scheme has been developed for supercritical Fortuin-Kasteleyn 
percolation (or random cluster model) in conjunction with a stochastic domination 
argument (generalized and improved in [31]) which allows to control the renormal-
ized process, and so, the original one. 

The monograph of Dobrushin, Kotecky and Shlosman [14] opened the way to 
the rigorous study of the phase separation phenomenon creating thereby an immense 
interest and activity which lasts up to the present time. Their analysis, which 
provided the first mathematical proof of phase separation, had been performed in 
the context of the Ising model. The main tool of their work is the cluster expansion, 
which, on the one hand allowed the derivation of results much finer than necessary 
to verify the Wulff construction, on the other hand it restricted the validity of the 
results to two dimensions and low temperatures. Significant improvements of these 
results in two dimensions have been derived by Pfister [33], Alexander, Chayes and 
Chayes [4] (treating percolation), Alexander [3], Ioffe [26, 27]. Finally Ioffe and 
Schonmann [28] extended the results of [14] up to Tc. 

The next challenge was to analyze phase separation for short range models in 
higher dimensions. The additional difficulties came mainly from two sources. First, 
new techniques have to be developed to avoid the use of perturbative methods (such 
as the cluster expansion) which severely limit the applicability of the arguments and 
methods which are specific to two dimensions only (duality). Second, the emerging 
geometry is far more complex than in two dimensions and this requires the use of 
new tools and ideas. The complexity of the geometry causes problems also within 
the probabilistic analysis (for instance the lack of the skeleton technique for surfaces) 
and even the correct formulation of the results is far from obvious ("hairs"). 

The first issue has been resolved by the application of the aforementioned 
renormalization technology from [34]. Renormalization arguments lie at the heart 
of the proof of much of the intermediate steps (for instance exponential tightness, 
decoupling) and even in the remaining parts they play an important role usually in 
combination with geometric arguments (interface lemma, etc.). 

To handle the geometric difficulties, the use of appropriate tools from geometric 
measure theory has been introduced in the works of Alberti, Bellettini, Bodineau, 
Butta, Cassandro, Presutti [2, 5, 6] and by Cerf [9]. In these works also a novel and 
very general large deviation framework have been proposed to tackle the problem. In 
fact, this framework turned out to be crucial for the success of the entire approach. 
It is the work of Cerf [9] in which the first complete analysis of phase separation in 
a three dimensional model have been achieved, namely the asymptotic analysis of 
the shape of a large finite cluster (Wulff problem) in percolation. 

The results presented in this article have been derived in the works [34, 9, 10, 
11]. It should be mentioned that in an independent work [7] Bodineau carried out 
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an analysis of the Wulff problem in the Ising model with conclusions slightly weaker 
than the results appearing in [10]. 

Finally, for current developments in the field we refer the reader to the preprint 
[8] and the references therein. 

2.2. Statement of the results 
Range of validity of the results. Our results for the Ising-Potts models hold in 

the region: d > 3, q G N \ {0,1}, ß > ßc(q,d), ß G U(q,d). 
At this point it is natural to comment on the case of two dimensions. Although 

most of our results should hold for d = 2, there are several points in the proofs which 
would require a significant change, making the proofs even longer. The main reason, 
however, for not to treat the two dimensional case is that the natural topology for 
the LDP-s in d = 2 is not the one we use (which is based on the distance distLi ) 
but a topology based on the Hausdorff distance. 

Surface tension. From FK percolation we can extract a direction dependent 
surface tension T(V) = r(p,q,d,v), cf [10]. For a unit vector v, let A be a unit 
hypersquare orthogonal to v, let cyl A be the cylinder A + Rv, then T(V) is equal 
to the limit 

l i m ^ Z X T iog^fe" 

/inside n cyl A there exists a finite set of closed edges E \ 
cutting n cyl A in at least 2 unbounded components and 
the edges of E at distance less than 2d from the boundary 

\of n cyl A are at distance less than 2d from nA I 

The function r satisfies the weak simplex inequality, is continuous, uniformly bounded 
away from zero and infinity and invariant under the isometries which leave "Ld in­
variant (see section 4 in [10] for details). 

Identification of the phases. The typical picture which emerges from the Potts 
model with mixed b.c.s. at the macroscopic level is a partition of 0 in maximal q 
phases corresponding to the dominant color in that phase. The individual phases 
need not be connected. In order to identify the phases we choose first a sequence 
of test events which we regard as characteristic for that phase. More specificly, 
for j = 1,2, ...,q we select events En defined on a n x n lattice box such that 
ß(J),ß,g [JT-W] -+ l as n -> oo. We may also assume that En

j) n En
j) = 0 for j =t i. 

For instance, one natural choice is to require that the densities of the different colors 
in the box do not deviate more than some small fraction from their expected value. 
This will guarantee that the right mixture of colors occurs which is typical for that 
particular pure phase. Alternately, we may request that the empirical measure 
defined by the given configuration is close to the restriction of pm q to A(n) with 
respect some appropriate distance between probability measures, etc. 

For x G Rd and r > 0 we define the box A(x, r) by 

A(x,r) = iy G Rd ; -r/2 < yt - xt <r/2, i=l,...,d\ 

and we introduce an intermediate length scale represented by a fixed function / : 
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N —¥ N satisfying 

lim n/f(n)d^1= lim f(n)/logn = oo. (1) 

Given a configuration in 0„ , we say that the point a; G 0 belongs to the phase j , if 
the event En occurs in the box A(x, f(n)/n). For j = 1,2, ..,q, we denote by A„ 
the set of points in 0 belonging to the phase j and set An = O \ Uj.4„ (indefinite 
phase). 

The random partition of 0, An = (AQ
n, A\,..., A^), is called the empirical 

phase partition. Our first result shows that up to super-surface order large devia­
tions, the region of indefinite phase AQ

n has negligible density, i.e., the pure phases 
fill out the entire volume. 

Theo rem 2.1 Let d > 3, q G N \ {0,1}, ß > ßc, ß£ll(q,d). For ö > 0, 

lim sup d_1 log pn[vol(A®) > ó] = ^00. 
n—»oo n 

Although Theorem 2.1 guarantees that the pure phases fill out the entire vol­
ume (up to negligible density) but it does not exclude the possibility that the 
connected components of the pure phases are very small. For instance, they could 
have a diameter not much larger than our fixed intermediate scale (in which case 
they would be invisible on a macroscopic scale.) If this happened, the total area 
of the phase boundaries would be exceedingly high. Before stating our next result, 
which will exclude this possibility, we introduce some geometric tools. 

We define a (pseudo) metric, denoted by distLi, on the set B(O) of the Borei 
subsets of 0 by setting 

VAi,A2 G B ( O ) distLi(i4i,i42) = vol(i4iA42). (2) 

We consider then the space of phase partitions P(ii,q) consisting of q + 1-tuples 
(.4°, A1,..., A1) of Borei subsets of 0 forming a partition of 0. We endow F ( 0 , q) 
with the following metric: 

distp ((.4°,..., .4"), (B°,..., Bq)) = J2 distL' (^>ßi)-

In order to define the surface energy J of a phase partition An, we recall some 
notions and facts from the theory of sets of finite perimeter, introduced initially 
by Caccioppoli and subsequently developed by De Giorgi, see for instance [22, 16]. 
The perimeter of a Borei set E of Rd is defined as 

HE) sup { j divf(x)dx : / G C£°(Rd,B(l)) \ 

where C£°(Rd,B(l)) is the set of the compactly supported C°° vector functions 
from Rd to the unit ball B(l) and div is the usual divergence operator. The set E is 
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of finite perimeter if V(E) is finite. A unit vector v is called the measure theoretic 
exterior normal to E at x if 

lim r - vol (B-(x, r, v) \ E) = 0, lim r - vol (B+(x, r, v) n E) = 0. 
r—»0 r—»0 

Let E be a set of finite perimeter. Then there exists a certain subset of the topo­
logical boundary of E, called the reduced boundary, denoted by d*E, with the same 
d — 1 dimensional Hausdorff measure as dE, such that at each x G d*E there is a 
measure theoretic exterior normal to E at x. For practical (measure theoretic) pur­
poses, the reduced boundary represents the boundary of any set of finite perimeter, 
for instance, the following generalization of Gauss Theorem holds: For any vector 
funct ion/ in CQ1 (Rrf,Rrf), 

' d i v / ( * ) < * * = / f(x)-Mx)^(dx). 
E Jd*E 

(For more on this see e.g. the appendix in [10] and the references there.) 
The surface energy 1 of & phase partition (AQ

nA\,..., A^) G F ( 0 , q) is defined 
as follows: 

- for any (.4°, A1,..., Aq) such that either .4° ^ 0 or one set among A1,..., A1 

has not finite perimeter, we set 1(A°,..., Aq) = oo, 
- for any (.4°, A1,..., Aq) with .4° = 0 and A1,..., Aq having finite perimeter, 

we set 

l(A°,...,Aq) = Y , \ l T(vAi(x))dHd-l(x) 
;_-, _ l Jd*AinQ 

Y, I T(vAi(x))d%d-1(x). 

i = l , — ,Q 

Note that 1 depends on r and the boundary conditions 7 = ( F 1 , . . . ^ ' ) . The 
first term in the above formula corresponds to the interfaces present in O, while 
the second term corresponds to the interfaces between the elements of the phase 
partition and the boundary F. It is natural to define the perimeter of the phase 
partition by using the same formula with r replaced by constant one. Since r is 
uniformly bounded away from zero and infinity at any temperature, the surface 
energy can be bounded by a multiple of the perimeter and vice versa. It is known 
that the surface energy 1 and the perimeter V are lower semi continuous and their 
level sets of the form I _ 1 [0 , K] are compact on the space (B(Rd), distil). 

The next result states that up to surface order large deviations (and the con­
stant can be made arbitrarily large by adjusting the bound K below) the empirical 
phase partition will be (arbitrarily) close to the set of phase partitions with perime­
ter not exceeding K. 

Theorem 2.2 Let d > 3, q G N \ {0,1}, ß > ßc, ß£ll(q,d). For ö > 0, 

lim sup log pn\ distp(.4„, 2 - 1[0,iT|) > ô\ < —cK. 
n—»00 n I J 
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Our fundamental result is a large deviation principle (LDP) for the empirical 
phase partition (AQ

n, A\,..., A^). 

Theorem 2.3 The sequence (An)n = ((A^, A„,..., A^)) N of the empirical 
phase partitions of 0 satisfies a LDP in (P(ii,q), distp) with respect to pn with 
speedn4^1 and rate function 1 — min P(Q^1, i.e., for any Borei subs et E ofP(iì,q), 

— inf I + min I < lim inf , ,, log u„ \A„ G E 
0 P(Sì,q) ~ n^œ nd-x L J 
E 

< lim sup d_1 log pn \An G E 
n—»oo Ifj L J n—»oo n 

< — inf 1 + min 1. 
Ë P(n,q) 

Note that the constant minP(Qg) 1 is always finite. Every large deviation re­
sult includes a (weak) law of large numbers; here the corresponding statement is 
as follows: Asymptotically, the empirical phase partition will be concentrated in 
an (arbitrarily) small neighborhood of the set of partitions minimizing the surface 
energy. In other words, on the macroscopic level, the typical phase partition will 
coincide with some of the minimizers of the variational problem, in agreement with 
the phenomenological prediction. Of course, the LDP states much more than this, 
in particular we will be able to extract similar statements for restricted ensembles. 
Recall that imposing mixed boundary conditions is not the only way to force the sys­
tem to exhibit coexisting phases. In the Wulff problem in the Ising model context, 
for instance, a restricted ensemble is studied which is characterized by an artifi­
cial excess of say minus spins in the plus phase. Technically this can be achieved 
by conditioning the system to have a magnetization larger than the spontaneous 
magnetization while imposing plus b.c.s. 

The next result describes the large deviation behavior of the phase partition 
in a large class of restricted ensembles. Although it is a rather straightforward gen­
eralization of Theorem 2.3, we state it separately because of its physical relevance. 

Let (Gn)n>i be a sequence of events, i.e., sets of spin configurations, satisfying 
the following two conditions: first there exists a Borei subset G of F ( 0 , q) such that 
the sequence of events ( G „ ) „ G N and ({An G G})„ G N are exponentially equivalent, 
i.e., 

lim sup —j—^ log pn \Gn A {Ân G G} = ^oo, (3) 
n—»oo n I J 

where A denotes the symmetric difference. Second, the following limit exists and 
is finite: 

1G = lim —r—r log pn[G„] > ^oo. (4) 
n—»oo TI L 

The sequence of events (Gn)n>i determines a restricted (conditional) ensemble. 
Note that if 

inf 1 = inf 1 > ^oo, (5) 
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then Theorem 2.3 implies that (4) is satisfied, with ZQ = inf 1. 

Theorem 2.4 Assume that the sequence (Gn)n>i satisfies (3) and (4) and define 
for each n > 1 the conditional measures 

l'-n = A*n( • \Gn). 

Then the sequence (An) of the empirical phase partitions of 0 satisfies a LDP 

in (P(ii,q), distp) with respect to p^ with speed n4^1 and rate function 1 —la, 
i.e., for any Borei subset E of P(ii,q), 

— inf 1 + 1Q < lim inf , , log p2 \An G E 
EnG "^°° n L J 

< lim sup d_1 log pc^ \An G E 
n—»oo n L J 

< — inf 1 + ZQ . 
EnG 

Theorem 2.4 gives a rigorous verification of the basic assumption underlying 
the phenomenological theory, namely, that in a given ensemble, the typical con­
figurations are those minimizing the surface free energy. A general compactness 
argument implies the existence of at least one such minimizer. However, in most 
examples one cannot say much about the minimizers themselves. (One notable ex­
ception is the Wulff problem.) The difficulty stems from the fact that the surface 
tension r is anisotropic and almost no quantitative information about its magnitude 
is available. Moreover, the corresponding variational problems are extremely hard 
even in the isotropic case and the (few) resolved questions represent the state of 
the art in the calculus of variations. For instance, a famous conjecture related to 
the symmetric double-bubble in the three dimensional case with isotropic surface 
energy (perimeter) has only been resolved recently [25] and the asymmetric case 
remains unresolved (even in the isotropic case). 

We show next how Theorem 2.4 can be applied to the Wulff and multiple 
bubble problem. We take pure boundary conditions with color 1, that is, F1 = F, 
F2 = • • • = Fg = 0. Let s2, • • • , Sg be q — 1 real numbers larger than or equal to 
(1 — 9)/q. We set 

V»€{2 , . . . , g} Vi = v o l ( 0 ) ö - 1 ( « i ^ ( l ^ ö ) / g ) . 

We define next the events 

VnGN Gn = {Vi G {2,...,q} Sn(i) > « J 

and the collection of phase partitions 

G(w2 ,...,Vq) = {Ä= (A0, Ai,..., Aq) G F ( 0 , q) : vol (A2) > v2,..., vol (.4,) > vq } . 

It can be shown that the sequences of events 

(G„)„GN and (In £ G(v2,... ,vq))neN 
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are exponentially equivalent, i.e., they satisfy the condition (3). In order to en­
sure condition (5), we suppose that the minimum of the surface energy Z over 
G(v 2 , . . . ,vq) is reached with a phase partition having no interfaces on the bound­
ary F. More precisely, we suppose that the following assumption is fulfilled. 
Assumpt ion . The region 0 and the real numbers v2,...,vq are such that there 
exists A* = (Al, Al,..., A*) in G(v 2 , . . . ,vq) such that 

Z(A*) = min { 2(1) ; A G G(w2 ,...,vq)} 

V » € { 2 , . . . , g } d 2 ( .4* ,F)>0. 

We expect that this assumption is fulfilled provided the real numbers v2,..., vq 

are sufficiently small (or equivalently, s2,... ,sq are sufficiently close to (1 — 9)/q), 
depending on the region 0. This is for instance the case when q = 2. Indeed, let 
VVT be the Wulff crystal associated to r . We know that VVT is, up to dilatations and 
translations, the unique solution to the anisotropic isoperimetric problem associated 
to r . For v2 sufficiently small, a dilated Wulff crystal XQ+«O W T of volume v2 fits into 
0 without touching F, and the phase partition A* = ($,Q\(xo + aoWT),xo + C(o}VT) 
answers the problem. In the case q > 2, we expect that a minimizing phase partition 
corresponds to a multiple bubble having q — 1 components. 

Under the above assumption, we claim that the collection of phase partitions 
G(w2,... ,vq) satisfies (5). For À > 1, we define 

! * ( A ) = ( 0 , O \ [ J A.4*,A.4*,...,A.4;). 

Since by hypothesis the sets . 4 2 , . . . , A* are at positive distance from F, for A larger 
than 1 and sufficiently close to 1, the phase partition A* (A) satisfies 

A*(A) G G(Xdv2,...,X
dvq) C G(w2 , . . . , v q ) 

and moreover 2(.4*(A)) = Xd^1Z(A*). Sending A to 1, and remarking that 
G(v2,... ,vq) is closed, we see that G(v2,... ,vq) satisfies (5). Thus we can ap­
ply Theorem 2.4 with the sequence of events ( G „ ) „ G N , thereby obtaining a LDP 
and a weak law of large numbers for the conditional measures p^ = pn(-\Gn). 
In the particular case q = 2, we obtain again the main result (Wulff problem) of 
our previous paper [10]. In the more challenging situations q > 2, the unresolved 
questions concerning the macroscopic behavior of such systems belong to the realm 
of the calculus of variations. 
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Biological Sequence Analysis 

T. P. Speed* 

Abstract 

This talk will review a little over a decade's research on applying certain 
stochastic models to biological sequence analysis. The models themselves have 
a longer history, going back over 30 years, although many novel variants have 
arisen since that time. The function of the models in biological sequence 
analysis is to summarize the information concerning what is known as a motif 
or a domain in bioinformatics, and to provide a tool for discovering instances 
ofthat motif or domain in a separate sequence segment. We will introduce the 
motif models in stages, beginning from very simple, non-stochastic versions, 
progressively becoming more complex, until we reach modern profile HMMs 
for motifs. A second example will come from gene finding using sequence data 
from one or two species, where generalized HMMs or generalized pair HMMs 
have proved to be very effective. 

2000 Mathematics Subject Classification: 60J20, 92C40. 
Keywords and Phrases: Motif, Regular expression, Profile, Hidden Markov 
model. 

1. Introduction 
DNA (deoxyribonucleic acid), RNA (ribonucleic acid), and proteins are macro-

molecules which are unbranched polymers built up from smaller units. In the case 
of DNA these units are the 4 nucleotide residues A (adenine), C (cytosine), G (gua­
nine) and T (thymine) while for RNA the units are the 4 nucleotide residues A, C, 
G and U (uracil). For proteins the units are the 20 amino acid residues A (alanine), 
C (cysteine) D (aspartic acid), E (glutamic acid), F (phenylalanine), G (glycine), H 
(histidine), I (isoleucine), K (lysine), L (leucine), M (methionine), N (asparagine), 
P (proline), Q (glutamine), R (arginine), S (serine), T (threonine), V (valine), W 
(tryptophan) and Y (tyrosine). To a considerable extent, the chemical properties 
of DNA, RNA and protein molecules are encoded in the linear sequence of these 
basic units: their primary structure. 

* Department of Statistics, University of California, Berkeley, CA 94720, USA; Division of 
Genetics and Bioinformatics, Walter and Eliza Hall Institute of Medical Research, VIC 3050, 
Australia. E-mail: terry@stat.berkeley.edu 

mailto:terry@stat.berkeley.edu


98 T. P. Speed 

The use of statistics to study linear sequences of biomolecular units can be 
descriptive or it can be predictive. A very wide range of statistical techniques has 
been used in this context, and while statistical models can be extremely useful, 
the underlying stochastic mechanisms should never be taken literally. A model or 
method can break down at any time without notice. Further, biological confirmation 
of predictions is almost always necessary. 

The statistics of biological sequences can be global or it can be local. For 
example, we might consider the global base composition of genomes: E. coli has 
25% A, 25% C, 25% G, 25% T, while P. falciparum has 82%A+T. At the very-
local, the triple ATG is the near universal motif indicating the start of translation 
in DNA coding sequence. A major role of statistics in this context is to characterize 
individual sequences or classes of biological sequences using probability models, 
and to make use of these models to identify them against a background of other 
sequences. Needless to say, the models and the tools vary greatly in complexity. 

Extensive use is made in biological sequence analysis of the notions of motif or 
domain in proteins, and site in DNA. We shall use these terms interchangeably to 
describe the recurring elements of interest to us. It is important to note that while 
we focus on the sequence characteristics of motifs, domains or sites, in practice they 
also embody (biochemical) structural significance. 

2. Deterministic models 

The C2H2 (cysteine-cysteine histidine-histidine) zinc-finger DNA binding do­
main is composed of 25-30 amino acid residues including two conserved cysteines 
and two conserved histidines spaced in a particular way, with some restrictions on 
the residues in between and nearby. Of course the arrangement reflects the three-
dimensional molecular structure into which the amino-acid sequence folds, for it is 
the structure which has the real biochemical significance, see Figure 1, which was 
obtained from ht tp: / /www.rcsb.org/pdb/ . An example of this motif is the 27-

Figure 1: A C2H2 zinc finger DNA binding domain 

http://www.rcsb.org/pdb/
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letter sequence known as 1ZNF, this being a Protein Data Bank identifier for the 
structure XFIN-31 of X. laevis. Its amino acid sequence is 

1ZNF: XYKCGLCERSFVEKSALSRHQRVHKNX 

Note the presence of the two Cs separated by 2 other residues, and the two Hs 
separated by 3 other residues. Here and elsewhere, X denotes an arbitrary amino 
acid residue. A popular and useful summary description of C2H2 zinc fingers which 
clearly includes our example, is the regular expression 

C-X(2,4)-C- X(3) - [LIVMFYWC] - X(8) - H - X(3,5) - H 

where X(m) denotes a sequence of n unspecified amino acids, while X(m, n) denotes 
from m ton such, and the brackets enclose mutually exclusive alternatives. There is 
a richer set of notation for regular expressions of this kind, but for our purposes it is 
enough to note that this representation is essentially deterministic, with uncertainty-
included only through mutually exclusive possibilities (e.g. length or residue) which 
are not otherwise distinguished. 

Simple and efficient algorithms exist for searching query sequences of residues 
to find every instance of the regular expression above. In so doing with sequence 
in which all instances of the motif are known, we may identify some sub-sequences 
of the query sequence which are not C2H2 zinc finger DNA binding domains, i.e. 
which are false positives, and we may miss some sub-sequences which are C2H2 
zinc fingers, i.e. which are false negatives. Thus we have essentially deterministic 
descriptions and search algorithms for the C2H2 motifs using regular expressions. 
Their performance can be described by the frequency of false positives and false 
negatives, equivalently, their complements, the specificity and sensitivity of the 
regular expression. We do not have space for an extensive bibliography, so for more 
on regular expressions and on most of the other concepts we introduce below, see 
[2]. 

3. Regular expressions can be limiting 
Most protein binding sites are characterized by some degree of sequence speci­

ficity, but seeking a consensus DNA sequence is often an inadequate way to rec­
ognize their motifs. Simply listing the alternatives seen at a position may not be 
very informative, but keeping track of the frequencies with which the different al­
ternatives appear can be very valuable. Thus position-specific nucleotide or amino 
acid distributions came to represent the variability in DNA or protein motif com­
position. This is just the set of marginal distribution of letters at each position. 
Rather than present an extensive tabulation of frequencies for our C2H2 zinc fin­
ger example, we present a pictorial representation: a sequence logo coming from 
h t t p : / / b locks . fhe re .o rg . 

Sequence logos are scaled representation of position-specific nucleotide or amino 
acid distributions. The overall height at a given position is proportional to infor­
mation content, which is a constant minus the entropy of the distribution at that 
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Figure 2: Sequence logo for C2H2 zinc finger 

position. The proportions of each nucleotide or amino acid at a position are in re­
lation to their observed frequency at that position, with the most frequent on top, 
the next most frequent below, etc. 

4. Profiles 

It is convenient for our present purposes to define a profile as a set of position-
specific distributions describing a motif. (Traditionally the term has been used for 
the derived scores.) How would we use a set of such distributions to search a query-
sequence for instances of the motif? The answer from bioinformatics is that we 
score the query sequence, and for suitably large scores, declare that a candidate 
subsequence is an instance of our motif. 

There are a number of approaches for deriving profile scores, but the easiest to 
explain here is this: scores are log-likelihood ratio test statistics, for discriminating 
between a probability model M for the motif and a model B for the background. 
The model M will be the direct product of the position-specific distributions, (i.e. 
the independent but not identical distribution model), while the background model 
B will be the direct product of a set of relevant background frequencies (i.e. the 
independent and identical distribution model). Thus, if fai is the frequency of 
residue a at position I of the motif, and fa background frequency of the same 
residue, then the profile score assigned to residue a at position I in a possible 
instance of the motif will be sai = log fai/fa- These scores are then summed across 
the positions in the motif, and compared to a suitably defined threshold. Note 
that proper setting of the threshold requires a set of data in which all instances 
of the motif are known. The false positive and false negative rate could then be 
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determined for various thresholds, and a suitable choice made. 
We briefly discuss variants of the log-likelihood ratio scores. In many contexts, 

it will matter little whether a position is occupied by a leucine (L) rather than an 
isoleucine (J), as each can evolve in time to or from the other rather more readily 
than from other residues. Thus it might make sense to modify the scores to take 
this and similar evolutionary patterns into account. Indeed the first use of profiles 
involved scores of this kind, using the position specific amino acid distribution 
of an alignment of instances of the motif and entries from what are known as 
PAM matrices, which embody patterns of molecular evolution. In addition, the 
background distribution of residues may be modelled more detailed manner, e.g. 
using the so-called Dirichlet mixture models. 

It is also possible to include position-specific scores for insertion and deletion 
of residues, relative to a consensus pattern. When these are used, the scoring 
becomes a little more subtle, as the problem is then quite analogous to pairwise 
sequence alignment, but with position dependent scoring parameters for matches, 
mismatches, insertions and deletions. 

We summarise this section by noting that probability has entered into our 
description through the use of frequencies, and scores based on them, but so far we 
do not have global statistical models, at least not ones embodying insertions and 
deletions, on which we base our estimation and testing. These are all part of the 
use of profile HMMs, but first we introduce HMMs. 

5. Hidden Markov models 
Hidden Markov models (HMMs) are processes (St,Ot),t = \,...,T, where St 

is the hidden state and Ot the observation at time t. Their probabilistic evolution 
is constrained by the equations 

pr(St\St-i,Ot-i,St-2,Ot-2,---) = pr(St\St-i), 

pr(Ot\St-i,Ot-i,St-2,Ot-2, • • •) = pr(Ot\St,St-i). 

The definitions and basic facts concerning HMMs were laid out in a series of beauti­
ful papers by L. E. Baum and colleagues around 1970, see [2] for references. Much 
of their formulation has been used almost unchanged to this day. Many variants 
are now used. For example, the distribution of O may not depend on previous S, 
or it may also depend on previous O values, 

pr(Ot\St,St-i,Ot-i,...) = pr(Ot\St), or 

pr(Ot\St,St-i,Ot-i,...) = pr(Ot\St,St-i,Ot-i). 

Most importantly for us below, the times of S and O may be decoupled, permit­
ting the observation corresponding to state time t to be a string whose length and 
composition depends on St (and possibly St-i and part or all of the previous ob­
servations). This is called a hidden semi-Markov or generalized hidden Markov-
model. 
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Early applications of HMMs were to finance, but these were never published, 
to speech recognition, and to modelling ion channels. In the mid-late 1980s HMMs 
entered genetics and molecular biology, where they are now firmly entrenched. One 
of the major reasons for the success of HMMs as stochastic models is the fact that 
although they are substantial generalizations of Markov chains, there are elegant 
dynamic programming algorithms which permit full likelihood calculations in many-
cases of interest. Specifically, there are algorithms which permit the efficient calcu­
lation of a) pr(sequence\M), where sequence is a sequence of observations and M 
is an HMM; b) the maximum over states of pr(states\sequence, M), where states is 
the unobserved state sequence underlying the observation sequence; and c) the max­
imum likelihood estimates of parameters in M based on the observation sequence. 
Step c) is carried out by an iterative procedure which in the case of independent 
states was later termed the EM algorithm. 

6. Profile HMMs 
In a landmark paper A. Krogh, D. Haussler and co-workers introduced profile 

HMMs into bioinformatics. An illustrative form of their profile HMM architecture 
is given in Figure 3. There we depict the underlying state space of the hidden 

Figure 3: State space of a simple profile HMM 

Markov chain of a profile HMM of length 4, with M denoting match states, J insert 
states and D delete states, while B and E are begin and end states, respectively. 
Encircled states (D, B and E) do not emit observations, while each of the match 
and insert states will have position-specific observation or emission distributions. 
Finally, each arrow will have associated transition probabilities, with the expecta­
tion being that the horizontal transition probabilities are typically near unity. This 
the chain proceeds from left to right, and if it remains within match states, its 
output will be an amino acid sequence of length 4. Deviation to the insert or delete 
states will modify the output accordingly. The similarity with a direct product of 
a sequence of position-specific distributions should be unmistakeable. The profile 
HMMs in use now have considerably more features, while sharing the basic M,I 
and D architecture. 
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Why was the introduction of the HMM formalism such an advance? The 
answer is simple: it permitted the construction and application of profiles to be 
conducted entirely within a formal statistical framework, and that really helped. 
Instances of the motif embodied in an HMM could be identified by calculating 
pr(sequence\M)/pr(sequence\B) as was done with profiles, using the algorithm for 
problem a) in X above. Instances of the motif could be aligned to the HMM by-
calculating the most probable state sequence giving rise to the motif sequence, in 
essence finding the most probable sequence of matches, insertions, deletions which 
align the given sequence to the others which gave rise to the HMM, cf. problem b) 
above. And finally, the parameters in the HMMs could be estimated from data com­
prising known instances of the motif by using maximum likelihood, an important 
step for many reasons, one being that it put insert and delete scores on precisely the 
same footing as match and mismatch scores. Although the estimation of HMM pa­
rameters is easiest if the example sequences are properly aligned, the EM algorithm 
(problem c) above) does not require aligned sequences. 

In the years since the introduction of profile HMMs, they have been become 
the standard approach to representing motifs and protein domains. The database 
Pfam (ht tp : / /pfam.wust l .edu) now has 3,849 hidden Markov models (May 2002) 
representing recognized protein or DNA domains or motifs. Profile HMMs have es­
sentially replaced the use of regular expressions and the original profiles for searching 
other databases to find novel instances of a motif, for finding a motif or domain 
match to an input sequence, and for aligning a motif or domain to a an existing 
family. There is considerable evidence that the HMM-based searches are more pow­
erful than the older profile based ones, though they are slower computationally, and 
at times that is an important consideration. 

7. Finding genes in DNA sequence 

Identifying genes in DNA sequence is one of the most challenging, interesting 
and important problems in bioinformatics today. With so many genomes being 
sequenced so rapidly, and the experimental verification of genes lagging far behind, 
it is necessary to rely on computationally derived genes in order to make immediate 
use of the sequence. 

What is a gene? Most readers will have heard of the famous central dogma 
of molecular biology, in which the hereditary material of an organism resides in its 
genome, usually DNA, and where genes are expressed in a two-stage process: first 
DNA is transcribed into a messenger RNA (mRNA) sequence, and later a processed 
form of this sequence is translated into an amino acid sequence, i.e. a protein. In 
general the transcribed sequence is longer than the translated portion: parts called 
introns (intervening sequence) are removed, leaving exons (expressed sequence), of 
which only some are expressed, while the rest remain untranslated. The translated 
sequence comes in triples called codons, beginning and ending with a unique start 
(ATG) and one of three stop (TAA, TAG, TGA) codons. There are also character­
istic intron-exon boundaries called splice donor and acceptor sites, and a variety of 
other motifs: promoters, transcription start sites, poly A sites, branching sites, and 

http://pfam.wustl.edu
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so on. 

All of the foregoing have statistical characterizations, and in principle they 
can all help identify genes in long otherwise unannotated DNA sequence segments. 
To get an idea of the magnitude of the task with the human genome, consider the 
following facts about human gene sequences [5]: the coding regions comprise about 
1.5% of the entire genome; the average gene length is about 27,000 bp (base pair); 
the average total coding region is 1,340 bp; and the average intron length is about 
3,300 bp. Further, only about 8% of genes have a single exon. We see that the 
information in human genes is very dispersed along the genome, and that in general 
the parts of primary interest, the coding exons, are a relatively small fraction of the 
gene, on average about ^ . 

8. Generalized HMMs for finding genes 

The HMMs which are effective in finding genes are the generalized HMMs 
(GHMMs) described in section 5. above. Space does not permit our giving an ad­
equate description here, so we simply outline the architecture of Genscan [1] one 
of the most widely used human genefinders. States represent the gene features 
we mentioned above: exon, intron, and of course intergenic region, and a variety of 
other features (promotor, untranslated region, poly A site, and so on. Output obser­
vations embody state-dependent nucleotide composition, dependence, and specific 
signal features (such as stop codons). In a GHMM the state duration needs to be 
modelled, as well as two other important features of genes in DNA: the reading 
frame, which corresponds to the triples along the mRNA sequence which are se­
quentially translated, and the strand, as DNA is double stranded, and genes can be 
on either strand, i.e. they can point in either direction. These features can be seen 
in Figure 4, which was kindly supplied by Lior Pachter. 

The output of a GHMM genefinder after processing a genomic segment is 
broadly similar to that from a profile HMM after processing an amino acid sequence: 
the most probable state sequence given an observation sequence is a best gene 
annotation of that sequence, and a variety of probabilities can be calculated to 
indicate the support in the observation sequence for various specific gene features. 

9. Comparative sequence analysis using HMMs 

The large number of sequenced genomes now available, and the observation 
that functionally important regions are evolutionarily conserved, has led to efforts to 
incorporate conservation into the models and methods of biological sequence anal­
ysis. Pair HMMs were introduced in [2] as a way of including alignment problems 
under the HMM framework, and recently [4] they were combined with GHMMs 
(forming GPHMMs) to carry out alignment and genefinding with homologous seg­
ments of the mouse and human genomes. Use of the program SLAM on the whole 
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Figure 4: Forward half of the Genscan GHMM state space 

mouse genome (ht tp: / /b io .math.berkeley.edu/s lam/mouse/) demonstrated the 
value of GPHMMs in this context. 

10. Challenges in biological sequence analysis 
The first challenge is to understand the biology well enough to begin biological 

sequence analysis. This part will frequently involve collaborations with biologists. 
With HMMs, GHMMs and GPHMMs, designing the underlying architecture, and 
carrying out the modelling for the components parts, e.g. for splice sites in genefind-
ing GHMM is perhaps the next major challenge. Undoubtedly the hardest and most 
important task of all is the implementation: coding up the algorithms and making 
it all work with error-prone and incomplete sequence data. Finally, it is usually a 
real challenge to find good data sets for calibrating and evaluating the algorithms, 
and for carrying out studies of competing algorithms. 

For a recent example of this process, which is a model of its kind, see [3]. There 
an HMM is presented for the so-called aA recognition sites, which involve two DNA 
motifs separated by a variable number of base pairs. In addition to the examples 
mentioned so far, there are many more HMMs in the bioinformatics literature, see 
p. 79 of [2] for ones published before 1998. 

11. Closing remarks 

http://bio.math.berkeley.edu/slam/mouse/
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In this short survey of biological sequence analysis, I have simply touched on 
some of the major ideas. A much more comprehensive treatment of material covered 
here can be found in the book [2], whose title not coincidentally is the same as 
that of this paper. Many important ideas from biological sequence analysis have 
not been mentioned here, including molecular evolution and phylogenetic inference, 
and the use of stochastic context-free grammars, a form of generalization of HMMs 
suited to the analysis of RNA sequence data. 

At this Congress I have talked (and am now writing) on the research of others, 
in an area in which my own contributions have been negligible. I chose to do so 
upon being honoured by the invitation to speak at this Congress because I believe 
this topic - HMMs - to be one of the great success stories of applying mathematics 
to bioinformatics. In my view it is the one most worthy of a wider mathematical 
audience. I hope that the fact that there are many others better suited than me to 
speak on this topic will not prevent readers from appreciating it and following it up 
through the bibliography. 

I owe what understanding I have of this field to collaborations and discussions 
with a number of people, and I would like to acknowledge them here. Firstly, Tony 
Wirth, Simon Cawley and Mauro Delorenzi, with whom I have worked on HHMMs. 
Next, it has been an honour and pleasure to observe from close by the development 
of SLAM, by Simon Cawley, Lior Pachter and Marina Alexandersson. Finally I'd 
like to thank Xiaoyue Zhou and Ken Simpson for their kind help to me when I was 
preparing my talk and this paper. 
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Abstract 

In a recent paper the author obtained optimal bounds for the strong Gaus­
sian approximation of sums of independent R -valued random vectors with 
finite exponential moments. The results may be considered as generalizations 
of well-known results of Komlós-Major-Tusnady and Sakhanenko. The de­
pendence of constants on the dimension d and on distributions of summands 
is given explicitly. Some related problems are discussed. 
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1. Introduction 
Let Xi,..., Xn,... be mean zero independent R e v a l u e d random vectors and 

D„ = cov Sn the covariance operator of the sum Sn = Y^7=i ^ « ' ^ * n e Central 
Limit Theorem, under some simple moment conditions the distribution of nor-
malized sums D„ '" Sn is close to the s tandard Gaussian distribution. The in­
variance principle states tha t , in a sense, the distribution of the whole sequence 

_ 1 / 9 _ 1 / 9 _ 1 / 9 

D„ ; " Si,..., Bn Sn, • • • is close to the distribution of the sequence D„ ; "Ti,..., 
©» Tn, • • -, where Tn = YTì=I ^ a n d ^i> • • • ,Yn,- • • is a corresponding sequence 
of independent Gaussian random vectors (this means tha t Yt has the same mean 
and the same covariance operator as Xt, i = 1,..., n,...). 

We consider here the problem of strong approximation which is more delicate 
than tha t of estimating the closeness of distributions. It is required to construct on 
a probability space a sequence of independent random vectors Xi,..., Xn (with 
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given distributions) and a corresponding sequence of independent Gaussian random 
vectors l ' i , . . . , Yn so that the quantity 

A(X,Y) = max 
Kk<n i=l i=l 

would be so small as possible with large probability. Here || • || is the Euclidean 
norm. It is clear that the vectors even with the same distributions can be very far 
one from another. 

In some sense this problem is one of the most important in probability ap­
proximations because many well-known probability theorems can be considered as 
consequences of results about strong approximation of sequences of sums by corre­
sponding Gaussian sequences. This is related to the law of iterated logarithm, to 
several theorems about large deviations, to the estimates for the rate of convergence 
of the Prokhorov distance in the invariance principles (Prokhorov [19], Skorokhod 
[26], Borovkov [4]), as well as to the Strassen-type approximations (Strassen [28], 
see, for example, Csörgö and Hall [8]). 

The rate for strong approximation in the one-dimensional invariance prin­
ciple was studied by many authors (see, e.g., Prokhorov [19], Skorokhod [26], 
Borovkov [4], Csörgö and Révész [6] and the bibliography in Csörgö and Révész [7], 
Csörgö and Hall [8], Shao [20]). Skorokhod [26] developed a method of construction 
of close sequences of sequential sums of independent random variables on the same 
probability space. For a long time the best rates of approximation were obtained 
by this method, known now as the Skorokhod embedding. However, Komlós, Ma­
jor and Tusnâdy (KMT) [17] elaborated a new, more powerful method of dyadic 
approximation. With the help of this method they obtained optimal rates of Gaus­
sian approximation for sequences of independent identically distributed random 
variables. 

We restrict ourselves on the most important case, where the summands have 
finite exponential moments. Sakhanenko [24] generalized and essentially sharpened 
KMT results in the case of non-identically distributed random variables. He con­
sidered the following class of one-dimensional distributions: 

SI(T) = {£(0 : E £ = 0, E ICI3 exp ( r - 1 ICI) < r E | £ | 2 } 

(the distribution of a random vector £ will be denoted by £(£))• His main result is 
formulated as follows. 

Theorem 1 (Sakhanenko [24]). Suppose that r > 0, and £ i , . . . , £ n
 are in­

dependent random variables with £(£/) G <5I(T), j = 1 , . . . ,n. Then one can con­
struct on a probability space a sequence of independent random variables Xi,..., Xn 

and a sequence of independent Gaussian random variables l ' i , . . . , Yn so that £(Xj) 
= £(&, EYj = 0, EY2=EX2, j = l,...,n, and 

Eexp(cA(X,F)/r)< 1 + B/T, (1.1) 

where c is an absolute constant and B2 = E Ç2 + • • • + E Ç2. 
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KMT [17] supposed that £, £ 1 , . . . , £n are identically distributed and E eSh'^ < 
oo, for h G V, where V C Rrf is some neighborhood of zero. The KMT (1975^76) 
result follows from Theorem 1. It is easy to see that there exists T(F) such that 
F = £(Çj) G SI(T(F)). Applying the Chebyshev inequality, we observe that (1.1) 
imply that 

P (ci A(X, Y)/T(F) >X)< exp (log ( l + ^/n~Ë~^/T(F)^ - x^j , x > 0. (1.2) 

Inequality (1.2) provides more information than the original KMT formulation 
which contains unspecified constants depending on F. In (1.2) the dependence 
of constants on the distribution F is written out in an explicit form. The quantity 
T(F) can be easily calculated or estimated for any concrete distribution F. 

The first attempts to extend the KMT and Sakhanenko approximations to 
the multidimensional case (see Berkes and Philipp [3], Philipp [18], Berger [2], 
Einmahl [10, 11]) had a partial success only. Comparatively recently U. Einmahl 
[12] obtained multidimensional analogs of KMT results which are close to optimal. 
Zaitsev [33, 34] removed an unnecessary logarithmic factor from the result of Ein­
mahl [12] and obtained multidimensional analogs of KMT results (see Theorem 2 be­
low). In Theorem 2 the random vectors are, generally speaking, non-identically dis­
tributed. However, they have the same identity covariance operator I. Therefore, 
the problem of obtaining an adequate multidimensional generalization of the main 
result of Sakhanenko [24] remained open. This generalization is given in Theorem 3 
below. 

2. Main results 
For formulations of results we need some notations. Let Ad(r), r > 0, d G N, 

denote classes of d-dimensional distributions, introduced in Zaitsev [29], see as well 
Zaitsev [33-35]. The class Ad(r) (with a fixed r > 0) consists of d-dimensional dis­
tributions F for which the function ip(z) = (p(F, z) = log JRd eSz'x'!F{dx} (</?(0) = 0) 
is defined and analytic for | |z | |r < 1, z G Cd, and |duc^</?(z)| < \\U\\T (i t) ,«) forali 
u,v G Rrf and | |z | |r < 1, where D = covF, the covariance operator corresponding 
to F, and du<p is the derivative of the function (p in direction u. 

Theorem 2 (Zaitsev, [33, 34]). Suppose that T > 1, a > 0 and £ i , . . . , £ n 

are random vectors with distributions £(Çk) G Adir), E£* = 0, cov^ = I, k = 
\,...,n. Then one can construct on a probability space a sequence of independent 
random vectors Xi,..., Xn and a sequence of independent Gaussian random vectors 
l ' i , . . . , Yn so that 

, IV, £(Xk) = £(Çk), EYfc = 0, cov£(Yfc) = ïï, k=l,...,n 

and 

E exp ( ^ / f ^ P ) - eXP (C2(a) dm+a l0g* ( n / r 2 ) ) ' 
where ci(ct), c2(a) are positive quantities depending on a only and log* 6 = maxjl , 
log 6}, for b > 0. 
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Corollary 1. In the conditions of Theorem 2 for all x > 0 the following 
inequality is valid 

P{ A(X,Y)> 
c2(a) rd 2 3 / 4 + a log* d log* (n/r2) 

ci(ct) x>< exp — 
ci(a)x 

TIPI2 log* d) 

It is easy to see that if V C Hd is some neighborhood of zero and E eM^ < oo, 
for h G V, then F = £(£) G Ad(c(F)). Below we list some simple and useful 
properties of classes Ad(r) which are essential in the proof of Theorem 2. Theorem 2 
implies in one-dimensional case Sakhanenko's Theorem 1 for identically distributed 
random variables with finite exponential moments as well as the result of KMT [17]. 

Corollary 2. Suppose that a random vector £ has finite exponential mo­
ments EeM'^, for h G V, where V C Hd is some neighborhood of zero. Then 
one can construct on a probability space a sequence of independent random vectors 
Xi,X2,... and a sequence of independent Gaussian random vectors l i , l 2 , • • • so 
that 

£(Xk) = £(£), EYk = 0, covYk = cov£, k • 1,2,. 

and 

£ Xk - £ Yk = 0(log n) a.s. 
k=i k=i 

As it is noted in KMT [17], from the results of Bârtfai [1] that the rate of 
approximation in Corollary 2 is the best possible for non-Gaussian vectors £. An 
analog of Corollary 2 was obtained by Einmahl [12] under additional smoothness-
type restrictions on the distribution £(£). The following statement is a sharpening 
of Corollary 2. 

Corollary 3 (Zaitsev [36]). Suppose that a random vector £ has the distri­
bution such that £(D_ 1 /2£) G Ad(r), where D = cov£(£) is a reversible operator. 
Let a2, a > 0, be the maximal eigenvalue of D. Then for any a > 0 there exists a 
construction from Corollary 2 such that 

P < lim sup 
1 

logn £**-£* 
k=i k=i 

<c3(a) a r d 2 3 / 4 + a log* d (2.1) 

with cz(a) depending on a only. 

In Theorems 2 and Corollary 3 we consider the case r > 1. The case of small 
r was investigated by Götze and Zaitsev [16]. It is shown that under additional 
smoothness-type restrictions on the distribution £(£) the expression in the right-
hand side of the inequality in (2.1) can be arbitrarily small if the parameter r is 
small enough. It is clear that the statements of Theorem 2 and Corollary 3 becomes 
stronger for small r . In Götze and Zaitsev [16] one can find simple examples in 
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which the sufficiently complicated smoothness condition is satisfied. The approxi­
mation is better in the case when summands have smooth distributions which are 
close to Gaussian ones (see inequalities (3.1) and (3.2) below). 

The following Theorem 3 is a generalization of Theorem 2 to the case of mul­
tivariate random variables. In one-dimensional situation, Theorem 3 implies Theo­
rem 1. 

Theorem 3 (Zaitsev [35]). Suppose that a > 0, T > 1, and £ i , . . . , £ n
 are 

independent random vectors with E £j = 0, j = 1,..., n. Assume that there exists 
a strictly increasing sequence of non-negative integers mo = 0, rrii,... ,rns = n 
satisfying the following conditions. Write 

Sfc — Çm,k-i + l + ' ' ' + Srot j "- — 1, • • • , S, 

and suppose that (for all k = l,...,s) £((k) G Ad(r), covC,k = Mk and, for all 
« G R r f , 

CiWuf < (Mku,u) <c5\\uf (2.2) 

with some constants c± and c$. Then one can construct on a probability space a 
sequence of independent random vectors Xi,..., Xn and a corresponding sequence 
of independent Gaussian random vectors l ' i , . . . , Yn so that £(Xj) = £(Çj), E Yj = 
0, cov£(Yj) = cov£(Xj), j = 1,..., n, and 

E exp (ZlnòPd) -exp (a2 d3+a l o g* (* / r 2 )) ' 
where ai, a2 are positive quantities depending only on a, c±, c$. 

3. Properties of classes A^{T) 
Let us consider elementary properties of classes Ad(r) which are essentially-

used in the proof of Theorems 2 and 3, see Zaitsev [29, 31, 33^35]. It is easy 
to see that n < T2 implies Ad(ri) C Ad (T2). Moreover, the class Ad (r) is 
closed with respect to convolution: if Fi,F2 G Ad(r), then FiF2= Fi * F2 G 
Ad (T). Products of measures are understood in the convolution sense. Note that the 
condition £((k) G Ad(r) in Theorem 3 is satisfied if £(Çj) G Adir), for j = 1,... ,n. 

Let r > 0, F = £(£) G Ad(r), y G R™, and Â : Rrf -^ R™ is a linear operator. 
Then 

£(AÇ+y) G Ari(||A|| T ) , where ||A|| = sup ||Ax|| . 
xend,\\x\\<i 

Suppose that r > 0, Fk = £ ( £ ^ ) G Adk (T), and the vectors ÇW ,k= 1,2, are 
independent. Let £ G Rrfl+rf2 be the vector with the first di coordinates coinciding 
with those of £ ^ and with the last d2 coordinates coinciding with those of ^2\ 
Then F = £(£) G Ad1+d2(

T)-
The classes Ad(r) are closely connected with other naturally defined classes 

of multidimensional distributions. From the definition of Ad(r) it follows that if 
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£(£,) G Ad(r) then the vector £ has finite exponential moments EeM'^ < oo, for 
h G Rrf, \\h\\r < 1. This leads to exponential estimates for the tails of distributions. 

The condition £(£) G AI(T) is equivalent to Statulevicius' [27] conditions on 
the rate of increasing of cumulants 7TO of the random variable £: 

\lm\ < 2 m ! r T O - 2 7 2 , m = 3 ,4 , . . . . 

This equivalence means that if one of these conditions is satisfied with parameter r , 
then the second is valid with parameter CT, where c denotes an absolute constant. 
However, the condition £(£) G Ad(r) differs essentially from other multidimensional 
analogs of Statulevicius' conditions, considered by Rudzkis [23] and Saulis [25]. 

Zaitsev [30] considered classes of distributions 

Bd(T) = { F = £ ( C ) : E C = 0, |E(C,W)2(C,«) r o-2 

< ]-m\Tm-2\\u\\m'2 E (i,v)2 fora l l« ,wGR r f , m = 3 ,4 , . . . } 

satisfying multidimensional analogs of the Bernstein inequality condition. Sakha-
nenko's condition £(£) G <SI(T) is equivalent to the condition £(£) G B I ( T ) . Note 
that if F{{x G Kd : \\x\\ < r } } = 1 then F G Bd(r). 

Let us formulate a relation between classes Ad(r) andßrf(r). Denote by cr2(F) 
the maximal eigenvalue of the covariance operator of a distribution F. Then 

a) If F = £(0 G ßrf(r), then a2(F) < 12 r2 , E £ = 0 and F G Ad(cT). 
b) If F = £(£) G Ad(r), a2(F) < r2 and E £ = 0, then F G Bd(cT). 

If F is an infinitely divisible distributions with spectral measure concentrated 
on the ball {x G Rrf : ||x|| < r } then F G Ad(cT), where c is an absolute constant. 
It is obvious that the class Ad (0) coincides with the class of all d-dimensional 
Gaussian distributions. The following inequality was proved in Zaitsev [29] and can 
be considered as an estimate of stability of this characterization: 

if F G Adir), then n (F, $(F)) < cd2r l o g * ^ 1 ) ; (3.1) 

where n(-, •) is the Prokhorov distance and $(F) denotes the Gaussian distribution 
whose mean and covariance operator coincide with those of F . The Prokhorov 
distance between distributions F, G may be defined by means of the formula 

TT(F, G) = inf {A : n(F, G, A) < A} , 

where 

TT(F,G,A) = s u p m a x { F { X } ^ G { X A } , G { X } ^ F { X A } } , A > 0, 
X 

and XA = {y G Rrf : inf ||x — y\\ < X} is the A-neighborhood of the Borei set X. 
x£X 

Moreover, in Zaitsev [29] it was established that 

T T ( F , $ ( F ) , A ) < c d 2 e x p f ^-). (3.2) 
V cdlT I 
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It is very essential (and important) that the inequality (3.2) is proved for all r > 0 
and for arbitrary covF, in contrast to Theorems 2 and 3, where r > 1 and co-
variance operators satisfy condition (2.2). The question about the necessity of 
condition (2.2) in Theorems 2 and 3 remains open. In Zaitsev [30] inequalities 
(3.1) and (3.2) were proved for convolutions of distributions from ßd(r) 

By the Strassen-Dudley theorem (see Dudley [9]) coupled with inequality (3.2), 
one can construct on a probability space the random vectors £ and n with £(£) = F 
and £(n) = <J>(F) so that 

P{ll£-»7ll >A) <cd2expf -—^-Y (3.3) 

For convolutions of bounded measures, this fact was used by Rio [21], Einmahl and 
Mason [13], Bovier and Mason [5], Gentz and Löwe [15], Einmahl and Kuelbs [14]. 

The scheme of the proof of Theorems 2 and 3 is very close to that of the main 
results of Sakhanenko [24] and Einmahl [12]. We suppose that the Gaussian vec­
tors Yi,...,Yn, n = 2N, are already constructed and construct the independent 
vectors which are bounded with probability one, have sufficiently smooth distribu­
tions and the same moments of the first, second and third orders as the needed 
independent random vectors X i , . . . ,Xn. For the construction we use the dyadic 
scheme proposed by KMT [17]. Firstly we construct the sum of 2^ summands 
using the Rosenblatt [22] quantile transform for conditional distributions (see Ein­
mahl [12]). Then we construct blocks of 2N~1,2N~2,... ,1 summands. The rate of 
approximation is estimated using the fact that, for smooth summands distributions, 
the corresponding conditional distribution are smooth and close to Gaussian ones. 
Then we construct the vectors Xi,...,Xn in several steps. After each step the 
number of Xk which are not constructed becomes smaller in 2P times, where p 
is a suitably chosen positive integer. In each step we begin with already constructed 
vectors which are bounded with probability one and have sufficiently smooth dis­
tributions and the needed moments up to the third order. Then we construct the 
vectors such that, in each block of 2P summands, only the first vector has the 
initial bounded smooth distribution. The rest 2P ^ 1 vectors have the needed 
distributions £(Çk). These 2P ^ 1 vectors from each block will be chosen as Xk 

and will be not involved in the next steps of the procedure. The coincidence of third 
moments will allow us to use more precise estimates of the closeness of quantiles of 
conditional distributions contained in Zaitsev [32]. In the estimation of closeness 
of random vectors in the steps of the procedure described above, we use essentially 
properties of classes Ad(r). 

4. Infinitely divisible approximation 
Let us finally mention a result about strong approximation of sums of indepen­

dent random vectors by infinitely divisible distributions. Theorem 4 below follows 
from the main result of Zaitsev [32] coupled with the Strassen-Dudley theorem. In­
equality (4.1) can be considered as a generalization of inequality (3.3) to convolution 
of distribution with unbounded supports. 
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Theo rem 4. Let d-dimensional probability distributions Fit i= l,...,n, be 
represented as mixtures of d-dimensional probability distributions c/, and V»; 

Fi = (1 -Pì)Uì+PìVì, 

where 

0<Pì<1, fxUi{dx} = 0, C/-« {{ar € R d : ||a;|| < rr}} = 1, 

and Vi are arbitrary distributions. Then for any fixed A > 0 one can construct on 
the same probability space the random vectors £ and n so that 

p{ll£-»?ll > A} <c(d) ( m<K pi + exp ( ^—— J j + £ p f (4.1) 
ì=i 

and 
n n 

£(0 = l[Fi, £(0 = J[e(Fi 
ì=I ì=I 

where c(d) depends on only and e(Fj) denotes the compound Poisson infinitely 
divisible distribution with characteristic function exp(Fj(i) — 1), where Fi(t) = 
J ettx Fi{dx}. If the distributions Vi are identical, the term X^iLiPf *n (4-1) can 
be omitted. 
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Random Walks in Random Environments 

Ofer Zeitouni* 

Abstract 

Random walks in random environments (RWRE's) have been a source of 
surprising phenomena and challenging problems since they began to be studied 
in the 70's. Hitting times and, more recently, certain regeneration structures, 
have played a major role in our understanding of RWRE's. We review these 
and provide some hints on current research directions and challenges. 

2000 Mathematics Subject Classification: 60K37, 82C44. 
Keywords and Phrases: Random walks, Random environment, Regenera­
tion. 

1. Introduction 
Let S denote the 2d-dimensional simplex, set 0 = Sz , and let OJ(Z, •) = 

{oj(z, z + e)}e€z
d,\e\=i denote the coordinate of u G 0 corresponding to z G Zd. Q 

is an "environment" for an inhomogeneous nearest neighbor random walk (RWRE) 
started at x with quenched transition probabilities Pw(Xn+i = z + e\Xn = z) = 
OJ(X,X + e) (e G Zd, \e\ = 1), whose law is denoted FJ. In the RWRE model, the 
environment is random, of law P, which is always assumed stationary and ergodic. 
We also assume here that the environment is elliptic, that is there exists an e > 0 
such that F-a.s., u(x,x + e) > e for all x,e G Zd, \e\ = 1. Finally, we denote by 
P the annealed law of the RWRE started at 0, that is the law of {Xn} under the 
measure P x P®. 

The RWRE model has a natural physical motivation and interpretation in 
terms of transport in random media. Mathematically, and especially for d > 1, 
it leads to the analysis of irreverservible, inhomogeneous Markov chains, to which 
standard tools of homogenization theory do not apply well. Further, unusual phe­
nomena, such as sub-diffusive behavior, polynomial decay of probabilities of large 
deviations, and trapping effects, arise, already in the one dimensional model. 

When d = 1, we write ux = u(x,x + 1), px = OJX/(1 —u)x), and u = Eplogpo-
The following reveals some of the surprising phenomena associated with the RWRE: 
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Theorem 1.1 (Transience, recurrence, limit speed, d = 1) (a) Withsign(0) 
= 1, it holds that P-a.s., 

HmsupKX„ = sign(Ku)oc), K = ± 1 . 

Further, there is a v such that 

lim —^ = v, P - a . s . , (1.2) 
»-S-0O n 

v>o if EZi ^p(n}=o p-i) < °°>v < ° */ E £ I ^p(n}=o p=J) < °°>and v = ° 
i/ 6o£ft £ftese conditions do not hold. 
(b) If P is a product measure then 

-ëggR. wx 1 - (L3) 

0, else. 

Theorem 1.1 is essentially due to [25], see [29] for a proof in the general er­
godic setup. The surprising features of the RWRE model alluded to above can be 
appreciated if one notes, already for a product measure P, that the RWRE can be 
transient with zero speed v. Further, if F is a product measure and VQ(OJ) denotes 
the speed of a (biased) simple random walk with probability of jump to the right 
equal, at any site, to OJQ, then Jensen's inequality reveals that |w| < \EP(VQ(OJ))\, 

with examples of strict inequality readily available. 
The reason for this behavior is that the RWRE spends a large time in small 

traps. This is very well understood in the case d = 1, to which the next section 
is devoted. We introduce there certain hitting times, show how they yield precise 
information on the RWRE, and describe the analysis of these hitting times. Under­
standing the behavior of the RWRE when d > 1 is a major challenging problem, 
on which much progress has been done in recent years, but for which many embar­
rassing open questions remain. We give a glimpse of what is involved in Section 
3., where we introduce certain regeneration times, and show their usefulness in a 
variety of situations. Here is a particularly simple setup where law of large numbers 
(and CLT's, although we do not emphasize that here) are available: 

Theorem 1.4 Assume P is a product measure, d > 6, and u(x,x + e) = n > 0 
for e = ±Ci,i = 1, . . . ,5. Then there exists a deterministic constant v such that 
X„Jn —¥ v, P-a.s.. 

2. The one-dimensional case 
Recursions 

Let us begin with a sketch of the proof of Theorem 1.1. The transience and 
recurrence criterion is proved by noting that conditioned on the environment u, the 
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Markov chain Xn is reversible. More explicitly, fix an interval [^ro_, ro+] encircling 
the origin and for z in that interval, define 

VTO_,TO+,w(z) := FJ({X„} hits ^ro_ before hitting m+) . 

Then, 

E n * 
-,, , v _ l=Z+l j=Z+l , . 
rm-,m-L,ui \Z) — / \ ; V^'-V 

m+ i — 1 z I z 

E n ft+ E IR1 

î=z+l j=z+l î= — m- + l \j=i 

from which the conclusion follows. The proof of the LLN is more instructive: define 
the hitting times Tn = min{t > 0 : Xt = Tn}, and set r, = Ti+i — Tt. Suppose 
that l imsupjj^^Xjj/n = oo. One checks that r, is an ergodic sequence, hence 
T„Jn —¥ E(TO) P-a.s., which in turns implies that X„Jn —¥ l/E(ro), P-a.s.. But, 

TO = l{Xi = l} + 1 { X I = - 1 } ( 1 + T'-I + Tg) , 

where r i 1 (TQ) denote the first hitting time of 0 (1) for the random walk Xn after 
it hits —1. Hence, taking F° expectations, and noting that {EPi (r,)}, are, P-a.s., 
either all finite or all infinite, 

EPO(T0) = — + poEp- i ( r - i ) . (2.2) 

When P is a product measure, po and EP-I(T-I) are P-independent, and taking 
expectations results with E(TQ) = (1 + Ep(p0j)/(1 — Ep(p0j) if the right hand side 
is positive and oo otherwise, from which (1.3) follows. The ergodic case is obtained 
by iterating the relation (2.2). 

The hitting times Tn are also the beginning of the study of limit laws for Xn. 
To appreciate this in the case of product measures P with Ep (log po) < 0 (i.e., when 
the RWRE is transient to +oo), one first observes that from the above recursions, 

E(TS) < oo ^ Ep(pr
0) < 1. 

Defining s = maxjr : EP(PQ) < 1}, one then expects that (Xn — vn), suitably 
rescaled, possesses a limit law, with s-dependent scaling. This is indeed the case: 
for s > 2, it is not hard to check that one obtains a central limit theorem with 
scaling s/n (this holds true in fact for ergodic environments under appropriate 
mixing assumptions and with a suitable definition of the parameter s, see [29]). 
For s G (0,1) U (1,2), one obtains in the i.i.d. environment case a Stable(s) limit 
law with scaling n1/3 (the cases s = 1 or s = 2 can also be handled but involve 
logarithmic factors in the scaling and the deterministic shift). In particular, for 
s < 2 the walk is sub-diffusive. We omit the details, referring to [16] for the proof, 
except to say that the extension to ergodic environments of many of these results 
has recently been carried out, see [23]. 
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Traps 
The unusual behavior of one dimensional RWRE is due to the existence of 

traps in the environment. This is exhibited most dramatically when one tries to 
evaluate the probability of slowdown of the RWRE. Assume that P is a product 
measure, Xn is transient to +00 with positive speed v (this means that s > 1 by-
Theorem 1.1), and that s < 00 (which means that P(OJQ < 1/2) > 0). One then 
has: 

Theo rem 2.3 ([8, 11]) For any w G [0,v), n > 0, and ö > 0 small enough, 

l i m lo ëP(^G(W^,W + ^ ) ) = l ^ 
»-S-00 logn 

liminf 1 } . , logP° l— G (w-ö,w + S)\ =0, P - a.s., (2.5) 
n—s-oo n i/s+v \ n J 

and 

1 / X \ 
lim sup . _ logP° [—- G (w — Ô, w + Ô) ) = ^00 , P — a.s.. (2.6) 

n—>oo n 1 " \ n J 

(Extensions of Theorem 2.3 to the mixing environment setup are presented in [29]. 
There are also precise asymptotics available in the case s = 00 and P(OJQ = 1/2) > 0, 
see [20, 21]). 

One immediately notes the difference in scaling between the annealed and 
quenched slowdown estimates in Theorem 2.3. These are due to the fact that, 
under the quenched measure, traps are almost surely of a maximal given size, de­
termined by P , whereas under the annealed measure P one can create, at some cost 
in probability, larger traps. 

To demonstrate the role of traps in the RWRE model, let us exhibit, for w = 0, 
a lower bound that captures the correct behavior in the annealed setup, and that 
forms the basis for the proof of the more general statement. Indeed, {Xn < 5} C 
{Tns > n}. Fixing Rk = Rk(oj) := k^1 Xà=i l°gP«> it holds that Rk satisfies a large 
deviation principle with rate function J(y) = supA(Ay — logEp(pg)), and it is not 
hard to check that s = min^o y^1J(y). Fixing a y such that J(y)/y < s + n, and 
k = iogn/y, one checks that the probability that there exists in [0,8n] a point z 
with Rko9zoj > y is at least n 1 - s - ? ? . But, the probability that the RWRE does not 
cross such a segment by time n is, due to (2.1), bounded away from 0 uniformly 
in n. This yields the claimed lower bound in the annealed case. In the quenched 
case, one has to work with traps of size almost k = log n/sy for which kRk > y, 
which occur with probability 1 eventually, and use (2.1) to compute the probability 
of an atypical slowdown inside such a trap. The fluctuations in the length of these 
typical traps is the reason why the slowdown probability is believed, for P-a.e. u, 
to fluctuate with n, in the sense that 

1 / X \ 
liminf———r logP0. ( —- G (—0,0) } = ^00 , P — a.s., 
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while it is known that 

lim sup • 
1 

i 1 - 1 / « 
logP° 

Xn 
£(-S,S))=0, P-a.8. 

This has been demonstrated rigorously in some particular cases, see [10]. 
The role of traps, and the difference they produce between the quenched and 

annealed regimes, is dramatic also in the scale of large deviations. Roughly, the 
exponential (in n) rate of decay of the probability of atypical events differ between 
the quenched and annealed regime: 

Theorem 2.7 The random variables X„Jn satisfy, for P-a.e. realization of the 
environment u, a large deviations principle (LDP) under P° with a deterministic 
rate function Ip(-). Under the annealed measure P, they satisfy a LDP with rate 
function 

I(w)= inf' (h(Q\P) + IQ(w)), (2.8) 
QeMi 

where h(Q\P) is the specific entropy of Q with respect to P and M\ denotes the 
space of stationary ergodic measures on 0 . 

Theorem 2.7 means that to create an annealed large deviation, one may-
first "modify" the environment (at a certain exponential cost) and then apply the 
quenched LDP in the new environment. We refer to [13] (quenched) and [3, 7] for 
proofs and generalizations to non i.i.d. environments. We also note that Theorem 
2.7 stands in sharp contrast to what happens for random walks on Galton-Watson 
trees, where the growth of the tree creates enough variability in the (quenched) 
environment to make the annealed and quenched LDP's identical, see [6]. 
Sinai's recurrent walk and aging 

When Fp (log po) = 0, traps stop being local, and the whole environment 
becomes a diffused trap. The walk spends most of its time "at the bottom of the 
trap", and as time evolves it is harder and harder for the RWRE to move. This is 
the phenomenum of aging, captured in the following theorem: 

Theorem 2.9 There exists a random variable Bn, depending on the environment 
only, such that 

X„ 

(log n) 
^Br >n) - • 0. 

Further, for h > 1, 

lim lim I 
n—>0 n—»oo 

i y y 

(logn)2 < n 
1 

h2 
Ì _ le-(h-D (2.10) 

The first part of Theorem 2.9 is due to Sinai [24], with Kesten [15] providing 
the evaluation of the limiting law of Bn. The second part is implicit in [12], we 
refer to [5] and [29] for the proof and references. 
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3. Multi-dimensional RWRE 

Homogenization 
Two special features simplify the analysis of the RWRE in the one-dimensional 

case: first, for every realization of the environment, the RWRE is a reversible 
Markov chain. This gave transience and recurrence criteria. Then, the location 
of the walk at the hitting times Tn is deterministic, leading to stationarity and 
mixing properties of the sequence {r,} and to a relatively simple analysis of their 
tail properties. Both these features are lost for d > 1. 

A (by now standard) approach to homogenization problems is to consider the 
environment viewed from the particle. More precisely, with 9X denoting the T,d shift 
by x, the process ojn = 9Xnoj is a Markov chain with state-space 0. Whenever the 
invariant measure of this chain is absolutely continuous with respect to P , law of 
large numbers and CLT's can be deduced, see [17]. For reversible situations, e.g. in 
the "random conductance model" [19], the invariant measure of the chain {ojn} is 
known explicitly. In the non-reversible RWRE model, this approach has had limited 
consequences: one needs to establish absolute continuity of the invariant measure 
without knowing it explicitly. This was done in [18] for balanced environments, i.e. 
whenever OJ(X, x+e) = u(x, x—e) P-a.s. for all e G "Ld, \e\ = 1, by developing a-priori 
estimates on the invariant measure., valid for every realization of the environment. 
Apart from that (and the very recent [22]), this approach has not been very useful 
in the study of RWRE's. 
Regeneration 

We focus here on another approach based on analogs of hitting times. Through­
out, fix a direction £ G Zd, and consider the process Zn = Xn • £• Define the 
events A±i = {Zn ^tn^oo ±oo}. Then, with F a product measure, one shows that 
¥(AtUA-t) G {0,1}, [14]. We sketch a proof: Call a time t fresh if Zt > Zn,Vn < t, 
and for any fresh time t, define the return time Dt = minjn > t : Zn < Zt}, 
calling t a regeneration time if Dt = oo. Then, P(.4f) > 0 implies by the Markov-
property that V(A,( n {Po = oo}) > 0. Similarly, on At, each fresh time has a 
bounded away from zero probability to be a regeneration time. One deduces that 
P(3 a regeneration time|.4f) = 1. In particular, on A±i, Zn changes signs only 
finitely many times. If V(A,( U A-i) < 1 then with positive probability, Zn visits 
a finite centered interval infinitely often, and hence it must change signs infinitely-
many times. But this implies that V(A,( U A-i) = 0. 

The proof above can be extended to non-product P-s having good mixing prop­
erties using, due to the uniform ellipticity, a coupling with simple nearest neighbor 
random walk. This is done as follows: Set W = {0} U {±e»}f=1. Define the measure 

P®Qt® P°u iE on (Q x WN x (Z r f f ) 

in the following way: Qf_ is a product measure, such that with e = (ei,e2,...) 
denoting an element of WN, Qf_(ei = ±e») = e/2, i = 1, • • • ,d, Qf_(ei = 0 ) = 1 — ed. 
For each fixed oj,e, Pu e is the law of the Markov chain {X„} with state space Zd, 
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such that X0 = 0 and, for each e e I-F, e / 0, 

pl,e(xn+i = z + e\Xn = z) = l{e„+1=e} + {^n^}
 [UJ(Z, z + e) - e / 2 ] . 

It is not hard to check that the law of {X„} under P coincides with its law under P, 

while its law under Qf ® P w e coincides with its law under P° . Now, one introduces 

modified regeneration times Dt by requiring that after the fresh time t, the 'V 
coin was used for L steps in the direction £: more precisely, requiring that et+i = 
Ui,i = 1,...,L for some fixed sequence «, G Zd, |«,| = 1,«, • £ > 0 such that 
Xà=i Ui-£> L/2. This, for large L, introduces enough decoupling to carry through 
the proof, see [29, Section 3.1]. We can now state the: 
Embarrassing Problem 1 Prove that P(-Af) G {0,1}. 

For d = 2, and P i.i.d., this was shown in [31], where counter examples using 
non uniformly elliptic, ergodic P's are also provided. The case d > 2, even for P 
i.i.d., remains open. 
Embarrassing Problem 2 Find transience and recurrence criteria for the RWRE 
under P. 

The most promising approach so far toward Problem 2 uses regeneration times. 
Write 0 < di < d2 < . . . for the ordered sequence of regeneration times, assuming 
that P(-Af) = 1. The name regeneration time is justified by the following property, 
which for simplicity we state in the case £ = ei : 

Theorem 3.1 ([28]) For P a product measure, the sequence 

{{UJz}z-te{Zdi,Z{di + 1_1)),{Xt}te{di,di + 1)}i=2,3,... 

is i.i.d.. 

From this statement, it is then not hard to deduce that once E(d2 —di) < oo, a 
law of large numbers results, with a non-zero limiting velocity. Sufficient conditions 
for transience put forward in [14] turn out to fall in this class, see [28]. More recently, 
Sznitman has introduced a condition that ensures both a LLN and a CLT: 
Sznitman's T' condition: P(-Af) = 1 and , for some c > 0 and all 7 < 1, 

E(exp(c sup |X„|7)) < 00. 
0<n<di 

A remarkable fact about Sznitman's T' condition is that he was able to derive, 
using renormalization techniques, a (rather complicated) criterion, depending on 
the restriction of P to finite boxes, to check it. Further, Sznitman's T' condition 
implies a good control on di, and in particular that di possesses all moments, which 
is the key to the LLN and CLT statements: 

E (exp (logdi)"5) <oo,VÖ<2d/(d+l). 

For these, and related, facts see [27]. This leads one to the 
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Challenging Problem 3 Do there exist non-ballistic RWRE's for d > 1 satisfying 
that ¥(Ai) = 1 for some ti 

For d = 1, the answer is affirmative, as we saw, as soon as Ep logpo < 0 but 
s < 1. For d > 1, one suspects that the answer is negative, and in fact one may-
suspect that P(-Af) = 1 implies Sznitman's condition T'. The reason for the striking 
difference is that for d > 1, it is much harder to force the walk to visit large traps. 

It is worthwhile to note that the modified regeneration times {Dt } can be 
used to deduce the LLN for a class of mixing environments. We refer to [4] for 
details. At present, the question of CLT's in such a general set up remains open. 
Cu t points 

Regeneration times are less useful if the walk is not ballistic. Special cases 
of non-ballistic models have been analyzed in the above mentioned [18], and using 
a heavy renormalization analysis, in [2] for the case of symmetric, low disorder, 
i.i.d. P . In both cases, LLN's with zero speed and CLT's are provided. We now 
introduce, for another special class of models, a different class of times that are not 
regeneration times but provide enough decoupling to lead to useful consequences. 

The setup is similar to that in Theorem 1.4, that is we assume that d > 6 and 
that the RWRE, in its first 5 coordinate, performs a deterministic random walk: 
For i = 1 , . . . , 5 , OJ(X,X ±Ci) = q±i, for some deterministic q±i, P — a.s.. 
Set S = Xà=i(% + Q-i), let {-R»}»GZ denote a (biased) simple random walk in 
Z5 with transition probabilities q±i/S, and fix a sequence of independent Bernoulli 
random variable with P(I0 = 1) = S, letting Un = X^=o *̂- Denote by X^ 
the first 5 components of Xn and by X2 the remaining components. Then, for 
every realization u, the RWRE Xn can be constructed as the Markov chain with 
X^ = Run and transition probabilities 

p° ( Y2 — ~AY \ — i 1' ^ « = Z,In = 1, 
A n+1~ ' n)~ \ w(Xn,(Xlz))/(l-S), In=0-

Introduce now, for the walk Rn, cut times c, as those times where the past and 
future of the path Rn do not intersect. More precisely, with Vi = {Xn}nei, 

Ci = min{t > 0 : V(-oo,t) n ^[t,oo) = 0} , c»+i = min{t > a : V(-oo,t) H V[t,oo) = 0} • 

The cut-points sequence depends on the ordinary random walk Rn only. In partic­
ular, because that walk evolves in Z5 , it follows, as in [9], that there are infinitely-
many cut points, and moreover that they have a positive density. Further, the 
increments X2 — X2

Ci depend on disjoint parts of the environment. Therefore, 
conditioned on {Rn, In}, they are independent if P is a product measure, and they 
possess good mixing properties if P has good mixing properties. From here, the 
statement of Theorem 1.4 is not too far. We refer the reader to [1], where this 
and CLT statements (with 5 replaced by a larger integer) are proved. An amusing 
consequence of [1] is that for d > 5, one may construct ballistic RWRE's with, in 
the notations of Section 2., Ep(vo(ojj) = 0! 
Challenging Problem 4 Construct cut points for "true" non-ballistic RWRE's. 

The challenge here is to construct cut points and prove that their density-
is positive, without imposing a-priori that certain components of the walk evolve 
independently of the environment. 
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Large deviations 
We conclude the discussion of multi-dimensional RWRE's by mentioning large 

deviations for this model. Call a RWRE nestling if cosuppQ, where Q denotes the 
law of X^eGZA|e|=i eoj(0,c). In words, an RWRE is nestling if by combining local 
drifts one can arrange for zero drift. One has then: 

Theorem 3.2 ([30]) Assume P is a product nestling measure. Then, for P-almost 
every OJ, X„Jn satisfies a LDP under P° with deterministic rate function. 

The proof of Theorem 3.2 involves hitting times: let Ty denote the first hitting 
time of y G Zd. One then checks, using the subadditive ergodic theorem, that 

A(y,A):= lim n_Mog.E£(exp(-ATn ï /)l{T < o o }) 
n—»oo L y J 

exists and is deterministic, for A > 0. In the nestling regime, where slowdown has 
sub-exponential decay rate due to the existence of traps much as for d = 1, this and 
concentration of measure estimates are enough to yield the LDP. But: 
Embarrassing Problem 5 Prove the quenched LDP for non-nestling RWRE's. 

A priori, non nestling walks should have been easier to handle than nestling 
walks due to good control on the tail of regeneration times! 
Challenging Problem 6 Derive an annealed LDP for the RWRE, and relate the 
rate function to the quenched one. 

One does not expect a relation as simple as in Theorem 2.7, because the RWRE 
can avoid traps by contouring them, and to change the environment in a way that 
surely modifies the behavior of the walk by time n has probability which seems 
to decay at an exponential rate faster than n. This puts the muti-dimensional 
RWRE in an intermediate position between the one-dimensional RWRE and walks 
on Galton-Watson trees [6]. We also note that certain estimates on large deviations 
for RWRE's, without matching constants, appear in [26]. 
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Optimal Transport Maps in 
Monge-Kantorovieh Problem 

L. Ambrosio* 

Abstract 

In the first part of the paper we briefly decribe the classical problem, 
raised by Monge in 1781, of optimal transportation of mass. We discuss also 
Kantorovich's weak solution of the problem, which leads to general existence 
results, to a dual formulation, and to necessary and sufficient optimality con­
ditions. 

In the second part we describe some recent progress on the problem of the 
existence of optimal transport maps. We show that in several cases optimal 
transport maps can be obtained by a singular perturbation technique based 
on the theory of F-convergence, which yields as a byproduct existence and 
stability results for classical Monge solutions. 

2000 Mathematics Subject Classification: 49K, 49J, 49Q20. 
Keywords and Phrases: Optimal transport maps, Optimal plans, Wasser­
stein distance, c-monotonicity, F-convergence, Transport density. 

1. The optimal transport problem and its weak for­
mulation 
In 1781, G.Monge raised in [26] the problem of t ransport ing a given distribu­

tion of mat ter (a pile of sand for instance) into another (an excavation for instance) 
in such a way tha t the work done is minimal. Denoting by ho, hi : R / —¥ [0,+oo) 
the Borei functions describing the initial and final distribution of mat ter , there is 
obviously a compatibility condition, tha t the total mass is the same: 

hQ(x)dx = / hi(y)dy. (1.1) 
R2 Jn2 

Assuming with no loss of generality tha t the total mass is 1, we say tha t a Borei 
map 'tp : R 2 —¥ R 2 is a transport if a local version of the balance of mass condition 
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holds, namely 

ho(x)dx= / hi(y)dy for any E C R J Borei. (1.2) 
¥>-!(£) JE 

Then, the Monge problem consists in minimizing the work of transportation in the 
class of transports, i.e. 

inf < / \rp(x) — x\ho(x) dx : tp transport > . (1.3) 

The Monge transport problem can be easily generalized in many directions, 
and all these generalizations have proved to be quite useful: 
• General measurable spaces X, Y, with measurable maps ip : X —t Y; 
• General probability measures p in X and v in Y. In this case the local balance 
of mass condition (1.2) reads as follows: 

v(E) = p,(ip~1(E)) for any E C Y measurable. (1.4) 

This means that the push-forward operator 'tp# induced by ip, mapping probability-
measures in X into probability measures in Y, maps p into v. 
• General cost functions: a measurable map c: X xY —¥ [0, +oo]. In this case the 
cost to be minimized is 

W('tp) := / c(x,ip(x)) dp(x). 
J x 

Even in Euclidean spaces, the problem of existence of optimal transport maps 
is far from being trivial, mainly due to the non-linearity with respect to ip of the 
condition 'tp#p = v. In particular the class of transports is not closed with respect to 
any reasonable weak topology. Furthermore, it is easy to build examples where the 
Monge problem is ill-posed simply because there is no transport map: this happens 
for instance when p is a Dirac mass and v is not a Dirac mass. 

In order to overcome these difficulties, in 1942 L.V.Kantorovich proposed in 
[21] a notion of weak solution of the transport problem. He suggested to look for 
plans instead of transports, i.e. probability measures 7 in X x Y whose marginals 
are p and v. Formally this means that TTX#1 = P and TTY#1 = v, where TïX '• 
X x Y —¥ X and ny '• X x Y —t Y are the canonical projections. Denoting by 
H(p, v) the class of plans, he wrote the following minimization problem 

min < / c(x,y)dy: 7 € Il(/j, v)\ • (1.5) 

Notice that Tl(p, v) is not empty, as the product p®v has p and v as marginals. Due 
to the convexity of the new constraint 7 6 n(fi, v) it turns out that weak topologies 
can be effectively used to provide existence of solutions to (1.5): this happens for 
instance whenever X and Y are Polish spaces and c is lower semicontinuous (see for 
instance [28]). Notice also that, by convexity of the energy, the infimum is attained 
on a extremal element of H(p, v). 
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The connection between the Kantorovich formulation of the transport problem 
and Monge's original one can be seen noticing that any transport map ip induces 
a planning 7, defined by (Id x ip)#p. This planning is concentrated on the graph 
of ip in X x Y and it is easy to show that the converse holds, i.e. whenever 7 is 
concentrated on a graph, then 7 is induced by a transport map. Since any transport 
induces a planning with the same cost, it turns out that 

inf (1.3) > min (1.5). 

Moreover, by approximating any plan by plans induced by transports, it can be 
shown that equality holds under fairly general assumptions (see for instance [3]). 
Therefore we can really consider the Kantorovich formulation of the transport prob­
lem as a weak formulation of the original problem. 

If all extremal points of Tl(p, v) were induced by transports one would get 
existence of transport maps directly from the Kantorovich formulation. It is not 
difficult to show that plannings 7 induced by transports are extremal in H(p, v). 
The converse holds in some very particular cases, but unfortunately it is not true 
in general. It turns out that the existence of optimal transport maps depends not 
only on the geometry of H(p, v), but also (in a quite sensible way) on the choice of 
the cost function c. 

2. Existence of optimal transport maps 
In this section we focus on the problem of the existence of optimal transport 

maps in the sense of Monge. Before discussing in detail in the next sections the two 
model cases in which the cost function is the square of a distance or a distance (we 
refer to [19] for the case of concave functions of the distance, not discussed here), 
it is better to give an informal description of the tools by now available for proving 
the existence of optimal transport maps. 

S t ra tegy A (Dual formulation). This strategy is based on the duality formula 

min (MK) = sup < / hdp+ kdv> , (2.6) 

where the supremum runs among all pairs (h, k) G L1 (p) x L1 (v) such that h(x) + 
k(y) < c(x,y). The duality approach to the (MK) problem was developed by 
Kantorovich, and then extended to more general cost functions (see [22]). The 
transport map is obtained from an optimal pair (h, k) in the dual formulation by-
making a first variation. This strategy for proving the existence of an optimal 
transport map goes back to the papers [18] and [11]. 

S t ra tegy B (Cyclical monotonicity). In some situations the necessary (and suf­
ficient) minimality conditions for the primal problem, based upon the so-called 
c-cyclical monotonicity ([32], [28], [29]) yield that any optimal Kantorovich solu­
tion 7 is concentrated on a graph F (i.e. for p-a.e. x there exists a unique y such 
that (x, y) G F) and therefore is induced by a transport ip. 
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This happens for instance when c(x,y) = H(x — y), with H strictly convex in 
R". This approach is pursued in the papers [19], [30]. 

S t ra tegy C (Singular perturbation with strictly convex costs). One can try to get 
an optimal transport map by making the cost strictly convex through a perturbation 
and then passing to the limit (see [12] and Theorem 4.1, Theorem 4.2 below). The 
main difficulty is to show (strong) convergence at the level of the transport maps 
and not only at the level of transport plans. 

S t ra tegy D (Reduction to a lower dimensional problem). This strategy has been 
initiated by V.N.Sudakov in [33]. It consists in writing (typically through a disinte­
gration) p and v as the superposition of measures concentrated on lower dimensional 
sets and in solving the lower dimensional transport problems, trying in the end to 
"glue" all the partial transport maps into a single transport map. This strategy is 
discussed in detail in [3] and used, together with a "variational" decomposition, in 
[5]. The simplest case is when the lower dimensional problems are 1-dimensional, 
since the solution of the 1-dimensional transport problem is simply given by an in­
creasing rearrangement, at least for convex functions of the distance (see for instance 
[2], [28], [35]). 

Strategies A and B are basically equivalent and yield existence and uniqueness 
at the same time: the first one could be preferable for someone, as a very small 
measure-theoretic apparatus is involved. On the other hand, it strongly depends on 
the existence of maximizing pairs in the dual formulation, and this existence issue 
can be more subtle than the existence issue for the primal problem (see [28] and 
the discussion in [3]). For this reason it seems that the second strategy can work 
for more general classes of cost functions. 

Strategies C and D have been devised to deal with situations where the cost 
function is convex but not strictly convex. Also these two strategies are closely-
related, as the strictly convex perturbation often leads to an effective dimension 
reduction of the problem (see for instance [5]). 

3. cost=distance2 

In this section we consider the case when X = Y and the cost function c 
is proportional to the square of a distance d. For convenience we normalize c so 
that c = d2/2. The first result in the Euclidean space R" has been discovered 
independently by many authors Y.Brenier [8], [9], S.T.Rachev and L.R.iischendorf 
[27], [29], and C.Smith and M.Knott [31]. 

Theorem 3.1 Assume that p is absolutely continuous with respect to £n and that 
p and v have finite second order moments. Then there exists a unique optimal 
transport map ip. Moreover ip is the gradient of a convex function. 

In this case the proof comes from the fact that both strategies A and B yield 
that the displacement x — ip (x) is the gradient of a c-concave function, i.e. a function 
representable as 

h(x) = inf c(x,y) +t Va: G R" 
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for a suitable non-empty set J C Y x R. The concept of c-concavity [29] has been 
extensively used to develop a very general duality theory for the (MK) problem, 
based on (2.6). In this special Euclidean situation it is immediate to realize that 
c-concavity of h is equivalent to concavity (in the classical sense) of h — ^\x\2, hence 

ip(x) = x — Vh(x) = V -\x\ — n(x) 

is the gradient of a convex function. Finally, notice that the assumption on p can 
be sharpened (see [19]), assuming for instance that p(B) = 0 whenever B has finite 
"H"_1-measure. This is due to the fact that the non-differentiability set of a concave 
function is a-finite with respect to HJ1^1 (see for instance [1]). Also the assumption 
about second order moments can be relaxed, assuming only that the infimum of the 
(MK) problem with data p, v is finite. 

The following result, due to R.Mc Cann [25], is much more recent. 

Theorem 3.2 Assume that M is a C3, complete Riemannian manifold with no 
boundary and d is the Riemannian distance. If p, v have finite second order mo­
ments and p is absolutely continuous with respect to VOIM there exists a unique 
optimal transport map ip. 

Moreover there exists a c-concave potential /i : M —>• R such that 

ip(x) = expœ (—Vh(xj) volM-a.e.. 

This Riemannian extension of Theorem 3.1 is non trivial, due to the fact that 
d2 is not smooth in the large. The proof uses some semiconcavity estimates for d2 

and the fact that d2 is C2 for x close to y (this is where the C3 assumption on 
M is needed). It is interesting to notice that the results of [24] (where the eikonal 
equation is read in local coordinates), based on the theory of viscosity solutions — 
see in particular Theorem 5.3 of [23] — allow to push Mc Cann's technique up to 
C2 manifolds. 

Can we go beyond Riemannian manifolds in the existence theory? A model 
case is given by stratified Carnot groups endowed with the Carnot-Carathéodory 
metric dec, as these spaces arise in a very natural way as limits of Riemannian 
manifolds with respect to the Gromov-Hausdorff convergence (see [20]). At this 
moment a general strategy is still missing, but some preliminary investigations in 
the Heisenberg group Hn show that positive results analogous to the Riemannian 
ones can be expected. The following result is proved in [6]: 

Theorem 3.3 If n = 1,2 and p is a probability measure in Hn absolutely contin­
uous with respect to £2n+1, then: 
(a) there exists a unique optimal transport map ip, deriving from a c-concave poten­
tial h; 
(b) If dp f dec are Riemannian left invariant metrics then Mc Cann's optimal 
transport maps ipp relative to cp = d2/2 converge in measure to ip as p^t oo. 

The restriction to Hn, n < 2, arises from the fact that so far we have been able 
to carry on some explicit computations only for n < 2. We expect that this restric­
tion could be removed. The proof of (b) is not direct, as Mc Cann's exponential 
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representation ipp = exp|(—Vphp) "degenerates" as p —¥ oo, because the injectivity 
radius of the approximating manifolds tends to 0. This is due to the fact that in 
CC metric spaces geodesies exist but are not unique, not even in the small. 

Finally, if we replace c by the square of the Korânyi norm (related to the 
fundamental solution of the Kohn sub-Laplacian), namely 

c(x,y) := T^llir1^!2 with \\(z,t)\\ := V M 4 + *2 

(here we identify Hn with C" x R) then we are still able to prove existence in any 
Heisenberg group Hn. The proof uses some fine properties of BV functions on sub-
Riemannian groups [4]. However, we can't hope for a Riemannian approximation 
result, as the Korânyi norm induces a metric die which is not geodesic. It turns out 
that the geodesic metric associated to die is a constant multiple of dec-

4. cost=distance 
In this section we consider the case when X = Y and the cost function c is 

a distance. In this case both strategies A and B give only a partial information 
about the location of y, for given x. In particular it is not true that any optimal 
Kantorovich plan 7 is induced by a transport map. Indeed, if the first order moments 
of p and v are finite, the dual formulation provides us with a maximizing pair 
(h,k) = (u,—u), with u : X —t R 1-Lipschitz. If X = R" and the distance is 
induced by a norm || • ||, this provides the implication 

(x, y) G spt7 =^> y G {x — sÇ : £ G (du(x))*, s > 0} (4.7) 

at any differentiability point of«. Here we consider the natural duality map between 
covectors and vectors given by 

L * : = { £ G R " : L(£) = ||L||, and ||£[| = 1}. 

The most favourable case is when the norm is strictly convex (e.g. the Euclidean 
norm): in this situation the * operator is single-valued and we recover from (4.7) 
an information on the direction of transportation, i.e. (du(x))*, but not on the 
length of transportation. If the norm is not strictly convex (e.g. the h or l^ norm) 
then even the information on the direction of transportation, encoded in (du(x))*, 
is partial. 

The first attempt to bypass these difficulties came with the work of V.N.Sudakov 
[33], who claimed to have a solution for any distance cost function induced by a 
norm. Sudakov's approach is based on a clever decomposition of the space R" in 
affine regions with variable dimension where the Kantorovich dual potential u as­
sociated to the transport problem is an affine function. His strategy is to solve the 
transport problem in any of these regions, eventually getting an optimal transport 
map just by gluing all these transport maps. An essential ingredient in his proof is 
Proposition 78, where he states that, if p « £n, then the conditional measures in­
duced by the decomposition are absolutely continuous with respect to the Lebesgue 
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measure (of the correct dimension). However, it turns out that this property is not 
true in general even for the simplest decomposition, i.e. the decomposition in seg­
ments: G.Alberti, B.Kirchheim and D.Preiss found an example of a compact faily 
of pairwise disjoint open segments in R 3 such that the family M of their midpoints 
has strictly positive Lebesgue measure (the construction is a variant of previous 
examples due to A.S.Besicovitch and D.G.Larman, see also [2] and [5]). In this 
case, choosing p = £3 L M, the conditional measures induced by the decomposition 
are Dirac masses. Therefore it is clear that this kind of counterexamples should be 
ruled out by some kind of additional "regularity" property of the decomposition. 
In this way the Sudakov strategy would be fully rigorous. As noticed in [5], this 
regularity comes for free only in the case n = 2, using the fact that transport rays 
do not cross in their interior. 

Several years later, L.C.Evans and W.Gangbo made a remarkable progress in 
[15], showing by differential methods the existence of a transport map, under the 
assumption that spt p n spt v = 0, that the two measures are absolutely continuous 
with respect to £n and that their densities are Lipschitz functions with compact 
support. The missing piece of information about the length of transportation is 
recovered by a p-laplacian approximation 

-div ( |VW| P " 2 VM) =p-v, « G Hl(BR), R > 1 

obtaining in the limit as p —¥ +oo a nonnegative function a G L°°(R") and a 
1-Lipschitz function u solving 

—div (aVu) = p — v, |V«| = 1 £n-&.e. on {a > 0}. 

The diffusion coefficient a in the PDE above plays a special role in the theory. 
Indeed, one can show (see [2]) that the measure CT := a£n, the so-called transport 
density, can be represented in several different way, and in particular as 

a(B) = H1 (Bn [x,y]) dj(x,y) VB c R" Borei (4.8) 

for some optimal planning 7. Notice that the total mass of CT is J \x — y\ d'y, the 
total work done and the meaning of a(B) is the work done within B during the 
transport process. This representation of the transport density has been introduced 
by G.Bouchitté and G.Buttazzo in [7], who showed that the a constant multiple of 
the transport density is a solution of their so-called mass optimization problem. 
Later, in [2], it was shown that there is actually a 1-1 correspondence between 
solutions of the mass optimization problem and transport densities, defined as in 
(4.8). 

One can also show ([2], [13], [16], [14]) that CT is unique (unlike 7) if either p 
or v are absolutely continuous. Moreover, the nonlinear operator mapping (p, v) G 
L1 x L1 into a G L1 maps Lp x Lp into IP for 1 < p < 00. 

Coming back to the problem of the existence of optimal transport maps with 
Euclidean distance \x — y\ (or, more generally, with a distance induced by a C2 

and uniformly convex norm), the first existence results for general absolutely con­
tinuous measures p, v with compact support have been independently obtained by 
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L.Caffarelli, M.Feldman and R.Mc Cann in [12] and by N.Trudinger and L.Wang 
in [34]. Afterwards, the author estabilished in [2] the existence of an optimal trans­
port map assuming only that the initial measure p is absolutely continuous, and 
the results of [12] and [34] have been extended to a Riemannian setting in [17]. All 
these proofs involve basically a Sudakov decomposition in transport rays, but the 
technical implementation of the idea is different from paper to paper: for instance 
in [12] a local change of variable is made, so that transport rays become parallel 
and Fubini theorem, in place of abstract disintegration theorems for measures, can 
be used. The proof in [3], instead, uses the co-area formula to show that absolute 
continuity with respect to Lebesgue measure is stable under disintegration. 

The following result [3] is a slight improvement of [12], where existence of an 
optimal transport map was estabilished but not the stability property. The result 
holds under regularity and uniform convexity assumptions for the norm || • ||. 

Theo rem 4.1 Let p,v be with compact support, with p « £n, and let ipf_ be the 
unique optimal transport maps relative to the costs cf_(x,y) := ||a: — y||1+l!. Then ipf_ 
converge as e 4-0 to an optimal transport map ip for c(x,y) = \\x — y\\. 

The proof is based only the fact that any plan 70, limit of some sequence 
of plans (Id x ipti), is not only optimal for the (MK) problem, but also for the 
secondary one 

min / ||x — y|| ln(||x — y||) c?7, (4.9) 

where Hi (p, v) denotes the class of all optimal plannings for the Kantorovich prob­
lem (the entropy function in (4.9) comes from the Taylor expansion of cf_ around 
e = 0). It turns out that this additional minimality property selects a unique plan 
induced by a transport ip and, a posteriori, ip is the same map built in [12]. A class 
of counterexamples built in [3] shows that the absolute continuity assumption on p 
cannot be weakened, unlike the strictly convex case. 

This "variational" procedure seems to select extremal elements of H(p, v) in 
a very effective way. This phenomenon is apparent in view of the following result 
[5], which holds for all "crystalline" norms || • || (i.e. norms whose unit sphere is 
contained in finitely many hyperplanes). 

Theo rem 4.2 Let p,v be as in Theorem 4.1 and let ipf_ be the unique optimal 
transport maps relative to the costs 

Cf_(x,y) := ||a: — y\\ + e\x — y\ + e2\x — y\ In \x — y\. 

Then ipf_ converge as e 4-0 to an optimal transport map ip for c(x,y) = \\x — y\\. 

In this case a secondary and a ternary variational problem are involved, and 
we show that the latter has a unique solution which is also induced by a transport. 

Some borderline cases between "crystalline" norms and "Euclidean" norms 
apparently can't be attacked by any of the existing techniques. In particular the 
existence of optimal transport maps for the cost induced by a general norm in R", 
n > 3, is still open. 
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Quasilinear Wave Equat ions and 
Microlocal Analysis 

Hajer Bahouri* Jean-Yves Chemin* 

Abstract 

In this text, we shall give an outline of some recent results (see [3] [4] and 
[5]) of local wellposedness for two types of quasilinear wave equations for initial 
data less regular than what is required by the energy method. To go below the 
regularity prescribed by the classical theory of strictly hyperbolic equations, 
we have to use the particular properties of the wave equation. The result 
concerning the first kind of equations must be understood as a Strichartz 
estimate for wave operators whose coefficients are only Lipschitz while the 
result concerning the second type of equations is reduced to the proof of a 
bilinear estimate for the product of two solutions for wave operators whose 
coefficients are not very regular. The purpose of this talk is to emphasise the 
importance of ideas coming from microlocal analysis to prove such results. 

The method known to prove Strichartz estimates uses a representation 
eventually approximate of the solution. In the case of the wave equation, the 
approximation used is the one coming from the Lax method, namely the one 
connected to the geometrical optics. But it seems impossible, in the framework 
of the quasilinear wave equations, to construct a suitable approximation of the 
solution on some interval [0,T], since the associate Hamilton-Jacobi equation 
develop singularities (it is the caustic phenomenon) at a time connected with 
the frequency size. We have then to microlocalize, which means to localize 
in frequencies, and then to work on time interval whose size depend on the 
frequency considered. It is the alliance of geometric optics and harmonic 
analysis which allow to establish a quasilinear Strichartz estimate and to go 
below this minimal regularity in the case of the first kind of equations. 

To study the second kind of equations, we are confronted to an additional 
problem: Contrary to the constant case, the support of the Fourier transform 
is not preserved by the flow of the variable coefficient wave equation. To 
overcome this difficulty, we show that the relevant information in the variable 
case is the concept of microlocalized function due to J.M.Bony [11]. The proof 
that for solutions of variable coefficient operators, microlocalization properties 
propagate nicely along the Hamiltonian flows related to the wave operator is 
the key point in the proof of the result in the second case. 
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1. Introduction 
In this paper, our interest is to prove local solvability for quasilinear wave 

equations of the type 

, . j d2u — A« — g(u) • V2« = Q(du,du) 
\ (u,dtu)\t=o = («o,«i) 

where g is a smooth function vanishing at 0 with value in K such that Id + K 
is a convex compact subset of the set of positive symmetric matrices and Q is 
a quadratic form on Rd+1. Our interest proceeds also for cubic quasilinear wave 
equations of the type 

(EC)< 

' $ u - A u - Y. 9j'kdjdku = Y. QjA9gJ'k,du) 
l<j,k<d l<j,k<d 

&gj>k = Qj,k{du,du) 
(u,dtu)\t=o = («o,«i) 

where Qj:k and Qj:k are quadratic forms on Rd+1 and where all the quadratic forms 
are supposed to be smooth functions of u. 

The basic tool to prove local solvability for such equations is the following 
energy estimate, also valid for the symmetric systems 

\\du(t, .)\\H,-l < \\du(0, .)\\H,-ieCîo l|ÖS(r,.)|U=orfr. ^ 

So thanks to classical arguments, local solvability derives easily from the control of 
the quantity 

\\dg(T,.)\\L-^dT. 

In the framework of the equation (E), the control of this key quantity requires 
initial data («o,«i) in Hs x H8^1 for s > | + 1 while in the framework of (EC) 
(with small data, which makes sense in this case) it only requires initial data («o, «i) 
m IÎ2 + 2 x # 2 - 2 . 

The goal of this paper is to go below this regularity for the initial data. Let 
us first have a look at the scaling properties of equations (E) and (EC). If u is 

a solution of (E) or (EC), then u\(t,x) = u(Xt,Xx) is also a solution of the same 
equation. The space which is invariant under this scaling for the couple («o,«i) is 
Hz x i j s - 1 . So the results given by the classical energy estimate appear to require 
more regularity than the scaling in the two cases. 
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In fact, the energy methods despise the particular properties of the wave equa­
tion. It is on the impulse of the pioneer work of S. Klainerman (see [19]) that a vast 
series of works have been attached to improve the span life time of regular solutions 
of quasilinear wave equations using the Lorentz invariance. Let us notice the results 
of S. Alinhac (see [1] and [2]), of L. Hörmander (see [14]), of F. John (see [15]), of 
F. John and S. Klainerman (see [16]), of S. Klainerman (see [20]) and of J-M.Delort 
( [12]) concerning the Klein-Gordon equation. 

In this talk, we shall limit our self to the question of minimal regularity. Con­
cerning this subject, the only case studied is the semilinear case, which means the 
case of the equation (E) with g = 0. As it has been shown by S. Klainerman 
and M.Machedon (see [21] and [22]) we can, when the quadratic form Q verifies a 
structure condition known by "null condition", nearly reach the space invariant by-
scaling. For any quadratic form Q, we have the following theorem, proved by G. 
Ponce and T. Sideris in [27] 

Theo rem 1.1 Let us define sd by 

sd=- + - if d> 3 and s2 = -• 

Let (uo,ui) be a Cauchy data in Hs x H8^1 with s > sd then there exists a time T 
such that there exists a unique solution u of the equation (E) such that 

«GLoo([0,T];iîs)nLi_p([0,r];iîs-1) and du £ L2([0,T];L°°). 

The proof of this result lies on specific properties of the wave equation, namely 
the following Strichartz estimate 

P « | | L | ( L ~ ) < C[\\du(o,.)\\H,-i + ||nwLi,(ff»-i)/;, 

for d > 3 and s > f + \. (2) 

Indeed, if we couple it with the standard energy estimate 

WduW^^,^ < c(\\du(o,.)\\H,-i + 11014^^^ 

we obtain, owing to the tame estimates and the Cauchy-Schwarz inequality 

P « | | L | ( L ~ ) + P«|U~(iî»-i) 

< C ( p « ( 0 , OH*.-! + Ti\\du(t, .)\\LUL~)\\ML¥H-I) , 

which ensures by the theory of evolution equations the local solvability for T < 
c 

ii0u(o--)ii^_r 
In other respects, in [26], H. Linblad shows that for d = 3 the above result is 

optimum, which means that the problem (E) with g = 0 is not wellposed in H2. 
Let us also notice that the same kind of result is also true on the Heisenberg group 
(see [9]). 

The authors (see [3] and [4]) adjust a method followed by D. Tataru (see [32]) 
based on microlocal analysis to improve the minimal regularity for the equation (E) 
in the quasilinear case. Let us recall this result 
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d 1 1 
Theorem 1.2 If d > 3, let («o,«i) be in Hs xH8^1 for s > Sd with Sd = « + « + ^ ' 

Then, a positive time T exists such that a unique solution u of the equation (E) 
exists such that 

Ou G C([0,T]; H8-1) n L2([0,T]; L°°). 

Remarks 

• This theorem has been proved with 1/4 instead than 1/6 in [3] and then 
improved a little bit in [4] and proved with 1/6 by D. Tataru in [32]. Strichartz 
estimates for quasilinear equations are the key point of the proofs. 

• Let us notice that the improvement with 1/6 of D. Tataru in [32] is due to 
a different manner of counting the intervals where microlocal estimates are 
true. 

• Recently, S. Klainerman and I. Rodnianski in [24] have obtained a better index 
in dimension 3. Their proof is based on very different methods. 

• Let us notice that we have also improved the minimal regularity in dimension 
2, but the gain is only of | derivative, this is explained by the mean dispersif 
effect in this dimension already known for the constant case. 

The analogous theorem in the case of equation (EC) is the following 

Theorem 1.3 If d > 4, let («o,«i) be in Hs x H8^1 with s > | + | such 
that H7II . d_x is small enough. Then, a positive times T exists such that a unique 
solution u of (EC) exists such that 

du G C([0,T]; H'-1) n L2
T(Èl^), for d>5, 

and 

du G C([0,T];Hs-l)C\L2
T(Èl2) and % G L^(L°°) for d = 4. 

Remarks 

• The case when d > 5 can be treated only with Strichartz estimates simply 

because if du belongs to L\(Bl2
 2) then dg is in L\,(L°°). 

• The case when d = 4 requires bilinear estimates. This fact appears in 
the statement of Theorem 1.3 through the following phenomenon: The fact 

. 1 

that du is in Lf,(I?6
6

2) does not imply that the time derivative of g belongs 
to L\(L°°). Of course this condition is crucial in particular to get the basic 
energy estimate. But we have been unable to exhibit a Banach space B which 
contains the solution u and such that if a function a is in B, then 9A _ 1 (a 2 ) 
belongs to L\(L°°). 

• For technical obstructions, this theorem is limited to the dimensions d > 4. 

2. Quasilinear Strichartz estimates 
Following the process of G. Ponce and T. Sideris in [27], we reduce the proof 

of the theorem 1.2 to the following a priori estimate 
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Theorem 2.1 If d > 3, a constant C exists such that, for any regular solution u of 
the equation (E), if 

TÌ+(«-««) ( | | 7 | y _ è + ( _ d ) + T5 | | 7 | | f f . - i ) < C, with s > sd 

then we have 

P « | | L | ( L ~ ) < C (||7llff»-i + \\Q(du,du)\\LiTÌH, 

The estimate in hand must be understood as a Strichartz estimate for wave 
equations with variable coefficients and not very regular. The Strichartz estimates 
have a long history begining with Segal's work [28] for the wave equation with 
constant coefficients. After the fundamental work of Strichartz [30], it was devel­
oped by diverse authors, we refer to the synthesis article of Ginibre and Velo [13] 
to which it is advisable to add the récents works of Keel-Tao [18] consecrated to 
some limited cases and of Bahouri, Gérard and Xu [8] for the wave equation on the 
Heisenberg group. For Strichartz estimates with C°° coefficients, we refer to the 
result of L. Kapitanski (see [17]). The article of H. Smith (see [29]) constitutes an 
important step in the study of Strichartz estimates for operators with coefficients 
not very regular since it proves Strichartz estimates with coefficients only C1'1. 

We shall now explain how to establish this quasilinear Strichartz estimate, 
showing where are the difficulties and what are the essential ideas which allow to 
overcome them. The method known to prove these estimates uses a representation, 
eventually approximate, but always explicit of the solution. In the case of the 
wave equation, the approximation used is the one coming from the Lax method, 
namely the one connected to the geometrical optics. To make such a method work 
in the framework of quasilinear wave equations requires a "regularization" of the 
coefficients also in time. This leads to the following iterative scheme introduced 
in [4]. Let us define the sequence (u^)n&i by the first term u^ satisfying 

Ö 2 «W-A«(°) = 0 
(«(°),d t«W)| t=0 = (So«o,5o«i), 

and by the following induction 

d2u{n+^ - A«("+1) - gn,T • W " + 1 ) = 0 
{En) Ì (« ("+1) ,Ö t«(»+1))| t=0 = (Sn+lUo,Sn+lUi) 

where gn,T = 9(T^1)gn with gn = g(un) and 9 afunction of X>(] —1,1[) whose value 
is 1 near 0 and where Sn is a frequencies truncated operator which only conserves 
the frequencies lower than C2n^1. Let us introduce some notations which will be 
used all along this section. If s = s a + a where a is a small positive number, let us 
define 

N$h) = h\\Hi-i+a +T* | | 7 | | t f . - i . 

The assertion we have to prove by induction, for Tz+aN^(/y) small enough, 
is the following: If d > 3, 

(Pn 
l|9u(n)llL?.(L~) < CaT«N?(<y) 

HöuWlU-^.-i) < C||7||/r.-i. 
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For this, we shall transform the equation (En) into a paradifferential equation, 
more precisely an equation of the type 

(Eq) d2uq
n+1^ - A«(«+1) - (Sqgn,T) V2ug"+ 1 ) = Rq(n) 

where the term Rq (n) is a remainder term estimated as agreed and where uq denotes 
the part of u which is relative to the frequencies of size 2q. 

This transformation of the equation, which is the classical paralinearization 
defined by J.-M. Bony in [10] is here not sufficient, since it is well known that the 
paradifferential operators defined in [10] belong to a bad class of pseudodifferential 
operators ( class Si:i of Hörmander), class in particular devoid of any asymptotic 
calculus, which forbids of course to envisage any approximate method of type "Lax 
method". 

The idea is as in [25] to truncate more in the frequencies of the metric g and 
to transform the equation (Eq) on the following equation (EPMq) 

(EPMq) d2uq
n+1ï - A«("+1) - (SSqgn,T) V2uq

n+1) = Rq(n); 

where 0 < ö < 1 and Ssq is a frequencies truncated operator which conserves only 
the frequencies smaller than CT^^s^2Sq^1. We can interpret it as a localization 
in the pseudodifferential calculus sense (1,8) of Hörmander. 

This localization allows us to construct an approximation of the solution but 
engenders a loss in the remainder Rq(n). This approximation is on the form 

e^(*^ag(M,e)7(e)de 

where <J>g is a solution of the Hamilton-Jacobi equation and aq is a symbol calculated 
by resolving a sequence of transport equations; it is about a classical method. But, 
on account of the the caustic phenomenon, this approximation is microlocal, which 
means valid only a time interval whose length depends on the size of the frequencies 
we work with. 

Nevertheless, following the classical method, we prove microlocal Strichartz 
estimates 

\\duq
n+imLiq{Lao) < Cß(2iTf2i^ (\\lq\\L, + P g ( n ) [ | L l ( L 2 ) ) (3) 

for any positive ß, where 7g = (V(uo)q, («i)g) and Iq satisfies 

l |V2Gf \\L]q{L^<e (4) 

where Gf = Sgqg(u^) and 

|Jg| < T(2qT)1-25-t. (5) 

The condition (4) is imposed by the Hamilton-Jacobi equation while the condi­
tion (5) is required by the asymptotic calculus to turn out the "Lax method". 
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Finally to prove the complete estimate, the method we used consists in a 
decomposition of the interval [0, T] on subintervals Iq on which the above microlo-
calized estimates are true. The key point is a careful counting of the number of such 
intervals, for this we shall use here D. Tataru's version of the method we introduced 
in [3]. 

The idea consists to seize at the opportunity of this decomposition to com­
pensate the loss on the remainder. To do so, we impose on the interval Iq the 
supplementary condition 

\\Rq(n)\\L)q(Li) < H\Rq(n)\\L\(Li) (6) 

where the parameter À is to be determined in the interval [0,1]. This constraint 
joint to the conditions (4) and (5) leads by optimization to the best choice 

A = ( 2 T ) - I , ö=2-, 

and allows to conclude that the number N of such intervals is less than C(2qT)s+e. 
If we denote by (Iqye)i<e<N the partition of the interval [0,T] on such intervals, we 
can write thanks to (3), 

N 9 

P« g"+ 1 )HI|(L~) < CßY(lqT)2ß22^] (||79IU* + \\Rq(n)\\L] ^ y 
t=i "' 

N 

< CßY(2qT)2ß22q{^1) (||79IU* + (29T)-*||Äg(n)| |Li, (L2) 

As N is less than C(2qT)s+e, we obtain 

P u g " + 1 ) L | ( L ~ ) < Cß(2
qTf2q^(2qT)i+i 

• (HÌÌL^ + (2qT)-^\Rq(n)\\LlT{L2)) . (7) 

Now as the loss in the remainder Rq(n) is of order 2g(1-<^ and more precisely, 
for NJ.(^I) small enough, we have 

\\Rq(n)\\Ll{L*) < cqC2-q^^(2qT)-(s-i-i+^Ts-i-^MH^ 

• ( l + T i l i a u ^ H ^ o o ) ) (8) 

where (cq) G £2. We deduce, owed to the choice of ö that 

\\du^+1H\LUL^<cqC(2qT)-^-i-^Ts-i-i | | 7 | | f f . _ 1 ( l + Ti \\dun+1\\LUL^) 

which implies the result by summation. 
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3. Quasilinear bilinear estimates 
The method used here is not without any interaction with the one used to 

prove the theorem 1.2. As in the case of equation (E), the basic fact is the control 
of 

cT 
\\dg(T,-)\\L°°dT, 

io 
and the proof of the theorem 1.3 follows from the following a priori estimate 

Theo rem 3.1 If d > 4, a constant G exists such that, for any regular solution u of 
the equation (EC), if ||7|| . d_x is small enough and 

Ti+^-i-iMhWii,-! < C, with s>- + -
2 6 

then we have 
I IÖA^Q^ÖuJI l i^cc j^CIMI^. - i . 

This is the quasilinear version of the following bilinear estimate owed to D. 
Tataru and S. Klainerman (see [23]) 

Proposi t ion 3.1 Let u be a solution of d2u — A« = 0 and (du)^.=o = 7- Then, 
ifd>4, 

P A - i Q ^ Ö t O L ^ o o ) < Ce,T||7ll|_1+e-

R e m a r k We find a gain of one derivative from the regularity of the initial data 
compared with the product laws and a gain of half a derivative about the regularity 
of the initial data compared with purely Strichartz methods. 

To explain the basic ideas of bilinear estimates, let us first consider the case of 
constant coefficients. As dt.A^1(dju(t,-)dku(t,-)) = A^1(dtdjudku(t,-)) + 
A - 1 (djudtdku(t, •)), we have to control expression of the type 

\\A-1(dtdjudku(t,-))\\L~dt. 
10 

For this we introduce Bony's decomposition which consists in writing 

ab=J2Sq-iaAqb + Y,Sq-lbAqa+ E A?aA?-i6-
Q Q -1<J<1 

1 

When d > 4, we have [|9*!«g||L2 ^ „ j < C2gv2-2+*!-1)||/yg||L2) then it is easy to 
prove that 

A _ 1 (EViö 2 «ö« g ) L < ciMI2^. 
q T 

The symmetric term can be treated exactly along the same lines. The remainder 
term 

A_1( E ö%ö%-i) (9) 
- i < i < i 

Q 
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is much more difficult to treat in particular in dimension 4. The idea introduced by 
D. Tataru and S. Klainerman (see [23]) consists to treat this term using precised 
Strichartz estimates and interaction lemma. 

The precised Strichartz estimates are described by the following proposition. 

Proposition 3.2 Let C be a ring of Rd. If d > 3, a constant C exists such that 
for any T and any h < 1, if Supp Uj are included in a ball of radius h and in the 
ring C, we have 

II«IIL|(L~) < C(hd-2log(e + T))i(\\u0\\L2 + [ M M , 

where u denotes the solution of d2u — A« = 0 and dfu^-o = Uj. 

As usual it is deduced with the TT* argument from the following dispersive 
inequality. 

Lemma 3.1 A constant C exists such that if «o and «i are functions in L1(Rd) 
such that 

Supp (ûj) C C and max{#(Supp («o)),$(Supp («i))} < h, 

then, for any d between 0 and d—1, we have 

(Jffd-d 
ll«(MIU°° < — — (IKIILI + IMILI) , 

£2 

where u denotes the solution of d2u — A« = 0 and 9 |«[ t = 0 = Uj. 

This inequality is proved in [23] in the case d = d — 1. The general case is 
obtained by interpolation with the classical Sobolev embedding. 

Let us now show how to take account the interactions of the solutions to control 
the accumulation of frequencies at the origin in the study of the remainder term. 

Lemma 3.2 "Interaction Lemma " There exists a constant G such that if vi and v2 

are two solutions of d2Vj — AVJ = 0 satisfying (dvj)^.=o = 7j with Supp (7}) C C 
we have for, 0 < h < 1 

Mh-'D^vidv.M^i^ <Chd-2iog(e + T)\\ji\\L4j2\\L2, (10) 

where \ *s a radial function in T> which is equal to 1 near the origin. 

Let us define (<pv)i<v<Nh a partition of unity of the ring C such that Supp <pv C 
B(t;v,h). Then, using the fact that the support of the Fourier transform of the 
product of two functions is included in the sum of the support >̂f their Fourier 
transform, a family of functions (4>v)i<v<Nh exists such that Supp <pv C B(—t;v, 2K) 
and 

Nh 

x(ft-1i?)(ö2«1ö«2) = J2x(h-1D)(d2MD)vidMD)v2). (11) 
I / = l 
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Applying Proposition 3.2 gives 

Nh 

[ |x(^1-D)(Ö2
W lÖW 2)[ |L U L=o )<C^-2 log(e + T ) ^ [ | ^ ( I ? ) 7 1 [ | L 2 [ | ^ ( I ? ) 7 2 [ | L 2 . 

The Cauchy Schwarz inequality implies that 

Mh-'D^vMWi^i^ 
(Nh \i/Nh \ 2 

< Chd-2log(e + T)(j2\\MDhi\\2
L-A rZ\\MDh2\\hj • 

The almost orthogonality of (<^j/(-D)7i)i<j/<jvfc and (< ĵ/(-D)72)i<i/<Jvfc implies (11) 
and leads then to the estimate of the remainder term (10) by rescaling. 

To establish the theorem 3.1, we shall follow the steps of the proof of the 
theorem 2.1 which consists owed to the gluing method to reduce the problem to 
the proof of "microlocal" bilinear estimates. The generalization of the precised 
Strichartz estimates to the framework of the equation (EC) doesn't cost more than 
the generalization of the Strichartz estimates to the framework of the equation (E), 
the supplementary difficulty to study the equation (EC) lies in the generalization 
of the interaction lemma. The preservation of the support of the Fourier transform 
by the flow of the wave equation is the crucial point in the proof of this lemma. 
The defect of this property in the case of the variable coefficients constitutes the 
additional major problem in the proof of the theorem 3.1. 

To palliate this difficulty, we have used a finer localization in phase space. This 
localization is given by the concept of microlocalized function near a point X = 
(x,Ç) of the cotangent space T*Rd (the cotangent space of Rd). More precisely, if 
we consider the positive quadratic form g on T*Rd defined by 

9(dy2,dn2)^%+
dg- with Xd^Kh>l 

a function u in L2(Rd) is said to be microlocalized in X0 = (XQ, CO) a point of T*Rd 

if 
M%"r

N(u) u= sup X2Ng(X - X0)
N sup \\<pDu\ 

g{X-X0)i>Cor ^ T ' ^ " 
\\V\\kN.g<l 

L2 

are finite, where Bg(X,r) denotes the g-ball of center X and radius r, the opera­
tor LpD is defined by 

(<pDu)(x) = (2n)-d f e^-^ip(y,Ou(y)dyd^, 
JT*Rd 

and 
IMI i l f l= sup sup | i>V(^) ( î i , - , r f c ) | . 

k<3 {Tth<t<k 
xerud g(Te)<i 
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This notion due to J.-M.Bony ([11]) means that the function u is concentrated 
in space near the point XQ and in frequency near the point Co and behaves well 
against the product, namely, we show that if 

g(Yi^Y2)i>C0r, 

where Y = (y, —if) if Y = (y, if) then for any N, we have 

\x(h-lD)(^ui^u2) ÏL1 

JV. < CN\\Lpi\\kNJ\Lp2\\kN}g(l + X2g(Yi -Y 2 ) ) HU1IU2IIU2IU2 

where <p, G T>(Bg(Yi,r)). 
This study of the interaction between two typical examples of microlocalized 

functions allows as in (11) to concentrate the bilinear estimate on real interaction. 
Anyway, the choice of the localization metric g is essential and it is crucial 

to impose that the size of the g-balls is preserved by Hamiltonian flow which leads 
to the only choice K = C\2qIq\h thanks to the properties of the solution of the 
associate Hamilton Jacobi equation. 

The key point in the generalization of the bilinear estimate is the proof that 
for solutions of a variable coefficients wave equation, microlocalization properties 
propagate nicely along the Hamiltonian flows related to the wave operator; this 
point follows from the choice of the metric used to localize in the cotangent space 
of Rd. 

Finally to end the proof of the microlocal bilinear estimate, the strategy con­
sists to decompose the Cauchy data using unity partition whose elements are sup­
ported in g-balls and then to apply the product and the propagation theorems to 
concentrate on real interaction (see the proof in the constant coefficient case). Be­
cause of the fact that interaction in the product and propagation of microlocalization 
are badly related, we need at this step to recourse to a second microlocalization, 
which means that we have to decompose again the interval on which we work on 
sub intervals where the Hamiltonian flow is nearly constant . 
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A b s t r a c t 

This paper intends to give a brief survey of the developments on real­
ization of surfaces into R3 in the last decade. As far as the local isometric 
embedding is concerned, some results related to the Schiarili-Yau conjecture 
are reviewed. As for the realization of surfaces in the large, some developments 
on Weyl problem for positive curvature and an existence result for realization of 
complete negatively curved surfaces into R3., closely related to Hilbert-Efimov 
theorem, are mentioned. Besides, a few results for two kind of boundary value 
problems for realization of positive disks into R3 are introduced. 
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Given a smooth n-dimensional Riemannian manifold (Mn,g), can we find a 

map 
<£ : M " — • Rp such tha t <p*h = g 

where h is the s tandard metric in Rp? This is a long standing problem in Differ­

ential Geometry. The map <j> is called isometric embedding or isometric immersion 

if (f> is embedding or immersion. There are several very nice surveys. For example, 

for known results before 1970, particularly obtained by Russian mathematicians, 

see [GR], [G] and for results of n = 2, see [Y3] [Y4]. Whereas, what development 

has been made during the passed decades? In higher dimensional cases, the most 

important one is to improve the Nash's theorem so tha t (Mn,g) has isometric em­

bedding in a Euclidean space of much lower dimension than tha t given by Nash 

and meanwhile, to use the contraction mapping principle in place of the theorem 

of the complicated hard implicit functions, see [H] or [GUN]. In contrast to higher 

dimensional cases it seems tha t problems of two dimensional Riemannian man­

ifolds embedded into R3 has a t t racted much more attention of mathematicians, 

particularly in the last decade. The present paper is devoted to a survey on the 
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developments of isometric embedding (or immersion) of surfaces into R3 in the last 
decade. Of course the results mentioned in this survey are by no means exhaustive 
and depend a lot on the author's taste. 

Smoothly and isometrically immersing a surface (M, g) into R3 is equivalent 
to finding three smooth (Cs,s > 1) functions xa : M H> R1, a= 1,2,3 such that 

g = dx\ + dx\ + dx\. (1) 

Although as far as the formulation of (1) be concerned, C1 regularity is enough and 
[K] gives a very nice result in this category. In order to see the role of the curvature 
of surfaces in the problem considered here we prefer to assume s > 2 throughout 
the present paper. In the sequel, sometimes we use x,y,z to denote xi,x2,x%. In 
a local coordinates near a point p G M, the metric g is of the form g = gijduhluß. 
Then (1) can be written as follows 

(2) is a system composed of three differential equations of first order and hence, this 
is a determine system. We say that r = (xi,x2,x%) is a local smooth (Cs) isometric 
embedding in R? of the given surface if r = (xi,x2,x%) is a smooth (Cs) solution to 
(2) in a neighbourhood of the point p and that r is a global smooth (Cs) isometric 
embedding (immersion) in R? if r = (xi,x2,x%) is a smooth (Cs) solution to (1) on 
M and, meanwhile, is an embedding (immersion) into R3. This survey consists of 
three parts. The first and the second part include some recent developments in local 
isometric embedding and global isometric embedding respectively. The third part 
contains some developments on boundary value problems for realization of positive 
disks into R3. 

Local isometric embedding. With the aid of the Cauchy-Kowalevsky theo­
rem Cartan and Janet proved that any n-dimensional analytic metric always admits 
a local analytic isometric embedding in RSn with sn = n(n + l ) /2 . In the smooth 
category Gromov in [GR] proved that any n-dimensional C°° metric always admits 
a local smooth isometric embedding in RSn+n. As n = 2, sn = 5 and from (2) 
the present result looks far away from the optimal in the smooth category. On the 
other hand, [P] proves that any smooth surface always has a local smooth isometric 
embedding in R4. In [Y2, No.22] and also in [Yl, No. 54] Yau posed to prove that 
any smooth surface always has a local smooth isometric embedding in R3. In this 
direction, it is Lin who first made important breakthrough and his results in [LCI] 
and [LC2] state 

Theorem 1. (C. S. Lin) (1) Any Cs, s > 10 nonnegatively curved metric always 
admits a local C s _ 6 isometric embedding in R3. 

(2) If g is a Cs, s > 6 metric and if its curvature K satisfies 

K(p) = 0 and dK(p) # 0 



Some New Developments of Realization of Surfaces into R3 157 

then it admits a Cs^3 isometric embedding in R3 near p. 

By means of Lin's technique the problem for local isometric embedding related 
to nonpositive curvature metric are also solvable in the following cases. 

(3) In [IW], K nonpositive in a neighbourhood of a point p and d2K(p) ^ 0, 
(4) In [HOI], K = h2qKi where Ki, h are smooth functions, Ki(p) < 0, 

dh(p) ^ 0 and q is an integer. 
In what follows let us simply explain what the technique ones use while at­

tacking the problem of local isometric embedding. Suppose that r = (x, y, z) is a 
smooth solution to (2) in a neighbourhood of the point in question previously. By 
the Gauss equations we have, in a local coordinate system, 

?ij = T'kjrk + ûijfi or V y f = Q y n, i,j = 1,2 (3) 

where subscripts i,j and Vy denote Euclidean and covariant derivatives respectively 
and Oy the coefficients of the second fundamental form, r f • the Christoffel symbols 
with respect to the metric and n the unit normal to r. For each unit constant 
vector, for instance, the unit vector k of the z axis, taking the scale product of k 
and (3) and using the Gauss equations one can get 

det(Vyz) = Kdet(gij)(n,k)2. (4) 

Notice that 

\ |ri x r2\ I 

= 1 — glJZjZj = 1 — |Vz | 2 . 

Inserting the last expression into (4) we deduce the Darboux equation 

F(z) = det(Vyz) - Kdet(gij)(l - \Vz\2) = 0. (5) 

Obviously each component of f does satisfy the Darboux equation. Conversely, 
for each smooth solution z to (5) satisfying |Vz| < 1, g = g — dz2 is a smooth 
flat metric. Therefore in simply connected domain Q we can always find a smooth 
mapping (x, y): 0 H> R2 such that dx2 + dy2 = g — dz2. So the realization of a given 
metric into R3 is equivalent to finding a smooth (or Cs) solution to the Darboux 
equation with a subsidiary condition |Vz| < 1. If K is positive or negative at the 
point considered, then (5) is elliptic or hyperbolic Monge-Ampere equation and the 
local solvability is well known for both of them. But if K vanishes at this point, 
the situation is very complicated and so far there has been no standard way to deal 
with such kind of Monge-Ampere equation. Indeed, its linearized operator 

L7X = Hm F(z + tO^F(z) = pijVy£ + 2K(Vz, VC) (6) 
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where F*J = ddet(Vikz)/dVijZ. It is easy to see that the type of this linear differ­
ential operator completely depends on K. When K vanishes at the point considered, 
(6) may be degenerate elliptic, hyperbolic or mixed type and its local solvability is 
not clear. Using a regularized operator instead of (6) and the Nash-Moser proce­
dure Lin succeeded in proving Theorem 1. But it is still not clear whether there 
is obstruction for the local isometric embedding in smooth category even for the 
nonpositive curvature metric. Some results [EG] on linear degenerate hyperbolic 
operators of second order which have no local solvability should be noticed. Any­
way, to author's knowledge the problem for local isometric embedding of surfaces 
into R? is still open !! 

Global isometric embedding. The first result on global isometric embed­
ding of complete surfaces in R? is due to Weyl and Lewy for analytic metric and to 
Nirenberg and Pogorelov for smooth metric. 

Theorem. (Weyl-Lewy Nirenberg-Pogorelov) Any analytic (smooth ) positive cur­
vature metric defined on S2 always admits an analytic ( a smooth ) isometric em­
bedding in R?. 

For noncompact case, for example, a complete smooth positive curvature met­
ric defined on R2, this problem was solved by two Russian mathematicians. Olov-
janisnikov first found the weak isometric embedding based on the Aleksandrov's 
theory on convex surfaces and Pogorelov proved the weak solution smooth if the 
metric smooth. 

Theorem. (Olovjanisnikov-Pogorelov) Any smooth complete positive curvature met­
ric defined on R2 admits a smooth isometric embedding in R3. 

The next natural development is to consider the realization in R3 of nonnega-
tively curved surfaces. Recently [GL] and [HZ] independently obtained the following 
result 

Theo rem 2. (Guan-Li, Hong-Zuily) Any C4nonnegative curvature metric defined 
on S2 always admits a C11 isometric embedding in R3. 

Olovjanisnikov-Pogorelov's result on complete positively curved plane is also 
extended to the nonngegatively curved case, see [H03]. 

Theo rem 3. Any complete C4 nonnegative curvature metric defined on R2 always 
admits a C11 isometric embedding in R3. Moreover it is smooth where the metric 
is smooth and the curvature positive. 

In this direction a special case is also obtained in [AM]. 
As far as the regularity of isometric embedding be concerned, ones are inter­

ested in the following question. Can we improve the regularity of the isometric 
embedding obtained in Theorem 2 and Theorem 3 if the metric is smooth ? It is 
very interesting that [IA] gives a C2 '1 convex surface which is not C3 continuous 
but realizes analytic metric on S2 with positive curvature except one point. On 
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the other hand, Pogorelov gave a C2'1 geodesic disk with nonnegative curvature 
not even admitting a C2 local isometric embedding in R3 at the center of this disk. 
Therefore a natural open question is : Does there exist a C2-a (0 < a < 1) isometric 
embedding in R3 for any sufficiently smooth (even analytic) nonnegatively curved 
sphere or plane? 

The Hilbert theorem is one of the most important theorems in 3- Euclidean 
space. This theorem as well as Efimov's generalization in [EF1] provide a negative 
answer for the problem of realization of complete negatively curved surfaces into 
R3. 

Theorem. (Hilbert-Efimov) Any complete surface with negative constant curva­
ture (with curvature bounded above by a negative constant) has no C2 isometric 
immersion in R3. 

Another result [EF2] also due to Efimov should be mentioned. 

Theorem. (Efimov) Let M be a smooth complete negatively curved surface with 
curvature K subject to 

sup|iY|, supgrad( ) < C (7) 
M M \/\K\ 

for some constant C. Then M has no C2 isometric immersion in R3 

Evidently, Efimov's second result yields a necessary condition for a complete 
negatively curved surface to embed isometrically in R3, 

sup |V | = oo if sup \K\ < oo. (8) 
M \/\K\ M 

Yau posed the following question [Yl, No.57]. 
Find a nontrivial sufficient condition for a complete negatively-

curved surface to embed isometrically in R?. 
He also pointed out that such a nontrivial condition might be the rate of decay of the 
curvature at infinity. Recently some development in this direction has been made 
in [H02]. Let M be a simply connected noncompact complete surface of negative 
curvature K. By the Hadamard theorem exp-Tp(M) —y M is a global diffeomor-
phism for each point p G M which induces a global geodesic polar coordinates (p, 9) 
on M centered at p. 

Theorem 4. Suppose that 
(a) for some ö > 0, p2+s\K\ is decreasing in p outside a compact set and that 
(b) dl

e In \K\, i = 1,2 and pdpd$ In |iY| bounded on M. 
Then M admits a smooth isometric immersion in R3. 

Remark 1. If M G Cs-1(s > 4) and other assumptions in Theorem 4 are fulfilled, 
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Remark 2. The assumption (a) implies the rate of decay of the curvature at the 
infinity 

A 
1-̂ 1 < 2+s, f° r a positive constant A. (9) 

P 

Such a condition on the decay of the curvature at the infinity is nearly sharp for the 
existence since if Ö = 0, there might be no existence. Consider a radius symmetric 
surface (R2,g) with the Gaussian curvature 

A 

iTp2 K = ——'-—- for some positive constant A (10) 

where p is the distance function from some point. Evidently 

sup IV—; 1 = —= < oo. 
R? J\K\ VA 

Therefore Efimov's second theorem tells us that such a complete negatively curved 
surface (R2,g) has no any C2 isometric immersion in R3 for arbitrary positive 
constant A. The arguments of [EF1] and [EF2] are very genuine but ones expect a 
more analysis proof for Efimov's results in [EF1]. Anyway, a result in [EF3] also by 
Efimov which is much easier understood, shows that the negatively curved surface 
mentioned above has no C2 isometric immersion if A > 3 in (10). 

Boundary value problems for isometric embedding in R3. Recently, 
the study on boundary value problems for isometric embedding of surface in R3 has 
attracted much attention of mathematicians. Various formulations of such questions 
can be found in [Y4]. To author's knowledge this field has not been extensively-
studied. Let g be a smooth positive curvature metric defined on the closed unit 
disk D. Throughout the present paper we always call such surfaces (D,g) positive 
disk. According to the classification in [Y4] there are two kinds of boundary value 
problems: one is Dirichlet problem and another is Neumann problem. Let us first 
consider the Dirichlet problem. 

Given a smooth positive disk (D,g) and a complete 
smooth surface S c i ? 3 , can we find an isometric embedding r 

of (D,g) in R3 such that f(dD) c S? 
This problem is also raised in [POI]. As a first step, one can consider a simple case. 

Assume that S is a plane. Give a complete description of all 
isometric embedding of (D,g) satisfying r(dD) c S. 

Assume that S : {z = 0}. Then we are faced with the following boundary value 
problem. 

D: To find an isometric embedding r = (x,y,z) of the given 
positive disk (D,g) such that z(dD) = 0. 

It is easy to see that there is some obstruction for the existence of solutions to the 
above boundary value problem. Suppose that r = (x,y,z) G C2(D) is a solution to 
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the above boundary value problem. Obviously the intersection f(dD) of f and the 
plane {z = 0} is a C2 planar convex curve. Denoting its curvature by k we have 

K = lv y + n>n V j 

where kg and kn are respectively the geodesic curvature and normal curvature of 
r(dD). kn is positive everywhere since (D,g) has positive curvature. Notice that 
the total curvature of r(dD), as a planar curve, equals 2n. Hence 

\kg\ds<2n. (12) 
X9D) 

This is a necessary condition in order that the above boundary value problem D 
can be solvable. Indeed, this necessary condition is not sufficient for the solvability. 
In [H04] there is a smooth positive disk satisfying (12) but not admitting any C2 

solution to the problem D. Furthermore this counter example also shows that too 
many changes of the sign of the geodesic curvature of the boundary will make the 
problem D unsolvable. So we distinguish two cases 

Case a: kg > 0 on dD and Case b: kg < 0 on dD. (13) 

It should be pointed out that Pogorelov gave the first solution to the problem 
D in [POI] which states that 

Theorem. (Pogorelov) Let (D,g) be a smooth positive disk. Then the boundary 
value problem admits a solution f G C°°(D) n C°-1(D) provided that the geodesic 
curvature of dD with respect to the metric g is nonnegative. 

Pogorelov only obtained a local smooth solution, namely, a solution smooth 
inside. One wonder that under what conditions the problem D always admits 
a global smooth solution, namely, a solution smooth up to the boundary. Such 
global smooth solutions are obtained by [DE] for Case a if there exists a global C2 

subsolution ip for the Darboux equation (5) in the unit disk D, vanishing on dD 
and with \Vip\ strictly less than 1 on D. Recently, [H05] removes this technique 
requirement. 

Theo rem 5. For Case a the problem D always admits a unique solution in C°°(D) 
if any one of the following assumptions is satisfied (1) K > 0 on D, (2) K > 0 in 
D a,nd,K = 0^ \dK\ on dD. 

Obviously, the necessary condition (12) is always satisfied for Case a. As for 
Case b it looks rather complicated since there are some smooth convex surfaces 
in R3 which are of no infinitesimal rigidity. The presence of such convex surfaces 
makes us fail to prove the existence of the problem D of Case b by means of the 
standard method of continuity. Thus the solvability of the problem D for Case b is 
still open ! 
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Let us consider a spherical crown, in the spherical coordinates, 

^0* = {(sin9cos(f>,s'm9sm(f>, ^cos#)|0 < <j> < 27r,0 < 9 < #»} 

and 9 = 0 stands for the South pole. £#„ is the isometric embedding of the metric 
g = dB2 + sin2 9d<p2,0 < 9 < #*. If #* > f, then £ ^ contains the below hemisphere 
and the geodesic curvature of its boundary is negative. We have in [H04] 

Theorem 6. There is a countable set A = {9i,92, ...9n,...} C (ir/2,iT) with a limit 
point n/2 such that £#„ is not infinitesimally rigid if 9* G A. 

In what follows we proceed to discuss the Neumann problem for realization 
of surfaces into R3. The formulation is as follows. Give a smooth positive disk 
(D,g) and a positive function h G C°°(dD), The Neumann problem (later, called 
the problem N) is as follows. 

N : Find a surface r-.D^-R3 such that dr2 = g 

with the prescribed mean curvature h on r(dD). (14) 

Let us first introduce an invariant related to umbilical points of surfaces in R3. 
Suppose that the given metric is of the form 

g = Edx2 + 2Fdxdy + Gdy2, (x, y) G D. (15) 

Let f be a smooth isometric immersion of (D,g) with the second fundamental form 

II = Ldx2 + 2Mdxdy + Ndy2 for (x, y) G D. (16) 

Definition. If f is of no umbilical points on dD, with 

a = (EM - FL) + V^Ï(GL - EN) 

the winding number of a on dD is called the index of the umbilical points of the 
surface r and denoted by Index(r). 

Obviously, this definition makes sense since p is an umbilical point if and 
only if a(p) = 0. Moreover, the definition of the index of the umbilical points is 
coordinate-free and hence, an invariant of describing umbilical points of surfaces. 
Such invariance comes from that of a differential form. Indeed, assume that in some 
orthonomal frame, the induced metric and the second fundamental form of a given 
surface r in R? are of the form 

g = OJ\ + OJ2 and II = ftyWjuy 

respectively. As is well known, 

[(/in — h22) + 2ihi2] (u;2 + u | ) 
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is an invariant differential form. So the index of umbilical points is nothing else but 

Index(r) = Index {2hi2 + i(hn — h22)} 

if no umbilical point on dD occurs. 
The boundary value problem for realization of positive disks into R3 seems to 

have some obstruction. Indeed, even if no imposing any restriction on the boundary 
the problem of realization of positive disks into R3 is not always solvable. For details, 
refer to Gromov's counter example [GR] which contains an analytic positive disk not 
admitting any C2 isometric immersion in R3. Therefore for the Neumann boundary-
value problem the following hypothesis is natural. Assume that 

(D,g) admits a C2 isometric immersion f0 in R3. (17) 

We have in [H06] 

Theorem 7. / / (D,g) is a smooth positive disk satisfying (17) then for any non-
negative integer n and arbitrary (n + 1) distinct points po G dD, pi,..., pn G D, the 
problem N admits two and only two solutions r in C°°(D, R3) with prescribed mean 
curvature h on dD and moreover, 

one principal direction at po is tangent to dD, 

Index(r) = n and H(pk) = H0(pk),k = 1, ...,n 

where H and H0 are respectively the mean curvature of r and r0 provided that 

Ho h 1 4 

^ 1 > 4 max 
K 9D 

- 1 
K 

% dD. (18) 

It is worth pointing out two extreme cases. The first one involves the existence. 
Suppose that the given positive disk (D, g) is of positive constant curvature. Then 
it is easy to see that this positive disk admits a priori smooth isometric embedding 
r0 in R3 which is a simply connected region of the sphere. Under the present 
circumstance r0 is totally umbilical and hence, the right hand side of (18) vanishes. 
Therefore if (D,g) is of constant curvature and \[K < h G C°°(dD), then the 
problem N is always solvable for each nonnegative integer n and arbitrary (n + 1) 
distinct points po G dD,pi,, ..,pn G D. 

The second extreme case involves the nonexistence. If the given positive disk 
is radius symmetric, i.e., g = dr2 + G2(r)d92 0 < r < 1 where G G C°°([0,1]) and 
G(0) = 0, G'(0) = 1, G > 0 as r > 0. Then if Gr > —1, (D,g) has such a priori 
smooth isometric embedding in R3, 

f y/l - G2.dr. 
J r 

rQ : x = G(r) cos 9, y = G(r) sin 9, z = — j y 1 — G2dr. (19) 
J r 

With its mean curvature HQ = HQ(r), if HQ(1) > y^K(l) , then [H06] proves that 
for arbitrary h G C°°(dD) satisfying y^K(l) < h < H0(l) the problem N has no 
any C2 solution. Of course, if h > 4HQ(1) — 3^jK(l), by Theorem 7 the problem 
N always admits two and only two smooth solutions for any nonnegative integer n 
and arbitrary n + 1 points po G dD, pi,...,pj G D. 
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p-Laplacian Type Equations 
Involving Measures 

T. Kilpeläinen* 

A b s t r a c t 

This is a survey on problems involving equations — divA(x,Vu) = p, 
where p is a Radon measure and A : R n x R n ->• R" verifies Leray-Lions type 
conditions. We shall discuss a potential theoretic approach when the measure 
is nonnegative. Existence and uniqueness, and different concepts of solutions 
are discussed for general signed measures. 
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1. Introduction 
Throughout this paper we let 0 be an open set in R " and 1 < p < oo a fixed 

number. We shall consider equations 

— div^4(x, V«) = p, (1.1) 

where p is a Radon measure. We suppose tha t the mapping A: R " x R " —t R " , 

(#,£) >-ï A(x,Ç), is measurable in x and continuous in £ and tha t it verifies the 

structural conditions: 

A(x,0-Ç>mp, \A(x,0\ < A |Cr \ and 
(A(x,Ç)-A(x,0).(Ç-0>0, 

for a.e. x G R " and all £ ^ ( G R " . A prime example of the operators is the 

p-Laplacian 

-Apu = ^div(|V«P_2Vu). 

In Section 2 we discuss how nonlinear potential theory is related to equations 

like (1.1); it corresponds to nonnegative measures. Then in Section 3 we discuss 

the existence and uniqueness for (1.1) with general measures. 
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2. Potential theoretic approach 
A continuous solution u G Wl(^

p(iì) of — div^4(x, V«) = 0 is called A-harmonic 
in Q. An A-superharmonic function in Q is a lower semicontinuous function » : 0 - t 
R U {oo} that is not identically oo in any component of 0 and that obeys the 
following comparison property: for each open D CC 0 and each h G C(D), A-
harmonic in D, the inequality u > h on dD implies u > h in D. 

For k > 0 and s G R, let 

Tk(s) = max ( — fc,min(s,fc)) 

be the truncation operator. Then we have 
2.1. Theorem. [12, 26, 15] If u is A-superharmonic in 0 , then 

Tk(u) G Wfof(0) for allk>0. 

This enables us to show that „4-superharmonic functions have a "gradient": 
Suppose that a function u that is finite a.e. has the property that Tk(u) G W^(iì) 
for all k > 0. Then we define the (weak) gradient of u as 

Vu(x) = DTk(u) if |u(x)| < k. 

Here DTk(u) is the distributional gradient of the Sobolev function Tk(u) G Wl(^
p(iì). 

Then V« is well defined. Observe that if V« is locally integrable, then it is the 
distributional derivative of u. However, it may happen that u or V« fails to be 
locally integrable and so V« is not always distributional derivative, see [15], [8]; 
this is a real issue only for p < 2 — 1/n. 

2.2. Theorem. [26, 12, 15, 10, 1] Suppose that u is A-superharmonic in 0 . 

i) If 1 <p < n, then 

u G weak -L^-1)/(-n-p)(Q) and Vu G weak - L ^ " 1 ) / ^ " 1 ) ^ ) . 

ii) If p = n, then u is locally in BMO and hence u G Ljoc(0) for all q > 0; 
moreover 

V« G weak-Z,,"c(ft). 

iii) If p > n, then 
... r- U 

loc 

and hence u is (Holder) continuous. 

u G WÙ?(0) 

If p > n „4-superharmonic functions are continuous and locally in W1,p, more­
over Radon measures then are in the dual of Sobolev space W1,p. This makes the 
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cases p> n very special and quite simple by the classical results of Leray and Lions. 
Henceforth we shall be concerned mainly with cases 1 < p < n. 

For „4-superharmonic u we have by Theorem 2.2 that | V « p _ 1 is locally inte­
grable. So the distribution 

-divA(x, Vu)((p) := / A(x, V«) • Vipdx, (p£Cg°(il), 
JQ 

is well defined. „4-superharmonic functions give rise to equation (1.1). 
2.3. Theorem. [18] If u is A-superharmonic in 0 , then — div^4(x, V«) is 

represented by a nonnegative Radon measure p. 
As to the existence we have: 
2.4. Theorem. [18, 3] Given a finite nonnegative Radon measure p on 

bounded 0 , there is an A-superharmonic function u in 0 such that 

— div A(x, Vu) = p 

Tk(u) G WQ'P(Ü) for allk>0. , I , P , ^ , „, . n (2-5) 

If 0 is undounded, then there also is an „4-superharmonic solution to (1.1). 
This is rather easily seen if 1 < p < n. The case p > n requires a more careful 
analysis, see [9, 17]. 

In light of Theorem 2.2 we have that a solution u to (2.5) satisfies 

^ ' " ( Q ) for all q < n{p ^ 
n — 1 

u G W 

(for p > 2 — 1/n). One naturally asks if such a solution is unique. Unfortunately 
this is not the case in general (except for p> n). To see this consider the function 

i p~r' 
\ \x\ p-i — 1 if 1 < p < n, 

u(x) = < 
[ — log |x| if p = n. 

In the p-Laplacian cases, u is then a p-superharmonic solution to (2.5) with p=0 in 
the punctured ball 0 = B(0,1) \ {0}, but v = 0 is another solution. This is rather 
artificial example but there are more severe ones. The question of uniqueness is a 
real issue to which we shall return in Section 3 below. 

Regular i ty and e s t i m a t e s 

In the classical potential theory the uniqueness can be solved by the aid of 
the Riesz decomposition theorem which states that superharmonic functions are 
sums of a potential and a harmonic function. No such decomposition is available 
in the nonlinear world. However, this lack can be compensated for to an extent by-
estimating in terms of the Wolff potential of the measure p, 

i 

ì / , ß(B(x0,t))\"-1 dt 
W1

fJ;
p(xo,r) - ' i tn-p J t 
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2.6. Theorem. [19] Let u be a nonnegative A-superharmonic function in 
B(XQ,3r) with p= —divA(x,Vu). Then 

CiW1,p(xo, r) < U(XQ) < c2W}l'
p(xo, 2r) + c% inf u , 

B(x0,r) 

where Cj = Cj(n,p, X, A) > 0. 
Theorem 2.6 was discovered by the author with Maly [18, 19] and later gener­

alized for equations depending also on u by Maly and Ziemer [30]. Mikkonen [32] 
worked out the argument for weighted operators, this was later written up in a met­
ric space setup in [2]. Recently a totally different proof that works for quasilinear 
subelliptic operators was found by Trudinger and Wang [39]. Labutin [22] gave a 
generalization for fc-Hessian operators. 

As the first major application of the potential estimate in 2.6 the author and 
Maly established the necessity of the Wiener test for the regularity for the Dirichlet 
problem: We say that XQ G 9 0 is an A-regular boundary point of bounded 0 if 

lim u(x) = ifi(xo) 
X^rXo 

whenever ip G C°°(R") and u is „4-harmonic in Q with u — ip G W0'
p(iì). Then it 

turns out that regularity is independent of the particular operator and it depends 
only on its type p. More precisely, define the p-capacity of the set E as 

cap (£7) := inf [ \v\p + \Vv\p dx, 

where the infimum is taken over all v G W 1 , p (R n ) such that v > 1 on an open 
neighborhood of E. Then 

2.7. Theorem. [31, 19] A boundary point XQ G 90 is regular if and only if 

1 Ua,pp(CnnB(xo,t))\ ~% dt_ 

y tn-p J t ~ °° ' 

Maz'ya [31] introduced the Wiener type test in 2.7 and proved its sufficiency. 
Gariepy and Ziemer [11] generalized the result by a different argument. Lindqvist 
and Martio [27] proved the necessity for p > n — 1; the general case was treated in 
[19]. For generalizations see [30, 32, 39, 22]. 

Theorem 2.6 can also be used to characterize singular solutions and (Holder) 
continuity of „4-superharmonic functions (see [17, 19, 21]). Recall that „4-harmonic 
functions are locally Holder continuous: there is a constant yt G (0,1] depending 
only on the structure such that 

r 
osc(u,B(x,rj) < c(—)* osc(u,B(x, Rj) (2.8) 

H 
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whenever u is „4-harmonic in B(x,R), r < R [37, 15]. For the p-Laplacian x = 1. 
We have 

2.9. Theorem. [21] Suppose that u G Wl(^
p(iì) is A-superharmonic with 

p = — div^4(x, V«). If u is a-Hölder continuous, then 

ß(B(x,r)) < crn~p+a(p~1) whenever B(x,2r) c 0. 

The converse holds if a < x. 
The case a = x is quite different and it is not yet well understood. 
Rakotoson and Ziemer [36] proved that the condition of Theorem 2.9 for the 

measure gives the Holder continuity of the solution with some exponent. Lieber-
man [25] showed that for smooth operators like the p-Laplacian the condition 
p(B(x,r)) < crn^1+e for some e > 0 implies that the solution is in C1^. 

Theorem 2.9 can be employed to establish the following removability result 
which is due to Carleson [5] in the Laplacian case. 

2.10. Theorem. [21] Suppose that u G C°'a(iì) is A-harmonic in 0 \ E. If 
E is of n — p+ a(p — 1) Hausdorff measure zero, then u is A-harmonic in 0 . 

/ / E is of positive n — p + a(p — 1) Hausdorff measure and a < x, then there 
is u G C°'a(iì) that is A-harmonic in Sì \ E but not in the whole 0 . 

3. General Radon measures 
In this section we let ß be any signed Radon measure and consider equation 

(1.1). More specifically, we shall discuss the problem 

— div^4(x, V«) = ß , 
(3.1) 

u = 0 on 9 0 

where 0 is a bounded domain in R". Here the equation is understood in the 
distributional sense, i.e. 

A(x, Vu) • Vipdx = / tpdß, tp£C£°(Q), 
Q JQ 

where we, of course, assume that x >-¥ A(x, Vu) is locally integrable. The boundary-
values « = 0 are assumed in a weak Sobolev space sense. The existence of the 
solution to this problem is known: 

3.2. Theorem. [3, 8, 9, 10] For each Radon measure ß of finite total varia­
tion, there is a solution u to (3.1) such that 

i) the truncations 

Tk(u) G W'o'p(0) for allk>0, 

Ü) 

u G weak -LnCp-D/Cn-p) (0) if 1 < p < n and « G BMO if p = n, 

iii) 
V« G weak^L"( p - 1 ) / (" - 1 ) (0) . 
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We next discuss the uniqueness of such a solution. There are examples of 
mappings A for which there is a solution u of equation A(x, Vu) = 0 such that 
u satisfies ii) and iii) of Theorem 3.2, but fails to be „4-harmonic, see [33, 38, 16, 
29]. See also the nonuniqueness example in an irregular domain after Theorem 2.4 
above. 

There are various approaches trying to treat the uniqueness problem by at­
taching additional attributes to the solution. To formulate these we need to recall 
a decomposition of measures. The p-capacity, defined in Section 2, is an outer mea­
sure. Hence the usual proof of the Lebesgue decomposition theorem gives us that 
any Radon measure ß can be decomposed as 

ß = ßo + ßs , 

where ßo and ßs are Radon measures such that ßo is absolutely continuous with 
respect to the p-capacity (i.e., ßo(E) = 0 whenever capp(£') = 0) and ßs is singular 
with respect to the p-capacity (i.e., there is a Borei set B such that c&pp(B) = 0 
and ßs(E\B) = 0 for all E). 

Let « be a solution to (3.1) described in Theorem 3.2. We say that 

- « is an entropy solution of (3.1) if u is Borei measurable and 

A(x, Vu) • VTk(u -(p)dx < / Tk(u- ip) dß 
n Jü 

for all ip G C0°°(O) and jfc > 0. 

- « is a renormalized solution of (3.1) if for all h G W1,0O(R) such that h' has 
compact support we have 

A(x, Vu) • Vuh'(u)ipdx + / A(x, Vu) • h(u)Vipdx 
fi Jfi 

h(u)ipdßo + h(oo) / (pdß^ —h(—oo) / fdß,pp 
fi Jçi Jfi 

whenever ip G W1,r(iì) n L°°(0) with r > n is such that h(u)tp G W0
lj)(O); 

here 
h(oo) = lim h(t), h(—oo) = lim h(t), 

and ßf and ßj are the positive and negative parts of the singular measure 

Ms-
Observe that we assume here that u satisfies equation (3.1) in the distributional 

sense. The entropy condition in this context was first used in [1]; the renormalized 
solution was introduced by Lions and Murat [28] and in the refined form in [7, 
8]. The artificial function we had as a counterexample for the uniqueness (after 
Theorem 2.4) is not entropy nor renormalized solution. Existence is known; most 
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existence proofs follow a similar idea to that in [3]. The uniqueness can be estab­
lished for certain measures since one can use truncated solutions as test functions. 

3.3. Theorem. [4, 20, 8, 40] Suppose that ß is a finite Radon measure. Then 
there is a renormalized and an entropy solution of (3.1). Moreover such a solution 
is unique if ß is absolutely continuous with respect to the p-capacity. 

The uniqueness with ß G L1 was proved in [1] and [28] see also [33], [34]. For 
measures absolutely continuous wrt p-capacity, the uniqueness is established e.g. in 
[4, 20, 8, 40]. 

A renormalized solution is always an entropy solution, whence the concepts 
coincide at least if ß is absolutely continuous wrt p-capacity; see [8, 6]. 

In case of a general measure the uniqueness of renormalized solution appears 
to be an open problem. There are some partial results: Assume that the following 
strong monotoneity assumption holds. For all 0 ^ £, n G R" 

( m^i]\p i f p > 2 , 
(A(x,0^A(x,V))-(^V)>\ | g - q | 2 (3.4) 

I (ICI + h|)2 p 

Assume also the Holder continuity: 

, ,, ^ A, M ^ f rr(b(x) + m + \r]\)P~2\Ç-n\2 i f p > 2 , , . 

{ liÇ-W i f p < 2, 

where 6 G IP is nonnegative. For instance, the p-Laplacian satisfies these assump­
tions. Then we have: 

3.6. Theorem. [7, 8, 14] Suppose the additional assumptions (3.4) and (3.5) 
hold. If u and v are two renormalized solutions of (3.1) with measure ß such that 
either Vu — Vv G Lp(iì) or u — v is bounded from one side, then u = v. 

Rakotoson [35] proved that a continuous renormalized solution is unique in 
smooth domains; continuity requires the measure be rather special. 

Borderline case p = n 

We close this paper by considering the special case when p = n. Then the 
uniqueness can be reached: 

3.7. Theorem. [41, 13, 10] Suppose that A verifies additional assumption 
(3.4) with p = n and that O is bounded and regular. For each Radon measure ß of 
finite total variation, there is a unique solution u to (3.1) such that 

i) the truncations 

Tk(u) G W'o'"(0) for allk>0, 

ii) u is in BMO, and 
V«G weak -£,"(£!). 
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The regularity of 0 refers to the fact that the complement of 0 needs to be 
thick enough to exclude counterexamples we had in Section 2. Zhong [41] formulated 
a weak condition for this by requiring that the complement of 0 is uniformly p-
thick, i.e., capp(CO n B(x,rj) as rn^p for all small r > 0; see [23, 15, 32] for more 
information about uniform thickness. 

In fact stronger uniqueness properties than in Theorem 3.7 hold: by using a 
Hodge decomposition argument Greco, Iwaniec, and Sbordone [13] proved that for 
p-Laplacian the solution is unique in the grand Sobolev space W1,n^(ii), i.e. 

«G f]W0'
9(fl) and supe / \Vu\n^6 dx < oo . 

q<n e>0 Jfi 

The regularity V« G weak^L"(0) in Theorem 3.7 (proved in [10]) is better 
than« G W1'")^). 

By using a maximal function argument similar to that introduced by Lewis 
[24], Zhong [41] proved a stronger uniqueness result: the solution is unique in 

« G n < • ' ( " ) • 

Even stronger result appeared in [10]: there is a e > 0 depending on the structural 
assumptions and on 0 such that any solution in W0'

n^6(ii) is actually the unique 
solution declared in Theorem 3.7. A similar result follows from the estimates in 
[13]. 
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On Some Conformally Invariant Fully 
Nonlinear Equations 

YanYan Li* 

Abstract 

We will report some results concerning the Yaniabe problem and the Niren­
berg problem. Related topics will also be discussed. Such studies have led 
to new results on some conformally invariant fully nonlinear equations arising 
from geometry. We will also present these results which include some Liou-
ville type theorems, Harnack type inequalities, existence and compactness of 
solutions to some nonlinear version of the Yamabe problem. 

2000 Mathematics Subject Classification: 35, 58. 
Keywords and Phrases: Conformally invariant, Fully nonlinear, Yamabe 
problem, Liouville type theorem. 

In this talk, we present some recent joint work with Aobing Li [15] on some 
conformally invariant fully nonlinear equations. 

For n > 3, consider 

T Î — 2 n-4-2 

^Au=—— u ^ 3 , on Rn. (1) 

The celebrated Liouville type theorem of Caffarelli, Gidas and Spruck ([3]) 
asserts tha t positive C2 solutions of (1) are of the form 

u(x) = (2n) 4 

1 + a2\x — xi 

where a > 0 and x G Rn. Under an additional decay hypothesis u(x) = 0 ( | a : | 2 - " ) , 
the result was proved by Oba ta ([20]) and Gidas, Ni and Nirenberg ([8]). 

Let ip be a Möbius transformation. 

_ n + 2 

u „"~2 Auv I = (u^~^Au) oip, on Rn 
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where uv := \Jv\~^r (uoip) and Jv denotes the Jacobian of ip. In particular, if« is 
a positive solution of (1), so is uv. 

We call a fully nonlinear operator H(x,u,Vu,V2u) conformally invariant on 
Rn if for any Möbius transformation ip and any positive function u G C2(Rn) 

H(-, uv, Vuv, V2uv) = H(-,u, Vu, V2u) o ip. (2) 

We showed in [15] that H(x,u, Vu, V2u) is conformally invariant if and only if 

H(x,u,Vu,V2u) = F(AU), 

where 

2 n + 2 2n 2n 2 2n 

Au := -ur^^V2u+ -. — : t t " ^ V t t ® V« - 7 —Tur^^ iVu f l , (3) 
n — 2 (n — 2)1 (n — 2)1 

and F is invariant under orthogonal conjugations. 
Let U be an open subset of n x n symmetric matrices which is invariant under 

orthogonal conjugations (i.e. 0^1UO = U for all orthogonal matrices O) and has 
the property that U fl {M + tN | 0 < t < 00} is convex for any n x n symmetric 
matrix M and any n x n positive definite symmetric matrix N. 

Let F G C1 (U) be invariant under orthogonal conjugation and be elliptic, i.e. 

(Fij(M))>0, VMeU, 

where Fij(M) := ^(M). 
The following theorem extends the result of Obata and Gidas, Ni and Niren­

berg to all conformally invariant operators of elliptic type. 

Theorem 1 ([15]) For n > 3, let U and F be as above, and let u G C2(Rn) be a 
positive solution of 

F(AU) = 1, on Rn. 

Assume that u is regular at infinity, i.e., |a;|2_"«(a;/|a;|2) can be extended to a pos­
itive C2 function near the origin. Then for some x G Rn and for some positive 
constants a and b, 

u(x) = 1?1 —^ , V a; G fi". 
1 1 + bl\x — x\l ' 

Remark 1 In fact, as established in [15], the conclusion of the above theorem still 
holds when replacing the assumption u G C2(Rn) by a weaker assumption that 
u G C2(Rn \ {0}), u can be extended to a positive continuous function near the 
origin, and lima._s-o(M|Vu(a:)|) = 0. 

Theorem 1 indicates that behavior of solutions to conformally invariant equa­
tions is very rigid. Thus we expect some good theories for conformally invariant 
uniformly elliptic fully nonlinear equations. Let F be C°° functions defined o n n x n 
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real symmetric matrices, and let F be invariant under orthogonal conjugations. We 
assume that for some constants 0 < A < A < oo, 

XI < (Fij(Mj) < AI, for all n x n real symmetric matrices. 

We raise the following 

Question 1 Let F be as above, and let Bi be a unit ball in Rn and a > 0 be some 
constant. Are there some positive constants a and C, depending only on F, a and 
n such that for any positive C°° solution u of 

F (Au) = 0, in Bi 

satisfying 
„ „ ! 

m m « > a , IMIc2(Bi) < - , 
B1 a 

we have 

IMIc2.-(Bi) < c ? 

Other interesting questions include to understand behavior near an isolated 
singularities of a solution in a punctured disc of this subclass of uniformly elliptic 
equations and to establish some removable singularity results. 

Let (M,g) be an n-dimensional smooth Riemannian manifold without bound­
ary, consider the Schouten tensor 

Aa = ( Rica ;—-—-q 
9 n - 2 \ 9 2(n^iy 

where Ricg and Rg denote respectively the Ricci tensor and the scalar curvature 
associated with g. 

For 1 < k < n, let 

ak(X) = 2_^ ^h " ' ^tk, À = (Ài, • • • ,À„) G fi", 
l < i i <---<ife<n 

denote the fc^th symmetric function, and let Tk denote the connected component 
of {À G Rn | ak(X) > 0} containing the positive cone {À G Rn | Ài, • • •, An > 0}. 

It is known (see, e.g., [2]) that Tk is a convex cone with its vertex at the origin, 

F „ c - - - c F 2 c F i , 

dak 

and 

_ > 0 in Tk, 1 < i < n, 
dXi 

a J; is concave in IV 
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Fully nonlinear elliptic equations involving ak(D
2u) have been investigated 

in the classical and pioneering paper of Caffarelli, Gidas and Nirenberg [2]. For 
extensive studies and outstanding results on such equations, see, e.g., Guan and 
Spruck [10], Trudinger [25], Trudinger and Wang [26], and the references therein. 
On Riemannian manifolds of nonnegative curvature, Li studied in [17] equations 

al (X(V2
gu + g))=iP(x,u), (4) 

where A(V2« + g) denotes eigenvalues of V2« + g with respect to g. On general 
Riemannian manifolds, Viaclovsky introduced and systematically studied in [28] 
and [27] equations 

al(X(Ag)) = iP(x,u), (5) 

where X(Ag) denotes the eigenvalues of Ag with respect to g. On 4^dimensional 
general Riemannian manifolds, remarkable results on (5) for k = 2 were obtained 
by Chang, Gursky and Yang in [4] and [5], which include Liouville type theorems, 
existence and compactness of solutions, as well as applications to topology. On the 
other hand, works on the Yamabe equation by Caffarelli, Gidas and Spruck ([3]), 
Schoen ([22] and [23]), Li and Zhu ([19]), and Li and Zhang ([18]), have played an 
important role in our approach to the study of (5) as developed in [15]. 

Consider 
ak (X(Ag)) = 1, (6) 

together with 
X(Ag) G rfc. (7) 

4 

Let gi = w-2go be a conformai change of metrics, then (see, e.g., [28]), 

Agi = ^ ^ ^ " ' 1 V g 0 " + ( n ^ 2 ) 2 " ' 2 V g o M ; g ! V g o " ^ ( n ^ 2 ) 2 " ' 2 l V g o " l g o g o + '4 g 0 ' 

4 

Let g = un-2gfiat, where gfiat denotes the Euclidean metric on Rn. Then by 
the above transformation formula, 

Ag = u^^A^dxzdxj, 

where Au is given by (3). 

Equations (6) and (7) take the form 

ak(X(Au)) = l, on Rn, (8) 

and 
X(AU) G Tk, on Rn. (9) 

Our next result extends the Liouville type theorem of Caffarelli, Gidas and 
Spruck to all ak, 1 < k < n. For k = 1, equation (8) is (1). 
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Theorem 2 ([15]) For n > 3 and 1 < k <n, let u G C2(Rn) be a positive solution 
of (8) satisfying (9). Then for some a > 0 and x G Rn, 

u(x) = c(n, k) T. -^ , V x G Rn, (10) 
\ 1 + al\x - x\l J 

where c(n,k) = 2(n-2yi(l)(n-2)/ik. 

The case k = 2 and n = 4 was obtained by Chang, Gursky and Yang ([5]). 
More recently, they ([6]) have independently established the result for k = 2 and 
n = 5, and they also established the result for k = 2 and n > 6 under an additional 
hypothesis JR„ U"^2 < oo. Under an additional hypothesis that ^ „ ^ « ( - m ) can 
be extended to a C2 positive function near x = 0, the case 2 < k < n was obtained 
by Viaclovsky ([28], [29]). As mentioned above, the case k = 1 was obtained by 
Cafiarelli, Gidas and Spruck, while under an additional hypothesis that ^ „ ^ « ( - m ) 
is bounded near x = 0, the case k = 1 was obtained by Obata, and by Gidas, Ni 
and Nirenberg, 

The methods of Chang, Gursky and Yang in [5] and [6] include an ingenious 
way of using the Obata technique which, as they pointed out, allows the possibility 
to be generalized to establish the uniqueness of solutions on general Einstein man­
ifolds. Our proof of Theorem 2 is very different from that of [5] and [6]. A crucial 
ingredient in our proof is the following Harnack type inequality. 

Theorem 3 ([15]) For n > 3, 1 < k < n, and R > 0, let B3R c Rn be a ball of 
radius 3R and let u G C2(B3R) be a positive solution of 

ak(A
u) = l, inBm, (11) 

satisfying 
X(AU) G r f c , in B3R. (12) 

Then 
(maxM)(minM) < C(n)R2~n. (13) 

BR B-2R 

The above Harnack type inequality for k = 1 was obtained by Schoen ([23]) 
based on the Liouville type theorem of Caffarelli, Gidas and Spruck. An important 
step toward our proof of Theorem 3 was taken in an earlier work of Li and Zhang 
([18]), where they gave a different proof of Schoen's Harnack type inequality without 
using the Liouville type theorem. 

Our next result concerns existence and compactness of solutions. 

Theorem 4 ([15]) For n > 3 and 1 < k < n, let (M,g) be an n—dimensional 
smooth compact locally conformally flat Riemannian manifold without boundary sat­
isfying 

X(Ag)eTk, onM. 
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Then there exists some smooth positive function u on M such that g = w-2g 
satisfies 

X(Ag)€Tk, ak(X(Ag)) = l, onM. (14) 

Moreover, if(M,g) is not conformally diffeomorphic to the standard n—sphere, all 
solutions of the above satisfy, for all m>0, that 

\\u\\cm(M,g) + ll«_ \\cm(M,g) < C, 

where C depends only on (M, g) and m. 

For k = 1, it is the Yamabe problem for locally conformally flat manifolds with 
positive Yamabe invariants, and the result is due to Schoen ([21]-[22]). The Yamabe 
problem was solved through the work of Yamabe [30], Trudinger [24], Aubin [1], 
and Schoen [21]. For k = 2 and n = 4, the result was proved without the locally 
conformally flatness hypothesis by Chang, Gursky and Yang [5]. For k = n, the 
existence result was established by Viaclovsky [27] for a class of manifolds which 
are not necessarily locally conformally flat. For k ^ f, the result is independently-
obtained by Guan and Wang in [12] using a heat flow method. More recently, Guan, 
Viaclovsky and Wang [9] have proved that X(Ag) G Tk for k > f implies the posi-
tivity of the Ricci tensor, and therefore, by classical results, (M,g) is conformally 
covered by Sn and the existence and compactness results in this case follow easily. 

Our proof of Theorem 1, different from the ones in [20], [8], [3], [28] and [29], 
is in the spirit of the new proof of the Liouville type theorem of Caffarelli, Gidas 
and Spruck given by Li and Zhu in [19]. We also make use of the substantial 
simplifications of Li and Zhang in [18] to the proof in [19]. The proof is along the 
line of the pioneering work of Gidas, Ni and Nirenberg [8], which in particular does 
not need the kind of divergence structure needed for the method of Obata [20] and 
therefore can be applied in much more generality. 

In our proofs blow up arguments are used, which require local derivative es­
timates of solutions. For ai (the Yamabe equation), such estimates follow from 
standard elliptic theories. Guan and Wang [11] established local gradient and sec­
ond derivative estimates for ak, k > 2. Global gradient and second derivative 
estimates for ak were obtained by Viaclovsky [27]. For the related equation (4) 
on manifolds of nonnegative curvature, global gradient and second derivative esti-

mates were obtained by Li in [17]. By the concavity of aj;, C2'a estimates hold 
due to the classical work of Evans [7] and Krylov [14]. For the proof of the exis­
tence part of Theorem 4, we introduce a homotopy ak(tX + (1 — t)ai(Xj), defined 
on (Tk)t = {X € Rn \ tX + (1 — t)ai(X) G F/.}, which establishes a natural link 
between (14) and the Yamabe problem. We extend the local estimates in [11] for 
ak to ak(tX + (1 — t)ai(Xj), with estimates uniform in 0 < t < 1. The compactness 
results as stated in Theorem 4 were established in [15] along the homotopy. The 
compactness results for the Yamabe problem was established by Schoen [22]. We 
gave a different proof which does not rely on the Liouville type theorem, which al­
lows us to establish existence results for more general / than ak for which Liouville 
type theorems are not available. The existence results follow from the compactness 
results with the help of the degree theory for second order fully nonlinear elliptic 
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operators ([16]) as well as the degree counting formula for the Yamabe problem 
([22]). 

The first step in our proof of the Liouville type Theorem 2 is to establish 
the Harnack type inequality (Theorem 3), from which we obtain sharp asymptotic 
behavior at infinity of an entire solution. Then we establish Theorem 2 by distin­
guishing into two cases. In the case k > f, Theorem 2 is proved by using the sharp 
asymptotic behavior of an entire solution and Theorem 1-Remark 1, together with 
a result of Trudinger and Wang ([26]). In the case 1 < k < f, Theorem 2 is proved 
by the sharp asymptotic behavior of an entire solution together with the Obata type 
integral formula of Viaclovsky ([28]). For the second case, divergence structure of 
the equation is used. 

Theorem 2, Theorem 3 and Theorem 4 are established for more general nonlin­
ear / than ak in [15], including those for which no divergence structure is available. 
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Shock Waves 

Tai-Ping Liu* 

Abstract 

Shock wave theory was first studied for gas dynamics, for which shocks 
appear as compression waves. A shock wave is characterized as a sharp tran­
sition, even discontinuity in the flow. In fact, shocks appear in many different 
physical situation and represent strong nonlinearity of the physical processes. 
Important progresses have been made on shock wave theory in recent years. 
We will survey the topics for which much more remain to be made. These 
include the effects of reactions, dissipations and relaxation, shock waves for in­
teracting particles and Boltzmann equation, and multi-dimensional gas flows. 

2000 Mathematics Subject Classification: 35. 

1. Introduction 
The most basic equations for shock wave theory are the systems of hyperbolic 

conservation laws 

ut + Vx • f(u) = 0, 

where x G Rm is the space variables and u G Rn is the basic dependence variables. 
Such a system represents basic physical model for which u = u(x,t) is the density 
of conserved physical quantities and the flux / ( « ) is assumed to be a function of u. 
More complete system of partial differential equations takes the form 

ut + Vx • / ( « ) = Vx • (B(u,e)Vxu) + g(u,x,t), 

with B(u,e) the viscosity matr ix and e the viscosity parameters , and g(u,x,i) 
the sources. Other evolutionary equations which carry shock waves include the 
interacting particles system, Boltzmann equation, and discrete systems. Discrete 
systems can appear as difference approximations to hyperbolic conservation laws. 
In all these systems, shock waves yield rich phenomena and also present serious 
mathematical difficulties due to their strong nonlinear character. 
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2. Hyperbolic conservation laws 

Much has been done for hyperbolic conservation laws in one space dimension 

ut + f(u)x = 0, x G R1, 

see [16], [4], [11], and the article by Bressan in this volume. Because the solutions 
in general contain discontinuous shock waves, the system provides impetus for the 
introduction of new ideas, such as the Glimm functional, and is a good testing 
ground for new techniques, such as the theory of compensated compactness, in 
nonlinear analysis. 

3. Viscous conservation laws 
Physical models of the form of viscous conservation laws are not uniformly-

parabolic, but hyperbolic-parabolic. Basic study of the dissipation of solutions for 
such a system has been done using the energy method, see [6]. Study of nonlinear 
waves for these systems has been initiated, [9], [14], however, much more remains to 
be done. The difficulty lies in the nonlinear couplings due to both the nonlinearity 
of the flux / («) , which is the topic of consideration for hyperbolic conservation 
laws, as well as that of the viscosity matrix B(u,e). For instance, the study of zero 
dissipation limit e —¥ 0, see Bressan's article, has been done only for the artificial 
viscosity matrix B(u,e) = el. 

4. Conservation laws with sources 
Sources added to conservation laws may represents geometric effects, chemical 

reactions, or relaxation effects. Thus there should be no unified theory for it. When 
the source represents the geometric effects, such the multi-dimensional spherical 
waves , hyperbolic conservation laws takes the form 

-. m 

ut + f(u)r = h(u), r2 = ^2(xi)2. 
i=l 

There has stablizing and destablizing effects, such as in the nozzle flows, [8]. The 
chemical effects occur in the combustions. There is complicated, still mostly not 
understood, phenomena on the rich behaviour of combustions. One interesting 
problem is the transition from the detonations to deflagrations, where the com­
bined effects of dissipation, compression and chemical energy gives rise to new wave 
behaviour. Viscous effects are important on the qualitative behaviour of nonlinear 
waves when the hyperbolic system is not strictly hyperbolic, see [10]. Relaxation, 
such as for the kinetic models and thermal non-equilibrium in general, is interesting 
because of the rich coupling of dissipation, dispersion and hyperbolicity, [2]. 

5. Discrete conservation laws 
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Conservative finite differences to the hyperbolic conservation laws, in one space 
dimension, take the form: 

u^(x) - un(x) = ^-x(F[un](x + ^ ) - F[un](x - ^)). 

It has been shown for a class of two conservation laws and dissipative schemes, such 
as Lax-Friedrichs and Godunov scheme that the numerical solutions converge to the 
exact solutions of the conservation laws, [5]. On the other hand, qualitative studies 
on the nonlinear waves for difference schemes indicate rich behaviour. In particular, 
the shock waves depend sensitively on the its C-F-L speeds, [15], [12]. 

6. Multi-dimensional gas flows 
Shock wave theory originated from the study of the Euler equations in gas 

dynamics. The classical book [3] is still important and mostly updated on multi­
dimensional gas flows. Because of its great difficulty, the study of multi-dimensional 
shocks concentrate on flows with certain self-similarity property. One such problem 
is the Riemann problem, with initial value consisting of finite many constant states. 
In that case, the solutions are function of x/t, not general function of (x, t), see 
[7]. See also [18] for other self-similar solutions. However, unlike single space case, 
multi-dimensional Riemann solutions do not represent general scattering data, and 
are quite difficult to study. It is more feasible to consider flows with shocks and 
solid boundary, e.g. [1] [8]. 

7. Boltzmann equation 
The Boltzmann equation 

ft + tVxf = Q(f,f) 

contains much more information than the gas dynamics equations. Nevertheless, 
the shock waves for all these equations have the same Rankine-Hugoniot relation at 
the far states. The difference is on the transition layer. There is beginning an effort 
to make use of the techniques for the conservation laws to study the Boltzmann 
shocks, [13]. This is a line of research quite different from the intensive current 
efforts on the incompressible limits of the Boltzmann equation. 

8. Interacting particle systems 
Interacting particle systems is even closer to the first physical principles than 

the Boltzmann equation. There is the long-standing problem, the Zermelo paradox, 
in passing from the reversible particle systems to the irreversible systems such as the 
Boltzmann equation, and the Euler equations with shocks. This is fine for particle 
system with random noises. However, except for scalar models, so far the derivation 
of Euler equations from the particle systems has been done only for solutions with 
no shocks, [17]. 
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The Wiener Test for Higher Order 
Elliptic Equations 

Vladimir Maz'ya* 

1. In t roduct ion . Wiener's criterion for the regularity of a boundary point 
with respect to the Dirichlet problem for the Laplace equation [W] has been ex­
tended to various classes of elliptic and parabolic partial differential equations. 
They include linear divergence and nondivergence equations with discontinuous 
coefficients, equations with degenerate quadratic form, quasilinear and fully nonlin­
ear equations, as well as equations on Riemannian manifolds, graphs, groups, and 
metric spaces (see [LSW], [FJK], [DMM], [LM], [KM], [MZ], [AH], [Lab], [TW] to 
mention only a few). A common feature of these equations is that all of them are 
of second order, and Wiener type characterizations for higher order equations have 
been unknown so far. Indeed, the increase of the order results in the loss of the 
maximum principle, Harnack's inequality, barrier techniques, and level truncation 
arguments, which are ingredients in different proofs related to the Wiener test for 
the second order equations. 

In the present work we extend Wiener's result to elliptic differential operators 
L(d) of order 2m in the Euclidean space R n with constant real coefficients 

L(d) = M r E a*ßda+ß-
|a| = |/3| = m 

We assume without loss of generality that aaß = aßa and (^1)TOL(£) > 0 for all 
nonzero £ G R n . In fact, the results can be extended to equations with variable (for 
example, Holder continuous) coefficients in divergence form but we leave aside this 
generalization to make exposition more lucid. 

We use the notation d for the gradient (dXl,... ,dXn), where dXk is the partial 
derivative with respect to xk. By Q we denote an open set in R n and by Bp(y) the 
ball {x G R n : |x — y| < p}, where y G R". We write Bp instead of Bp(0). 

Consider the Dirichlet problem 

L(9)u = f, /GC0°°(Q), u€Hm(0), (1) 

where we use the standard notation C Q ° ( 0 ) for the space of infinitely differentiable 
functions in R n with compact support in Q as well as Hm(Q) for the completion of 
Co°(n) in the energy norm. 
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We call the point O G 9 0 regular with respect to L(d) if for any / G C^°(0) 
the solution of (1) satisfies 

lim u(x) = 0. (2) 
Qax^o 

For n = 2,3,..., 2m — 1 the regularity is a consequence of the Sobolev imbed­
ding theorem. Therefore, we suppose that n > 2m. In the case m = 1 the above 
definition of regularity is equivalent to that given by Wiener. 

The following result coincides with Wiener's criterion in the case n = 2 and 
m = 1. 

Theorem 1 Let 2m = n. Then O is regular with respect to L(d) if and only if 

i 
C2m(Bp\tt)p-ldp = cx>. (3) 

o 
Here and elsewhere C2m is the potential-theoretic Bessel capacity of order 2m 

(see [AHed]). If n = 2m and O belongs to a continuum contained in the complement 
of 0, condition (3) holds. 

The case n > 2m is more delicate because no result of Wiener's type is valid 
for all operators L(d) (see [MN]). To be more precise, even the vertex of a cone can 
be irregular with respect to L(d) if the fundamental solution of L(d): 

F(x) = F(x/\x\)\x\2m-n, x G R " \ 0 , (4) 

changes sign. Examples of operators L(d) with this property were given in [MN] and 
[D]. For instance, according to [MN] the vertex of a sufficiently thin 8-dimensional 
cone K is irregular with respect to the operator 

L(d)u := lodali + A2«, u G F2(R8 \JQ. 

In the sequel, Wiener's type characterization of regularity for n > 2m is given 
for a subclass of the operators L(d) called positive with the weight F. This means 
that for all real-valued u G C Q ° ( R " \ 0 ) , 

/ L(d)u(x) • u(x)F(x) dx>c^2 IV* 
Jw k=1 Jw 

ku(x)\2\x\2k^ndx, (5) 

where Vk is the gradient of order k, i.e. Vk = {da} with \a\ = k. 
The positivity of the left-hand side in (5) is equivalent to the inequality 

Lfl+L^m)f(mdn > 0 
R» JR» M? - fl) 

for all non-zero / G C Q ° ( R " ) . 

Theorem 2 Let n > 2m and let L(d) be positive with weight F. Then O is regular 
with respect to L(d) if and only if 

C2m(Bp\Ü)p2m-n-1dp= oo. (6) 
o 
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Note that in direct analogy with the case of the Laplacian we could say, in 
Theorems 1 and 2, that O is irregular with respect to L(d) if and only if the set 
R " \ 0 is 2m-thin in the sense of linear potential theory [L], [AHed]. 

Let, for example, the exterior of 0 contain the region 

1 /9 

{ x : 0 < x n < l , (x\ + ... + x2
n_1) ~<f(xn)}, 

where / is an increasing function such that /(0) = / '(0) = 0. Then the point O 
satisfies (6) if and only if 

/ | log / (T) | _ 1 T _ 1 dr = oo for n = 2m + 1 
Jo 

and 
el 

f(T)T2m-ndr = 00 for n > 2m + 2. 

Since, obviously, the operator L(d) of the second order is positive with the 
weight F, Wiener's result for n > 2 is contained in Theorem 2. 

We note that the pointwise positivity of F follows from (5), but the converse 
is not true. In particular, the m-harmonic operator with 2m < n satisfies (5) if and 
only if n = 5,6,7 for m = 2 and n = 2m + 1, 2m + 2 for m > 2 (see [M2], where the 
proof of sufficiency of (6) is given for (^A)TO with m and n as above, and also [E] 
dealing with the sufficiency for noninteger powers of the Laplacian in the intervals 
(0,1) and [ n / 2 - l , n / 2 ) ) . 

We state some auxiliary assertions of independent interest which concern the 
so called L-capacitary potential UK of the compact set K c R", n > 2m, i.e. the 
solution of the variational problem 

inf { / L(d)u -udx : « G CQ° (R n) , « = 1 in vicinity of K}. 
J R » 

These assertions are used in the proof of necessity in Theorem 2. 
By the m-harmonic capacity capm(K) of a compact set K we mean 

inf{ Y, nLllÖQulli2(R») : u G C 'o00(0)) « = 1 in vicinity of K\. (7) 
\a\=m 

Lemma 1 Let 0 = R n , 2m < n. For all y G Rn\K 

UK(y) = 2-1UK(y)2 

f Y, 12 d^UK(x)-dvUK(x)-VliV(d)F(x^y)dx, 
" ™ > i > l \p\=\v\=j 

(8) 

where Vpi,(() are homogeneous polynomials of degree 2(m — j), Vpv = Vvp and 
'PaßiO = aaß for \a\ = \ß\ = m. 
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Corollary 1 Let 0 = R" and 2m < n. For ail y G Hn\K there holds the estimate 

\VjUK(y)\ < c, dist(y, K)2m-n-j ca,pmK, (9) 

where j = 0,1,2,... and Cj does not depend on K and y. 

By M we denote the Hardy-Littlewood maximal operator. 

Corollary 2 Let 2m < n and let 0 < 9 < 1. Also let K be a compact subset of 
Bp\B0p. Then the L-capacitary potential UK satisfies 

MViUK(0) < ce p2m-l-n c&pmK, (10) 

where I = 0,1,..., m and c$ does not depend on K and p. 

Let L(d) be positive with the weight F. Then identity (8) implies that the L-
capacitary potential of a compact set K with positive m-harmonic capacity satisfies 

0 < UK(x) < 2 on Rn\Ä". (11) 

In general, the bound 2 in (11) cannot be replaced by 1. 

Proposition 1 If L = A2m, then there exists a compact set K such that 

(UK ^ 1 ) | R „ W 

changes sign in any neighbourhood of a point of K. 

We give a lower pointwise estimate for UK stated in terms of capacity (compare 
with the upper estimate (9)). 

Proposition 2 Let n > 2m and let L(d) be positive with the weight F. If K is a 
compact subset of Bj and y G Hn\K, then 

UK(y)>c(\y\ + d)2m-nc<ipmK. 

Sufficiency in Theorem 2 follows from the next assertion which is of interest 
in itself. 

Lemma 2 Let 2m < n and let L(d) be positive with the weight F. Also let u G 
Hm(Q) satisfy L(d)u = 0 on O n B2R. Then, for all p G (0, R), 

n / M9 ^ -T. T / v ^ \Vku(x)r , 
sup{\u(p)\-:p£ilCiBp}+ 2_^ k dx 

JnnBp k=1 \x\ 

^c2 cap r o ( i ? T \0 ) n_2m+1), (12) 
J p T ' 

where ci and c2 are positive constants, and 
MR(u) = R-n / \u(x)\2dx. 

Jnn(B2R\BR) 
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The present work gives answers to some questions posed in [M2]. I present 
several simply formulated unsolved problems. 

1. Is it possible to replace the positivity of L(d) with the weight F(x) by the 
positivity of F(x) in Theorem 21 

A particular case of this problem is the following one. 
2. Does Theorem 2 hold for the operator (—A)m, where 

n>8, m = 2 and n > 2m + 3, m > 2 ? (13) 

The next problem concerns Green's function Gm of the Dirichlet problem for 
(^A)TO in an arbitrary domain 0. 

3. Prove or disprove the estimate 

i^ / x, c(m,n) 
Gm(x,y < , K J9m, 14 

\x - y\n lm 

where c(m,n) is independent o/O and m and n are the same as in (13). 
For n = 5,6,7, m = 2 and n = 2m + 1, 2m + 2, m > 2 estimate (13) was 

proved in [M3]. In the sequel, by u we denote a solution in Hm(Q) of the equation 

(^A)mu = f in 0. (15) 

Clearly, (14) leads to the following estimate of the maximum modulus of u 

IMUoo <c(m,n,mes„0) | | / | |L p( f i ) , 

where p > n/2m. However, the validity of this estimate for the same n and m as 
in (13) is an open problem. Moreover, the following questions arise. 

4- Let m = 2, n > 8, and let 0 be an arbitrary bounded domain. Is u uniformly 
bounded in 0 for any f G C^°(0)? 

5. Let m > 2 and n > 2m + 3. Also, let 9 0 have a conic singularity. Is u 
uniformly bounded in 0 for any f G C^°(0)? 

For m = 2, the affirmative answer to the last question is given in [MP]. 
I formulate two related open problems. 
6. Let m = 2 and n = 2. Is u Lipschitz up to the boundary of an arbitrary 

bounded domain, for any f G C^°(0) ? 
7. Let m = 2 and n > 3. Does u belong to the class C1'1^}) for any f G C^°(0) 

i / 0 is convex? 
According to [KoM], the last is true in the two-dimensional case. 
I conclude with the following variant of the Phragmen-Lindelöf principle (see 

[M3]). 

Proposition 3 Let either n = 5,6,7, m = 2 or n = 2m + 1, 2m + 2, m > 2. 
Further, let nu G Hm(fl) for all n G C°°(R"), n = 0 near O. If 

Amu = 0 on finßi, 
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then either u G Hm(iï) and 

lim sup sup |u(x)| expie / c a p T O ( ß p \ 0 ) — ) < 
P-.0 Bpnn 

limJnîpn-2mMp(u) expf^c / cap r o (5 p \ 0 ) - ^ ) > 0. 

It would be interesting to extend this assertion to other values of n and m. 
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Bubbling and Regularity Issues 
in Geometric Non-linear Analysis 

T. Rivière* 

Abstract 

Numerous elliptic and parabolic variational problems arising in physics 
and geometry (Ginzburg-Landau equations, harmonic maps, Yang-Mills fields, 
Omega-instantons, Yamabe equations, geometric flows in general...) pos­
sess a critical dimension in which an invariance group (similitudes, conformai 
groups) acts. This common feature generates, in all these different situations, 
the same non-linear effect. One observes a strict splitting in space between an 
almost linear regime and a dominantly non-linear regime which has two ma­
jor characteristics : it requires a quantized amount of energy and arises along 
rectifiable objects of special geometric interest (geodesies, minimal surfaces, 
J-holomorphic curves, special lagrangian manifolds, mean-curvature flows...). 

2000 Mathematics Subject Classification: 35D10, 35J20, 35J60, 49Q20, 
58E15, 58E20. 
Keywords and Phrases: Harmonic maps, Yang-Mills fields, Ginzburg-
Landau vortices. 

1. Energy quantization phenomena for harmonic 
maps and Yang-Mills Fields 

1.1. The archetype of energy quantization: the e-regularity 
Let Bm be the flat m-dimensional ball and Nn be a compact, without bound­

ary Riemannian manifold. By the Nash embedding Theorem, we may assume 
N C R*. Let W^2(Bm,Nn) be the maps in W1'2^"1,^ t ha t take values al­
most everywhere in Nn. A map u G W1'2(Bm, Nn) is called stat ionary harmonic if 
it is a critical point for the Dirichlet energy 

E(u) = / |V« | 2 dx 
JB™ 

*D-Math., ETH-Zentrum, CH-8092 Zürich, Switzerland. E-mail: riviere@math.ethz.ch 

mailto:riviere@math.ethz.ch


198 T. Rivière 

for both perturbations in the target (of the form TTN (u+tcp) for any <j> in CQ° (Bm, Mk) 
where 7rjv(y) is the nearest neighbor of y in N) and in the domain (of the form 
u o (id + tX) for any vector field X in C^>(Bm,Hmj). There are relations be­
tween these two conditions, in particular a smooth weakly harmonic map u (i.e. 
critical for perturbations in the target) is automatically stationary (i.e. critical for 
perturbations in the domain). This is not true in the general case : there exists 
weakly harmonic maps which are not stationary (see [HLP]) and that can even be 
nowhere continuous (see [Ril]). On the one hand, as a consequence of being weakly-
harmonic, one has the Euler Lagrange equation (harmonic map equation) 

Au + A(u)(Vu,Vu) = 0 , (1.1) 

where A(u) is the second fundamental form of N embedded in IR*. Stationarity, on 
the other hand, implies the monotonicity formula saying that for any point xo in 
Bm the density of energy r2_TO JB , • \Vu\2 is an increasing function of r. Among 
stationary harmonic maps are the minimizing harmonic maps (minimizing E for 
their boundary datas). In [SclJ] R. Schoen and K. Uhlenbeck proved that there 
exists e(m, N) > 0 such that, for any minimizing harmonic map, u in W1'2(Bm, Nn) 
and any ball Br(xo) C Bm the following holds 

I f C 
—^ / |V«|2 dx < so => l|Vu|U«(Br/2(Io)) < -
' JBr(Xo) ' 

where C only depends on m and Nn. In other words, there exists a number e > 0, 
depending only m and N, making a strict splitting between the almost linear regime 
for minimizing harmonic maps in which derivatives of the maps are under control 
and the totally non-linear regime where the map may be singular. Since this theorem 
in the early eighties, e —regularity results has been found in various problems of 
geometric analysis (minimal surfaces, geometric flows, Yang-Mills Fields...etc). In 
particular it was a natural question whether the above result was true for arbitrary-
stationary harmonic maps. This was done 10 years later by L.C. Evans ([Ev]) in 
the case where Nn is a standard sphere. Evans' result was extended to general 
target by F. Bethuel in [Be]. Evans benefitted from a deeper understanding of the 
non-linearity in (1.1) developed in Hélein's proof that any weakly harmonic map 
from a two dimensional domain is C°° ( see [He] and [CLMS]). This fact will be 
discussed in the next subsection. 

Combining the £—regularity result with a classical Federer-Ziemer covering ar­
gument yields the following upper-bound on the size of the singular set of stationary-
harmonic maps. For a stationary harmonic map u let Sing« be the complement of 
the largest open subset where u is C°°. Then 

?f"-2(Sing«) = 0 , (1.2) 

where %m^2 denotes the m — 2^dimensional Hausdorff measure. For stationary-
maps and general targets, this is the best estimate available. For minimizing har­
monic maps Schoen and Uhlenbeck proved the optimal result : dim(Singu) < m — 3. 
The reason for this improvement is the striking fact that weakly converging mini­
mizing harmonic maps in W1'2(Bm, N) are in fact strongly converging in this space. 
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This feature is very specific to the minimizing map case. When we blow up the map 
at a singular point strong convergence then implies roughly that the "singular set 
of the limit is not smaller than the limit of the singular set". The Fédérer dimension 
reduction argument from the theory of minimal surfaces then gives by induction the 
result. Here one sees the strong connection between understanding the singular set 
and compactness properties of sequences of solutions and bubblings as presented in 
the next subsection. 

1.2. Bubblings of harmonic maps 
The following result of J.Sacks and K.Uhlenbeck [SaU] is perhaps the earliest 

example of energy quantization in non-linear analysis. Their aim was to extend 
the work of Eells and Sampson [ES] to targets of not necessarily negative sectional 
curvatures, that is : find in a given 2-homotopy class of an arbitrary riemannian 
manifold Nn a more "natural" représentant that would minimize the area and 
the Dirichlet energy E in the given homotopy class . This raises the question of 
compactness and the possible reasons for the lack of compactness for harmonic 
maps from a 2-sphere (or even more generally a Riemann surface) into Nn. We 
should mention not only the original contribution of J.Sacks and K.Uhlenbeck that 
focused on minimizing sequences but also the later works by J.Jost [Jo] for critical 
points in general, by M. Struwe [St] for it's heat flow version and the more recent 
contributions by T.Parker [Pa], W. Ding and G. Tian [DiT] and F.H.Lin and C. 
Wang [LW]. The following result has influenced deeply the non-linear analysis of 
the eighties, from the concentration-compactness of P.L.Lions to the compactness 
of J-holomorphic curves by M.Gromov and the analysis of self-dual instantons on 
4-manifolds by S.K. Donaldson and K.Uhlenbeck. 

Theo rem 1. [SaU], [Jo] Let un be a sequence of weakly harmonic maps from 
a surface S into a closed manifold Nn having a uniformly bounded energy. Then 
a subsequence u„/ weakly converges in W1,2(E,Nn) to a harmonic map u into Nn. 
Moreover, there exist finitely many points {cti • • • ak} in S such that the convergence 
is strong in S \ {cti •••ak} and the following holds 

k 

|V«„'|2 dvol-z —*• |V«|2 dvol-z + 2_]nijôaj in Radon measure 
3=1 

where irtj = Xà=i ^(4*1) and 4Ì are nonconstant harmonic 2-spheres of Nn (har­
monic maps from S2 into Nn). 

The loss of energy during the weak convergence is not only concentrated at 
points but is also quantized : the amount is given by a sum of energies of harmonic 
2-spheres of Nn, the bubbles, that might sometimes be even explicitly known (for 
instance if N = S2, E ((fi!) G 87rZÎ). The striking fact in this result is that it 
excludes the possibility of losing energy in the neck between u and the bubbles or 
between the bubbles themselves. This no-neck property is quite surprising. It is 
a-priori conceivable, for instance, that, in a tiny annulus surrounding a blow-up 
point, an axially symmetric harmonic map into N, that is a portion of geodesic 
of arbitrarily small length in N, breaking the quantization of the energy, would 
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appear. The no-neck property disappears if instead of exact solutions we consider 
in general Palais-Smale sequences for E in general (see [Pa]). 

Only relatively recently a first breakthrough was made by F.H. Lin in the 
attempt of extending Sacks Uhlenbeck result beyond the conformai dimension. 

Theorem 2. [Li] Let un be a sequence of stationary harmonic maps from Bm 

into a closed manifold Nn having a uniformly bounded energy, then there exists a 
subsequence u„/ weakly converging in W1'2(Bm,Nn) to a map u and there exists a 
m — 2 rectifiable subset K of Bm such that the convergence is strong in Bm \ K and 
moreover 

|V«„'|2 dvolz —*• |V«|2 dvolz + f(x) Hm^2[K in Radon measure 

where f is a measurable positive function of K. 
This result, establishing the regularity of the blow-up set of weakly converg­

ing stationary harmonic map, is related to the resolution by D.Preiss [Pr] of the 
Besicovitch conjecture on measures admitting densities. Given a positive Borei reg­
ular measure p such that there exists an integer k for which p-a.e. the density 
limr_s.0 ß(Br)/r

k exists and is positive, it is proved in [Pr] that there is a rectifiable 
^dimensional rectifiable set K such that ß(Bm \ K) = 0. In the present situation 
calling ßn = |V«„|2 dvolz converging to the Radon measure ß = \Vuf dvolz + v, 
from the monotonicity formula one deduces easily that the defect measure v fulfills 
the assumptions of Preiss theorem for k = m — 2 and the rectifiability follows at 
once. It has to be noted that the original proof of Theorem 2 in [Li] is self-contained 
and avoids D. Preiss above result. 

Beyond the regularity of the defect measure v, the question remained whether 
the whole picture established in the conformai dimension could be extended to 
higher dimensions and if the no neck property still holds. F.H. Lin and the author 
brought the following answer to that question. 

Theorem 3. [LR2] Let f be the function in the previous theorem, if Nn = 
(Sn, g stand) or if there is a uniform bound on \\uni\\w

2-1(Bm)t then, for'Hm~2 a.e. 
x of K, there exists a finite family of harmonic 2-spheres in Nn (<j>Ì)j=i—px such 
that 

/(*) = £ £(#). 
3=1 

The proof of this no neck property in higher dimension is of different nature 
from the one provided previously in dimension 2 where the use of objects relevant 
to the conformai dimension only, such as the Hopf differential, was essential. The 
idea in higher dimension was to develop a technique of slicing, averaging method 
combined with estimates in Lorentz spaces L2'°° — L2'1. This technique seems to 
be quite general as it have some genericity and permitted to solve problems of 
apparently different nature as we shall expose in the next section. The requirement 
of the W2'1 bound for the case of a general target seems to be technical and should 
be removed. In the particular case when the target is the round sphere it was proved 
in [He] and [CLMS] that the non-linearity A(u)(Vu, Vu) in equation (1.1) is in the 
Hardy space Hjoc which immediately implies the desired W2'1 bound for the maps 
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u. Whether this fact and this W2'1 bound can be extended to general targets is 
still unknown. 

The 2 previous results suggest to view the loss of compactness in higher di­
mension as being exactly the one happening in the conformai 2-dimensional case in 
the plane normal to K, locally invariant in the remaining m — 2 dimensions tangent 
to K. This understanding of the loss of compactness through creation of 2-bubbles 
for stationary harmonic maps has consequences in regularity theory. Indeed, in 
the case where Nn admits no harmonic 2-spheres (take for instance Nn a surface of 
positive genus), no blow-up can arise ; weakly converging stationary harmonic maps 
are strongly converging and the Fédérer dimension reduction argument discussed at 
the end of the previous subsection combined with the analysis in [Si] may be applied 
to improve the bound of the size of the singular set to dim Sing u < m — 4 (see [Li]). 

1.3. High dimensional gauge theory 
The work of S.K. Donaldson and R. Thomas [DoT] has given a new boost 

in the motivation for developing the non-linear analysis of high dimensional gauge 
theory. 
Bubbling of Yang-Mills Fields 

Theorems 1,2,3 and their proofs are transposable to many others geometric 
variational problems (such has Yang-Mills fields, Yamabe metrics...) having a given 
conformai invariant dimension p (p=2 for harmonic maps, 4 for YM...etc). For 
instance in [Ti], G.Tian established the result corresponding to theorem 2 for Yang-
Mills fields. 

Consider a vector bundle E over a Riemannian manifold (Mm,g) and assume 
E is issued from a principal bundle whose structure group is a compact Lie group 
G. Yang-Mills fields are connections A on E whose curvature FA solves 

dAFA = 0 (1.3) 

where d*A is the adjoint to the operator dA, acting on A* M ® EndE, with respect 
to the metric g on M and the Killing form of G on the fibers (recall that the 
Bianchi identity reads instead dAFA = 0). Yang-Mills fields are the critical points 
of the Yang-Mills functional f \FA\2 dvolg for perturbations of the form A+ta where 
a G F(A1Af ®adQ). It is proved in [Ti] that, taking a sequence of smooth Yang Mills 
connections FAn having a uniformly bounded Yang-Mills energy, one may extract 
a subsequence (still denoted An) such that for some m — 4 rectifiable closed subset 
K of M the following holds : in a neighborhood of any point of M \ K there exist 
good choices of gauges such that An, expressed in these gauges, converges in Ck 

topology (for any k) to a limiting form A that defines globally a smooth Yang-Mills 
connection on i*E, where i is the canonical embedding of M \ K in M. Moreover, 
one has the following convergence in Radon measure : 

\FAn\
2 dvolM ->• \FA\2 dvolM + f{x) nm-A[K , (1.4) 

where / is some non-negative measurable function on K. For m = 4, or under the 
assumption that the measures \VA„ VAnFAn \ dvolM remain uniformly bounded it is 
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proved by the author in [Ri4] that f(x) is, "H™-4 almost everywhere on K, quantized 
and equal to a sum of energies of Yang-Mills connections over S4 : the no neck 
property holds. The proof use again the Lorentz space duality L2'°° — L2'1 applied 
this time to the curvature. These estimates are consequences of L4 '2 estimates on 
the connections A for m = 4. It is interresting to observe that such an L4 '2 estimate 
of the connection plays a crucial role in the resolution by J.Shatah and M. Struwe of 
the wave map Cauchy problem in 4 dimension for small initial datas in the "natural" 
space H2 x H1 (see [ShS]). 

To complete the description of the blow-up phenomena several open questions 
remain both for harmonic maps and Yang-Mills fields. First, what are the exact 
nature of the limiting map u and connection A ? Is « still a stationary harmonic 
map on the whole ball Bm ? Is A still a smooth Yang-Mills connection of some 
new bundle E0 over (M,g) ? Can one expect in both cases more regularity than 
the rectifiability for K ? What is the exact nature of the concentration set K ? 

It happens that these two questions are strongly related to eachother : For 
instance, in the context of harmonic maps, if the weak limiting map u was also a 
stationary harmonic map, then one would deduce from the monotonicity formula 
that if is a stationary varifold and therefore inherits nice regularity properties. 
There is a similar notion of stationary Yang-Mills field (see [Ti]). The limiting A 
being stationary, as expected, likewise would imply the stationarity of K. These 
questions in both cases are still widely open and seem to be difficult. It is even 
unknown, in the general case, whether the limiting map u is weakly harmonic on 
the whole of Bm. Nevertheless in the case of Yang-Mills, in a work in preparation, 
T. Tao and G. Tian are proving a singularity removability result saying that the 
weak limit A of smooth Yang-Mills An can be extended to a smooth Yang-Mills 
connection aside from a "H™-4 measure zero set. 

An important case where these questions have been solved is : 
The case of O-anti-self-dual Ins tantons 

This notion extends the 4-dimensional notion of instantons to higher dimen­
sion. Assuming ro > 4, and given a closed m — 4-form Q, we say that a connection 
A is an Q^ anti-self-dual connection when the following equation holds 

- * ( F i A n ) = FA. (1.5) 

In view of the Bianchi identity dAFA = 0 and the closedness of 0 it follows that 
d*AFA = 0 that is A is a particular solution to Yang-Mills equations. It is then 
shown in [Ti] that, if we further assume that the co-mass of 0 is less than 1, then 
K in (1.4) is a minimizing current in (M,g) calibrated by 0 (i.e. 0 restricted to 
K coincides with the volume form on K induced by g) and therefore minimizes the 
area in it's homology class. 

A special case of interest arises when (M,g,oj) is a Calabi-Yau 4-fold with a 
global "holomorphic volume form" 9 (i.e. 9 is a holomorphic (4,0) sforni satisfying 
9 A 9 = dvolM)- Let 0 be the form generating the SU (A) holonomy on M (i.e. 
0 is a unit holomorphic section of the canonical bundle A^4'°^T*M) and assume 
M is the product T x V3 of a 2-torus T with a Calabi Yau 3-fold V3, for a given 
SU(2)^bundle E, T^invariant solutions to (1.5) are pairs of connections B on E 
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over V3 and sections <j> of EndE that solve a vortex equations (see 6.2.2 in [Ti]). 
The moduli space of these solutions should be related to the so-called holomorphic 
Casson invariants (see also R.Thomas work [Th]). The loss of compactness of these 
solutions arises along T times holomorphic curves in V3. To relate this moduli space 
with the holomorphic Casson invariants it is necessary to perturb, in a generic way, 
the complex structure into a not necessarily integrable one. This generates several 
non-linear analysis questions related to bubbling and regularity which have to be 
solved : 

i) Show that the weak limits of the vortex equations in the almost complex 
setting in V3 have only isolated point singularities located on the pseudo-
holomorphic blow-up set (see the extended conjectures on the singular sets of 
solutions to (1.5) in [Ti]). 

ii) Construct solutions to the vortex equations which concentrate on some given 
choice of pseudo-holomorphic curves. 

iii) Show that an arbitrary 1-1 rectifiable cycle (i.e. a 2 dimensional cycle whose 
tangent plane is invariant under the almost complex structure action) in an 
almost complex manifold (that may arise as a blow-up set in the above case) 
is a smooth surface aside from eventually isolated branched points. 

Question ii) is studied in a work in progress with F. Pacard. In collaboration 
with G.Tian, in the direction of iii), the following result was established. 

Theo rem [RT] Let (M4, J) be a smooth almost complex 4-real manifold. Then 
any 1-1 rectifiable cycle is a smooth pseudo-holomorphic curve aside from isolated 
branched points. 

2. Ginzburg-Landau line vortices 

2.1. The strongly repulsive asymptotic 
The free Ginzburg-Landau energy on the 3-dimensional ball reads 

GL(u,A)= f \du^iAu\2 + ^(l^\u\2)2 + \dA\2 (2-1) 

where « is a complex function satisfying |«| < 1 and A is a 1-form on B3. The 
study of the above variational problem was initiated by A. Jaffe and C. Taubes in 2 
dimensions and by J. Fröhlich and M. Struwe in [FS] in 3 dimensions. The connected 
components of the zero set of the order parameter u are the so called vortices that 
must generically be lines (for 0 being a regular value of «). The parameter K plays a 
crucial role in the theory. Depending on the value of K, one expects different types of 
"behaviors" of vortices for minimizing configurations relative to various constraints 
(boundary datas, topological constraints...) (see [JT] and [Ri3] for a survey on these 
questions). In particular for large K, in the so called strongly repulsive limit, the 
vortices of minimizing configurations tend to minimize their length (the first order 
of the energy is 2n log K times the length of the vortices) and repel one another, 
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which is not the case for small K. The magnetic field dA plays no role in this 
mechanism ; to simplify the presentation we henforth simply impose that A = 0. 
We are then looking at the functional 

Ee(u)= \Vu\2 + —(l^\u\2)2= ee(u) (2.2) 
ißs 2e- JB3 

in the strongly repulsive limit e —¥ 0 whose critical points satisfy the non longer 
gauge invariant Ginzburg-Landau equation 

A « + ^ ( 1 ^ | « | 2 ) = 0 inP'OR3). (2.3) 

Because we are interested in observing finite length vortices, in view of the above 
remark, we have to restrict to critical points satisfying Ee(ue) = 0(log - ) . Equation 
(2.3) gives, in particular, that Au is parallel to u. Therefore, assuming that |«| > | 
in a ball Br(xo) and writing u = \u\e1^, we deduce the nice scalar elliptic equation 

div(\u\2 V<p) = 0 in V'(Br(xo))- (2.4) 

Assuming \ue\ > 1/2 on the whole B3, the compactness of solutions to (2.3), in 
W1'2 say, is reduced to the compactness of the boundary data. It is then clear that, 
in general, the study of the compactness of solutions ue to (2.3), in the limit e —¥ 0, 
involves the study of the compactness of the sets Ve = {x ; |«e(a;)| < 1/2 } as well 
as a control of the degree of u / |« | on arbitrary closed curves in the complement of 
Ve approximating the vortices. (The number 1/2 may be of course replaced by an 
arbitrary number between 0 and 1). 
The approximate vortices T£ 

In their study of the 2-dimensional version of the present problem (B3 replaced 
by B2), F. Bethuel, H. Brezis and F. Hélein in [BBH], established that for solutions 
to (2.3) satisfying a fixed boundary condition from dB2 into S1 of non-zero degree, 
Ve can be covered by a uniformly bounded number of balls of radius 0(e) around 
which u/\u\ has a uniformly bounded topological degree. Taking then the distribu­
tion Te given by the sum of the Dirac masses at the center of the balls with the 
multiplicity given by the surrounding degrees of u/ |« | , because of the uniform bound 
of the mass of Te, we may extract a converging subsequence of atomic measures Te>. 
The compactness of the maps ue is a consequence of the convergence of Te> via a 
classical elliptic argument. 

Going back to 3 dimensions, the idea remains the same : we introduce an 
approximation of the vortices and try to prove compactness. More precisely, we con­
sider a minimal 1-dimensional integer current Te in the homology class of Hi (Ve, dB3, 
TL) given by the pre-image by ue of a regular point in B\. Then, as in 2-dimensions, 

4 
the key to the compactness of the critical points of Ee is now the compactness of 
the familly of 1-dimensional rectifiable current Te constructed above. 

The energy quantization result exposed in the following subsection shows the 
compactness of the Te. 
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2.2. Quantization for G-L vortices : the ^-compactness 
The following energy quantization result introduced by the author in [Ri2] 

says that there exists an absolute constant n > 0 such that if the Ginzburg-Landau 
energy of a critical point in a given ball, suitabely renormalized, lies below this 
number, then there is no vortex passing through the ball of half radius. Precisely 
we have. 

Theorem 5. [LR1] There exists a positive number n, such that for e small 
enough and for any critical point of Ee in Bf satisfying \u\ < 1, the following holds. 
Let Br(xo) £ B\, r > e then 

2 

If r 1 
- / e,(u„) < n l og - ==> lui > - in Bn(xo) • 
rJBAxo) £ 2 

The above result is optimal in the following sense : there are critical points 
and arbitrary r > e such that \ JB , -, ee(ue) < 2n log 7 and u(xo) = 0. Such a 
result is reminiscent of the e ̂ regularity result, although one difference here is that 
one has to handle blowing up energy Ee which is not a-priori bounded as e tends 
toO. 

The ^^compactness was introduced first for minimizers in 3-D in [Ri2] and 
then obtained for any critical points, still in 3-D, in [LR1]. Regarding dimension 2, 
the idea of the ^^compactness is implicit in the works before [Ri2]. Making this 
idea explicit in [Ri5] helped to substantialy simplify the existing proofs in the 2-D 
case. 

It is a striking fact, whose explanation is beyond the scope of this lecture, that 
the original proof of theorem in [LR1] is based on the same techniques used by the 
authors to prove the no neck property (theorem 3) for harmonic maps. The key of the 
proof is to obtain a bound independent of e for the density of energy - JB , •. ee (u) 
(for some p between e and r). The main obstacle in establishing such a bound is 
to control, independently of e, the part of the energy in Bp(xo) \ Ve coming from 
the vortices Te in Bp(xo). This is obtained by controlling, on a generic good slice 
dBPl(xo) \ Ve (p/2 < pi < p), the L2'°° and the L2'1 norms of Vip, where ip is the 
vortex potential ip := A - 1 T e . Recently in [BBO] F.Bethuel, H.Brezis and G.Orlandi 
made a nice observation by deriving, from the monotonicity formula associated to 
the elliptic variational problem Ee, an L°° bound in terms of the local density of 
energy - JB , •. ee(u) for the vortex potential ip in Bp(xo) \ Ve. This bound enabled 
them to replace in our original proof the use of the L2'°° — L2'1 duality for Vip • Vip 
on a slice by a more standard, in calculus of variation, L°° — L1 duality for ip • Aip 
on Bp(xo) itself. As explained in [BBO], this modification is a real improvement 
in the high dimensional case since it allows to end the proof of the ^^compactness 
without having to go through an argument based on a good slice extraction that 
would have been certainly more painful for n > 4. This modification of the duality-
used to control the energy of the vortex potential also allowed C. Wang recently to 
extend the ^^compactness result from [LR3] for the Ginzburg-Landau heat flow 
equation from 3 to 4 dimensions. 
The ?7-compactness is a compactness result 
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Considering, as mentioned above, critical points ue to Ee satisfying |«| < 1 and 
whose energy are of the order of log - (Ee(ue) = 0(log - ) ) , a Besicovitch covering 
argument (see [LR1]) combined with the ?j—compactness above gives 

Ve C uf^B^Xj) with Ne = o(-

This estimate, combined with the L°° bound of Vue deduced from the equation 
and the assumption |«| < 1, yields the following fact: M(Te) = 0(1), (i.e. the mass 
of the approximated vortices is uniformly bounded). Combining this estimate with 
the fact that, by definition, dTe [B3 = 0, as a direct application of Federer-Fleming 
compactness theorem, we deduce the compactness of the approximated vortices Te 

in the space of integer rectifiable 1-dimensional currents. 

Thus, the ^^compactness is the compactness of the approximated vortices Te, 
which are rectifiable currents rather than a compactness of maps ue. The latter 
compactness, in W1,p for p < 3/2, nevertheless automatically follows from the 
previous one by the means of classical elliptic arguments for a suitable class of 
boundary conditions for ue (see [LR1] page 219). This class has been recently-
extended to arbitrary H2(dB3,S1) conditions independent of e in [BBBO]. This 
idea of getting convergence of maps going through convergence of currents is in the 
spirit of the theory of cartesian currents developed by M. Giaquinta, G. Modica and 
J. Soucek in [GMS]. 
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Nonlinear Wave Equations 

Daniel Tataru* 

Abstract 

The analysis of nonlinear wave equations has experienced a dramatic growth 
in the last ten years or so. The key factor in this has been the transition from 
linear analysis, first to the study of bilinear and multilinear wave interactions, 
useful in the analysis of semilinear equations, and next to the study of non­
linear wave interactions, arising in fully nonlinear equations. The dispersion 
phenomena plays a crucial role in these problems. The purpose of this article 
is to highlight a few recent ideas and results, as well as to present some open 
problems and possible future directions in this field. 

2000 Mathematics Subject Classification: 35L15, 35L70. 
Keywords and Phrases: Wave equations, Phase space, Dispersive esti­
mates. 

1. Introduction 
Consider the constant and variable coefficient wave operators i n l x l " , 

• = d2 — A,x, Og = glJ(t, x)djdj. 

In the variable coefficient case the summation occurs from 0 t o n where the index 
0 stands for the t ime variable. To insure tha t the equation is hyperbolic in t ime 
we assume tha t the matr ix g%J has signature (l,n) and tha t the t ime level sets 
t = const are space-like, i.e. g00 > 0. We consider semilinear wave equations, 

Du = N(u) (SLW), Du = N(u,Vu) (GSLW) 

and quasilinear wave equations, 

ng(u)U = N(u)(Vu)2 (NLW), ng(U}Vu)U = N(u,Vu) (GNLW). 

To each of these equations we associate initial da ta in Sobolev spaces 

«(0) = «o G Hs(Rn), dtu(0) = « i G J f - ^ R " ) . 

There are two natural questions to ask: (i) Are the equations locally well-posed in 
Hs x ffs_1? (ii) Are the solutions global, or is there blow-up in finite t ime? 
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E-mail: tataru@math.berkeley.edu 

mailto:tataru@math.berkeley.edu


210 Daniel Tataru 

Local well-posedness. In a first approximation we define it as follows: 

Definition 1. A nonlinear wave equation is well-posed in Hs x H8^1 if for each 
(wo, wi) G Hs x H8^1 there is T > 0 and a neighborhood V of (vo, wi) in Hs x H8^1 so 
that for each initial data («o,«i) G V there is an unique solution u G C(—T,T; Hs), 
df.u G C(—T,T;HS^V) which depends continuously on the initial data. 

In practice in order to prove uniqueness one often has to further restrict the 
class of admissible solutions. In most problems, the bound T from below for the 
life-span of the solutions can be chosen to depend only on the size of the data. 

It is not very difficult to prove that all of the above problems are locally 
well-posed in Hs x H8^1 for large s. The interesting question is what happens 
when s is small. One indication in this regard is given by scaling. At least in 
the case when the nonlinear term has some homogeneity, for instance N(u) = up 

or N(u) = up(Vu)q, one looks for an index a so that all transformations of the 
form u(x,t) —¥ Xau(Xx,Xt), X > 0 leave the equation unchanged. Correspondingly-
one finds an index «0 = f — ct so that the norm of the initial data («o,«i) in the 
homogeneous Sobolev spaces Hs x ffs_1 is preserved by the above transformations. 

Below scaling (s < so) a small data small time result rescales into a large data 
large time result. Heuristically one concludes that local well-posedness should not 
hold. Still, to the author's knowledge there is no proof of this yet. 

Conjecture 2. Semilinear wave equations are ill-posed below scaling. 

This becomes much easier to prove if one strengthens the definition of well-
posedness, e.g. by asking for uniformly continuous or C1 dependence of the solution 
on the initial data. 

If s = so then for small initial data local well-posedness is equivalent to global 
well-posedness. The same would happen for large data if we were to strengthen the 
definition of well-posedness and ask for a lifespan bound which depends only on the 
size of the data. This is the only case where this distinction makes a difference. 

If s > so then a local well-posedness result gives bounds for life-span Tmax of 
the solutions in terms of the size of the data, 

\\(uo,ui)\\H,xH,-i <M => Tmax>M »o-

The better localization in time makes the problems somewhat easier to study. How­
ever, besides scaling there are also other obstructions to well-posedness. These are 
related to various concentration phenomena which can occur depending on the pre­
cise structure of the equation. 

Global well-posedness. We briefly mention that there is a special case in which 
the global well-posedness is well understood, namely when the initial data is small, 
smooth, and decays at infinity. This is not discussed at all in what follows. 

Consider first the case when s is above scaling, s > so, and local well-posedness 
holds in Hs x H8^1. Then any solution can be continued as long as its size does 
not blow-up. Hence the goal of any global argument should be to establish a-priori 
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bounds on the Hs x H8^1 norm of the solution. All known results of this type 
are for problems for which there are either conserved or quasi-conserved positive 
definite quantities. Such conserved quantities can often be found for equations which 
are physically motivated or which have some variational structure. For simplicity-
suppose that there is some index sc and an energy functional E in HSc x H8'^1 

which is preserved along the flow. The index sc needs not be equal to the scaling 
index «0- There are three cases to consider: 

(i) The subcriticai case sc > «o- Then a local well-posedness result at s = sc 

implies the global result for s > sc. Furthermore, in recent years there has been 
considerable interest in establishing global well-posedness also for «0 < s < sc. This 
is based on an idea first introduced by Bourgain [5] in a related problem for the 
Schröedinger equation, and followed up by a number of authors. 

(ii) The critical case sc = «o- Here the energy is not needed for small data, 
when local and global well-posedness are equivalent. For large data, however, the 
energy conservation is not sufficient in order to establish the existence of global 
solutions. In addition, one needs a non-concentration argument, which should say-
that the energy cannot concentrate inside a characteristic cone. 

(iii) The supercritical case, sc < «o- No global results are known: 

Open Problem 3. Are supercritical problems globally well-posed for s > so? 

A simple example is the equation (NLW) with N(u) = \u\p^1u. The energy is 

E(u) = I \ut\
2 + \Vxu\2 + —l— \u\p+1. J I ri I x i p+1\ l 

Then sc = 1, while «o = ? ZT- In 3 + 1 dimensions, for instance, p = 3 
is subcriticai, therefore one has global well-posedness in H1 x L2. The exponent 
p = 5 is critical and in this case the problem is known to be globally well-posed 
in H1 x L2; the non-concentration argument is due to Grillakis [7]. The exponent 
p = 7 is supercritical. 

Blow-up. Not all nonlinear wave equations are expected to have global solutions. 
Quite the contrary, generic equations are expected to blow up in finite time; only for 
problems with some special structure it seems plausible that global well-posedness 
may hold. A simple way to produce blow-up is to look for self-similar solutions, 
u(x,t) = tJu(f). If they exist, self-similar solutions disprove global well-posedness. 
Because they must respect the scaling of the problem, they are not so useful when 
trying to disprove local well-posedness. 

Another way to produce blow-up solutions is the so-called ode blow-up. In the 
simplest setting this means looking at one dimensional solutions (say u(x, t) = u(tj) 
which solve an ode and blow up in finite time. Then one can truncate the initial 
data spatially and still retain the blow-up because of the finite speed of propagation. 
This is still not very useful for the local problem. 

A better idea is to constructs blow-up solutions which are concentrated essen­
tially along a light ray, see Lindblad [10],[11] and Alihnac [1]. In this setup the actual 
blow-up occurs either because of the increase in the amplitude, in the semilinear 
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case, or because of the focusing of the light rays, in the quasilinear case. As it turns 
out, the counterexamples of this type are often sharp for the local well-posedness 
problem. 

2. Semilinear wave equations 
Usually, a fixed point argument is used to obtain local results for semilinear 

equations. We first explain this for the case when s = so- We define the homoge­
neous and inhomogeneous solution operators, S and d - 1 by 

S(uo,ui) = u *^=> {•« = 0, «(0) = «o, dt.u(0) = ui}, 

D - 1 / = u-i=^-{Uu = f, u ( 0 ) = 0 , dtu(0) = 0}. 

Then the equation (NLW) for instance can be recast as 

u = S(uQ,ui) + D"1Ar(«). 

To solve this using a fixed point argument one needs two Banach spaces X and Y 
with the correct scaling and the following mapping properties: 

S :HS x H8-1 -> X, U-1 : Y -> X, N : X -> Y. 

The first two are linear, but the last one is nonlinear. The small Lipschitz constant 
is always easy to obtain provided the initial data is small and that N decays faster 
than linear at 0. The solutions given by the fixed point argument are global. 

In the case s > so the scaling is lost, and with this method one can only hope 
to get results which are local in time. To localize in time one chooses a smooth 
compactly supported cutoff function \ which equals 1 near the origin. The fixed 
point argument is now used for the equation 

u = xS(uo,ui) + xd _ 1A r(«) . 

A solution to this solves the original equation only in an interval near the origin 
where \ = 1- The modified mapping properties are 

XS :HS x H*-1 -> X, X e r 1 : Y ~> X, N : X -> Y. 

How does one choose the spaces X, Y? One approach is to use the energy estimates 
for the wave equation and set 

X = {u G L°°(Hs),Vu G L 0 0 ( F S - 1 ) } , Y = L^H8-1). 

The first two mapping properties are trivial. However, if the third holds then we 
must also have N : X —t L°°( iJ s - 1 ) . The one unit difference in scaling between L1 

and L°° implies that this can only work for s > So + 1. 
What is neglected in the above setup is the dispersive properties of the wave 

equation. Solutions to the linear wave equation cannot stay concentrated for long 
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time intervals. Instead, they will disperse and decay in time (even though the energy-
is preserved). In harmonic analysis terms, this is related to the restriction theorem 
(see [17]) and is a consequence of the nonvanishing curvature of the characteristic 
set for the wave operator, namely the cone £2 = £2 + • • • + £2. Here £ stands for 
the Fourier variable. One way of quantifying the dispersive effects is through the 
Strichartz estimates. They apply both to the homogeneous and the inhomogeneous 
equation (see [8] and references therein): 

S:Hpx H"-1 -+ LpLq, ^i-Pl-PQ-i . jj>\L& _+ LPLQ 

where (p,p,q) and (pi,pi,qi) are subject to 

1 TI Tl 2 Tl — \ fi — \ 

- + - = Ö^P> - + < -^—> 2 <p,q< oo, (p,p,q) # (l,2,oo). 
p q 2 P q 2 

The worst case in these estimates occurs for certain highly localized approximate 
solutions to the wave equation, which are called wave packets. A frequency À wave 
packet on the unit time scale is essentially a bump function in a parallelepiped of 
size 1 x À - 1 x (X^2)""^1 which is obtained from a À - 1 x (X^2)""^1 parallelepiped 
at time zero which travels with speed 1 in the normal direction. Because of the 
uncertainty principle, this is the best possible spatial localization which remains 
coherent up to time 1. Of course one can rescale and produce wave packets on all 
time scales. 

In low dimension n = 2,3 the Strichartz estimates provide a complete set 
of results for generic equations of both (NLW) and (GNLW) type. Consider the 
following two examples, of which the second is wrong but almost right: 

• « = u3, n = 3, s = so = - , X = L4, Y = L*, 

Uu = uVu, n = 3, so = L s=l X = ID]-1 L°° L2 n L2 L°° Y = L2. 

For n > 4, however, the Strichartz estimates no longer provide all the results. 
The reason is as follows. The worst nonlinear interaction in both (NLW) and 
(GNLW) occurs for wave packets which travel in the same direction. One can use 
the Strichartz estimates to accurately describe the interaction of same frequency-
wave packets. But in the interaction of two wave packets at different frequencies, 
the low frequency packet is more spread, and only a small portion of it will interact 
with the high frequency packet. However, unlike in low dimension, the Strichartz 
estimates do not provide sharp bounds for this smaller part of a wave packet. 

A more robust idea due to Bourgain [4] and Klainerman-Machedon [12] is to 
use the X s '6 spaces associated to the wave equation very much in the same way the 
Sobolev spaces are associated to the Laplacian: 

Mlx..» = ll(i + I£ir(i + IM-I£ ' l l ) b,r. 
u\\ 

Then one chooses X = Xs'2 and Y = Xs 1 ' 2. The Strichartz information is not 
lost since for p, p, q as above we have the dual embeddings 

XP'i+ c LpLq, Lp,Lq' c X-p'-i-. 
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Within the framework of the X s '6 spaces one can prove bilinear estimates which 
provide a better description of the interaction of high and low frequencies, see [6] 
and references therein. The bilinear estimates are obtained as weighted convolution 
estimates in the Fourier space, by using the above embeddings, or by combining the 
two methods. Sometimes even this setup does not suffice and has to be modified 
further, see [22]. 

Conjecture 4. The equation • « = up is locally well-posed in Hs x H8^1 for n > 4, 
0 < s < \, p(n^ - s) < (n^ - s). (see [19] for more details) 

The null condition. A natural question to ask is whether there are equations 
which behave better than generic ones. This may happen if the worst interaction 
(between parallel wave packets) does not occur in the nonlinearity. A good example 
is (GNLW) with a quadratic nonlinearity Q(Vu, Vu) = q^djU djU. The cancellation 
condition, called null condition, asserts that 

yyCi£j = 0 in the characteristic set g^ÇiÇj = 0. 

All such null forms are linear combinations of 

Qij(Vu, Vv) = djudjV — djvdjU, Qo(u, v) = gl3djudjV. 

Open Problem 5. Study semilinear wave equations corresponding to variable 
coefficient wave operators for n > 4 (generic case) or n > 2 (with null condition). 

In the constant coefficient case one can easily use the null condition in the 
context of the X s '6 spaces. This is done using inequalities of the following form: 

MC»7) | < c(\p(0\ + |p(»7)l + b(C + »7)1) 

respectively 

ku(£>»?)I < c l £ l " M " l £ + »7l"(W£)l" + IP(»7)I= + b ( C + »7)l") 

where by p(£) we denote the symbol of the constant coefficient wave operator, 
given by p(£) = £2 — £2 — • • • — £2. Combining this with the embeddings above 
one can lower the s in the local theory whenever the null condition is satisfied. 
Unfortunately, this does not always give optimal results. The problem of obtaining 
improved LpLq estimates for null forms has also been explored, see [28] [20] [26], 
but without immediate applications to semilinear wave equations. We limit the 
following discussion to two of the more interesting models. 

Wave maps. These are functions from l " x l into a complete Riemannian man­
ifold (M,g) which are critical points for 

I(cP) = / \dtt\i - \Vx^\idx dt. 

file:///dtt/i
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In local coordinates the equation for wave maps has the form 

where r f • are the Riemann-Christoffel symbols. The energy functional is 

E(u) = f \dtcP\2 + \VxMdx. 

The scaling index is so = f and sc = 1. Local well-posedness for s > sc can 
be obtained using the X s '6 spaces. For s = sc, using some modified X s '6 spaces, 
local (and therefore small data global) well-posedness was established first in ho­
mogeneous Besov spaces ß2

2
1 x _B2

2
1 in Tataru [25] and then in Sobolev spaces 

by Tao [21] (for the sphere, n > 2) and other authors (general target manifold, 
n > 3). Large data global well-posedness is false in the supercritical case n > 3, 
where self-similar blowup can occur. This leaves open problems in the critical case 
n = 2: 

Conjecture 6. (i) The two dimensional wave maps equation is globally well-posed 
for small data in H1 x L2 for any complete target manifold. 

(ii) The two dimensional wave maps equation is globally well-posed for large 
data in H1 x L2 for "good" target manifolds. 

The Yang Mills equations. Given a compact Lie group Q whose Lie algebra g 
admits an invariant inner product (•,•) one considers g valued connection 1-forms 
Ajdxi in R" x R. The covariant derivatives of g valued functions are defined by 

DjB = djB + [Aj,B]. 

The (g valued) curvature of the connection A is 

Fi^diAj-diAi + iAuAj]. 

This is invariant with respect to gauge transformations 

Aj -+ OAjO-1 - djOO-1, O£0. 

A Yang-Mills connection is a critical point for the Yang-Mills functional 

1(A) = [ (Fij,Fij)dx dt 
JWxU 

where indices are lifted with respect to the Minkovski metric. Then the Yang-Mills 
equations have the form 

D'Fij = 0 

and the energy functional is 

E (A) = / (Fij,Fij)dx dt. 
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A Yang-Mills connection is not a single connection, but instead it is a class of 
equivalence with respect to the above gauge transformation. In order to view the 
Yang-Mills equations as semilinear wave equations and solve them one has to fix 
the gauge, i.e. select a single representative out of each equivalence class. Common 
gauge choices include: (i) the temporal gauge A0 = 0, (ii) the wave gauge djA3 = 0 
and (iii) the Coulomb gauge YJ?=1 djAj = 0. To understand the equation better it 
may help to look first at an oversimplified version, namely 

• « = («• Vx)u + Vxp, Vx • u = 0. 

This exhibits a Qy type null condition. The scaling index is so = nY2- and sc = 1. 
Using the X s '6 spaces one can improve the local theory somewhat, but certain 
more subtle modifications of this are needed in order to handle high-low frequency-
interactions. In [9] such an approach is used to prove that local well-posedness holds 
for s > so, n > 4. 

Open Problem 7. Is the Yang-Mills equation well-posed for s > so, n = 2,3? 
(Likely not for n = 2. For n = 3 one can obtain s > § using the X s '6 spaces.) 

Conjecture 8. (i) The Yang-Mills equation is globally well-posed for small data in 
Hs° x H*"-1 for n>4. 

(ii) The Yang-Mills equation is globally well-posed for large data in Hs°xHs°^1 

for n = 4. 

3. Nonlinear wave equations 
We consider (NLW), since (GNLW) reduces to it by differentiation. The fixed 

point argument in the semilinear case cannot be applied in the nonlinear case, 
because the wave equation parametrix is not strongly stable with respect to small 
changes in the coefficients. Instead, one must adopt a different strategy: (i) show 
that local solutions exist for smooth data, (ii) obtain a-priori bounds for smooth 
solutions uniformly with respect to initial data in a bounded set in Hs x H8^1 and 
(iii) prove continuous dependence on the data in a weaker topology, and obtain 
solutions for Hs x H8^1 data as weak limits of smooth solutions. Steps (i) and (iii) 
are more or less routine, it is (ii) which causes most difficulties. A good starting 
point is Klainerman's energy estimate 

||Vu(t)||tf.-i < | |Vu(0) | | f f . - i exp( /" | |Vu(s)|U«ds). 
Jo 

This shows that all Sobolev norms of a solution remain bounded for as long as 
| | V « | | L I L ~ stays bounded. It remains to see how to obtain bounds on | | V « | | L I L ~ -

The classical approach uses energy estimates and Sobolev embeddings, but, as in the 
semilinear case, it only yields results one unit above scaling, namely for s > f + 1. 

Better results could be obtained using the Strichartz estimates instead. How­
ever, this is very nontrivial as one would have to establish the Strichartz estimates 
for the operator • s ( t l ) , which has very rough coefficients. Compounding the diffi­
culty, the argument is necessarily circular, 
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coefficients ^ Strichartz v solution ^ coefficients 
regularity estimates regularity regularity-
One can get around this with a bootstrap argument of the form 

||(wO)Wi)||ff»xff»-1 < e 1 / Strichartz estimates for • s( t l) in [—1,1] 
llb(«)lll < 2 J ^ I ll<?(«)lll < i 

where the (possibly nonlinear) triple norm contains the needed information about 
the metric. Still, apriori there is no clear way to determine exactly how it should be 
defined. A starting point is to set |||#(u)||| = | | V P | | L I L ~ , but this only leads to partial 
results. Following partial results independently obtained by Bahouri-Chemin [3],[2] 
and Tataru [23], [18] and further work of Klainerman-Rodnianski [13], the next 
result represents the current state of the problem: 

Theorem 9. (Smith-Tataru [16]) The equation (NLW) is locally well-posed in Hs x 
j j s - i j o r s > r± _|_ | ^n _ 2j ana< 8 > | ^ i (n = 3,4,5). In addition, the Strichartz 
estimates with q = oo hold for the corresponding wave operator • s ( t l ) . 

Lindblad's counterexamples correspond to s = 2 £ j ^ and show that this result 
is sharp for n = 2,3. The restriction to n < 5 is not central to the problem, it can 
likely be removed with some extra work. 

Open Problem 10. Improve the above result in dimension n > 4. 

Wave equation parametrices. In most approaches, the key element in the 
proof of the Strichartz estimates is the construction of a parametrix for the wave 
equation. There are many ways to do this for smooth coefficients, however, as the 
regularity of the coefficients decreases, they start to break down. Let us begin with 
the classical Fourier integral operator parametrix, used in the work of Bahouri-
Chemin: 

K(x,y)= f a(x,y,0ei'p(x^)dC 

The phase <j> is initialized by <p(x, y, £) = £(# — y) when xo = i/o and must solve an 
eikonal equation, while for the amplitude a one obtains a transport equation along 
the Hamilton flow. The disadvantage is that all spatial localization comes from 
stationary phase, which seems to require too much regularity for the coefficients. 

One way to address the issue of spatial localization is to begin with wave 
packets, which have the best possible spatial localization on the unit time scale. 
In the variable coefficient case the frequency A wave packets are bump functions 
on curved parallelepipeds of size 1 x A - 1 x (X^2)""^1. These parallelepipeds are 
images of A - 1 x (X^2 ) " _ 1 parallelepipeds at the initial time, transported along the 
Hamilton flow for Og corresponding to their conormal direction. Then one can seek 
approximate solutions for Og as discrete superpositions of wave packets, u = Y^T uj-
It is not too difficult to construct individual wave packets, the more delicate point is 
to show that the wave packets are almost orthogonal. This approach, which is used 
in [16], was originally introduced by Smith [14] and used to prove the Strichartz 
estimates in 2 and 3 dimensions for operators with C2 coefficients. 
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Another parametrix with a better built in spatial localization can be obtained 
by doing a smooth phase space analysis: 

K(y,y)= [ a(x,Oei{4,{y'x'°~mxt'ù)dx d£ dt <p(y,x,S,) = S,(x ^ y) + i\S,\(x ^ y)2. 
Jc 

Here (x,£) —¥ (#*,&) is the Hamilton flow for Og on the characteristic cone C = 
{gtJ(x)^i^j = 0}. One can factor this into a product of three operators, namely 
an FBI transform, a phase space transport along the Hamilton flow and then an 
inverse FBI transform. Neglecting the first one, i.e. setting x = y above, produces 
an operator which is similar to the Fourier integral operators with complex phase. 
However, it seems to be more useful to keep the Gaussian localizations at both ends. 
Parametrices of this type were introduced in Tataru [24] and used to prove Strichartz 
estimates for operators with C2 coefficients in all dimensions. The C2 condition 
was later relaxed in [18] to V2g G L1L°°. Localization and scaling arguments lead 
also to weaker estimates for operators whose coefficients have less regularity. Such 
estimates are known to be sharp, see the counterexamples in Smith-Tataru [15]. 

The null condit ion. As in the semilinear case, one may ask whether better 
results can be obtained for equations with special structure. However, unlike the 
semilinear case, little is known so far. We propose the following 

Definition 11 . We say that the equation (GNLW) satisfies the null condition if 

dgij(u,p) 

dpk 
-&£/6 = 0 in g13 (u,p)ÇiÇj = 0. 

Conjecture 12. If the null condition holds then the equation (GNLW) is well-posed 
in Hs x H8^1 for some s < f + | (n = 2) respectively for some s < f + \ (n = 3). 

In 3 + 1 dimensions a problem which does not quite fit into the above setup but 
still satisfies some sort of null condition is the Einstein's equations in general rela­
tivity. It is similar to the Yang Mills equations in that it has a gauge invariance, and 
the null condition is only apparent after fixing the gauge. Klainerman-Rodnianski 
have obtained a different proof of Theorem 9 for this special case of (NLW). 
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Abstract 

This is a brief survey of recent works by Neil Trudinger and myself on 
the Bernstein problem and Plateau problem for affine maximal hypersurfaces. 
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1. Introduction 
The concept of affine maximal surface in affine geometry corresponds to that 

of minimal surface in Euclidean geometry. The affine Bernstein problem and affine 
Plateau problem, as proposed in [9,5,7], are two fundamental problems for affine 
maximal surfaces. We shall describe some recent advances, mostly obtained by Neil 
Trudinger and myself [21-24], on these two problems. 

Given an immersed hypersurface M C R" + 1 , one defines the affine metric 
(also called the Berwald-Blaschke metric) by g = | if |_ 1/("+ 2^JJ, where K is the 
Gauss curvature, II is the second fundamental form of M. In order that the metric 
is positive definite, the hypersurface will always be assumed to be locally uniformly-
convex, namely it has positive principal curvatures. From the affine metric one has 
the affine area functional, 

A(M) = f if1/(»+2)j ( L 1 ) 
JM 

which can also be written as 

A(u) = f [detD2«]1 / ("+ 2 ) (1.2) 

if M is given as the graph of a convex function u over a domain Q c R n . The affine 
metric and affine surface area are invariant under unimodular affine transformations. 
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A locally uniformly convex hypersurface is called affine maximal if it is sta­
tionary for the functional A under interior convex perturbation. A convex function 
is called an affine maximal function if its graph is affine maximal. Traditionally such 
hypersurfaces were called affine minimal [1,9]. Calabi suggested using the terminol­
ogy affine maximal as the second variation of the affine area functional is negative 
[5]. If the hypersurface is a graph of convex function u, then u satisfies the affine 
maximal surface equation (the Euler-Lagrange equation of the functional .4), 

L[u] := Uij
Wij = 0, (1.3) 

where [[/*•?'] is the cofactor of the Hessian matrix D2u, 

w=[detD2u]-(n+1)/(n+2), (1.4) 

and the subscripts i, j denote partial derivatives with respect to the variables x», Xj. 
Note that for any given i or j , Uv], as a vector field in Q, is divergence free. The 
equation (1.3) is a nonlinear fourth order partial differential equation, which can 
also be written in the short form 

Agh = 0, (1.5) 

where h = (det-D2u)-1/ / ("+2^, and Ag denotes the Laplace-Beltrami operator with 
respect to g. 

The quantity 

HA(M) = ~^L(u) 
n + 1 

is called the affine mean curvature of M, and is also invariant under unimodular 
affine transformations. In particular it is invariant if one rotates the coordinates or 
adds a linear function to u. The affine mean curvature of the unit sphere is n. 

The affine Bernstein problem concerns the uniqueness of entire convex solu­
tions to the affine maximal surface equation, and asks whether an entire convex 
solution of (1.3) is a quadratic polynomial. The Chern conjecture [9] asserts this is 
true in dimension two. Geometrically, and more generally, it can be stated as that 
a Euclidean complete, affine maximal, locally uniformly convex surface in 3-space 
must be an elliptic paraboloid. Calabi proved the assertion assuming in addition 
that the surface is affine complete [5], see also [6,7]. A problem raised by Calabi, 
called the Calabi conjecture in [19], is whether affine completeness alone is enough 
for the Bernstein theorem. The Chern conjecture was proved true in [21] (see The­
orem 3.1 below). The Calabi conjecture was resolved in [22], as a byproduct of our 
fundamental result that affine completeness implies Euclidean completeness for lo­
cally uniformly convex hypersurfaces of dimensions larger than one (Theorem 3.2). 
See also [14] for a different proof of the Calabi conjecture. 

The affine Plateau problem deals with the existence and regularity of affine 
maximal hypersurfaces with prescribed boundary of which the normal bundles on 
the boundary coincide with that of a given locally uniformly convex hypersurface. 
The affine Plateau problem, which had not been studied before, is more complicated 
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when compared with the affine Bernstein problem in 3-space. The first boundary-
value problem, namely prescribing the solution and its gradient on the boundary, 
is a special case of the affine Plateau problem. We need to impose two boundary-
conditions as the affine maximal surface equation is a fourth order equation. We will 
formulate the Plateau problem as a variational maximization problem and prove the 
existence and regularity of maximizers to the problem in 3-space [24] (Theorem 5.1). 
For the existence we need a uniform cone property of locally convex hypersurfaces, 
proved in [23], which also led us to the proof of the conjecture by Spruck in [20] 
(Theorem 4.1), concerning the existence of locally convex hypersurfaces of constant 
Gauss curvature. 

Equation (1.3) can be decomposed as a system of two second order partial 
differential equations, one of which is a linearized Monge-Ampère equation and the 
other is a Monge-Ampère equation, see (2.6) and (2.7) below. This formulation 
enables us to establish the regularity for equation (1.3) (Theorem 2.1), using the 
regularity theory for Monge-Ampère type equations [2,3]. A crucial assumption in 
Theorem 2.1 is the strict convexity of solutions, which is the key issue for both the 
affine Bernstein and affine Plateau problems. We succeeded in proving the necessary-
convexity estimates only in dimension two. 

2. A priori estimates 
Instead of the homogeneous equation (1.3), we consider here the non-

homogeneous (prescribed affine mean curvature) equation 

L(u) = f in Q, (2.1) 

where / is a bounded measurable function, and 0 is a normalized convex domain 
in R n . A convex domain is called normalized if its minimum ellipsoid, that is the 
ellipsoid with minimum volume among all ellipsoids containing the domain, is a 
unit ball. 

Let « be a smooth, locally uniformly convex solution of (2.1) which vanishes 
on dii. First we need positive upper and lower bounds for the determinant det£>2u. 
For the upper bound we have, by constructing appropriate auxiliary function, for 
any subdomain Q' CC 0, the estimate 

sup detD^u(x) < C, (2.2) 
xeiv 

where C depends only on n, dist(0',9Q), supfi \Du\, supfi / , and supfi |«|. 
For the lower bound we need a key assumption, namely a control on the 

strict convexity of solutions, which can be measured by introducing the modulus of 
convexity. Let v be a convex function in Q. For any y e Q, h > 0, denote 

Sh,v(y) = {x e O | v(x) = v(y) + Dv(y)(x - y) + h}. 

The modulus of convexity of w is a nonnegative function, defined by 

Pv(r) = mfpv,y(r), r > 0, 
yen 
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where 
Pv,y(r) = sup{h > 0 | Sh:V(y) C Br(y)} 

if there exists h > 0 such that Sf,„v(y) C Br(y), otherwise we define pv,y(r) = 0. 
We have pv (r) > 0 for all r > 0 if v is strictly convex. 

Let « be a smooth, locally uniformly convex solution of (2.1). Then we have 
the following lower bound estimate, for any Q' CC 0, 

inf det£>2u(a;) > C, (2.3) 
x&V 

where C depends on n, dist(0',9Q), supfi \Du\, infn / , and pu. The proof again 
can be achieved by introducing an appropriate auxiliary function. 

From the a priori estimates (2.2) and (2.3) we then have 

Theo rem 2 .1 . Let u G C4(0) n C°(ii) be a locally uniformly convex solution of 
(2.1). Then for any subdomain 0 ' CC 0 , we have: 
(i) W4'p estimate, 

\\u\\w**(a>) < C, (2.4) 

where p G [l,oo), C depends on n,p,supQ\f\, dist(iY, dii), supfi |«|, and pu. 
(ii) Schauder estimate, 

IMIc*-(n') < C, (2.5) 

where a G (0,1), C depends on n,a,\\f\\c,a,m, dist(iY,dii), supfi |«|, and pu. 

Note that the gradient of« is locally controlled by pu, the modulus of convexity 
of u. To prove Theorem 2.1, we write (2.1) as a second order partial differential 
system 

Uij
Wij = f in Q, (2.6) 

det£>2u = w-(n+2)/(n+D in Q, (2.7) 

where (2.6) is regarded as a second order elliptic equation for w. By (2.2) and (2.3), 
and the Holder continuity of linearized Monge-Ampère equation [3], we have the 
interior a priori Holder estimate for w. We note that the Holder continuity in [3] is 
proved for the homogeneous equation, but the argument there can be easily carried 
over to the non-homogeneous case under (2.2) and (2.3). By the interior Schauder 
estimate for the Monge-Ampère equation [2], we obtain the interior a priori C2,a 

estimate for u. It follows that (2.6) is a linear uniformly elliptic equation with 
Holder coefficients. Hence Theorem 2.1 follows. 

The control on strict convexity is a key condition in Theorem 2.1. One cannot 
expect the strict convexity of solutions when n > 3. Indeed, there are convex 
solutions to the Monge-Ampère equation 

det£>2u = 1 (2.8) 

which are not strictly convex, and so not smooth [17]. Note that any non-smooth 
convex solution of (2.8) can be approximated by smooth ones, and a smooth solution 
of (2.8) is obviously a solution of (2.1), with / = 0. 
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An interesting problem is to find appropriate conditions to estimate the strict 
convexity of solutions of (2.1). For the affine Bernstein problem it suffices to prove 
convexity estimate for solutions vanishing on the boundary. We succeeded only in 
dimension two, see §5. 

3. The affine Bernstein problem 
We say a hypersurface M, immersed in R" + 1 , is Euclidean complete if it is 

complete under the metric induced from the standard Euclidean metric. 

Theorem 3.1. A Euclidean complete, affine maximal, locally uniformly convex 
surface in R 3 is an elliptic paraboloid. 

Theorem 3.1 extends Jorgens' theorem [11], which asserts that an entire convex 
solution of (2.8) in R2 must be a quadratic function. Jorgens' theorem also leads to 
the Bernstein theorem for minimal surfaces in dimension two [11]. Jorgens' theorem 
was extended to higher dimensions by Calabi [4] for 2 < n < 5 and Pogorelov [17] 
for n > 2. See also [8]. Observe that the Chern conjecture follows from Theorem 
3.1 immediately. 

The proof of Theorem 3.1 uses the affine invariance of equation (1.3) and the 
a priori estimates in §2. First note that a Euclidean complete locally uniformly-
convex hypersurface must be a graph. Suppose the surface in Theorem 3.1 is the 
graph of a nonnegative convex function u with «(0) = 0. For any constant h > 1, 
let Tft be the linear transformation which normalizes the section S® u = {u < h}, 
and let v^(x) = hr1u(T^1(x)). By the convexity estimate in dimension two, the 
modulus of convexity of vu is independent of h. Hence there is a uniform positive 
distance from the origin to the boundary dTf,,(S® u). By Theorem 2.1, we infer that 
the largest eigenvalue of ï \ is controlled by the least one of ï \ , which implies that 
u is defined in the entire R2 . By Theorem 2.1 again, D3Vf,,(0) is bounded. Hence 
for any given x G R2 , 

\D2u(x) - D2u(0)\ < ChT1!2 - • 0 

as h —¥ 0, namely D2u(x) = D2u(0). 
Note that the dimension two restriction is used only for the strict convexity-

estimate. The affine Bernstein problem was investigated by Calabi in a number of 
papers [5,6,7]. Using the result that a nonnegative harmonic function (i.e. h in 
(1.5)) defined on a complete manifold with nonnegative Ricci curvature must be a 
constant, he proved that, among others, the Bernstein theorem in dimension two, 
under the additional hypothesis that the surface is also complete under the affine 
metric. 

Instead of the Euclidean completeness as in the Chern conjecture, Calabi asks 
whether affine completeness alone is sufficient for the Bernstein theorem. This 
question was recently answered affirmatively in [22]. See also [14] for a different 
treatment based on the result in [16]. In [22] we proved a much stronger result. 
That is 
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Theorem 3.2. An affine complete, locally uniformly convex hypersurface in R" + 1 , 
n > 2, is also Euclidean complete. 

The converse of Theorem 3.2 is not true [12], nor is it for n = 1. For the proof, 
which uses the Legendre transform and Lemma 4.1 below, we refer the reader to 
[22] for details. 

4. Locally convex hypersurfaces with boundary 
In this section we present some results in [23], which guarantee the sub-

convergence of bounded sequences of locally convex hypersurfaces with prescribed 
boundary. 

Recall that a hypersurface M C R" + 1 (not necessarily smooth) is called locally-
convex if it is a locally convex immersion of a manifold Af and there is a continuous 
vector field on the convex side of M, transversal to M everywhere. Let T denote 
the immersion, namely M = T(Af). For any given point x G M, T^1(x) may-
contains more than one point. To avoid confusion when referring to a point x G M 
we understand a pair (x,p) for some point p G Af such that x = T(p). We say 
OJX C M is a neighborhood of x G M if it is the image of a neighborhood of p 
in Af. The r-neighborhood of x, ojr(x), is the connected component of M n Br(x) 
containing the point x. In [23] we proved the following fundamental lemma for 
locally convex hypersurfaces. 

Lemma 4.1. Let M be a compact, locally convex hypersurface in R" + 1 , n > 1. 
Suppose the boundary dM lies in the hyperplane {xn+i = 0}. Then any connected 
component of M n {xn+i < 0} is convex. 

A locally convex hypersurface M is called convex if it lies on the boundary of 
the convex closure of M itself. From Lemma 4.1 it follows that a (Euclidean) com­
plete locally convex hypersurface with at least one strictly convex point is convex, 
and that a closed, locally convex hypersurface is convex. Lemma 4.1 also plays a 
key role in the proof of Theorem 3.2. 

An application we will use here is the uniform cone property for locally convex 
hypersurfaces. Let Cœ,ç,r,a denote the cone 

Cx,a,r,a = {y e R " + 1 I \v^x\<r, {y-x,£) >cosa\y-x\}. 

We say that Cœ,ç,r,a is an inner contact cone of M at x if this cone lies on the 
concave side of ojr(x). We say M satisfies the uniform cone condition with radius 
r and aperture a if M has an inner contact cone at all points with the same r and 
a. 

Lemma 4.2. Let M. C BR(0) be a locally convex hypersurface with boundary dM. 
Suppose M can be extended to M such that dM lies in the interior of M and 
M — M is locally strictly convex. Then there exist r, a > 0 depending only on n, 
R, and the extended part M — M, such that the r-neighborhood ojr(x) is convex for 
any x G M, and M satisfies the uniform cone condition with radius r and aperture 
a. 
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In [23] we have shown that if dM is smooth and M is smooth and locally 
uniformly convex near dM, then M can be extended to M as required in Lemma 
4.2. The main point of Lemma 4.2 is that r and a depend only on n,R and the 
extended part M —M. Therefore it holds with the same r and a for a family of 
locally convex hypersurfaces, which includes all locally uniformly convex hypersur­
faces with boundary dM, contained in BR(0), such that its Gauss mapping image 
coincides with that of M. For any sequence of locally convex hypersurfaces in this 
family, the uniform cone property implies the sequence converges subsequently and 
no singularity develops in the limit hypersurface. This property is the key for the 
existence proof of maximizers to the affine Plateau problem. It also plays a key role 
for our resolution of the Plateau problem for prescribed constant Gauss curvature 
(as conjectured in [20]), see [23]. We state the result as follows. 

Theo rem 4 .1 . Let T = (Fi,--- ,Tn) c R" + 1 be a smooth disjoint collection of 
closed co-dimension two embedded submanifolds. Suppose T bounds a locally strictly 
convex hypersurface S with Gauss curvature K(S) > K0 > 0. Then T bounds a 
smooth, locally uniformly convex hypersurface of Gauss curvature K0 • 

If S is a (multi-valued) radial graph over a domain in Sn which does not 
contain any hemi-spheres, Theorem 4.1 was established in [10]. Theorem 4.1 has 
been extended to more general curvature functions in [18]. 

5. The affine Plateau problem 
First we formulate the affine Plateau problem as a variational maximization 

problem. Let Mo be a compact, connected, locally uniformly convex hypersurface 
in R" + 1 with smooth boundary F = dMo- Let Sf-Mo] denote the set of locally 
uniformly convex hypersurfaces M with boundary F such that the image of the 
Gauss mapping of M coincides with that of Mo- Then any two hypersurfaces in 
S[M] are diffeomorphic. Let Sf-Mo] denote the set of locally convex hypersurfaces 
which can be approximated by smooth ones in S [.Mo]- Our variational affine Plateau 
problem is to find a smooth maximizer to 

sup A(M). (5.1) 
M€S[Mo] 

To study (5.1) we need to extend the definition of the affine area functional to 
non-smooth convex hypersurfaces. Different but equivalent definitions can be found 
in [13]. Here we adopt a new definition introduced in [21, 24], which is also more 
straightforward. Observe that the Gauss curvature K can be extended to a measure 
on a non-smooth convex hypersurface, and the measure can be decomposed as the 
sum of a singular part and a regular part, K = Ks + Kr, where the singular part 
Ks is a measure supported on a set of Lebesgue measure zero, and the regular part 
Kr can be represented by an integrable function. We extend the definition of affine 
area functional (1.1) to 

A(M) = f Ky(n+2\ (5.2) 
JM 
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The affine area functional is upper semi-continuous [13,15]. See also [21,24] for 
different proofs. 

A necessary condition for the affine Plateau problem is that the Gauss mapping 
image of Mo cannot contain any semi-spheres. Indeed if M is affine maximal such 
that its Gauss mapping image contains, say, the south hemi-sphere, then the pre-
image of the south hemi-sphere is a graph of a convex function u over a domain 0 
such that \Du(x)\ —¥ oo as x —¥ 90 . Then necessarily det£>2u = oo and so w = 0 
on 90 . It follows that w = 0 in 0, a contradiction. 

Theorem 5.1. Let Mo be a compact, connected, locally uniformly convex hyper­
surface in R 3 with smooth boundary T = dMo- Suppose the image of the Gauss 
mapping of Mo does not contain any semi-spheres. Then there is a smooth maxi-
mizer to (5.1). 

To prove the existence we observe that by the necessary condition, there ex­
ists a positive constant R such that M C BR(0) for any M G S^-Mo]- Hence 
by the uniform cone property, Lemma 4.2, any maximizing sequence in S [.Mo] is 
sub-convergent. The existence of maximizers then follows from the upper semi-
continuity of the affine area functional. Note that the existence is true for all 
dimensions. 

To prove the regularity we need to show that 
(i) M can be approximated by smooth affine maximal surfaces; and 
(ii) M is strictly convex. 
The purpose of (i) is such that the a priori estimate in Section 2 is applicable. Note 
that (i) also implies the Bernstein Theorem 3.1 holds for non-smooth affine maximal 
surfaces. 

By the penalty method we proved (i) for all dimensions, using the following 
classical solvability of the second boundary value problem for the affine maximal 
surface equation. 

Theorem 5.2. Consider the problem 

L(u) = f(x,u) in 0 , (5.3) 

u = ip on 90 , 

iv = ip on 90 , 

where w is given in (1-4), ii is a uniformly convex domain with C4,a boundary, 
0 < a < 1, f is Holder continuous, non-decreasing in u, *p,ip £ C4'a(ii), and ip 
is positive. Then there is a unique uniformly convex solution u G C 4 ' a (0) to the 
above problem. 

To prove Theorem 5.2 we first prove that u satisfies (2.2) and (2.3), and that 
iv is Lipschitz continuous on the boundary, namely \w(x) — w(y)\ < C\x — y\ for 
any a; G 0, y G 90 . Theorem 5.2 is then reduced to the boundary C2,a estimate for 
the Monge-Ampère equation. The proof for the boundary C2,a estimate involves a 
delicate iteration scheme. We refer to [24] for details. 

The interior C2'a estimate for the Monge-Ampère equation was proved by 
Caffarelli [2], using a perturbation argument. The boundary C2,a estimate, which 
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also uses a similar perturbation argument, contains substantial new difficulty, as 
that the sections 

Sh,v(y) = {^ e 0 | v(x) < v(y) + Dv(y)(x - y) + h} 

can be normalized for the interior estimate but not for the boundary estimate. We 
need to prove that S® v(y) has a good shape for sufficiently small h > 0 and y G 90 . 

Finally we would like to mention our idea of proving the strict convexity, 
namely (ii) above. Note that for both the affine Bernstein and affine Plateau prob­
lem, the dimension two assumption is only used for the proof of the strict convexity. 
To prove the strict convexity we suppose to the contrary that M contains a line 
segment. Let F be a tangent plane of M which contains the line segment. Then the 
contact set F, namely the connected set of P n M containing the line segment, is 
a convex set. If F has an extreme point which is an interior point of M, by rescal-
ing and choosing appropriate coordinates we obtain a sequence of affine maximal 
functions which converges to a convex function v, such that v(0) = 0 and v(x) > 0 
for x ^ 0 in an appropriate coordinate system, and v is not C1 at the origin 0. In 
dimension two this means det£>2w is unbounded near 0, which is in contradiction 
with the estimate (2.2). 

If all extreme points of F are boundary points of M, we use the Legendre 
transform to get a new convex function which is a maximizer of a variational prob­
lem similar to (5.1), and satisfies the properties as v above, which also leads to a 
contradiction. 

6. Remarks 
We proved the affine Bernstein problem in dimension two. In high dimensions 

(n > 10) a counter-example was given in [21], where we proved that the function 

u(x) = (\x'\9+x2
w)1/2 (6.1) 

is affine maximal, where x' = (xi,• • • ,xg). 
The function u in (6.1) contains a singular point, namely the origin. The 

graph of u is indeed an affine cone, that is all the level sets Sh,u = {u = h} are 
affine self-similar, in the sense that there is an affine transformation ï \ such that 
Th(Sh,u) = Si:U. The above counter-example shows that there is an affine cone in 
dimensions n > 10 which is affine maximal but is not an elliptic paraboloid. We 
have not been successful in finding smooth counter-examples. Little is known for 
dimensions 3 < n < 9. 

For the affine Plateau problem, an interesting problem is whether the maxi­
mizer satisfies the boundary conditions. If Mo is the graph of a smooth, uniformly-
convex function ip, defined in a bounded domain O c R", the Plateau problem 
becomes the first boundary value problem, that is equation (1.3) subject to the 
boundary conditions: 

u = Lp on 90 , (6.2) 

Du = DV on 90 . (6.3) 
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In this case we also proved the uniqueness of maximizers of (5.1). Obviously the 
maximizer u satisfies (6.2). Whether u satisfies (6.3) is still unknown. Recall that 
the Dirichlet problem of the minimal surface equation is solvable for any smooth 
boundary values if and only if the boundary is mean convex. Therefore an additional 
condition may be necessary in order that (6.3) is fulfilled. 

References 
[i 

[2: 

[3; 

[4; 

[*. 

[6; 

[r 

[8 

[9 

[io; 

[12 

[is; 

[14 

[15 
[16 

[17; 

[18 

[19 

po; 

W. Blaschke, Vorlesungen über Differential geometrie, Berlin, 1923. 
L.A. Caffarelli, Interior W2,p estimates for solutions of Monge-Ampère equa­
tions, Ann. Math., 131 (1990), 135^150. 
L.A. Caffarelli and C.E. Gutierrez, Properties of the solutions of the linearized 
Monge-Ampère equations, Amer. J. Math., 119(1997), 423^465. 
E. Calabi, Improper affine hypersurfaces of convex type and a generalization 
of a theorem by K. Jorgens, Michigan Math. J., 5(1958), 105^126. 
E. Calabi, Hypersurfaces with maximal affinely invariant area, Amer. J. Math. 
104(1982), 91-126. 
E. Calabi, Convex affine maximal surfaces, Results in Math., 13(1988), 199^ 
223. 
E. Calabi, Affine differential geometry and holomorphic curves, Lecture Notes 
Math. 1422(1990), 15-21. 
S.Y. Cheng and S.T. Yau, Complete affine hypersurfaces, I. The completeness 
of affine metrics, Comm. Pure Appi. Math., 39(1986), 839^866. 
S.S. Chern, Affine minimal hypersurfaces, in minimal submanifolds and 
geodesies, Proc. Japan-United States Sem., Tokyo, 1977, 17^30. 
B. Guan and J. Spruck, Boundary value problems on Sn for surfaces of con­
stant Gauss curvature. Ann. of Math., 138(1993), 601^624. 
K. Jorgens, Über die Lösungen der Differentialgleichung rt — s2 = 1, Math. 
Ann. 127(1954), 130^134. 
K. Nomizu and T. Sasaki, Affine differential geometry, Cambridge, 1994. 
K. Leichtweiss, Affine geometry of convex bodies, Johann Ambrosius Barth 
Verlag, Heidelberg, 1998. 
A.M. Li and F. Jia, The Calabi conjecture on affine maximal surfaces, Result. 
Math., 40(2001), 265^272. 
E. Lutwak, Extended affine surface area, Adv. Math., 85(1991), 39^68. 
A. Martinez and F. Milan, On the affine Bernstein problem, Geom. Dedicata, 
37(1991), 295^302. 
A.V. Pogorelov, The muitidimensional Minkowski problems, J. Wiley, New 
York, 1978. 
W.M. Sheng, J. Urbas, and X.-J. Wang, Interior curvature bounds for a class 
of curvature equations, preprint. 
U. Simon, Affine differential geometry, in Handbook of differential geometry, 
North-Holland, Amsterdam, 2000, 905-961. 
J. Spruck, Fully nonlinear elliptic equations and applications in geometry, 
Proc. International Congress Math., Birkhauser, Basel, 1995, 1145-1152. 



Affine Maximal Hypersurfaces 231 

[21] N.S. Trudinger and X.-J. Wang, The Bernstein problem for affine maximal 
hypersurfaces, Invent. Math., 140 (2000), 399-122. 

[22] N.S. Trudinger and X.-J. Wang, Affine complete locally convex hypersurfaces, 
Invent. Math., to appear. 

[23] N.S. Trudinger and X.-J. Wang, On locally convex hypersurfaces with bound­
ary, J. Reine Angew. Math., to appear. 

[24] N.S. Trudinger and X.-J. Wang, The Plateau problem for affine maximal hy­
persurfaces, Preprint. 



ICM 2002 • Vol. Il l • 233^242 

Recent Progress in Mathematical 
Analysis of Vortex Sheets 

Sijue Wu* 

A b s t r a c t 

We consider the motion of the interface separating two domains of the 
same fluid that moves with different velocity along the tangential direction of 
the interface. We assume that the fluids occupying the two domains are of 
constant densities that are equal, are inviscid, incompressible and irrotational, 
and that the surface tension is zero. We discuss results on the existence and 
uniqueness of solutions for given data, the regularity of solutions, singularity 
formation and the nature of solutions after the singularity formation time. 
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35J60. 
Keywords and Phrases: 2-D incompressible inviscid flow, Birkhoff-Rott equa­
tion, Well-posedness, Regularity of solutions. 

1. Introduction 
Vortex dynamics is of fundamental importance for a wide variety of concrete 

physical problems, such as lift of airfoils, mixing of fluids, separation of boundary-

layers, and generation of sounds. In mathematical analysis, one often neglects 

surface tension and viscosity, when they are small in the real physical problem. 

This necessitates justifying such simplifications. 

In this paper, we consider the motion of the interface separating two domains 

of the same fluid in R2 t ha t moves with different velocity along the tangential 

direction of the interface. We assume tha t the fluids occupying the two domains 

separated by the interface are of constant densities tha t are equal, are inviscid, 

incompressible and irrotational. We also assume tha t the surface tension is zero, 

and there is no external forces. The interface in the aforementioned fluid motion is 

a so called vortex sheet. We want to study the following problem: 

Given a vortex sheet initial data , is there a unique solution to this problem? 
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In general, there are two approaches to the aforementioned problem. One is 
to solve the initial value problem of the incompressible Euler equation in R2 : 

vt + v • Vv + Vp = Odiv v = 0, „ 
n , , , (x,y)£R2, t>0 (l) 

v(x,y,0) = v0(x,y) 

where the initial incompressible velocity Vo € L2
0C(R2), in which the vorticity OJO = 

curit i is a finite Radon measure. Here v is the fluid velocity, p is the pressure, 
and the density of the fluid is assumed to be one. Notice that a vortex sheet 
gives a measure valued vorticity supported on the interface. This approach was 
posed by DiPerna and Majda in 1987 [9]. In 1991, J.M. Delort [8] proved the 
existence of weak solutions global in time of the 2-D incompressible Euler equation 
(1) for measure-valued initial vorticity in Hfo^(R2) that has a distinguished sign. 
However the problem of uniqueness of the weak solution is still unresolved. In 
1963, Yudovich [33] obtained the existence and uniqueness of weak solutions of the 
2-D incompressible Euler equation (1) for initially bounded vorticity. The best 
results on uniqueness upto date are given by Yudovich [34] and Vishik [31] for weak 
solutions with vorticity in a class slightly larger than L°°. This does not include 
vortex sheets, which admit measure-valued vorticity. Examples of weak solutions 
with the velocity field v G L2(R2 x (—T,T)) that is compactly supported in space-
time was constructed by V. Scheffer [29] and later by A. Shnirelman [30]. This gives 
non-uniqueness of weak solutions in L2(R2 x (—T,T)). However non-uniqueness in 
the physically relevant class of conserved energy v G L°°([0, oo), L2

0C(R2)) remains 
open. Numerical evidences of non-uniqueness of weak solutions for vortex sheet 
data can be found in [25], [18]. 

Furthermore, weak solutions give little information of the specific nature of the 
vortex sheet evolution. For instance, does the vorticity remain supported on a curve 
for a later time given that the initial vorticity is supported on a curve in R2? Assume 
further that the free interface between the two fluid domains remains a curve in R2 

at a later time, equation (1) can be reduced to an evolutionary differential-integral 
equation along the interface. This is the Birkhoff-Rott equation, written explicitly 
by Birkhoff in [2] and implied in the work of Rott [26]. The second approach uses 
the Birkhoff-Rott equation as a model for the evolution of the vortex sheet. 

2. The Birkhoff-Rott equation 
For convenience, we use complex variable z = x + i y to denote a point in R2. 

z = x — iy denotes the complex conjugate and fx = dxf is the partial derivative of 
the function / . Hs indicates Sobolev spaces. 

In search of the equation for the evolution of the vortex sheet, we suppose that 
at time t > 0 the vorticity is a measure supported on the curve T(t) given by the 
complex position £ = Ç(s, t) in the arclength s, in which £(0, t) is the particle path 
of a reference particle; and on this curve the vorticity density is 7 = 7(s, £). That 
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is the vorticity at time t is oj(x,y,i) satisfying 

<P(x,y).(x,y,t)dxdy= f ms,t)h(s,t)ds, for any * € C^(R2). 

From the Biot-Savart law, the velocity field v induced by the vorticity is given by 

^^ = h!éwj)ds^ ÎOIzmt)-
Notice that the velocity is discontinuous just on T(t). We define the velocity on the 
sheet as the average of the velocities at the two sides of the sheet, that is given by 
the principle value integral: 

* « ' • ' > • ' ) - a W f l M w U * ' . <2) 

As suggested by the properties of the Euler equation, we assume that the vortex 
sheet is converted by the average velocity (2), and the vorticity is conserved along 
the particle path. We arrive at the evolution equation of the vortex sheet: 

Çt(s,t) + a(s,t)U*,t) = v(t(s,t),t) 

<yt(s,t) + ds(a(s,th(s,t)) = 0 

where a(s,t) is a real valued function satisfying a(0,t) = 0. 
A rigorous justification of the equivalence between equation (3) and equation 

(1) for smooth graphs Ç(s,t) and smooth vortex strength 7(s,£) can be found in 
[19]. It is not hard to extend it to all smooth curves. 

Assume a(s,t) = f0 7(s',£) ds' defines an increasing function of s, we make a 
change of variables: z(a,t) = Ç(s(a,t),t), in which s(a,t) is the inverse of a(s,t): 
a(s(a,t),t) = a. We get from equation (3) the Birkhoff-Rott equation 

drz{a>t) = h P A , - l z(a,t)^z(ß,t) dß- (4) 

Notice that z = z(a,t) is a parameterization of the vortex sheet in the circulation 
variable a, l/\za\ = 7 is the vortex strength. A steady solution of (4) is the flat 
sheet z = a. 

Equation (4) has been under active investigations over the last four decades. 
A well-known property of (4) is that perturbations of the flat sheet grow due to the 
Kelvin-Helmholtz instability, following from a linearization of equation (4) about the 
flat sheet. For given analytic data, Sulem, Sulem, Bardos and Frisch [28] established 
the short time existence and uniqueness of solutions in analytic class for 2-D and 
3-D vortex sheet evolution. Duchon and Robert [10] obtained the global existence 
of solutions of equation (4) for a special class of initial data that is close to the flat 
sheet. However, numerous results show that a vortex sheet can develop a curvature 
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singularity in finite time from analytic data. D.W. Moore [21] was the first to 
provide analytical evidence that predicts the occurrence and time of singularity-
formation, which was verified numerically by Meiron, Baker and Orszag [20] and 
by Krasny [13]. Caflisch and Orellana [3] proved existence almost up to the time 
of expected singularity formation for analytic data that is close to the flat sheet. 
Duchon and Robert [10] and Caflisch and Orellana [4] constructed specific examples 
of solutions of equation (4) where a curvature singularity develops in finite time 
from analytic data. The example of Caflisch and Orellana [4] has the form z(a, t) = 
a + S(a, t) + r(a,t), where 

S(a,t) = e(l - t ) { ( l ^ e - * / 2 - » ) 1 ^ - (1 - e-*/2+»)i+/^ 

is a solution of the linearized equation in which e is small, p > 0; r(a, t) is the 
correction term that is negligible relative to S(a, t) in the sense that S(a, t) + r(a, t) 
exhibits the same kind of behavior as S(a,t) [4]. Notice that S(a,t) is an analytic 
function for t > 0, but S(a,0) has an infinite second derivative at a = 0 for 
p G (0,1). In fact, the (1 + ii)th derivative of S(a,0) for v > p becomes infinite at 
a = 0. Now inverting time gives an example z(a, t) that is analytic at to < 0, but 
has an infinite second derivative at a = 0, t = 0. At the singularity formation time 
t = 0, the vortex strength l/\za\ of this example satisfies 

0 <c< l/\za\ <C<oo (5) 

for some constants c and C; and z(a, t) G C1+P(R x [iojQ]) for 0 < p < p. 
These examples also show that the initial value problem of the Birkhoff-Rott 

equation (4) is ill-posed in C1+V(R), v > 0, and in Sobolev spaces HS(R), s > 3/2 
in the Hadamard sense [4], [10]. Ill-posedness was also proved by Ebin [11] using a 
different approach. However the existence of solutions in spaces less regular than 
C1+V(R) or HS(R), and the nature of the vortex sheet at and beyond the singularity-
time remained unknown analytically in general. 

This suggests that we look for solutions of the Birkhoff-Rott equation in the 
largest possible spaces where the equation makes sense. For the purpose of this 
paper, we consider functions z(a, t) so that for each fixed time t, both sides of the 
equation (4) are functions locally in L2, and on which the L2-analysis is available. 
This leads us to consider chord-arc curves, thanks to the work of G. David [7]. 

Another reason that chord-arc curves are to be considered is due to the nu­
merical calculation of Krasny [14] [15]. Krasny studied the evolution of the vortex 
sheet beyond singularity using the vortex blob method. He found that the approx­
imating solutions have the form of a spiral beyond singularity. Convergence of the 
approximating sequence to a weak solution of the Euler equation (1) was proved 
by J-G. Liu and Z-P. Xin [17], under the assumption that the initial vorticity has a 
distinguished sign. A special example of chord-arc curves is a logarithmic spiral. 
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3. Chord-arc curves and some recent results 
Let F be a rectifiable Jordan curve in R2 given by £ = £(s) in the arclength s. 

We say F is a chord-arc curve, if there is a constant M > 1, such that 

|si — s2\ < M|£(si) — C(«2)|j for all si , «2-

The infimum of all such constants M is called the chord-arc constant. 
For a chord-arc curve £ = £(s), s the arclength, it is proved in [6] that £'(s) 

exists almost everywhere, and there is a choice of the argument function 6 G BMO, 
with £'(s) = e*6^. In particular, if the chord-arc constant is close to 1, there is 
a choice of 6 G BMO, such that | |6 | |BMO is close to 0. Moreover the subset of all 
those functions 6 is an open subset of BMO. And if 6 G BMO, and | |6 | |BMO < 1> 
î(s) = Co + Jo e%b^s •* ds' defines a chord-arc curve. 

Examples of chord-arc curves include Lipschitz curves and logarithmic spirals 
r = ±ee, 9 G R, where (r,9) is the polar coordinates. 

A Theorem of G. David [7] states that 

Theorem (G. David [7]). For all chord-arc curves F : £ = £(s), s the arclength, 
the corresponding Cauchy integral operator Cr, where 

is bounded from L2(ds) to L2(ds). 

In fact, the result of G. David [7] is stronger than stated above. He proved that 
the Cauchy integral operator Cr is bounded from L2(ds) to L2(ds) if and only if F 
is a regular curve. A rectifiable curve F is said to be regular if there is a constant 
M such that for every r > 0 and every disc D with radius r, the length of F n D 
does not exceed Mr. A chord-arc curve is regular but not vice versa. 

Now we go back to the Birkhoff-Rott equation. Notice that the Biot-Savart 
integral representing an incompressible velocity field v in terms of the vorticity u 
may be divergent if u does not vanish fast enough at infinity, even if the velocity-
field v is well defined, we extend the definition of the Birkhoff-Rott equation (4) by-
considering the differences of the velocities between any two points: 

^ ' ) - ^ ' ' ) = hP-V-!mJz(a,t)^z(ß,t) - *(«',*)-*(/M)}d/? 

1 f z(a',t)-z(a,t) ' ' 
2ni ' J\ß\>N (z(a,t)-z(ß,t))(z(a',t)- z(ß,t)) 

for all (a,t), (a',t), and some N > \a\ + \a'\ + 1. This admits a larger class 
of solutions. In particular, the integral on the right hand side of equation (6) is 
convergent for those similarity solutions considered in [12], [23]-[25], which otherwise 
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give divergent Cauchy integrals in (4) due to the divergent contributions from the 
vorticities at infinity. It follows from the Theorem of G. David that the integral on 
the right hand side of the equation (6) is convergent for a.e. (a,t), (a',t) and is 
in L°°([0,T], L2

0C(da) x L2
0C(da'j) for the solutions considered in Theorem 1 in the 

following. 
Roughly speaking, if a function z = z(a,t) satisfies equation (4), it will also 

satisfy equation (6). On the other hand, if z = z(a,t) satisfies (6), and the Cauchy 
integral 

P-v- / ~~i N 77—\dß 
2m J z(a,t) — z(ß,t) 

is convergent, then there is a function c = c(t), such that z(a,t) + c(t) satisfies 
equation (4). 

For a local integrable function / = f(a) defined on (a, 6), we say / is of 
bounded local mean oscillation on (a, 6) if there exists So > 0 such that 

II/HBMO(O,6),5O = SUP TTT / l / ( a ) ~ / ' I da < °° ' 
all Ic(a,b),\I\<S0 HI JI 

here / / = 4T fT f(a) da, I is an interval. We say / is analytic on (a, 6) if / G 
C°°(a,b), and for any compact subset K of (a, 6), there is a constant p > 0, such 
that 

(~A/ yy) ft 

^2^JK\d^f(a)\2da<œ. 

Notice that In z is multi-valued for complex number z. In the following, In za refers 
to one choice of the multi-values. We have the following results concerning the 
solutions of the Birkhoff-Rott equation (6) (or (4)). 

Theorem 1 [32]. Assume that z G ff1([0,T],L2
oc(Ä)) n L2([0,T],H}oc(R)) is a 

solution of the Birkhoff-Rott equation (6) for 0 < t < T, satisfying that 
1. There are constants m > 0, M > 0, independent oft, such that 

m\a-ß\<\z(a>t)-z(ß,t)\<M\a-ß\ for alla, ß, 0<t<T. (7) 

2. For the interval (a,b), there exists öo > 0, independent oft, such that for 
allO<t<T, 

| | lnZa(-,*)| |ßMO(a,&),,5o <C(m,M), (8) 

here C(m, M) is a universal constant depending on m and M. Assume further that 
lnza G L2([0,T],L2

oc(Rj). Then za G C((a,b) x (0,Tj), and for each t0 G (0,T), 
za(-,to) is analytic on (a,b). 

Remark Notice that assumption 2. is satisfied if In za G C([a, b] x [0, T]). Assump­
tion 1. is equivalent to assuming that the vortex strength 7 = l / |zQ | is bounded 
away from 0 and 00, with bounds independent of t, and z = z(-,t) defines a chord-
arc curve for each fixed t G [0, T], with the chord-arc constant independent of t. 



Recent Progress in Mathematical Analysis of Vortex Sheets 239 

Assumption 1. can be relaxed by requiring that l/\za(a, t)\ is bounded away from 
0 and oo for a G (a, 6) only, and by assuming some weaker conditions for a G" (a, 6). 

A version of Theorem 1 under assumptions that the solution of the Birkhoff-
Rott equation (4): z = z(a,t) G C1+Po, for some po > 0, the vortex strength 
Co < ^(a,i) < Co for some constants Co > 0, Co > 0, and the vortex sheets T(t) are 
closed Jordan curves is also obtained by Lebeau [16] using an independent approach. 

As a consequence of Theorem 1, the example constructed by Caflisch and 
Orellana [4] will fail to satisfy properties 1 and 2 as stated in Theorem 1 near the 
singularity after the singularity formation time. 

Let Rez and Imz be the real and imaginary parts of the complex number z 
respectively. Regarding the existence of solutions, we have the following 

Theorem 2 [32]. For any real valued function wo G H2(R), there exists T = 
T( \\wo\\ a. ) > 0, such that the Birkhoff-Rott equation (6) has a solution z = z(a,t) 
for 0 < t < T, satisfying Inza G L°°([0,T],HÌ(R)) n Lip([0,T],HÌ(R)) and 
Im{(l + i) Inza(a, 0)} = tvo(a), with the properties that there exist constants m > 0, 
M > 0 independent of t, such that 

m\a-ß\ < \z(a,t) - z(ß,t)\ < M\a - ß\, for alia, ß, 0<t<T; 

and there exists öo > 0, independent of t, such that 

\\lnza(-,t)\\BMO(R),6o <C(m,M), forO<t<T, 

here C(m,M) is the universal constant as in Theorem 1. 

Theorem 2 states that if only half of the data za(a,0) is given, there is a 
solution of the Birkhoff-Rott equation (6) for a finite time period. Theorem 2 is a 
generalization of the existence result of Duchon and Robert [10] to general data. 

The following result implies that Theorem 2 is optimal, in the sense that in 
general, there is no solution of the Birkhoff-Rott equation satisfying properties 1. 
and 2. as stated in Theorem 1 beyond the initial time t = 0 for arbitrarily given 
data. 

Theo rem 3 [32]. Assume that z G ff1([0,T],L2
oc(Ä)) n L2([0,T],Hloc(R)) is a 

solution of the Birkhoff-Rott equation (6) for 0 < t < T, T > 0, satisfying the 
property 1. and property 2. on some interval (a,b) as stated in Theorem 1. Assume 
further that lnzQ G L2([0,T],L2

oc(Rj), and wo = Im{(l + i)lnza(-,Ö)} is analytic 
on (a,b). Then za G C((a,b) x [0,Tj) and Re{(l + i) Inza(-,0)} is also analytic on 
(a,b). 

4. Open questions 
The reason that Theorem 1-3 holds is that under the assumptions 1. and 2. 

in Theorem 1, the Birkhoff-Rott equation (6) is of "elliptic" type on (a, 6) x [0,T]. 
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It would be interesting to see whether the assumption 2 that requires small local 
mean oscillation on In za(-,t) can be removed, or to see whether one can construct 
a non-smooth solution of equation (6) that violates (8). A good place to start is to 
construct similarity solutions of the Birkhoff-Rott equation. Similarity solutions are 
studied numerically in Pullen [23] [25], Pullen and Phillips [24], and analytically in 
Kambe [12]. However, the similarity solutions in [12], [23]-[25] violate (7). It would 
also be interesting to relax the assumption 1. by considering vortex strength that 
is not necessarily bounded away from 0 and infinity on the interval (a, 6). 

Theorem 1-3 implies that a solution of the Birkhoff-Rott equation is either 
analytic, or doesn't satisfy properties 1. and 2. in Theorem 1. And there are in 
general no solutions of reasonable regularity (properties 1. and 2.) beyond the 
initial time for an arbitrarily given data. Are there solutions of the Birkhoff-Rott 
equation in spaces of even less regularity? Notice that we can define the solutions 
of the Birkhoff-Rott equation in the distribution sense by 

This admits some even larger classes of solutions z = z(a,t). Is there a solution in 
the distribution sense for the Birkhoff-Rott equation for any given data? How is it 
related to the weak solution of the Euler equation? 

Theorem 1-3 might as well suggest that the vortex sheet in general fails to be 
a curve beyond the initial time for general data. Therefore it becomes interesting 
to study the vortex layers or considering the effects of viscosity. Numerical analysis 
of the vortex layers can be found in Baker and Shelley [1] etc. 
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Quantum Resonances and 
Partial Differential Equations 

M. Zworski* 

Abstract 

Resonances, or scattering poles, are complex numbers which mathemati­
cally describe meta-stable states: the real part of a resonance gives the rest 
energy, and its imaginary part, the rate of decay of a meta-stable state. This 
description emphasizes the quantum mechanical aspects of this concept but 
similar models appear in many branches of physics, chemistry and mathemat­
ics, from molecular dynamics to automorphic forms. 

In this article we will will describe the recent progress in the study of 
resonances based on the theory of partial differential equations. 

2000 Mathematics Subject Classification: 35P20, 35P25, 35A27, 47F05, 
58J37, 81Q20, 81U. 
Keywords and Phrases: Quantum resonances, Scattering theory, Trace 
formulae, Microlocal analysis. 

1. Introduction 

Eigenvalues of self-adjoint operators appear naturally in quantum mechanics 
and are in fact what we observe experimentally in many situations. To explain the 
need for the more subtle notion of quantum resonances we consider the following 
simple example. 

Let V(x) be a potential on a bounded interval, as shown in Fig . l . a) . If £ 
denotes the classical momentum, then the classical energy is given by 

E=e+v(x), (l.i) 

and the motion of a classical particle can deduced from this equation by considering 
E as the Hamiltonian. The quantized Hamiltonian is given by 

P(h) = (hDxf + V(x), Ç^hDx, Dx = -dx. (1.2) 
% 
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The operator P(h) considered as an unbounded operator on L2 of a bounded in­
terval (with, say, Dirichlet boundary conditions) has a discrete spectrum, which 
gets denser and denser as h —¥ 0, which corresponds to getting closer to classical 
mechanics: 

P(h)u(h) = E(h)u(h), E(h) e R , \u(h)\2 < oo, u(h)(±n) = 0. (1.3) 

The eigenvalues, E(h), are what we (in principle) observe, and the square-integrable 
eigenfunctions, u(h), are the wave functions. 

Now, consider the same example but with a potential V(x) on R, as shown 
in Fig.l. b). At the energy E, and inside the well created by the potential, the 
classical motion is the same as in the previous case. Hence, we expect that (at least 
for h very small) there should exist a quantum state corresponding to the classical 
one. It is clear in dimension one that for the potential shown in the figure, P(h) 
given by (1.2) has no square integrable eigenfunctions (1.3). 

(a) (b) 

Figure 1: (a) A potential well on a finite interval, (b) A potential 
on the whole line the same classical picture but a very different 
quantum picture. 

A non-obvious remedy for this is to think of eigevalues (in the case of Fig.l.a) 
as the poles of the resolvent of P(h): 

R(z,h) = ( P ( f t ) - z ) - 1 . 

In the case of Figl.b), the resolvent is not bounded on L2(R) for z > 0, which 
corresponds to free motion or scattering. However, under suitable assumptions on 
V(x) near infinity we have a meromorphic continuation of R(z, h) from Imz > 0 to 
the lower half-plane: 

R(z,h) : L2
0 m p(R) ^ L 2

0 C ( R ) . 

The complex poles of R(z, h) are the replacement for eigenvalues, are called reso­
nances. For a recent presentation of these in the physical literature and for examples 
of current interest see for instance [7]. 

In this review, we will restrict ourselves to the case of 

P(h) = ^h2A + V(x), x£Rn, 
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where the potential V(x) satisfies some decay and analyticity assumptions near in­
finity, or is simply compactly supported. Then our discussion above applies and 
resonances are defined as the poles of R(z, h) - see [9] for an attractive new presen­
tation of the meromorphic continuation properties and references. In our convention 
the resonances are located in the lower half-plane. 

We should stress that most of the results hold for very general black box per­
turbations of Sjöstrand-Zworski [22] which allow for a study of diverse problems 
without going into their specific natures - see [20] for definitions. Also, despite 
the fact that the motivation presented here came from molecular dynamics, sim­
ilar issues arise in other settings, from automorpic scattering to electromagnetic 
(obstacle) scattering - see [8], and [23] respectively. 

We suggest the the surveys [12],[20],[31],[33], and [36] for the review of earlier 
results, and we concentrate on the progress achieved in the last few years. For 
an account of work based on other methods and motivated by different physical 
phenomena we refer to [13]. 

2. Trace formulae for resonances 
Trace formulae provide one of the most elegant descriptions of the classical-

quantum correspondence. One side of a formula is given by a trace of a quantum 
object, typically derived from a quantum Hamiltonian, and the other side is de­
scribed in terms of closed orbits of the corresponding classical Hamiltonian. A 
new general approach based on quantum monodromy operator which quantizes the 
Poincaré map in a natural way was recently given in [24]. 

In general the spectral (or scattering) side of the formula is given in terms of the 
trace of a function of the quantum Hamiltonian f(P(hj). In the case of self-adjoint 
problems with discrete sets of eigenvalues the spectral theorem readily provides an 
expression for tr f(P(hj) but the problem becomes subtle for resonances. It has 
been studied by Lax-Phillips, Bardos-Guillot-Ralston, Melrose, Sjöstrand-Zworski, 
Guillopé-Zworski - see [34] and references given there. 

More recently Sjöstrand [20],[21] introduced local trace formula for resonances, 
and that concept was developed further in [18] and [3]. For P(h) given by (1.2) 
with V(x) decaying sufficiently fast at infinity it can be stated as follows. 

Let 0 be an open, simply connected, pre-compact subset of {Re z > 0} C C, 
such that O n R is connected. Suppose that / is holomorphic in a neighbourhood 
of 0 and that ip G C£° (R) is equal to 1 in Q n R and supported in a neighbourhood 
of 0 n R. Then, denoting the resonance set of P(h) by Res(P(hj), 

tr ((M)(P(h)) - (fiP)(^h2A)) = £ f(z) + ELv(h), 
zeRes(P(h))nn (2.1) 

\Ef,v(h)\ < h-nCQ,v max{|/(z)| : z G Oi \ 0 , Im z < 0} , 

where Oi is a neighbourhood of 0 (see [3] and [18] for more precise versions). 
The basic upper bound on the number of resonances is given as follows: 

tt Res(P(h)) n 0 = 0(h,-n), (2.2) 
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see [12],[19],[20],[33]. It would consequently appear that the error term in (2.1) is of 
the same order as the sum over the resonances. However, by choosing the function 
/ so that it is small i n Q i \ Q n { I m z < 0 } , the sum of f(z) can dominate the left 
hand side of (2.1). Doing that, Sjöstrand has shown that an analytic singularity of 
E >-¥ \{x : V(x) > E}\ at E0 gives a lower bound in (2.2) for Q a neighbourhood 
of E0 - see [21] and references given there. 

Another application of local trace formulas techniques is in analysing reso­
nances for bottles, that is perturbations of the Euclidean space in which the "size" 
of the perturbation may grow but which are connected to the euclidean infinity-
through a fixed "neck of the bottle" - see [21],[18]. 

3. Breit-Wigner approximations 
In a scattering experiment the physical data is mathematically encoded in the 

scattering matrix, S(X, h). It is in the behaviour of objects derived from the scat­
tering matrix that we see physical manifestations of abstractly defined resonances. 
The classical and still central Breit-Wigner approximation provides this connec­
tion. The most mathematically tractable case is provided by the scattering phase 
a(X,h) = logdetS(X,h)/(2iri), which is defined for V's with sufficient decay (oth­
erwise relative phase shifts have to be used, see [3]). When À is close to a resonance 
E — iT, the Breit-Wigner approximation says that 

" ' ^ ^ ( A - J ï ' + r" (3-1} 

that is, if F is small, a(X) should change by approximately 1 as À crosses E. This 
has been justified rigorously in some situations in whch a given resonance, close to 
the real axis, is isolated. 

In view of (2.2) the number of resonances in fixed regions can be very large and 
for h small clouds of resonances need to be considered to obtain a correct form of 
the Breit-Wigner approximation. A formalism for that was introduced by Petkov-
Zworski [16],[18], and it was developed further by Bruneau-Petkov [3] and Bony-
Sjöstrand [2]. It is closely related to extending the trace formula (2.1) to h dependent 
O's. To formulate it, let us introduce OJ(Z, E) = (1/n) fE(\lm z\/\z — A|2)dA, Im z < 
0, the harmonic measure corresponding to the upper half-plane. Then, for non-
critical A's (that is for A's for which £2 + V(x) = X =̂> d(x^(Ç2 + V(xj) ^ 0) 

(r(X + 6,h)-(r(X-6,h) = ^ OJ(Z,[X^ Ó,X +Ó]) + 0(o)h-n, (3.2) 

0 < ö < h/C. The main point is that ö can be made arbitrarily small and that we 
only need to include resonances close to A. If we do not assume that A is non-critical 
weaker, but still useful, results can be obtained from factorization of the scattering 
determinant [18], or more generally, from the the analysis of the phase shift function 
[3]. 
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One of the consequencies of the development of the Breit-Wigner approxima­
tions for clouds of resonances were new estimates on the number of resonances in 
small regions, first in [16], and then in greater generality in [1],[3],[18]. If in place 
of (2.2) we had a Weyl law with a remainder ö(h1^n), then, as for eigenvalues, 

(t {z G Res(P(h)) : \z - X\ < 0} = ö(<J)/r" , Ch<ó<l/C. (3.3) 

It turns out that despite the lack of the Weyl law we still have this estimate for 
non-critical A's. 

4. Resonance expansions of propagators 
In the case of discrete spectrum of a self-adjoint operator the propagator, 

exp(—itP(h)/h) can be expanded in terms of the eigenvalues. In fact, our under­
standing of "state specificity" often comes from such "Fourier decompositions" into 
modes. For problems in which decay or escape to infinity are possible such expan­
sions are still expected but just as in the case of trace formulas far from obvious. For 
non-trapping perturbations and in the context of the wave equation the expansions 
in terms of resonances were studied in late 60's by Lax-Phillips and Vainberg (see 
the references in [30]). 

For trapping perturbations the expansions were investigated by Tang-Zworski 
[30], and then by Burq-Zworski [5], Christiansen-Zworski [6], Stefanov [26], and 
most recently by Nakamura-Stefanov-Zworski [14]. 

Here, we will recall the general expansion given in [5]: let \ € C£°(Rn), 
ip G C£°(0, oo), and let chsupp ip = [a, b]. There exists 0 < ö < c(h) < 25 and L, so 
that we have 

xe-itP(h)/hxlHp{h)) = £ x^s(e-iHhR(.,h),z)^P(P(h)) 

zeii(h)nReMP) (4.1) 

+ 0L2^L2(h°°), for t>h~L, 

ii(h) = (a — c(h), b + c(hj) — i[0,1/C), and where Res(/(»), z) denotes the residue 
of a meromorphic family of operators, / , at z. 

The function c(h) depends on the distribution of resonances: roughly speak­
ing we cannot "cut" through a dense cloud of resonances. Even in the very well 
understood case of the modular surface [6, Theorem 1] there is, currently at least, a 
need for some non-explicit grouping of terms. This is eliminated by the separation 
condition [30, (4.4)] which however is hard to verify. 

The unpleasant feature of (4.1) is the need for very large times ~ hrL and 
the presence of a non-universal parameter, c(h). The former is necessary in this 
formulation as one sees by considering the free case P(h) = —h2A. However an 
expansion valid for all times is possible in the case when a part of V constitutes a 
barrier separating the trapped set in {(x, £) : Ç2+V(x) G supp ip} from infinity [14]. 
The example shown in Fig.l. b) is ofthat type. By the trapped set in S c T*R" 
we mean the set 

i f n £ = {(£,£) G S : \exp(tHp)(x,Ç)\ / - • oo, t—> ±00} , (4.2) 
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where Hp is the Hamilton vectorfield of p = Ç2 + V(x). One of the components 
comes from the work of Stefanov [27] on making estimates (2.2) more quantitative 
with constants related to the volume of the trapped set (for yet finer results of that 
type see Section.6). 

5. Separation from the real axis 
One of the most striking applications of PDE techniques in the study of res­

onances is the work of Burq (see [4] and references given there) on the separation 
of resonances from the real axis, estimates of the cut-off resolvent on the real axis, 
and the consequent estimates on the time decay of energy. 

For non-trapping perturbations we have the following estimate on the trun­
cated meromorphically continued resolvent 

\\XR(z,h)x\\L2^L2 < C e X p ( C | I
f e

m ZÌ/h) , hnz>-Mhlog^, XeCc°°(R"), 

(5.1) 
for any M, see [11] for the absence of resonances (implicit in (5.1)), and [14] for the 
(easily derived) estimate. 

Since the work of Stefanov-Vodev and Tang-Zworski (see [27],[29],[31] and 
references given there) we know that in many trapping situations1, there exist many-
resonances converging to the real axis2. The question then is how close could the 
resonances approach the real axis or, as it turns out equivalently, how big can the 
truncated resolvent be on the real axis. Heuristically, tunneling should prevent 
arbitrary closeness to the real axis, and the separation should be universally given 
by at least exp(—S/h). 

Tunneling of solutions is made quantitative in PDEs through Carleman es­
timates used classically to show unique continuation of solutions of second order 
equations. Following the work of Robbiano, and Lebeau-Robbiano, Burq succeeded 
in applying Carleman estimates to a wide range of resonance problems - see [4] and 
references given there. In the setting described here his basic result says that if 0 
is as in (2.1) then 

3Si,S2, z G Res(P(h)) n 0 => Im z > -exp(-Sifh), 

WxR(z,h)x\\L2^L2<eMS2/h), zGÛnR, XeCc°°(R"). (5 '2) 

In addition, improved estimates are possible if \ is assumed to have support outside 
the projection of the trapped set: 

\\xR(z,h)x\\L2^L2<C/h, zGÛnR, xeCc°°(R"\7r(if)). (5.3) 

That means that away from the interaction region n(K) we have, on the real axis, 
the same estimates as in the non-trapping case (5.1) and that has immediate appli­
cations in scattering theory [28]. 

1roughly speaking, whenever there exists an elliptic orbit of the Hp-ûaw 
2 That in specific trapping situations there exist resonances whose distance to the real axis is 

of order exp(—S/h) is classical in physics with the most precise mathematical results given by 
Helffer-Sjöstrand - see [9]. Here we concentrate on very general existence results which guarantee 
lower bounds on the number of resonances. 
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0.5. 

Figure 2: Graph of a potential V(x), for which the classical flow 
of the Hamiltonian £2 + V(x) is hyperbolic for energies close to 
0.5. 

6. Resonances in chaotic scaterring 

Since the work of Sjöstrand [19] on geometric upper bounds for the number of 
resonances, it has been expected that for chaotic scattering systems the density of 
resonances near the real axis can be approximately given by a power law with the 
power equal to half of the dimension of the trapped set (see (6.1) below). Upper 
bounds in geometric situations have been obtained in [32] and [35]. 

An example of a potential in V G C^°(R2) for which the flow of Hp, p = 
Ç2 + V(x), is hyperbolic (and hence scattering exhibits chaotic features) is shown 
in Fig.6. 

A recent numerical study [10] for that potential indicates that the density of 
resonances satisfies a lower bound related to the dimension of the trapped set - see 
Fig.6. In a complicated semi-classical situation studied in [10], the dimension is a 
delicate concept and it may be that different notions of dimension have to be used 
for upper and lower bounds. That point is emphasized in [25] where numerical data 
for semi-classical zeta function for several convex obstacles is analyzed. 

In the case of convex co-compact hyperbolic quotients, X = F \H 2 , studied in 
[35] the situation is particularly simple as the quantum resonances coincide with 
the zeros of the zeta-function - see [15]. The notion of the dimension of the trapped 
set is also clear as it is given by 2(1 + ö). Here ö = dim A(F) is the dimension of 
the limit set of F, that is the set of accumulation points of the elements of F (they 
are all hyperbolic), A(F) c 9H 2 . 
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R=1.45 

3.8 3.9 4 
-log(hbar) 

Figure 3: A plot of log(iVres) as a function for —log(h) for the 
potential shown in in Fig. 6. The value of H ranges from 0.025 
to 0.017. Triangles represent numerical data, circles least squares 
regression, and stars the slope predicted by the conjecture. 

Hence we expect that 

E ror(s) „i+<5 (6.1) 
llm s | < r , Re s>—C 

where mr(s) is the multiplicity of the zero of the zeta function of F at s. We also 
changed the traditional convention: here h2s(l — s) = z in the notation of previous 
sections, and h(Re s — 1/2), Mm s correspond to Im z, Re z respectively. 

An upper bound of this form was established in [35] but a simpler method 
giving improved upper bounds has been recently presented in [37]. The new method 
is based on zeta function techniques. What we obtain is a bound in the case of 
convex co-compact Schottky groups 

\ J{ ro r ( s ) : r <Im s < r + 1, Re s > —Co} < Cirs (6.2) 

where Ö = dim A(F). This improved estimate is a "fractal" version of (3.3): 1 + ö 
now plays the rôle of n. It is clear that the method works in greater generality and 
implementing it is part of an ongoing project. 
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Non Uniformly Hyperbolic Dynamics: 
Hénon Maps and Related 

Dynamical Systems 

Michael Benedicks* 

Abstract 

In the 1960s and 1970s a large part of the theory of dynamical systems 
concerned the case of uniformly hyperbolic or Axiom A dynamical system 
and abstract ergodic theory of smooth dynamical systems. However since 
around 1980 an emphasize has been on concrete examples of one-dimensional 
dynamical systems with abundance of chaotic behavior (Collet & Eckmann and 
Jakobson). New proofs of Jakobson's one-dimensional results were given by 
Benedicks and Carleson [5] and were considerably extended to apply to the 
case of Hénon maps by the same authors [6]. Since then there has been 
a considerable development of these techniques and the methods have been 
extended to the ergodic theory and also to other dynamical systems (work 
by Viana, Young, Benedicks and many others). In the cases when it applies 
one can now say that this theory is now almost as complete as the Axiom A 
theory. 

2000 Mathematics Subject Classification: 37D45, 37D25, 37G35, 37H10, 
60, 60F05. 
Keywords and Phrases: Hénon maps, Strange attractors, Ergodic theory. 

1. Introduction 
Dynamical systems as a discipline was born in Henri Poincaré's famous trea­

tise of the three body problem. In retrospect arguably one can view as his most 
remarkable discovery of the homoclinic phenomenon. Stable and unstable mani­
folds of a fixed point or periodic point may intersect at a homoclinic point thereby-
producing a very complicated dynamic behavior—what we now often call chaotic. 

In my opinion in the development of theory of dynamical systems—like in the 
development of all good mathematics—one can clearly see two stages. The first 
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stage is the understanding of concrete examples and the second stage is generaliza­
tion. A large part of the second encompasses the introduction of the right concepts 
which makes the arguments in the concrete examples into a theory. 

One such development starts with the two famous papers by M. L. Cartwright 
and J. Littlewood "On non-linear differential equations of the second order I and 
II", which was among the first to treat nonlinear differential equations in depth. 
Littlewood was astonished by the difficulties that arose in studying these model 
problems and called the second of these papers "the monster". 

S. Smale gives in "Finding a horseshoe on the beaches of Rio" an entertaining 
account of how he was lead to his now ubiquitous horseshoe model for chaotic 
dynamics. In fact in his first paper in dynamical systems he made the conjecture 
that "chaotic dynamics does not exist" but received a letter from N. Levinson 
with a paper clarifying the previous work by Cartwright and Littlewood and which 
effectively contained a counterexample to Smale's conjecture. Levinson's paper 
contained extensive calculations which Smale found difficult follow and this lead 
him to construct a model with minimal complexity but still with the main features 
of Levinson's ODE model. 

Starting from the horseshoe model, Smale and his group at Berkeley started 
to develop the theory of uniformly hyperbolic or Axiom A dynamical systems in 
the seventies. One central concept in this theory is that of an axiom A attractor 
for a diffeomorphism / of a manifold M. 

Let A be an invariant set for a diffeomorphism of a manifold M. A is said 
to be a hyperbolic set for / if there is a continuous splitting of the tangent bundle 
of M restricted to A, TM\\, which is invariant under the derivative map Df: 
TM\A = ES®EU; Df(Es) = Es; Df(Eu) = Eu; and for which there are constants 
C > 0 and c > 0, such that | | £ > / " M | < Ce~cn and \\Dfn\Eu\\ < Cercn, for all 
n > 0 and there is a uniform lower bound for the angle between stable and unstable 
manifolds: a,ngle(Eu(x),Es(x)) > C, Va; G A. 

A is called an attractor (in the sense of Conley) if there is a neighborhood 
U D A such that f(U) C U and A = f)n°=1 fn(U). This attractor is topologically 
transitive if there is x € A with dense orbit in A. If moreover f\\ is uniformly-
hyperbolic A is an Axiom A attractor. 

The ergodic theory of Axiom A attractors was developed by Sinai, Ruelle and 
Bowen in the 1970. In particular for an Axiom A attractor they constructed so 
called SRB-measures: measures with absolutely continuous conditional measures 
on unstable manifolds. This measures p are also physical measures in the sense 
of Ruelle since for z0 in a set of initial points of positive Riemannian measure the 
Birkhoff sums ^ Xw=o ^fjz0 ~~* M as n ^ oo. 

In fact for a topologically transitive Axiom A attractor p is unique and the 
Birkhoff sums converges for a.e. Zo € B, where B is the basin of attraction B = 
Uj>o / _ J ' ( ^ ) - Although the Axiom A theory is quite satisfactory and complete it is 
not applicable to very many concrete dynamical systems. There is a general theory 
of ergodic theory of smooth dynamical systems due to among others Pesin, Katok, 
Ledrappier and others but concrete examples were lacking. Around 1980 the theory 
of chaotic one-dimensional maps was started. M. Misiurewicz studied multimodal 
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maps / of the interval, whose critical set or set of turning points, C, has the property 
that for all zo € C and all j > 1, dist(f:'zo,C) > ö > 0 and proved existence of 
absolutely continuous invariant measures. Then Collet and Eckmann [12] proved 
abundance, i.e. positive Lebesgue measure, of aperiodic behavior for a family of 
unimodal maps of the interval and, Jakobson in [20] proved abundance of existence 
of absolutely continuous invariant measures for the quadratic family. A new proof 
of Jakobson's theorem was then given by Lennart Carleson and myself in [5] and 
the methods from this paper were later used by us in [6] to prove aperiodic, chaotic 
behavior for a class of Hénon maps, which are small perturbations of quadratic 
maps. The methods of [6] have turned out to be useful for several other dynamical 
systems and the corresponding ergodic theory has been developed. There have 
been other accounts of this development, in particular by my collaborators Lai-
Sang Young (see e.g. [35]) and Marcelo Viana (see e.g. the proceedings of ICM98 
[30]). 

2. Hénon maps 
In 1978, M. Hénon proposed as a model for non-linear two-dimensional dy­

namical systems the map 

(x,y) >-¥ (1 + y — ax2 ,bx) 0 < a < 2, b > 0. 

He chose the parameters a = 1.4 and 6 = 0.3 and proved that / = fa^ has an 
attractor in the sense of Conley. 

He also verified numerically that this Hénon map has sensitive dependence on 
initial conditions and produced his well-known computer pictures of the attractor. 
Hénon proposed that this dynamical system should have a "strange attractor" and 
that it should be more eligible to analysis than the ubiquitous Lorenz system. 

In principle most initial points could be attracted to a long periodic cycle. In 
view of the famous result of S. Newhouse, [24], periodic attractors are topologically 
generic, so it was not at all a priori clear that the attractor seen by Hénon was not 
a long stable periodic orbit. 

However Lennart Carleson and I, [6], managed to prove that what Hénon con­
jectured was true—not for the parameters (a, 6) = (1.4,0.3) that Hénon studied— 
but for small 6 > 0. In fact we managed to prove the following result: 

Theo rem 1. There is a constant bo > 0 such that for all b, 0 < b < bo there is 
a set At, of parameters a, such that its one-dimensional Lebesgue measure |.4j,| > 0 
and such that for all a G At,, f = fa^, has the following properties 

1. There is an open set U = Ua$ such that f(U) C U and A = f]n=0 fn(U) = 
Wu(z), where Wu(z) is the unstable manifold of the fixed point z of f in the 
first quadrant. 

2. There is a point zo = zo(a,b) such that {/J(zo)}j^o is dense on A, and there 
is c>0 such that \Dp(zo)(0,1)| > ecj, j = 1,2,... . 

Hence A is a topological transitive attractor with sensitive dependence on 
initial conditions. An immediate consequence of Fubinis theorem is that the "good 
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parameter set" A = \Jb>0 Ai, x {6} is (a Cantor set) of positive two-dimensional 
Lebesgue measure. 

The first part of the theorem is easy to prove and the result is true for an open 
set of parameters, i.e. for a small rectangle close to a = 2 and 6 = 0 contained in 
{(a,b) : 0 < a < 2, b > 0}. The system is dissipativi since |detD/ai(,| = |6| < 1. In 
this case applying an argument of Palis and Takens, [28], it follows that a region 
that is enclosed by pieces of stable and unstable manifolds of the same fixed point z 
is attracted to the unstable manifold Wu(z). With some additional arguments one 
can see that also a neighborhood of the closure of the unstable manifold is attracted. 
However the attractor could a priori be a proper subset of Wu(z). 

The second part of the theorem is only true for parameters (a, 6) G A. The 
main ingredient in the proof of the second part of the theorem is the identification 
of a critical set C for these Hénon attractors. The set C is countable and located on 
Wu(z) but it is natural to expect that the Hausdorff dimension of C is positive. 

For each z0 G C the following holds: (i) |D/J '(zo)r(zo)| < e_CJ Vj > 1, where 
T(ZO) is the tangent vector of the unstable manifold at zo; (ii) trough each z0 G C 
there is a local unstable manifold Ws(zo), tangent to Wu(z). 

The proof of the theorem is a huge induction in time n. Successively pre­
liminary critical points or sets, precriticai points, are defined on higher and higher 
generations of the unstable manifold. We roughly say that z G Wu(z) is of gen­
eration G if z G / G (7 ) \ / G _ 1 (7 ) j where 7 is the horizontal segment of the local 
unstable manifold Wu(z) through the fixed point. 

In analogy with the methods from the one-dimensional case of [5] parameters 
are chosen so that inductively d(/ JZO,CG) > e _ a j Vj < n, Vzo G Ca, where Ca is 
the set of precriticai points of generation < G = 9(b) • n, where 9(b) = C/log(l/6) 
and a > 0 is a suitably chosen numerical constant. Moreover a further parameter 
selection is made so that, informally speaking, too deep returns close to the critical 
set do not occur too often. The estimate of the measure of the set, deleted because 
of this condition, is made by a large deviation argument. 

3. The ergodic theory 

Existence of SRB-measures. For the set of "good parameters" A of Theorem 
1, Lai-Sang Young and I proved in [9], the following result 

Theo rem 2. For all (a,b) G A, fa^ has a unique SRB measure supported on 
the attractor. 

As a consequence it follows by general smooth ergodic theory that there is a 
set of initial points E of positive two-dimensional Lebesgue measure, a subset of the 
topological basin B, such that for all zo G E the Birkhoff sums ^ X]?=o af>z0 ~* A*> 
weak-* as n —¥ 00. 

Decay of correlation and the central limit theorem. For the same class of Hénon 
maps as in Theorem 1, L.S. Young and I, [10], managed to prove decay of correlation 
and a version of the central limit theorem. Our main results may be summarized 
in the following theorem: 
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Theo rem 3. Suppose p and ip are Holder observables, i.e. they are functions 
on the plane that belong to some Holder class a, 0 < a < 1. Then for some C > 0 
and c > 0 

1. \Jp(p(x))'ip(x)dp - (J<pdp) (f'ipdp)\ < Cerci Vj > 0; 

2. p I {x : -j^ {Y^]=o f(f^x) — n J pdp) <t}) —̂  $a (t) as n —̂  oo, where $a (t) 

is the normal distribution function Af(0, a). 

The methods used to prove this theorem involved the definition of a return set 
X = XUC\XS, where Xu is a set of approximately horizontal long unstable manifolds 
7U and Xs is a set of approximately vertical stable manifolds 7S, indexed, say, by an 
arclength coordinate of its intersection with one of the unstable manifolds oï Xu. A 
dynamical tower construction was made and a Markov extension (Markov partition 
on the tower) was constructed. One of the key estimates concerns the distribution 
of the return time R(x) = Rj for x G X%, which is defined as the time the image 
a partition element X% returns to the base of the tower. Rt may be defined as the 
first time such that fRi (X1) D (*yu n X) for all 7U such that fRi (X1) n 7U ^ 0 and 
R(x) G X. Our estimate is that there are constants C and c > 0 such that for 
each 7U, \{x £ X Ci 7U : R(x) > t}\ < C^ct. L.S. Young was then able to give a 
generalization of this setting of dynamical towers, which applies to other dynamical 
systems. In particular she managed to prove exponential decay of correlation for 
dissipative billiards ([34]). 

The metric basin problem. A natural question that arises in connection with 
Theorem 2 is for which set of initial points Zo the Birkhoff sums nr1 YTiZo ^f'z0 

converge weak-* to the SRB-measure p. As previously mentioned from the smooth 
ergodic theory it only follows that this is true for a set of initial points of positive 
two-dimensional Lebesgue measure. 

In [8], Marcelo Viana and I were able to complete the picture: in fact almost 
all points of the topological basin are generic for the SRB-measure and the basin is 
foliated by stable manifolds. 

Theo rem 4. Let us consider the set of Hénon maps fa^, where (a,b) G A 
(the set of good parameters of Theorem 1). Then the following holds 

1. Through Lebesgue a.e. zo G B there is an infinitely long stable manifold 
Ws(zo) that hits the attractor. 

2. For a.e. initial point zo G B, ^ X]?=o af>z0 ~* l1 weak-* as n —¥ oo, where p 
is the SRB-measure of Theorem 2. 

This work was in fact carried out in the more general setting of the Hénon-like 
maps of Mora & Viana (see Section 4. below). We were also able to characterize the 
topological basin in this setting: its boundary is the stable manifold of the fixed 
point in the third quadrant (this was proved independently by Y. Cao [11]). 

4. Other dynamical systems 
Hénon-like maps. After a rescaling of the second coordinate, the Hénon maps 

may be written as (x,y) H> (1 — ax2,0) + \/b(y,x). More generally Mora&Viana, 
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[23] con-sided maps of the form fa(x,y) = (1 — ax2,0) + ip(x,y), where c\b < 
\det(Df(x,y)\ < c2b, ||I?(log| detl?/|)||c<i < C for some c\, c2, C and ||^>||o3 = 
ö(b2). They managed to carry out the same program as in Theorem 1 for these 
class of maps, which they called Hénon-like maps, and managed to prove prevalence 
of strange attractors, i.e. that there is a set of positive measure of parameters a so 
that fa exhibits a strange attractor. 

Mora & Viana used a one-parameter family of maps gß, —e<p<e, such that 
go has a homoclinic tangency and proved that there is a positive measure set of 
parameters p and a neighborhood Uß such that gß\u„ n a s a Hénon-like strange 
attractor. This is done following Palis &Takens [27], by proving that there is a 
linear change of variables and in the parameters $jv so that $j/ ° gß ° $JV(£, v) = 

(1 — aÇ2,0) + ip(Ç,r)), where ip satisfies the appropriate estimates of the Hénon-like 
maps. Note that the consequence of this is not the existence of a global attractor as 
in Theorem 1 but the existence of a local attractor close to the homoclinic tangency. 
(A homoclinic tangency does really occur close to Hénon 's classical parameters 
a = 1.4 and 6 = 0.3: this was proved by Fornaess and Gavasto, [18].) 

Saddle node bifurcations. Another case where methods based on those in [6] 
turned out to be useful is the case of saddle node bifurcations treated by Diaz, Rocha 
and Viana in [16]. In that paper they show that when unfolding a one-parameter 
family with a critical saddle node cycle Hénon like strange attractors appear with 
positive density at the bifurcation value. Moreover they prove that in an open class 
of such families the strange attractors are of global type. 

This work was continued by M.J. Costa [14], [15], who proved that global 
strange attractors also appear when destroying a hyperbolic set (horseshoe) by-
collapsing it with a periodic attractor. 

Viana's dynamical systems with multiple expanding directions. In [32], M. Viana 
studied the dynamical system / : T x J n T x J given by the the following skew 
product (9,x) H> (m9 (mod l),ao(9) — x2), where a(9) = ao + a sin7r(# — | ) . 

If m is a sufficiently large integer (> 16 is enough), ao is such that fa0(x) = 
ao — x2 is a Misiurewicz map, i.e. | / J (0) | > ö, Vj > 1, and a > 0 is sufficiently-
small, he managed to prove that for a.e. (9, x) and some constants C and c > 0, 
\dxf-'(9,x)\ > CeCJ, Vj > 1. In the second part of this paper Viana also considers 
skew products of Hénon maps driven by circle endomorphisms. 

An important difference with the situation in this paper compared to earlier 
work in the area is that the exponential approach rate condition of an orbit relative 
to the critical set is no longer satisfied. Instead this is replaced by a statistical 
property: very deep and very frequent returns to the critical region is very unlikely. 
The argument is based on an extension of the large deviation argument from [6]. 

SRB measures for the Viana maps were constructed by J.F. Alves in [1]. An 
important concept introduced by Alves was the notion of hyperbolic times, which 
are a generalization of the escape situations that were considered in [6] and they are 
also similar to the base in the tower construction in [34], [10]. 

Infinite-modal maps and flows. Motivated by the study of unfolding of saddle-
focus connections for flows in three dimensions Pacifico, Rovella and Viana, [25], 
studied parameterized families of one-dimensional maps with infinitely many critical 
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points. They prove that for a positive Lebesgue measure set of parameter values 
the map is transitive and almost all orbits have positive Lyapunov exponent. There 
has been a considerable amount of work on flows, by Viana, Luzatto, Pumarino, 
Rodriguez and others, where techniques from [6] have played an important role. For 
a survey of these and related results I refer to [31]. 

In a different direction is the recent proof by W. Tucker, [29], of the existence 
of chaotic behaviour for the Lorenz attractor. 

The attractors of Wang and Young. In a recent paper, D. Wang and L.S. Young, 
[33], carry out a theory of attractors which generalize the Hénon maps in a dif­
ferent direction. They consider maps of a two-dimensional manifold of the form 
f(x,y,a,b) = (F(x,y,a,b),0) + b(u(x,y,a,b),v(x,y,a,bj). This class clearly dif­
fers from the Hénon-like maps of Mora & Viana. In particular the theory applies 
to perturbations of certain one-dimensional multimodal maps, with a transversality 
condition in the parameter dependence. The techniques are analogous to these in 
[6] but more information on the geometric structure, in particular of the critical set, 
is achieved. Most previous results are obtained in this setting but also new results, 
e.g. on some similar dynamical systems and on topological entropy. 

5. Random perturbations and stochastic stability 
A natural question is how the statistical properties of a dynamical system with 

chaotic behavior behaves when it is perturbed randomly by some small noise at each 
iterate. Here we will mainly consider independent additive noise and assume that 
the underlying ambient space M is either a subset of Euclidean space or a torus 
but cases of more general manifolds and more general perturbations can also be 
considered (for this see several papers and books by Y. Kiefer). 

Let / : M —¥ M and suppose that £n, n > 0, are independent identically dis­
tributed random variables with an absolutely continuous probability density sup­
ported in a small ball B(0,e) around the origin and consider the Markov chain 
{X„}%L0 defined by Xn+i = f(Xn) + £»• Then there is a stationary transition 
probability pe(E\x) = p(Xn+i G E\Xn = x) and also at least some stationary-
measure ve satisfying the fixed point equation ve(E) = f pe(E\x)dve(x). 

The obvious questions are here whether ve is unique and in that case if ve 

tends to an invariant measure of the unperturbed system when e —t 0. This is the 
problem of Stochastic Stability. For the case of Axiom A attractors such results 
were proved by Y. Kiefer and L.S. Young. 

Now such results have also been obtained for the non-uniformly hyperbolic 
dynamical systems described above. In the case of the quadratic interval maps of 
[5], L.S. Young and I proved in [9], under suitable assumptions on the density of the 
perturbations, that ve is unique and ve —¥ p weak-*, as e —¥ 0, where dp = pdx is 
the absolutely continuous invariant measure. V. Baladi and M. Viana, [2], managed 
to improve this to prove that the density of ve, ipe, converges to p in L1-norm. 

M. Viana and I have recently proved results on weak-* stochastic stability 
for the Hénon maps of [6] and the Hénon-like maps of [23] (see [7]). For a re­
cent paper on decay of correlation for random skew products of quadratic maps see 
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Baladi &Benedicks &Maume-Deschampes [3]. 

6. Open problems and concluding remarks 

The most important problem in this general area is the problem of positive 
Lyapunov exponent for the Standard Map, i.e. the map of the two-dimensional 
torus defined by (x, y) >-¥ (2x — y + Ksin 2nx, x) (mod Z2). 

The general belief is that at least for some parameters K there is at least one 
ergodic component of positive Lebesgue measure with positive Lyapunov exponent. 
Nothing is however rigorously known in spite of intensive work by many people. One 
of the most interesting results by Duarte [17] goes in the opposite direction: for a 
residual set of parameters K the closure of the elliptic points can have Hausdorff 
dimension arbitrarily close to 2. 

One important difference between the Standard Map and the Hénon maps for 
the good parameters is that "the critical set" in the Hénon case is rather small. It 
has a hierarchical structure and conjecturally the Hausdorff dimension of its closure 
should be ö(l /( log(l /6)) . The critical set for the standard map (if possible to 
define) should have Hausdorff-dimension > 1. 

A. Baraviera proved in his recent thesis [4], positive Lyapunov exponent for 
the Standard Map with parameters driven by an expanding circle endomorphism. 

On natural class of problem is to consider are skew products of Viana's type, 
where the parameters are driven by more general maps. One possible choice is to let 
the driving map be a non-uniformly hyperbolic quadratic map, either a Misiurewicz 
map or more generally the class of quadratic maps of [5], [6]. A more difficult project 
would be to study the case when driving map is a circle rotation. 

The general picture for dissipative Hénon maps. It is a natural question to 
consider what happens for other parameters than the ones considered in [6]. One 
possible scenario is outlined in the following questions, which are much related to 
J. Palis conjectures, [26], in the C-generic setting. 

Question 1. Are there for Lebesgue almost every parameter (a, 6) in {(a, 6) G 
R 2 : 0 < a < 2 , 6 > 0 } a t most finitely many coexisting strange attractors and stable 
periodic orbits? 

If this is true the Newhouse phenomenon of infinitely coexisting sinks and 
Colli's situation [13] of infinitely many coexisting Hénon-like strange attractors 
would only appear for a Lebesgue zero set of parameters (a, 6)? 

Question 2. For the parameter values for which only finitely many Hénon-
like attractors or sinks coexists: do the respective basins cover Lebesgue almost all 
points of the phase space? 

Question 3. Is the set of parameters for which the Hénon map /Qj{, is hyper­
bolic dense in the parameter space? 

This result if true would correspond to the real Fatou conjecture proved fairly 
recently by Graczyk&Swiatek, [19], and Lyubich [21]. A positive answer to Question 
1 would correspond to Lyubich's result that almost all points in the quadratic family-
is either regular or stochastic, [22]. 
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As can be seen from the above Dynamical Systems is a beautiful mixture 
of Topology and Analysis. To the hard analysis of Cartwright, Littlewood and 
Levinson, Smale was able to provide a topological counterpart. Recently again 
more analytical methods have played an important role. What will be next? 
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Tame and Wild Behaviour 
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Abstract 

This paper gives a survey of recent results on the maximal transitive sets 
of C1-generic diffeomorphisms. 
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1. Introduction 
In order to give a global description of a dynamical system (diffeomorphism or 

flow) on a compact manifold M, the first step consists in characterizing the parts 
of M which are, in some sense, indecomposable for the dynamics. This kind of 
description will be much more satisfactory if these indecomposable sets are finitely-
many, disjoint, isolated, and not fragile (that is, persistent in some sense under 
perturbations of the dynamics). 

For non-chaotic dynamics, this role can be played by periodic orbits, or by-
minimal sets. However many (chaotic) dynamical systems have infinitely many-
periodic orbits and a uncountable number of minimal sets. In order to structure 
the global dynamics using a smaller number of (larger) sets, we need to relax the 
notion of indecomposability. A weaker natural notion of topological/dynamical 
indecomposability is the notion of transitivity. 

1.1. Maximal and saturated transitive sets 
An invariant compact set if of a diffeomorphism / is transitive if there is 

a point in K whose positive orbit is dense in K. An equivalent definition is the 
following: for any open subsets U, V of K there is n > 0 such that fn(U) n V ^ 0. 

One easily verifies that the closure of the union of an increasing family of 
transitive sets is a transitive set. Then Zorn's Lemma implies that any transitive 
set is contained in a maximal transitive set (i.e. maximal for the inclusion). 

•"Laboratoire de Topologie UMR 5584 du CNRS, Université de Bourgogne, B.P. 47 870, 21078 
Dijon Cedex, France. E-mail: bonatti@u-bourgogne.fr 

mailto:bonatti@u-bourgogne.fr


266 C. Bonatti 

However, maximal transitive sets are not necessarily disjoint. For this reason, 
we also consider the stronger notion of saturated transitive sets: a transitive set K 
is saturated if any transitive set intersecting K is contained in K. So two saturated 
transitive sets are always equal or disjoint. 

These notions are motivated by Smale's approach for hyperbolic dynamics, 
and more specifically for his spectral decomposition theorem (see [40]): 

1.2. Smale's spectral decomposition theorem 
For an Axiom A diffeomorphism / on a compact manifold M, the set 0 ( / ) 

of the non-wandering points is the union of finitely many compact disjoint (maxi­
mal and saturated) transitive sets Aj, called the basic pieces, which are uniformly-
hyperbolic. 

If furthermore / as no cycles, there is a filtration 0 = Mk+i C Mf. c • • • C 
Mi = M adapted to f, that is: the Af, are submanifolds with boundary, having 
the same dimension as M, and are strictly /-invariant: /(Mj) is contained in the 

o o 

interior Mi of Af,. Moreover Aj is the maximal invariant set of / in Afj\ Mi+i, 
that is Ai = n„Gz/"(MA Mi+i). 

Finally this presentation is robust the same filtration remains adapted to 
any diffeomorphism g in a C1 -neighborhood of / , and the maximal invariant sets 

o 

Ai(g) = f)n£z9n(Mi\ Mi+i) are the basic pieces of g. 

1.3. A global picture of C1-generic diffeomorphisms 
It is known from the sixties (see [2, 39]) that Axiom A diffeomorphisms are not 

C1-dense in Diff1(M) if dim(M) > 2 and, of course, general dynamical systems 
do not admit such a nice global presentation of their dynamics. One would like to 
give an analogous description for as large as possible a class of diffeomorphisms. 

In this paper I will present a collection of works, trying to give a coherent 
global picture of the dynamics of C1-generic diffeomorphisms. There are two types 
of generic behaviours: 

- either the manifold contains infinitely many regions having independent dynam­
ical behaviours (we will speak of a wild diffeomorphism, and in Section 4. will 
give examples of such behaviours), 

- or one has a description of the dynamics identical to those given by the spectral 
decomposition theorem: we speak of a tame diffeomorphism. In this case the 
role of basic pieces is played by the homoclinic classes (see the definition in 
Section 2.2.). 

An important class of examples of tame dynamics are the robustly transitive 
dynamics and in Section 3.2. we summarize the known examples of robustly tran­
sitive dynamics. The basic pieces of a tame diffeomorphism present a weak form of 
hyperbolicity called dominated splitting and volume partial hyperbolicity (see Sec­
tion 3.3. and 3.4.). In Section 3.5. we try to summarize the dynamical consequences 
of the dominated splittings. 
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2. Tame and wild dynamics 

2.1. C1-generic diffeomorphisms 
In this paper, we will consider the set of diffeomorphisms Diff1(M) endowed 

with the C1-topology. The choice of the topology comes from the fact that most of 
the perturbating results (Pugh's closing Lemma [34], Hayashi's connecting Lemma 
and its generalizations [24, 25, 4, 41]) are only known in this topology. 

Recall that a property V is generic if it is verified on a residual subset TZ of 
Diff1(M) (i.e. 1Z contains the intersection of a countable family of dense open 
subsets). In this work we will often use a practical abuse of language; we say: 

"Any C1-generic diffeomorphism verifies V" 
instead of: 

"There is a residual subset TZ of Diff1(M) such that any f £TZ verifies V." 

Let me first recall a famous and classical example, relating Pugh's closing 
lemma to generic dynamics: 

Theorem [34] Let f be a diffeomorphism on a compact manifold and x £ ii(f) 
be a non-wandering point. There is g arbitrarily C1-close to f such that x is periodic 
for g. 

Using a Kupka-Smale argument (genericity of hyperbolicity of the periodic 
points and the transversality of invariant manifolds) one get: 

Corollary The non-wandering set 0 ( / ) of a generic diffeomorphism f is the clo­
sure of the set of periodic points of f, which are all hyperbolic. 

2.2. Homoclinic classes 
Let / be a diffeomorphism on a compact manifold and p be a hyperbolic 

periodic point of / of saddle type. Let Ws(p) and Wu(p) denote the invariant 
manifold of the orbit of p. The homoclinic class H(p,f) of p is by definition the 
closure of the transverse intersection points of its invariant manifold: 

H(p,f) = W(p,f)fi\W»(p,f). 

The homoclinic class H(p,f) is a transitive set canonically associated to the 
orbit of the periodic point p. 

There is an other way to see the homoclinic class of p: we tell that a periodic 
point q of saddle type and of same Morse index as p is homoclinically related to p if 
Wu(q) cuts transversally Ws(p) in at least one point and reciprocally Ws(q) cuts 
transversally Wu(p) in at least one point. The A-lemma (see [33]) implies that this 
relation is an equivalence relation and H(p, / ) is the closure of the set of periodic 
points homoclinically related to p. 

For Axiom A diffeomorphisms, the homoclinic classes are precisely the ba­
sic pieces of Smale's spectral decomposition theorem. However, one easily build 
examples of diffeomorphisms whose homoclinic classes are not maximal transitive 
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sets. Moreover, B. Santoro [37] recently build examples of diffeomorphisms on a 
3-manifold having periodic points whose homoclinic classes are neither disjoint nor 
equal. 

2.3. Homoclinic classes of generic dynamics 
Conjectured during a long time, Hayashi's connecting lemma allowed the con­

trol the perturbations of the invariant manifolds of the periodic points, opening the 
door for the understanding of generic dynamics. 

Theorem 1 [24] Let p and q be two hyperbolic periodic points of some diffeo­
morphism f. Assume that there is a sequence xn of points converging to a point 
x £ WIOC(P) and positive iterates yn = fm^(xn), m(n) > 0, converging to a point 
y £ Wfoc(q)-

Then there is g, arbitrarily C1 -close to f, such that x and y belong to a same 
heteroclinic orbit of p and q; in other words: 

x £ W^c(p,g), y £ Wioc(q,g) and there is n > 0 such that gn(x) = y. 

If the periodic points p and q in Theorem 1 belong to a same transitive set, 
then the sequences xn and yn are given by a dense orbit. In [7], using in an essential 
way Hayashi connecting lemma, we proved: 

Theorem 2 For any C1 -generic diffeomorphism, two periodic orbits belong to the 
same transitive set if and only if their homoclinic classes coincide. 

Motivated by this result we conjectured: 

The homoclinic classes of a generic diffeomorphism coincide with its maximal tran­
sitive sets. 

We know now that this conjecture, as stated above, is wrong: in [8] (see Sec­
tion 4.) we show that any manifold M with dimension > 2 admits a non-empty 
C1-open subset U C Diff1(M) on which generic diffeomorphisms have an un-
coutable family of maximal (an saturated) transitive sets without periodic points. 

However, one part of the conjecture is now proved. Generalizations of Hayashi 
Connecting Lemma (see [25, 4, 41]) recently allowed to show: 

Theorem 3 For any C1 -generic diffeomorphism, the homoclinic class of any peri­
odic point is a maximal (see [4]) and saturated (see [17]) transitive set. 

The proof of this theorem is decomposed in two main steps: first, [4] shows 
that for a generic diffeomorphism / the homoclinic class of a point p coincides with 
the intersection of the closure of its invariant manifolds: 

def 
H(p, f) =' w{p, f) rh W«(P, f) = W'{p, f) n W«(P,/)• 

Then [17] shows that for a generic diffeomorphism / the closure Wu(p,f) is Lya­
punov stable (and so admits a base of invariant neighborhoods) and Ws (p, / ) is 
Lyapunov stable for / _ 1 . As a consequence a dense orbit of a transitive set T in­
tersecting H(p,f) is capted in arbitrarilly small neighborhoods of Wu(p,f) and of 
Wu(p,f), proving that T is contained in Ws(p, / ) fl Wu(p,f), finishing the proof 
of the theorem. 
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2.4. Tame and wild diffeomorphisms 
Using Theorem 2 and the fact that the homoclinic class H(p,f) of a periodic 

point varies lower semi-continuously with / , [1] shows the existence of a C1-residual 
subset TZ of diffeomorphisms (or flows), such that the cardinality of the set of 
homoclinic classes is locally constant on TZ: for any Kupka-Smale diffeomorphism 
/ let n(f) £ N U {oo} denote the cardinal of the set of different homoclinic classes 
H(p,f) where p is an hyperbolic periodic point of / ; then any f £ TZ has a C1-
neighborhood Uf such that any g £ TZ n Uf verifies n(g) = n(f). 

This result induces a natural dichotomy the residual set TZ: 

- a diffeomorphism / £ TZ is tame if it has finitely many homoclinic classes. 
- a diffeomorphism / £ TZ is wild if it has infinitely many homoclinic classes. 

3. Tame dynamics 

3.1. Filtrations, robust transitivity and generic transitivity 
[1] shows that the global dynamics of tame diffeomorphisms admit a good 

reduction to the dynamics of the transitive pieces (up to reduce the residual set TZ). 
Let / £ TZ be a tame diffeomorphism, then : 

1. as in the Axiom A case, the non-wandering set is the union of finitely many-
disjoint homoclinic classes H(pi,f). 

2. there is a filtration 0 = Mk+i C Mf. c • • • C M\ = M adapted to / such that 
o 

H(pi, / ) is the maximal invariant set in Afj\ Mi+i-
3. moreover (up to reduce the open neighborhood Uf defined above) this filtra­

tion holds for any g £ Uf, and for g £ TZ n Uf the maximal invariant set of g 
o 

in Mi\ Mi+i is the homoclinic class H(pi:g,g). 
4. there is a good notion of attractors: either a homoclinic class is a topological 

attractor (that is, its local basin contains a neighborhood of it) or its stable 
manifold has empty interior. Then the union of the basin of the attractors of 
/ is a dense open set of M (see [16]). 

The item 3 above shows that the transive sets H(pi,f) are not fragil. In a 
previous work, [20] introduced the following notion: 

Definition 1 Let f be a diffeomorphism of some compact manifold M. Assume 
that there is some open set U C M and a C1 -neighborhood V of f such that, for 
any g £ V, the maximal invariant set Ag = f)nizz9n(Û) *s a compact transitive set 
contained in U. 

Then A/ is called a robustly transitive set of / . 

In the definition above, if one has U = M (and so Ag = M for any g £ V), 
then / is called a robustly transitive diffeomorphism. 

This notion is slightly stronger that the property given by the item 3 above; 
so we have to relax Definition 1: we say that A/ is generically transitive if, in the 
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notations of Definition 1, the maximal invariant set Ag is transitif for g in a residual 
subset of V. 

At this moment, there are no known examples of generic transitive sets which 
are not robustly transitive. So it is natural to ask if this two notions are equivalent: 

? 
Generic transitivity •£=> robust transitivity ? 

3.2. Examples of robust transitivity 
The Axiom A dynamics are obvious examples of tame dynamics. On compact 

surfaces, tame diffeomorphisms are, in fact, Axiom A diffeomorphisms, but there 
are many non-hyperbolic examples in higher dimensions. 

Even if this talk is mostly devoted to diffeomorphisms, let us observe that the 
most famous robustly transitive non-hyperbolic attractor is the Lorenz attractor 
(geometric model, see [23, 3]) for flows on 3-manifolds. There are many general­
izations of this attractor, called singular attractors, for flow on 3-manifolds, see 
for instance [30]. See also [12] for robust singular attractors in dimension greater 
ou equal than 4, having a singular point with Morse index (dimension of unstable 
manifold) greater than 2. 

The first example of non-Anosov robustly transitive diffeomorphism is due to 
Shub [38] : it is a diffeomorphisms on the torus T4 which is a skew product over an 
Ansov map on the torus T2, such that the dynamics on the fibers is dominated by 
the dynamics on the basis. 

Then Mane [29] built an example of robustly transitive non-hyperbolic diffeo­
morphism on the torus T3 by considering a bifurcation of an Anosov map A having 
3 real positive different eigenvalues Ài < 1 < À2 < A3 : he performs a saddle node 
bifuraction creating a (new) hyperbolic saddle of index 1 (breaking the hyperbolic­
ity) in the weak unstable manifold of a fixed point (of index 2) of the Anosov map 
A. 

Then [6] shows that a diffeomorphism / admits C1 perturbations which are 
robustly transitive, if / is: 

1. the time one diffeomorphism of any transitive Anosov flow. 
2. the product (.4, id) where A is some Anosov map and id is the identity map 

of any compact manifold. 

The second case can be easily generalized to any skew product of an Anosov 
map by rotations of the circle S1. The same technique also allows [6] to build 
example of robustly transitive attractors, by perturbating product maps of any-
hyperbolic attractors by the identity map of some compact manifold. 

Each of these previous example was partially hyperbolic (see the definitions in 
Section 3.3.): they admits a splitting TM = Es ® Ec ® Eu where Es is uniformly-
contracting and Eu is uniformly expanding, and it was conjectured that partial 
hyperbolicity was a necessary condition for robust transitivity. Then [13] generalizes 
Mafie example above and exhibits robustly transitive difeomorphisms on T3 having 
a uniformly contracting 1-dimensional bundle, but no expanding bundle (there is a 
splitting TM = Es ® Ecu), and robustly transitive difeomorphisms on T4 having 
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no hyperbolic subbundles (neither expanding nor contracting): there just admits 
an invariant dominated splitting TM = Ecs ® Ecu). 

We do not known what are the manifolds admitting robustly transitive diffeo­
morphism. For instance: 

Conjecture 1 There is no robuslty transitive diffeomorphism on the sphere S3. 

This conjecture has been proved in [20] assuming the existence of a codimen-
sion 1 (center stable or center unstable) foliation, using Novikov Theorem. Notice 
that all the known examples of robustly transitive diffeomorphisms on 3-manifolds 
admits an invariant codimension 1 foliation. However this conjecture remains still 
open. 

3.3. Dominated splitting and partial hyperbolicity: defini­
tions 

Let / be a C1 -diffeomorphism of a compact manifold and let £ be an / -
invariant compact subset of M. Let TMX = E\(x) ® • • • ® Ef.(x), x £ £, be a 
splitting of the tangent space at any point of £. This splitting is a dominated 
splitting if it verifies the following properties: 

1. For any i £ {1,..., k}, the dimension Ei(x) is independent of x £ £. 
2. The splitting is /»-invariant (where /» denots the differential of / ) : Ei(f(xj) = 

f*(Ei(x)). 
3. There is £ £ N such that , for any x £ £, for any 1 < i < j < k and any 

u £ Ei(x) \ {0},v £ Ej(x) \ {0} one has: 

l l i»ll < \\fi(v)\\ 
2IMI 

Remark 1 - (Continuity) Any dominated splitting on a set £ is continuous and 
extend in a unique way to the closure £. 

- (Extension to a neighborhood) There is a neighborhood U of £ on which the 
maximal invariant set A(U,f) has a dominated splitting extending those on 
£. 

- (Robust) There is a C1-neighborhood Uf of / such that, for any g £ Uf, the 
maximal invariant set A(U,g) has a dominated splitting varying continuously 
with g. 

- (Unicity) If £ has a dominated splitting, then there is a (unique) dominated 
spliting TM\s = Ei ® • • • ® Ef., called the finest dominated splitting, such that 
any other dominated splitting Fi ® • • • ® Fi over £ is obtained by grouping 
the Ei in packages. 

One of the Et is uniformly contracting if (up to increase £ in the definition 

above) fun < \ for all x £ £ and all u £ Ei(x) \ {0}. In the same way Et is 

uniformly expanding if fun > \ for all x £ £ and all u £ Ei(x) \ {0}. 
An /-invariant compact set K is hyperbolic if it has a dominated splitting 

TM\K = ES(BEU where Es is uniformly contracting and Eu is uniformly expanding. 
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The compact /-invariant set K is partially hyperbolic if it has a dominated splitting 
and if at least one of the bundles Et of its finest dominated splitting is uniformly-
contracting or expanding. Let Es and Eu be the sum of the uniformly contracting 
and expanding subbundles, respectively, and let Ec be the sum of the other sub-
bundles. One get a new dominated splitting Es ® Ec, Ec ® Eu or Es ® Ec ® Eu, 
and these bundles are called the stable, central et unstable bundles, respectively. 

An /-invariant compact set K is called volume hyperbolic if there is a domi­
nated splitting whose extremal bundles E\ and Ef. contracts and expands uniformly 
the volume, respectively. Notice if one of these bundle has dimension 1, it is uni­
formly contracting or expanding. In particular, a volume hyperbolic set in dimen­
sion 2 is a uniformly hyperbolic set, and in dimension 3 it is partially hyperbolic 
(having at least one uniformly hyperbolic bundle). 

3.4. Volume hyperbolicity for the robust transitivity 
Generalizing previous results by Mafie [28] (in dimension 2) and by [20] in 

dimension 3, [9] (for robustly transitive set) and [1] for generically transitve sets 
show: 

Theorem 4 Any robustly (or generically) transitive set is volume hyperbolic. 

Then any robustly transitive set in dimension 2 is a hyperbolic basic set (result 
of Mafie) and in dimension 3 is partially hyperbolic ([20]). In higher dimension, the 
dominated splitting may have all the subbundles of dimension greater than 2, so 
the expansion or contraction of the volume does no more imply the hyperbolicity 
of the bundle, see the example in [13]. 

The proof of Theorem 4 has two very different steps (as in [28]). The first 
one consists in showing that the lake of dominated splitting allows to "mixe" the 
eigenvalues of the periodic orbits, creating an homothecy; a periodic orbit whose 
differential at the period is an homothecy is (up to a small perturbation) a sink or a 
source, breaking the transitivity. For that we just perturb the linear cocycle defined 
by the differential of / , and then we use a Lemma of Franks ([22]) for realizing the 
linear perturbation as a dynamical perturbation. Let state precisely this result: 

Theorem 5 [9] Let f be a diffeomorphism of a compact manifold M, and let p 
be a hyperbolic periodic saddle. Assume that the homoclinic class H(p, / ) do not 
have any dominated splitting . Then, given any e > 0, there is a periodic point x 
homoclinically related to p, with the following property: 

Given any neighborhood U of the orbit of x, there is a diffeomorphism g, e-Ca­
ciose to f, coinciding with / out ofU along the orbit ofx, such that the differential 
9*(x) is a homothecy, where n is the période of x. 

The second step consists in proving the uniform contraction and expansion 
of the volume in the extremal bundles. As in [28], one uses Mané's Ergodic Clos­
ing Lemma to realize a lake of uniform expansion (or uniform expansion) of the 
volume in the extremal bundle by a periodic orbit z of a C1 -perturbation of / : if 
furthermore, the differential of this point restricted to the corresponding extremal 
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bundle is an homothecy (as in Theorem 5) one get a sink or a source, breaking the 
transitivity. 

For flows, the existence of singular point lies to additional difficulties. In 
dimension 3, [31] show that a robustly transitive set if of a flow on a compact 
3-manifold is a uniformly hyperbolic set if it does not contain any singular point. If 
K contains a singular point then all the singular points in K have the same Morse 
index and if is a singular attractor if this index is 1 and a singular repellor if this 
index is 2 (see also [18]). 

3.5. Topological description of the dynamics with dominated 
splittings 

The dynamics of diffeomorphisms admitting dominated splitting is already-
very far to be understood. 

In dimension 2, Pujals and Sambarino (see [35, 36]) give a very precise descrip­
tion of C2-diffeomorphism whose non-wandering set admits a dominated splitting. 

- the periods of the non-hyperbolic periodic points is upper bounded. 
- 0 ( / ) is the union of finitely many normally hyperbolic circles on which a power 

of / is a rotation, (maybe infinitely many) periodic points contained in a finite 
family of periodic normally hyperbolic segments and finitely many pairwise 
disjoint homoclinic classes, each of them containing at most finitely many 
non-hyperbolic periodic orbits. 

This result is close to Marié 's result, in dimension 1, for C2-maps far from crit­
ical points (see [27]). We hope that this result can be generalized in any dimension, 
for dynamics having a codimension 1 strong stable bundle: 

Conjecture 2 Let f be a C2 -diffeomorphism and K be a compact locally maximal 
invariant set of / admitting a dominated splitting TM\K = Es ® F where F has 
dimension 1 and Es is uniformly contracting. 

Then K is the union of finitely many normally hyperbolic circles on which a 
power of f is a rotation, of periodic points contained in a union of finitely many 
normally hyperbolic periodic intervals and finitely many pairwize disjoint homoclinic 
classes each of them containing at most finitely many non-hyperbolic periodic points. 

In this direction S. Crovisier [19] obtained some progress in the case where 
there is a unique non-hyperbolic periodic point. 

General dominated splitting cannot avoid wild dynamics: multiplying any dif­
feomorphism by a uniform contraction and a uniform expansion, we get a normally-
hyperbolic and partially hyperbolic set. However a dominated splitting give some 
information of the possible bifurcations and on the index of the periodic point: 
see [10] which investigate in this direction. In particular a diffeomorphism cannot 
present any homoclinic tangency if it admits a dominated splitting whose non-
hyperbolic bundles are all of dimension 1. We hope that this kind of dominated 
splitting avoid wild behaviours, but this is unknown, even in dimension 3: 
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Conjecture 3 Let M be a compact 3-manifold and denote by VTL(M) the C1-open 
set of partially hyperbolic diffeomorphisms of M admitting a dominated splitting 
Es ® Ec ® Eu where all the bundles have dimension 1. 

The open setVH(M) does not contain any wild diffeomorphism: in other word 
any generic diffeomorphism in VTL(M) is tame. 

For partially hyperbolic diffeomorphism (having a splittin Es ® Ec ® Eu), Brin 
and Pesin ([15]) show the existence of unique foliations Ts and Tu, /-invariant and 
tangent to Es and Eu respectively. The dynamics of the strong stable and the strong 
unstable foliations play an important role for the understanding of the topological 
and ergodical properties of a partially hyperbolic diffeomorphisms. Let mention 
two results on these foliations: [21] shows that a dense open subset of partially-
hyperbolic diffeomorphisms (having strong stable and strong unstable foliaitons) 
verify the "accessibility property", that is, any two points can be joined by a con­
catenation of pathes tangent successively to the strong stable or the strong unstable 
foliations. When the center direction has dimension 1, [11] shows the minimality of 
at least one of the strong stable or strong unstable foliations for a dense open subset 
of the robustly transitive systems in VTL(M), where M is a compact 3-manifold. 

However there is no general result on the existence of invariant foliations tan­
gent to the central bundle even if it has dimension 1. When a partially hyperbolic 
diffeomorphism presents an invariant foliation Tc tangent to the center bundle Ec 

and which is plaque expansive, [26] shows that this foliations is structurally stable: 
any g close to / admits a foliation PFg topologically conjugated to / and such that 
(up to this conjugacy of foliation) g is isotopie to / along the center-leaves. This 
gives a very strong rigidity of the dynamics. This deep result was a key step for the 
construction of the examples of robustly transitive examples in [38, 29, 6] (there is 
now new proofs which do not use the stabilitity of the center foliation (see[5])). So 
an important problem is: 

Problem (1) Does it exist robustly transitive partially hyperbolic diffeomorphisms 
having an invariant center foliation which is not plaque expansive? 

(2) If a transitive partially hyperbolic diffeomorphism admits an invariant 
center foliation, is it dynamically coherent! that is, does it admit invariant center-
stable and center unstable foliations which intersect along the center foliation? 

(3) If the center bundle is 1-dimensional, is there an invariant center foliation? 

4. Wild dynamics 
Very little is known on wild diffeomorphisms: for surfaces, it is not known 

whether C1-wild diffeomorphisms exist (recall that the Newhouse phenomenon is a 
C2-generic phenomenon, see [32]). 

In dimension > 3, the known examples are all of them due to the existence of 
homoclinic classes which do not admit, in a persistent way, any dominated splitting 
(see the first examples in [7]). Then following the same ideas, [8] present wild 
diffeomorphisms exhibiting, in a locally generic way, infinitely many hyperbolic and 
non-hyperbolic non-periodic attractors . The same example will present maximal 
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transitive sets without any periodic orbits. The rest of this section is devoted to a 
short presentation of these examples: 

Consider an open subset U C Diff1(M) such that for any / in U there is a 
periodic point pf depending continuously on / and verifying: 

- For all / £ U the homoclinic class H(pf, / ) contains two periodic points of differ­
ent Morse indices, and having each of them a complex (non-real) eigenvalue 
(this eigenvalue is contracting for one point and expanding for the other). 

- For all f £ U there are two periodic points having the same Morse index as pf 
and homoclinically related to pf such that the jacobian of the derivative of / 
at the period is strictly greater than one for one off this point and stricly less 
than one for the other point. 

First item means that the homoclinic class H(pf,f) do not have any domi­
nated splitting, and that this property is robust. So Theorem 5 shows that H(pf, / ) 
admits periodic points whose derivative can be perturbated in order to get an ho­
mothecy. Second item above allows to choose this point having a jacobian (at the 
period) arbitrarily close to 1. Then a new Pertubation allows to get a periodic point 
whose derivative at the period is the identity. Considering then perturbations of 
the identity map, we get: 

Theorem 6 [8] There is a residual part TZ of the open set U defined above, such 
that any f £ TZ admits an infinite family of periodic disks Dn (let tn denote the 
period), whose orbits are pairwize disjoint, and verifying the universal following 
property: 

Given any C1 -open set Ö of diffeomorphisms from the disk D3 to its interior 
o 

D3, there is n such that the restriction of /*" to the disk Dn is smoothly conjugated 
to an element of Ö. 

o 

Notice that the set of diffeomorphisms g : D3 —s>£>3 contains an open subset Uo 
verifying the property of U described above, one get some kind of renormalisation 
process: there is a residual part of U containing infinitely many periodic disks 
Dn containing each of them infinitely many periodic subdisks themself containing 
infinitely many periodic subdisks and so on... In that way one build a tree such that 
each branch is a sequence (decreasing for the inclusion), of strictly periodic orbits 
of disks whose periods go to infinity, and whose radius go to zero. The intersection 
of this sequence is a Lyapunov stable (and so saturated) transitif compact set, 
conjugated to an adding machine (see for instance [14] for this notion) and so 
without periodic orbits. The set of the infinite branches of this tree is uncountable, 
given the following result : 

Theorem 7 [8] Given any compact manifold M of dimension > 3, there is an open 
subset V of Diff1 (M) and a residual part VV of V, such that any / £ VV admits an 
uncountable family of saturated transitif sets without periodic orbits. 
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An action minimizing path between two given configurations, spatial or 
planar, of the n-body problem is always a true - collision-free - solution. Based 
on a remarkable idea of Christian Marchai, this theorem implies the existence 
of new "simple" symmetric periodic solutions, among which the Eight for 3 
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0. Introduction 
Finding periodic geodesies on a riemannian manifold as length minimizers in 

a fixed non-trivial homology or homotopy class is commonplace lore. Advocated 

by Poincaré [P] as early as 1896, the search for periodic solutions of a given period 

T of the n-body problem as action minimizers in a fixed non-trivial homology or 

homotopy class is rendered difficult by the possible existence of collisions due to the 

relative weakness of the newtonian potential: the action of a solution stays finite 

even when some of the bodies are colliding. Very few results are available: among 

them Gordon's characterization of Kepler solutions [G] for 2 bodies in JR2, Ven­

t u r e r ' s characterization of Lagrange equilateral solutions [VI] for 3 bodies in IR3, 

Arioli, Gazzola and Terracini's characterization of retrograde Hill's orbits [AGT] 
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for the restricted 3-body problem in M2. In particular, no truly new solution of the 
n-body problem was found in this way; indeed, these results confirm the view that 
the action-minimizing periodic solutions are the "simplest" ones in their class. 

The action minimization method has recently been given a new impetus by 
the replacement of the topological constraints by symmetry ones. This idea was 
first introduced by the italian school [C-Z][DGM][SeT] as another mean of forcing 
coercivity of the problem, i.e. forbidding a minimizer to be "at infinity". The 
bodies were forced to occupy, after half a period, a position symmetrical of the 
original one with respect to the center of mass of the system. It is proved in [CD] 
that in a space of even dimension, say M2, the minimizers in this symmetry class 
include relative equilibrium solutions (i.e. solutions which are "rigid body like"); 
moreover all minimizers are of this form provided a certain "finiteness" hypothesis 
is verified (see [C3]). Such relative equilibria can occur only for the so called central 
configurations [AC], the most famous of which is Lagrange equilateral triangle. 

Recently, a new type of symmetry was considered, which originates in the 
invariance of the Lagrangian under permutations of equal masses. This has led to 
the discovery of a whole world of new solutions in the case when all the bodies 
have the same mass. The most surprising ones are the "choreographies" whose 
name, given by Carles Simo, fits the beautiful figures they display on the screen in 
animated computer experiments ([CGMS],[S2]). Referring to my survey article [C3] 
for a bibliography and a description of the few cases in which existence proofs are 
available (the Hip-Hop [CV] for 4 bodies in M3, the Eight [CM] for 3 bodies in M2, 
Chen's solutions [Ch] for 4 bodies in M2), I mainly address here a powerful theorem 
which solves completely the collision problem for the fixed ends problem in the case 
of arbitrary masses. This is pertinent because, as we shall see, it allows one to prove 
the existence of collision-free minimizers under well chosen symmetry constraints. 
This theorem is the result of the efforts of Richard Montgomery, Susanna Terracini, 
Andrea Venturelli [V2], and, for the last - fundamental - stone, Christian Marchai 
[M2] [M3]. I present here a complete proof and, in particular, a simplified version 
of Marchal's remarkable idea, which avoids numerical computations. I discuss also 
new applications to minimization under symmetry constraints and open problems. 

Nota t ions . By a configuration of n bodies in an euclidean space (E, ()) we under­
stand an n-tuple x = (fi,f2,.. .fn) £ En. The configuration space of the n-body 
problem is the quotient of the set of configurations by the action of translations 
(see [AC]). It may be identified as in [C3] with the set X of configurations whose 
center of mass ?Q = (X^=i m 0 _ 1 Y^l=i mì?i is at the origin. It is endowed with the 
"mass scalar product" ( f i , . . . , fn) • («i, • • •, sn) = X^iLi mi ((^i — ra), (s» — SG))-
The non-collision configurations - the ones such that no two bodies rt coincide -
form an open dense subset X of X. The functions I = x • x, J = x • y, K = y • y, 
defined on the phase space X x X (whose elements are noted (x,yj) are the basic 
isometry-invariants of the n-body problem They are respectively the moment of 
inertia of the configuration with respect to its center of mass, its time derivative 
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and twice the kinetic energy in a galilean frame which fixes the center of mass. 
The potential function (opposite of the potential energy), the Hamiltonian (=total 
energy) and the Lagrangian are respectively defined by 

^ = E m»mj||fj — fj\\ 1, H = —K — U,L= -K + U. 
i<3 

In terms of the gradient V for the mass metric, the equations of the n-body problem, 

•• / N V^ Vj (t) — fi (t) 
miri(t)=^mimj-^— ^j-r=, %=!,...,n, 

, \ri(t) - ri(t)\a 

J^zi J 

can be written x = VU(x). They are the Euler-Lagrange equations of the action, 
which to a path x(t) associates the real number 

AT(x(t)) = / L(x(t),x(t))dt. 
Jo 

Remark. In the perturbations, we shall not bother about fixing the center of mass 
because replacing K = Y^=i mì\Wì ^ «G | | 2 by ^ roj||wj||2 only increases the action. 

1. The fixed-ends problem 
Question. Given two configurations, - possibly with collisions - of n point masses 
in M3 (resp. M2) and a positive real number T, does there exist a solution of the 
Newtonian n-body problem which connects them in the time T ? 

A natural way of looking for a solution is to seek for a minimizer of the action 
AT(X) over the space A^(#»,£/) of paths x(t) in the configuration space X which 
start at time 0 in the configuration x» and end at time T in the configuration Xf. For 
the integral to be defined, it is natural to work in the Sobolev space of paths which 
are square integrable together with their first derivative in the sense of distributions. 

The main problem, already mentioned by Poincaré in 1896 (see [P] where he 
introduces the method in a slightly different context), is that a minimum could 
well be such that, for a non-empty set of instants (necessarily of measure zero), the 
system undergoes a collision of two or more bodies, which prevents it form being a 
true solution (see [C3]). At an isolated collision time, the renormalized configuration 
is known to be approaching the set of central configurations (the ones which admit 
homothetic motion [C2]) but very little is understood of these configurations for 
more than 3 bodies. Continuous families of such configurations could exist (the 
"finiteness problem") and even if they didn't, there would be no garantee that at 
collision the renormalized configuration has a limit : it might have one only modulo 
rotations ( the "infinite spin problem"). Nevertheless, we prove the 
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Theorem. A minimizer of the action in AQ (X», Xf) is collision-free on the whole 
open interval ]0,T[. Hence, the answer to the Question is yes, both in M3 and M2. 

In the next paragraph, Marchal's idea to prove that isolated collisions do 
not occur in a minimizer is explained on the Kepler problem. If the finiteness 
problem is supposed to be solved, it works in the same way for the general n-body 
problem (surprisingly, the infinite spin problem is irrelevant). We then address 
the finiteness problem with Terracini's technique of blow up, which reduces the 
problem of isolated collisions to the case of parabolic homothetic solutions; finally 
we show, following Montgomery and Venturelli, that accumulation of collisions do 
not occur in a minimizer provided no subclusters collide. The theorem then follows 
by induction on the number of bodies involved in a collision. 

Remark . A similar assertion, based on numerical experiments, was made by 
Tiancheng Ouyang in Guanajuato (Hamsys, march 2001) but no proof appeared. 

2. The Kepler problem as a model for the study 
of isolated collisions 

The case of two bodies contains already many ingredients of the general situ­
ation. As is well-known, the 2-body problem is equivalent to the problem of a 
particle attracted to a fixed center 0, the so-called Kepler problem (or 1-fixed center 
problem). We call collision-ejection a solution in which the particle follows a straight 
line segment from its initial position Pt to the attracting center and (possibly) 
another straight line segment from the attracting center to its final position Pf. 

A tes t assert ion. A collision-ejection solution of the Kepler problem does not 
minimize the action in the Sobolev space Aj(fi ,f /) of paths joining rt to Pf. 

At least four proofs may be given of the truth of this assertion but only the 
fourth one using March al's idea is robust enough to lead to complete generalization. 
In the first one, we use the explicit knowledge of the solutions of the 2-body problem 
[Al] to identify the minimizers with the "direct" arcs of solution, not going "around" 
the attracting center (this arc is uniquely determined provided Pi, O and Pf do not 
lie on a line in this order). In the second one, we find a "simple" path without 
collision (straight line, circle, uniform motion) which has lower action. In the third 
one, supposing that a minimizer P(t) has a collision with the fixed center at time 0, 
we find a local deformation Pf_ (t) = P(t) + ep(t)s, which has lower action and no col­
lision. Such deformations were used by many people, including Susanna Terracini, 
Gianfausto Dell'Antonio, Richard Montgomery and Christian Marchai. If we chose, 
with Montgomery, p(t) = 1 if 0 < t < e2, p(t) = e _ 1 (e2 + e — t) if e2 < t < e2 + e 
and p(t) = 0 if t > e2 + e, the gain in action is Csfe (1 + 0(sfelog(l/v/ë))) provided 
the unit vector s is well chosen. We come to the fourth proof, for which we must 
distinguish two cases according to the dimension of the ambient space. 
(i) The case of M3. Let t >-¥ P(t) be a collision-ejection solution of the Kepler 
problem, P(t) = -P(t)/\P(t)\3, such that r(-V) = Pi, P(0) = 0, P(T) = Pf, T,T' > 
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0. We consider the following family of continuous deformations of P(t), parametrized 
by an element «of the unit sphered2 in I?3 : if R(t) = (1+^r)p and R(t) = (1 — Pp)p, 

pg(t) = P(t) + R(t)s if - T" < t < 0, Pg(t) = P(t) + R(t)s if 0 < t < T. 

It is a simplification of March al's original choice but the idea is the same : to show 
that the action A of P(t) is strictly bigger than the average Am = Js2 A(Pg(tj)do, 
where da denotes the normalized area form, that is the unique rotation invariant 
probability measure on S2. This will imply the existence of at least one direction 
s for which Pg(t) has lower action than P(t) (because the set of good s has positive 
measure we could choose s so that Pg is collision-free but this is irrelevant). 

The linearity of the integral and the similar behaviour of ejection and collision 
allow to replace in the proof P(t) and Pg(t) by their restrictions to the interval [0,T]. 
Moreover, it follows from the "blow-up" method (see 3.2) that it is enough to 
consider a parabolic solution P(t), that is P(t) = ^t^c, with 7 = (9/2) 3 if |c| = 1. 

By Fubini theorem applied to the positive integrand, 

J\n and 

^-m *̂ t dt 
R(t)2 

s2 
R(t)s-P(t) do­ di 

Us2 

da 

I'M*) I I^WL 

The first integral reduces to \ JQ R(t)2dt = p2/2T because of the antisymmetry in 
«of the scalar product. The second is the difference in potential resulting from the 
replacement of the particle P(t) by a homogeneous hollow sphere of the same mass 
and increasing radius R(t). Because of the harmonicity of Newton potential in M3, 
the potential Uo(P,R) := J 1^^^ = / iff^?i of a homogeneous hollow sphere of 
radius R is 

Uo(P,R) 
1 

R 
if \P\<R, U0(P,R) 

1 

\f\ 
if |f| > R. 

If 0 enters this sphere at time to, |^(*o)| = R(to), i-e. p = 7^0 + 0(t§ ) , and 

I. 
2T 

to 

_R(i) \P(i)\_ 
dt = —1§ +0(t§ ) < 0 if p, hence to, is small. 

(ii) The case of IR2. The Newtonian potential is not harmonic in M2 and this 
makes things somewhat more complicated. Marchai proposes to replace the sphere 
by a disk of radius R endowed with the projection a(9, x) = I/^TTR^/R2 — x2) (in 
polar coordinates) of the uniform density on the sphere of the same radius. The 
potential fonction Uo(P, R) of such a disk (total mass 1) may be recovered from the 
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general computation done, via complex function theory, for a thin elliptic plate with 
a given density which is constant on homothetic ellipses (see [B] and [ Ma]): 

Uo(P,R) n 
2R 

if \-P\<R, Uo(P,R) 
1 . ,R> 
~ arcsm i 7—r 
R v | r | ' 

if |f| > R. 

It does not coïncide any more, but asymptotically, with Newton's potential 
l/|f| of the center of mass outside the disk but it is still constant in the interior 
and the proof works as well as in the spatial case: as arcsin(x) < x + (f — l)x3 for 
x > 0, the difference in actions between the mean of the modified actions when s 
belongs to the unit disk and the original becomes 

"4-m *̂ t EL 
2T 

1 
2R(t) 

< 

\f(t)\_ 

t 

dt 
T r 1 

TTT , . t . 3 1 
lOEil ) 13 

2p &l T' 7 

1 *o rto 

R(t) 
\p(t)\ 

1 

JO 

n ^ 2 / 1 * \ 2 (2 ^ M 1 ^ T 

f(t)\_ 

1 

dt 

7312 :dt 
2T 

4 

^ - ( l + 0 ( t o ) ) + ( | - 3 ) ^ j ( l + 0(*o)) + ( | - l ) ^ j + 0 ( * | l o g ( ^ ) ) 

l i i 1 
(n — i)—t'o + 0(t§ log(—)) < 0 for p, hence to, small. 

7 h 

3. Proof of the theorem 
3.1 The induction. We define the following statements about a minimizer x(t): 

(Ip) lì a collision of p bodies occurs in x(t) for t £]0,T[, it is isolated. 
(Up) No collision of m < p bodies occurs in x(t) for t £]0, T[. 

In 3.2 we prove that (Ip) implies that no collision of p bodies occurs in ]0, T[, hence 
that (Up) and (Ip+i) imply (IIP+1). In 3.3 we prove that (Hp) implies (Ip+i). As 
( i i i ) is empty, it implies (I2), hence (Ü2), etc... up to (IIn) which is the conclusion. 
If fc-collisions are present in x» or x/ but not j-collisions for j < k, the induction 
proves that j < fc-collisions are absent. The next step proves that fc-collisions, 
including the ones at the ends, are isolated and everything goes through. 

Remark. The induction may succeed because a p-body collision cannot be a limit 
of g-body collisions with q > p. Still, accumulation of collisions involving bodies in 
different clusters could a priori occur, e.g. a sequence of double collisions 23, 12, 
34, 23, 13, 24, 23, ... converging to a quadruple collision 1234, or even a converging 
sequence of such sequences. Induction on the number of bodies in the clusters 
fortunately avoids having to deal with such problems. 

3.2 Elimination of isolated collisions. 

3.2.1 The blow-up technique. This technique was introduced by S. Terracini 
and developped in the thesis of A. Venturelli [V2]. It is based on the homogeneity 
of the potential (compare [C2]). It allows proving the 
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Proposition. If a minimizer x(t) of the fixed ends problem for n-bodies possesses 
an isolated collision of p < n bodies, there is a parabolic (i.e. zero energy) homoth-
etic collision-ejection solution x(t) of the p-body problem which is also a minimizer 
of the fixed ends problem. 

Proof. To keep the exposition as simple as possible, I describe the case of a 
total collision. In the general case of partial (and possibly simultaneous) collisions, 
everything goes through in the same way because the blow up sends all bodies not 
concerned by the collision to infinity (for more details, see [V2]). 

Assuming that the collision occurs at t = 0, we define xx(t) = \^3x(\t) for 
À > 0. If x(t) is a solution of the n-body problem, so is xx(t). Moreover, for any path 
x(t) in AT

2(x,,x/)), the path xx(t) belongs to AT
2(xA(Ti),xA(T2)) and its action is 

equal to A^a times the action of the restriction of x(t) to the interval [XTi,XT2]. 
Hence, if x(t) is action minimizer in A^2(x,,x/), so is xA in A^2(xx (Ti), xx (T2)). 
Now, Sundman's estimates recalled above imply that, {xA,0 < À < Ao} is bounded 
in ü 1 ( [Ti , r 2 ] ,X) , hence weakly compact, so that there exists a sequence A„ —¥ 0 
such that xA" converges weakly (and hence uniformly) in Ü1([0,T], X) to a solution 
x. One shows that x is made of a parabolic homothetic collision solution followed 
by a parabolic homothetic ejection solution (the two central configurations involved 
are a priori distinct). Moreover, it follows from the weak lower semi-continuity of 
the action that x is a minimizer in A^?(x(Ti),x(T2)) (see [V2]). 

3.2.2 The mean perturbed action. We shall deal only with the case of M3 

and refer the reader to the Kepler case for the modifications needed in the case of 
IR2. Thanks to "blow up", we may suppose that our minimizer x(t) is a parabolic 
homothetic collision-ejection solution x(t) = (Pi(t),- • • ,Pp(t)) = xo\t\3 ofthep-body 
problem. As in the Kepler case, we may restrict to the ejection part, corresponding 
to t £ [0,T]. One studies deformations of x(t) of the form 

xk kg(t) = (Pi(t),.. .,Pk(t) + R(t)s,.. .,Pp(t)), 

where, as before, R(t) = (1 — ^)p with p a small positive real number and «'belongs 
to the unit sphere. The same computation as in the Kepler case leads to an average 
action At, such that 

Ak
m^A<^P-+ £ mjmk 2 T i4l<P

 Jo [R{t) r ^ ) J 

jk 1 1 
dt, 

where rjf. = \fk — fA and tju is defined by rjk(t) = R(t) (the inequality sign comes 
from the fact that the deformations do not keep the center of mass fixed). 

As rjk(t) = Cjkts, one concludes as in the Kepler case that A^ — A <0. 

Remark. We could have dispensed with "blow up" in case similitude classes of 
central configurations were isolated but certainly not otherwise. This is because, 
the best control Sundman's theory may give us on the asymptotic behaviour of 
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the colliding bodies is that their moment of inertia Ic with respect to their center 
of mass and their potential Uc are respectively equivalent to lot* and Uot^s (see 
[C2]). This implies the existence, for 1 < j < k < p, of 0 < CLJU < bju such that for 
t small enough, one has a,jkt* < rjk(t) < bjut*. It follows that 

j^k,j<p XL J J J 

If similitude classes of central configurations are isolated, there is a limit shape and 
we may take CLJU and bju as close as we wish. Otherwise we cannot conclude. 

3.3 The el imination of non-isolated collisions. It remains to prove that (Up) 
implies (Ip+i). We use energy considerations, an idea which goes back to R. Mont­
gomery and was further developed in Venturelli's thesis [V2]. 

Proposition. Let x(t) be a minimizer of the fixed ends problem. If x(t) has no 
p-body collisions for p <po, collisions of po bodies are isolated. 

Sketch of proof. I shall give the proof in the case of a total collision (i.e. po = n) 
and then explain what has to be changed in the general case. 

(i) Using the behavior of the action under reparametrization, let us prove that 
the energy stays constant along a minimizer, whatever be the collisions. For this 
let us consider variations xf_(t) of the form xf_(t) = x(pf_(tj) where t >-¥ r = pt(i) is 
a differentiable family of diffeomorphisms of [0,T] starting from po(t) = t : 

A(xt)= [ f i la l i 2 +U(x€(t)))dt= [ ( x ) H^ll2 +X€(r)U(x(T)))dT, 
Mr) 

where Xf_ = dt/dr = l/(p(((p~1(T)). The derivative at e = 0 of a(e) = A(xf_) is 

da I1 / l lffrìll2 \ I1 

7ei0) = Jo [i}3YJL^U(x(T)))ÔX(T)dT = Jo H(x(T),x(T))öX(T)dT, 

where ÔX(T) = '^J \€=o- As the variations ÔX satisfy the constraint jQ ÔX(r)dr = 
0, which comes from the fact that JQ Xf_ (r)dT = T, we get that there exists a real 
constant c such H(X(T),X(T)) = c wherever it is defined. 

(ii) Let to be an instant at which total collisions accumulate. Let us chose two 
sequences (an) and (6„) of instants of total collision which converge to to and are 
such that no total collision occurs in the open intervals ]an,bn[. The moment of 
inertia i of the system with respect to its center of mass is equal to zero at each of 
the instants an or bn and hence has at least one maximum £„ in the interval ]an, bn[. 
As no partial collision occurs, the motion is regular in each of these intervals and 
at each such maximum, the second time-derivative i(£») has to be non positive. 
But the value U(Çn) of the potential function tends to +oo a s n - > +oo, while the 
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energy Ü stays constant. One then deduces from the Lagrange -Jacobi relation 
I = 4Ü + 2U that i(£«) —̂  +00, which is a contradiction. 

In the general case, when p is some cluster not containing all the bodies, the 
energy Hß of p is no more constant but one can get from a refinement of the same 
proof that it is still an absolutely continuous function of time as long as no collision 
occurs between a body of the cluster and a body of the complementary cluster (see 
[V2]). This implies that Hß stays locally bounded and allows the argument of (ii) 
to work because, by hypothesis, no partial collision occurs in the cluster. 

4. Periodic solutions 
4.1 Homological or homotopical constraints. Going back to the 1896 Note 
of Poincaré already alluded to, the idea of constructing periodic solutions of the 
n-body problem as the "simplest" (action minimizing) ones in a given homology 
or homotopy class of the configuration space is very natural if one compares to 
the construction of periodic geodesies as minimizing the length in a non trivial 
homology or homotopy class. As already noticed by Poincaré, this works beautifully 
in the so-called "strong force problem", corresponding to a potential in 1/r2 or 
stronger, where each collision path has infinite action [CGMS]. Unfortunately, in 
the Newtonian case, most of the time minimizers have collisions and hence are 
not true periodic solutions [M]. This is already true in the planar Kepler problem: 
it follows from Gordon's work [G] (see also [C3]) that the only minimizers of the 
action among the loops of a fixed period T whose index in the punctured plane 
is different from 0, ± 1 , is an ejection-collision one ! (for an analogue result in the 
planar three-body problem, see [VI]). 

In such cases, solving the fixed ends problem is of no use. Among the cases 
where minimizers in a fixed homology or homotopy class have no collision are 

1) Gordon's theorem for the planar Kepler problem when one fixes the index 
to ±1 (resp. when one insists only on the index being different from 0): a minimizer 
is any elliptic solution of the given period. 

2) Venturelli's generalization [VI] of Gordon's theorem to the planar three-
body problem whith homogy class fixed in such a way that along a period, each side 
of the triangle makes exactly one complete turn in the same direction: a minimizer 
is any elliptic homographie motion of the equilateral triagle, of the given period. 

4.2 Symmetry constraints. In order to find "new" solutions as action minimizers, 
another type of constraints on the loops must be introduced, which somewhat allows 
using fixed ends type results. We ask the loops to be invariant under the action 
of a finite group G. An invariant loop is completely defined by its restriction to 
an interval of time on which G induces no constraint. The restriction to such 
a "fundamental domain" of a minimizer among G-invariant loops is a minimizer 
of the fixed ends problems between its extremities. This leads to a new collision 
problem: a minimizer could well have a collision at the initial or final instant. 
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(i) Choreographies. We first show, following Andrea Venturelli, the 

Theorem. A minimizer among n-choreographies has no collision. 

Recall that the choreographies are fixed loops under the action of the group 
/Z/nM whose generator cyclically permutes the bodies after one n-th of the period 
(see [CGMS]); hence a fondamental domain can be chosen as any time interval of 
length T/n. If there were collisions at the ends, one would get a contradiction with 
the theorem by just shifting the fondamental domain to the right or to the left. 
One can prove (using [CD]) that the regular n-gon minimizes in all cases where it 
minimizes U = I2U. But this is no more true for n > 6. So, what is the min ? 

(ii) Generalized Hip-Hops. This works also for the "italian" (anti)symmetry: 

Theorem. A minimizer among loops x(t) in JR3 such that x(t + T/2) = —x(t) has 
no collision. Moreover, it is never a planar solution. 

The last assertion comes from the fact that a relative equilibrium x(t) whose 
configuration Xo minimizes U = I2U is always a minimizer among the planar 
(anti)symmetric loops ([CD] and [C3]). But, applied to a variation z(t) = zo cos 2jr 
normal to the plane of x(t), the Hessian of the action is easily seen [C4] to be 

- i fT 2irt 
d2A(x(t))(z(t,z(t)) = I0

 2d2U(xo)(zo,z0) / cos2 —dt, 

where io = xo • xo- Now, results of Pacella and Moeckel [Mol] say that one can 
always choose zo such that d2U(xo)(zo, zo) < 0. Hence, a relative equilibrium ceases 
being a minimizer in IR?. This ends the proof because other possible minimizers of 
the planar problem would have the same action as a relative equilibrium (thanks 
to A. Venturelli for this remark). In reference to [CV], I propose to call generalized 
Hip-Hops these minimizers. They are the best approximations I can think of in IR? 
to the non-existing relative equilibria of non-planar central configurations (recall 
[AC] that such relative equilibria exist in IR4). 

(iii) Eights with less symmetry. As another example, we prove the existence of 
solutions "of the Eight type" but with less symmetry than the full dihedral group 
D6 = {s,a\s6 = 1,<72 = l,sa = as^1} (see [C3]). We consider the subgroups 
2Z/62Z = {s} and D3 = {s2,a}. 

Theorem. A minimizer among ZU/ 6ZÜ-invariant loops has no collision. The same 
is true for a minimizer among D^-invariant loops. 

Instead of minimizing the action over one twelfth of the period between an 
Euler configuration at time 0 and an isosceles one at time T/12 (see [CM]), one 
minimizes only over one sixth of the period: in the first case from an isosceles 
configuration at time to to a symmetric one at time to + T/6, in the second one 
from an Euler configuration at time 0 to another one at time T/6. Venturelli's trick 
of translating the fundamental domain works in the first case where to is arbitrary (a 
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translation of time transforms a minimizer into a minimizer) but not in the second 
one where, as for the initial Pg-action, an Euler configuration can only occur at 
times which are integer multiples of T/6. To prove the absence of collisions at the 
initial and the final instant in the second case, we notice that such a collision is 
necessarily a triple (i.e. total) collision. If this happens, the action of the path is 
greater than the one of a homothetic ejection solution of equilateral type, a path 
which is not of the required type, but this is irrelevant here. The conclusion follows 
because the action of this last path is itself greater than the one of one sixth of 
the "equipotential model" (see [C3],[CM]). If a minimizer among Z,/6/Z or P 3 

symmetric loops possesses the whole D6 symmetry of the Eight is unknown. 

(iv) The Pi2 family. Marchai discovered the P12 family, which continues the Eight 
solution in three-space up to Lagrange equilateral solution, through choreographies 
in a rotating frame [Ml]. It is parametrized by an angle u between 0 and | : the 
solution labeled by u minimizes the action in fixed time T/12 between configurations 
which are symmetric with respect to a line A through the origin which contains body 
0 and configurations which are symmetric with respect to a plane P through the 
origin which contains body 2 and makes angle u with A. We shall think of A as 
being horizontal and of P as being vertical (Figure 1). 

0 < U < J I / 6 U=ä /6 

Figure 1 (fixed frame) 

For u = 0, one gets the Eight in the vertical plane orthogonal to A (and hence 
to P); for u = f, one gets Lagrange solution in the horizontal plane (containing A 
and orthogonal to P) . For n/6 < u < n/3, the minimizer is a horizontal Lagrange 
solution whose size increases to infinity and action decreases to 0. The x4-type 
bifurcation of the minimizer at u = n/6 was analyzed by Marchai. In a frame 
rotating around the vertical axis of an angle —u in time T/12, one gets a family 
of Pg-symmetric choreographies of period T between the Eight and twice Lagrange 
(figure 2). 

The relevant action of Pg on the configuration space of three bodies in IR? is 
a direct generalization of the one which leaves the Eight invariant. It is defined as 
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0<u<j t /6 u=?r/6 

Figure 2 (rotating rame) 

follows (the notations are the ones of [C3]): 

a(s)(Po,Pi,P2) = (£?2,£? 0 ,£?i) , ß(s)(t) = t + T/6, 

a(a)(Po,Pi,P2) = (Af0 ,Af2 ,Afi) , B(a)(t) = -t, 

where S (resp. A) denotes the symmetry with respect to the horizontal plane (resp. 
to the line A). 

Thanks to the fact that a minimizer of the fixed ends problem has no collision, 
the proof boils down to proving that a minimizing path has no collisions at its ends. 

(i) Getting rid of triple collisions is easy: one notices firstly that the action 
of any path undergoing a triple collision is bigger than the action .43 = | (-^-)5Ts 
(notation of [CM]) of the homothetic solution of the equilateral triangle which goes 
in the same amount of time T from collision to zero velocity, secondly that this 
last action is bigger than the one Ai -r ( f — u) s T a of a horizontal Lagrange 

solution which rotates an angle | — u during the given amount of time. In fact, this 
last action is even smaller than the action A2 = (3^/2)^3 A3 u s e c[ m [CM] as long 
as u > (s/2 — l)f , in which case, the absence of any kind of collision in a minimizer 
follows. 

(ii) For double collisions, which we have not yet discarded if u < (\/2 — l)f, we 
provide a local deformation of the path which eliminates the collision and lowers the 
action. The two cases (collision at initial or final time) are similar, the only difference 
being the replacement of the symmetry with respect to the line A by the symmetry 
with respect to the plane P in the constraints imposed to the perturbation direction 
v. Supposing that a minimizer x(t) = (Po(t),Pi(t),P2(tj) has a collision between 
bodies 1 and 2 at the initial time 0, we deform it into xf_(t) = x(t) + ep(t)(0, v, —v) 
where p(t) is chosen as in the third proof for the Kepler case, Using Sundman's 
estimates on the behavior of the bodies near a double collision, one shows that for 
a good choice of v, the action again decreases by Cy/e(l + 0(^/elog(l/^/ejj). 
Remarks . 1) Our argument works for one value of « at a time. As no uniqueness 
is proved, neither is continuity with u of the family. Such continuity would imply 
the existence among the family of spatial 3-body choreographies in the fixed frame. 
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2) A direct proof of the existence of the P12 family should stem from the 
following remark: in [CM], the existence of the Eight is deduced from the fact that 
the action A2 of a 2-body solution going from collision to zero velocity is (slightly) 
greater than the action a of an equipotential path for which i = i0 is constant as well 
as K = K0 = U = UQ. For the Lagrange solution also, I = IE,K = KE = U = UE 
are constant and I E > I0, KE = UE. < K0 = UQ. In particular, the action of 
the Lagrange solution is smaller than the one of the equipotential model. When 
u increases, one should be able to construct a path with the right end conditions 
whose action is a decreasing function of u and hence is smaller than A2. 

3) The first continuation of the Eight into a family of rotating planar chore­
ographies was given by Michel Hénon [CGMS] who used the same program as in 
[H]. A third family should exist, rotating around an axis orthogonal to the first two. 

5. Related results and open problems 
Two global questions seem to be out of reach at the moment: unicity and 

possible extra symmetries of minimizers. 

As an example of the first, numerical evidence by Simo suggests unicity of the 
Eight but in [CM] we do not even prove that each lobe is convex, only that it is 
star-shaped (the problem is near the crossing point). This is nevertheless enough 
to imply that the braid it defines in space time M2 x M/T/Z (equivalent to the 
homotopy class in the configuration space) is the "Borromean rings", the signature 
of a truly triple interaction (also noticed in [Ber] in a different context). 

As an example of the second one, we do not know if the ^ / ^^ - symmet ry 
and the "brake" property of the Hip-Hop solution [CV] follow automatically from 
minimizing the action among loops such that x(t + T/2) = —x(t) (compare 4.2 (ii)). 
One is tempted to compare this problem to the celebrated result of Alain Albouy 
[A2] which states the existence of some symmetry in any central configuration of 
4 equal masses (and implies that there is only a finite number of them). But 
there is Moeckel's numerical example [Mo2] of a central configuration of eight equal 
masses without any symmetry. And according to [SW], there exists such an example 
minimizing U for n = 46. For more on symmetry, see [V2]. 

Identifying minimizers, even when one knows that they are collision-free, is 
usually too difficult a problem (see 4.2 (i) and (ii)). Understanding their stability-
properties may sometimes be attempted theoretically [Ar],[0], or numerically [SI]. 

Another type of questions is connected with minimization with mixed con­
straints: symmetry and homology or homotopy. One can ask, for example, if the 
Eight is a minimizing choreography in its homology class (0,0,0) (each side of the 
triangle has zero total rotation). An interesting example of mixed conditions may­
be found in [V2] where generalizations of the Hip-Hop lead to spatial choreogra­
phies of 4 equal masses. But, as for most choreographies, no proof was found of the 
existence of Gerver's "supereight" with four equal masses [CGMS], [C3]. 
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I am indebted to Christian Marchai, Richard Montgomery, David Sauzin, Su­
sanna Terracini and Andrea Venturelli for many illuminating discussions and com­
ments. 

References 
[Al] Albouy A. Lectures on the two-body problem, Classical and Celestial 

Mechanics: The Recife Lectures, H. Cabrai F. Diacu ed. (in press at 
Princeton University Press). 

[A2] Albouy A. Symétrie des configurations centrales de quatre corps, G. R. 
Acad. Sci. Paris, 320, 217 220 (1995) & The symmetric central configu­
rations of four equal masses, Contemporary Mathematics, vol. 198 (1996), 
131-135. 

[AC] Albouy A. and Chenciner A., Le problème des n corps et les distances 
mutuelles, Inventiones Mathematica, 131 (1998), 151-184. 

[AGT] Arioli G., Gazzola F. and Terracini S. Minimization properties of Hill's or­
bits and applications to some iV-body problems, preprint, (October 1999). 

[Ar] Arnaud M.C. On the type of certain periodic orbits minimizing the La-
grangian action Nonlinearity 11 (1998), 143-150. 

[B] Betti E. Teorica delle forze newtoniane e sue applicazioni all' elestrotatica 
e al magnetismo, Pisa, Nistri (1879). 

[Ber] Berger M.A. Hamiltonian dynamics generated by Vassiliev invariants, 
Journal of Physics A: Math. Gen. 34 (2001), 1363-1374. 

[Ch] Chen K.C. Action minimizing orbits in the parallelogram four-body prob­
lem with equal masses, Arch. Ration. Mech. Anal, 158, no. 4 (2001), 
293-318. 

[CI] Chenciner A. Introduction to the N-body problem, Ravello summer school 
(09-1997), http://www.bdl.fr/Equipes/ASD/person/chenciner/chenciner. 
htm 

[C2] Chenciner A. Collisions totales, Mouvements complètement paraboliques 
et réduction des homothéties dans le problème des n corps, Regular and 
chaotic dynamics, V.3, 3 (1998), 93-106. 

[C3] Chenciner A. Action minimizing periodic solutions of the n-body problem, 
"Celestial Mechanics, dedicated to Donald Saari for his 60th Birthday", 

A. Chenciner, R. Cushman, C. Robinson, Z.J. Xia ed., Contemporary 
Mathematics 292 (2002), 71-90. 

[C4] Chenciner A. Simple non-planar periodic solutions of the n-body problem 
Proceedings of the NDDS Conference, Kyoto, (2002). 

[CD] Chenciner A. and Desolneux N. Minima de l'intégrale d'action et équilibres 
relatifs de n corps, C.R. Acad. Sci. Paris, t. 326, Série 7(1998), 1209-
1212. Corrections in C.R. Acad. Sci. Paris, t. 327, Série I (1998), 193 
and in [C3]. 

[CGMS] Chenciner A., Gerver J., Montgomery R. and Simo C. Simple choreogra-

http://www.bdl.fr/Equipes/ASD/person/chenciner/chenciner


Action Minimizing Solutions of the Newtonian n-body Problem 293 

phies of N bodies: a preliminary study, Geometry, Mechanics and Dy­
namics, Springer, (to appear). 

[CM] Chenciner A. and Montgomery R. A remarkable periodic solution of the 
three body problem in the case of equal masses, Annals of Math., 152 
(2000), 881-901. 

[CV] Chenciner A. and Venturelli A. Minima de l'intégrale d'action du Problème 
newtonien de 4 corps de masses égales dans M3 : orbites "hip-hop", Ce­
lestial Mechanics, vol. 77(2000), 139-152. 

[C-Z] Coti Zelati V. Periodic solutions for iV-body type problems, Ann. Inst. 
H. Poincaré, Anal. Non Linéaire, v. 7, no. 5 (1990), 477-492. 

[DGM] Degiovanni M., Giannoni F. and Marino A., Periodic solutions of dynam­
ical systems with Newtonian type potentials, Ann. Scuola Norm. Sup. 
Pisa CI Sci. 15 (1988), 467-494. 

[G] Gordon W.B. A Minimizing Property of Keplerian Orbits, American Jour­
nal of Math. vol. 99, no. 15 (1977), 961-971. 

[H] Hénon M. Families of periodic orbits in the three-body problem, Celestial 
Mechanics 10 (1974), 375-388. 

[Ml] Marchai C. The family Pi2 of the three-body problem. The simplest fam­
ily of periodic orbits with twelve symmetries per period, Fifth Alexander 
von Humboldt Colloquium for Celestial Mechanics, (2000). 

[M2] Marchai C. How the method of minimization of action avoids singularities, 
Celestial Mechanics and Dynamical Astronomy, (to appear). 

[M3] Marchai C. Handwritten supplement to the above paper and private dis­
cussions. 

[Mol] Moeckel R. On central configurations, Math. Z. 205 (1990), 499-517. 
[Mo2] Moeckel R. Some Relative Equilibria of N Equal Masses, N=4,5,6,7; Ad­

dendum: N=8; unpublished paper describing numerical experiments (< 
1990). 

[M] Montgomery R. Action spectrum and collisions in the three-body problem, 
"Celestial Mechanics, dedicated to Donald Saari for his 60th Birthday", 

A. Chenciner, R. Cushman, C. Robinson, Z.J. Xia ed., Contemporary 
Mathematics 292 (2002), 173-184. 

[O] Offin D. Maslov index and instability of periodic orbits in Hamiltonian 
systems, preprint, 2002. 

[P] Poincaré H. Sur les solutions périodiques et le principe de moindre action, 
C.R.A.S. t. 123 (1896), 915-918. 

[SeT] Serra E. and Terracini S. Collisionless Periodic Solutions to Some Three-
Body Problems, Arch. Rational Mech. Anal, 120 (1992), 305-325. 

[SI] Simo C. Dynamical properties of the figure eight solution of the three-
body problem, "Celestial Mechanics, dedicated to Donald Saari for his 
60th Birthday", A. Chenciner, R. Cushman, C. Robinson, Z.J. Xia ed., 
Contemporary Mathematics 292, (2002), 209-228. 



294 A. Chenciner 

[S2] Simo C. New families of Solutions in iV-Body Problems, Proceedings of 
the Third European Congress of Mathematics, C. Casacuberta et al eds. 
Progress in Mathematics, 201 (2001), 101-115. 

[SW] Slaminka E. & Woerner K. Central configurations and a theorem of Pal-
more Celestial Mechanics 48 (1990), 347-355. 

[VI] Venturelli A. Une caractérisation variationnelle des solutions de Lagrange 
du problème plan des trois corps, C.R. Acad. Sci. Paris, t. 332, Série I 
(2001), 641-644. 

[V2] Venturelli A. Thèse, Paris (to be defended in 2002). 



ICM 2002 • Vol. Il l • 295-303 

The Dynamical Systems Approach to the 
Equations of a Linearly Viscous 
Compressible Barotropic Fluid 

E. Feireisl* 

Abstract 

We develop a dynamical systems theory for the compressible Navier-Stokes 
equations based on global in time weak solutions. The following questions will 
be addressed: 

• Global existence and critical values of the adiabatic constant; 
• dissipativity in the sense of Levinson - bounded absorbing sets; 
• asymptotic compactness; 
• the long-time behaviour and attractors. 
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1. Introduction 
The long-time behaviour of solutions to the evolutionary equations arising in 

the mathematical fluid mechanics has been the subject of many theoretical studies. 
This type of problems is apparently related to the phenomena of turbulence, and 
there is still a significant gap between many formal "scenarios" and mathematically-
rigorous results. 

The dynamical systems in question are usually related to a system of partial 
differential equations and, consequently, they are defined in an infinite dimensional 
phase space. On the other hand, the presence of dissipativi terms in the equations 
due to viscosity results in the existence of global at tractors-compact invariant sets 
a t t ract ing uniformly in t ime all trajectories emanating from a given bounded set. 
Such a theory is well developed for the incompressible linearly viscous fluids, and 
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the reader may consult the monographs of BABIN and VISHIK [1], TEMAM [21] 
or CONSTANTIN et al. [2] for the recent state of art. 

On the other hand, much less seems to be known for the compressible flu­
ids. While there is an existence theory of the weak solutions for the incompressible 
Navier-Stokes equations due to LERAY [18], its "compressible" counterpart ap­
peared only recently in the work of LIONS [19]. Even in the incompressible case, 
there is a qualitative difference between the two-dimensional case solved by LA-
DYZHENSKAYA [17], and the three-dimensional case representing one of the most 
challenging unsolved problems of modern mathematics. It is worth-noting that a 
similar gap divides the one and more-dimensional problems for the compressible 
fluids. 

The time evolution of the fluid density g = g(t, x) and the velocity u = u(t, x) 
is governed by the Navier-Stokes system of equations: 

dtg+div(gu) = 0, (1.1) 

dt.(gu) + div (git ® u) + Vp = div S + gf, (1.2) 

where p is the pressure, S the viscous stress tensor, and / a given external force. 
In what follows, we consider linearly viscous (Newtonian) fluids where the 

viscous stress is related to the velocity by the constitutive law 

S = p(\7u + V« T ) + A div u I, (1.3) 

where the viscosity coefficients satisfy 

p > 0 , A + M > 0 . (1.4) 

Generally speaking, the pressure p depends on the density and the internal en­
ergy (temperature) of the fluid. If it is the case, the system (1.1), (1.2) is not closed 
and should be complemented by the energy equation. Unfortunately, however, the 
available global existence results for this full system allow for only for small initial 
data (cf. MATSUMURA and NISHIDA [20]). 

There are physically relevant situations when one can assume the flow is 
barotropic, i.e., the pressure depends solely on the density. This is the case when 
either the temperature (the isothermal case) or the entropy (the isentropic case) 
are supposed to be constant. The typical constitutive relation between the pressure 
and the density then reads 

P = P(Q) = o-g1, a > 0, (1.5) 

where 7 = 1 in the isothermal case, and 7 > 1 represents the adiabatic constant 
in the isentropic regime. More general and even non-monotone pressure-density 
constitutive laws arise in nuclear plasma physics (see [4]). In the barotropic regime, 
the equations (1.1), (1.2) form a closed system and complemented by suitable initial 
and boundary conditions represent a (at least formally) well-posed problem. 
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If the problem is posed on a spatial domain Q c RN, one usually assumes that 
the fluid adheres completely to the boundary which is mathematically expressed by 
the no-slip boundary conditions for the velocity: 

«|on = 0. (1.6) 

Note that for viscous fluids such a condition is in a very good agreement with 
physical experiment. 

In accordance with the deterministic principle, the state of the system at any­
time t > to should be given by the initial conditions 

ß(to) = Qi, (ßu)(t0) = qi- (1.7) 

The function QI is non-negative and the momentum qi satisfies the compatibility-
condition 

qi = 0 a.a. on the set {gì = 0}. (1.8) 

The reason why we impose the initial conditions for the momentum gü rather than 
for the velocity u is that the former quantity is weakly continuous with respect 
to time while the instantaneous values of the velocity are determined only almost 
anywhere with respect to time. Clearly such a problem does not arise provided the 
initial density QI is strictly positive. However, it is an interesting open problem 
whether or not this property is preserved at any positive time for any distributional 
solution of the problem satisfying the natural energy estimates (cf. HOFF and 
SMOLLER [16]). 

2. Finite energy weak solutions and well-posedness 
In order to study the long-time behaviour, one should first make sure that the 

class of objects one deals with is not void. More precisely, one should be able to 
prove the existence of global-in-time solution for any initial data QI, qi satisfying 
some physically relevant hypothesis. 

Multiplying the equations of motion by u and integrating by parts one deduces 
the energy inequality 

—E[g,u]+ / p\Vu\2 + (X + p)\div u\2 dx < / gf-udx, (2.1) 
d* in in 

where the total energy E is given by the formula 

E[g,u] = / g\uf + P(g) dx 
Jn 

with 
P'(g)g^P(g)=p(g). 

Note that in the most common isentropic case, the function P can be taken in 
the form 

P(g) = ^-(f-
7 ^ 1 
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The energy inequality is the main (and almost the only one) source of a priori 
estimates. Accordingly, "reasonble" solutions of the problem (1.1), (1.2) defined on 
a bounded time interval I C R should belong to the class 

Ô > 0, g£ L°°(I; L7(0)), u £ L2(I; W^2(Ü, RN)). (2.2) 

The energy inequality (2.1) represents an additional constraint imposed on 
any solution g, ü of the problem. Similarly as in the theory of the variational 
(weak) solutions developed for the incompressible case by Leray, it is not clear if it 
is satisfied for any weak solution of the problem. 

Following DiPERNA and LIONS [3] we shall say that g, u is a renormalized 
solution of the continuity equation (1.1) if the identity 

dtb(g) + div(b(g)u) + (b'(g)g - 6(e))div u = 0 (2.3) 

holds in the sense of distributions for any function 6 £ C1(R) such that 

b'(g) = 0 for all g > const(6). (2.4) 

Similarly as for the energy inequality, it is not known if any weak solution g, ü of 
(1.1) satisfies (2.3). 

Definition 2.1 We shall say that g, u is a finite energy weak solution of the 
problem (1.1 - 1.6) on a set I x Q if the following conditions are satisfied: 

• The functions g, ü belong to the function spaces determined in (2.2); 
• the energy inequality (2.1) is satified in T>'(T); 
• the continuity equation (1.1) as well as its renormalized version (2.3) hold in 

V(I x RN) provided g, ü were extended to be zero outside ii; 
• the momentum equation (1.2) is satisfied in V(I x Q). 

The most general available existence result reads as follows: 
Theorem 2.1 Let O c RN, N = 2,3 be a bounded Lipschitz domain. Let 

I = (0,T), and let the initial data gì, qi satisfy (1.8) together with 

ß/€L7(fi), ^£L1(Ü). 
Qi 

Let f be a bounded measurable function of t £ I, x £ ii. Finally, let the pressure 
p £ C[0, oo) n C1 (0, oo) be given by a constitutive law 

p = p(g), - 0 7 - 1 — b < p'(g) < ag7^1 + b, for all g > 0, 

where a > 0, b > 0, and 
N 

Then the problem (1.1 - 1.6) admits a finite energy weak solution g, ü on J x Q 
satisfying the initial conditions (1.7). 

In his pioneering work, LIONS [19] proved Theorem 2.1 for Q regular, p mono­
tone, and 7 > | if N = 2, and 7 > | for N = 3. The hypotheses concerning 7 were 
relaxed in [9], [12], the case of a general bounded domain Q treated in [11], and the 
hypothesis of monotonicity of the pressure removed in [5], [4]. 
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3. Ultimate boundedness 
The first issue to be discussed when describing the long-time asymptotics of a 

given dynamical system is ultimate boundedness or dissipativity. This means there 
exists an absorbing set bounded in a suitable topology. Here "suitable topology" 
is of course that one induced by the total energy E. One of possible results in this 
direction is contained in the following theorem. 

Theo rem 3.1 Let ii C RN, N = 2,3 be a bounded Lipschitz domain. Let f 
be a bounded measurable function such that 

ess sup \f(t,x)\ < F. 
teR,xeQ 

Let the pressure p be given by the isentropic constitutive law 

5 
p = ag7 with 7 > 1 if N = 2, 7 > - for N = 3. 

ó 

Finally, set 

g dx = m > 0. 

Then there exists a constant Poo depending solely on m and F having the 
following property: 

Given Ei, there exists a time T = T(Ei) such that 

E[g,u](t) < Poo fir a.a.t > T 

provided 
ess lim sup E[g,u](t) < Ei 

and g, ü is a finite energy weak solution of the problem (1.1 - 1.6) on (0,00) x Q. 
The proof of Theorem 3.1 can be found in [14] and [7]. The reader will have 

noticed the "critical" exponent 7 > | which is larger than in the existence Theorem 
2.1 and, as a matter of fact, does not include any physically relevant case. Indeed the 
value I happens to be the largest adiabatic constant corresponding to a monoatomic 
gas. 

Under the hypotheses of Theorem 3.1, the dissipative mechanism induced by 
viscocity is strong enough to prevent any "resonance" phenomena, i.e., the existence 
of unbounded solutions driven by a bounded external force. Another interesting 
feature is the existence of periodic solutions provided / is periodic in time. 

Theo rem 3.2 In addition to the hypotheses of Theorem 3.1, assume that f is 
time periodic, i.e., 

f(t + u),x) = f(t,x) for a.a. t £ R, x £ ii 

with a certain period u > 0. 
Then there exists at least one finite energy weak solution of the problem (1.1 -

1.6) on Rx ii which is u—periodic in time, i.e., 

g(t + oj) = g(t), (gu)(t + u) = (gu)(t) for all t £ R. 

See [10] for the proof. 
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4. Asymptotic compactness 
The property of asymptotic compactness of a given dynamical system plays 

a crucial role in the proof of existence of a global (compact) attractor. Here, the 
main problem is the density component which is bounded only in L 7 (0) , and, con­
sequently, compact only with respect to the weak topology on this space. Moreover, 
given the hyperbolic character of the continuity equation, one cannot hope any pos­
sible oscillations of the density to be killed at a finite time. However, the amplitude 
of possible oscillations is decreasing in time uniformly on trajectories emanating 
from a given bounded set. 

Theorem 4.1 Let 0 c RN, N = 2,3 be a bounded Lipschitz domain. Let the 
pressure p be given by the isentropic constitutive relation 

p = ag1, a>0, 7 > 1 if N = 2, 7 > | for N = 3. 

Let fn be a sequence of functions such that 

ess sup \fn(t,x)\ < F independently of n = 1,2,... . 
ten, iefi 

Finally, let gn, un be a sequence of finite energy weak solutions to the problem (1.1 
- 1.6) on (0,oo) x Q such that 

gn dx = m, 
fi 

esslimsupE[gn,ü„](t) < P / 

independently of n = 1,2,... . 

Then any sequence of times tn —t 00 contains a subsequence such that 

gn(tn +1) —¥ g(t) strongly in L1(Q) and weakly in L 7 (0) , 

(ßnUn)(tn + t) —ï (gu)(t) weakly in L1(Q, RN) 
for any t £ R. 

Moreover, n \gn(tn + t,x) - g(t,x)\7 dxdt -t 0, 
. .1 

\(ônUn)(tn + t,x) - (gu)(t,x)\ dxdt -Ï 0 
IJ JQ 

for any bounded interval J C R. The limit functions g, ü represent a globally defined 
(for t £ R) finite energy weak solution of the problem (1.1 - 1.6) driven by a force 

f = lim fn(tn + •) in the weak star topology of the space L°°(R x Q, RN), 

and such that 
ess sup E[g,u](t) < oo. 

ten 

The proof of Theorem 4.1 is given in [13] (see also [8]). 
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5. The long-time behaviour, attractors 
The results presented in Sections 3., 4. allow us to develop a theory of attractors 

analogous to that one for the incompressible flows (see e.g. TEMAM [21]). Assume, 
for the sake of simplicity, that the driving force / is independent of t. We introduce 

A = {[gi,qi] | gì = g(0), qi = (gu)(0) where g, « is a finite energy weak solution 

of the problem (1.1 - 1.6) on Rxii with E[g,u] £ L°°(R)}. (5.1) 

In other words, the set A is formed by all globally defined (for t £ R) trajec­
tories whose energy is uniformly bounded. 

The next result shows that A is a global attractor in the sense of FOIAS and 
TEMAM [15]. 

Theo rem 5.1 Let 0 c RN, N = 2,3 be a bounded Lipschitz domain. Let 
f = f(x) be a bounded measurable function independent of time, and let the pressure 
p be given by the isentropic constitutive law 

p = ag1, a>0, 7 > 1 for N = 2, 7 > | if N = 3. 

Then the set A defined by (5.1) is compact in the space 

and 

sup inf (\\g(t) - Qi\\L*tçi) + ((Qu)(t) - qi) • <p dx 

for t —¥ 00 

for any 1 < a < 7 and any <j> £ Li-1 (ii,R"), where the symbol B(Ei) stands for 
the set of all finite energy weak solutions of the problem (1.1 - 1.6) on (0,00) x Q 
such that 

esslimsupE[g,u](t) < P / . 
t-s-0 

The proof can be found in [6]. 
To conclude, we give another result concerning the long-time behaviour of 

solutions on condition that the driving force is a gradient of a scalar potential. 
Theo rem 5.2 Let O c RN, N = 2,3 be a bounded Lipschitz domain. Let the 

pressure p be given by the isentropic constitutive relation 

N 
p= ag', a > 0, 7 > —-. 

Let the driving force f be of the form 

/ = VP, 
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where F = F(x) be a scalar potential which is globally Lipschitz on 0 and such that 
the upper level sets 

[F>k] = {x£ii\ F(x) > k} 

are connected for any k £ R. 

Then any finite energy weak solution g, ü of the problem (1.1 - 1.6) satisfies 

g(t) —t gs in L7(0) , (gu)(t) —t 0 in L1(Q) as t —t oo, 

where gs is a solution of the static problem 

aVg] = Q8f on ii. 
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Bifurcations without Parameters: 
Some ODE and PDE Examples 

Bernold Fiedler* Stefan Liebscher1' 

Abstract 

In a recent paper the author constructed a continuous map from the con­
figuration space of n distinct ordered points in 3-space to the flag manifold of 
the unitary group U(n), which is compatible with the action of the symmetric 
group. This map is also compatible with appropriate actions of the rotation 
group SO(3). In this paper the author studies the induced homomorphism in 
SO(3)-equivariant cohomology and shows that this contains much interesting 
information involving representations of the symmetric group. 

2000 Mathematics Subject Classification: 34C23, 34C29, 34C37. 
Keywords and Phrases: Bifurcation without parameters, Manifolds of 
equilibria, Normal form, Blow up, Averaging. 

1. Applied motivation 
In this article we sketch and illustrate some elements of the nonlinear dynamics 

near equilibrium manifolds. Denoting the equilibrium manifold by x = 0, in local 
coordinates (x, y) £ IR" x IR , we consider systems 

x = f(x,y) 

y = 9(x,y) 
( l . i ) 

and assume 
f(0,y) = g(0,y) = 0, (1.2) 

for all y. For simplicity we will only address the cases k = 1 of lines of equilibria, 
and k = 2 of equilibrium planes. Sufficient smoothness of f,g is assumed. The 
occurrence of equilibrium manifolds is infinitely degenerate, of course, in the space 
of all vector fields (/ , g) - quite like many mathematical structures are: equivariance 
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under symmetry groups, conservation laws, integrability, symplectic structures, and 
many others. The special case 

g = 0 (1.3) 

in fact amounts to standard bifurcation theory, in the presence of a trivial solution 
x = 0; see for example [5]. Note that condition (1.3), which turns the fc-dimensional 
variable y into a preserved constant parameter, is infinitely degenerate even in 
our present setting (1.2) of equilibrium manifolds. Due to the analogies of our 
results and methods with bifurcation theory, we call our emerging theory bifurcation 
without parameters. This terminology emphasizes the intricate dynamics which 
arises when normal hyperbolicity of the equilibrium manifold fails; see the sections 
below. 

To motivate assumption (1.2), we present several examples. First, consider 
an "octahedral" graph F of 2(ro + 1) vertices { ± 1 , . . . , ±(m + 1)}- The graph F 
results from the complete graph by eliminating the "diagonal" edges, which join the 
antipodal vertices ±j, for j = 1,... ,m + 1. For m = 1 we obtain the square, for 
m = 2 the octahedron, and so on. Consider the system 

fj(uJ-> Yl uk) ( L 4 ) 

of oscillators Uj £ IR" on F, additively coupled along the edges by fj. We assume 
an antipodal oddness symmetry of the individual oscillator dynamics 

/ - i ( - « i , 0 ) = -/,-(«,-, 0). (1.5) 

As a consequence, the antipode space 

S := {u=(uj)jer; u-j =-Uj} (1.6) 

is invariant under the flow (1.4). Moreover, the flow on S completely decouples into 
a direct product flow of the m + 1 diagonally antipodal, decoupled pairs 

«±i = f±j(u±j,0). (1.7) 

For the square case m = 1, this decoupling phenomenon was first observed in [2]. 
For more examples see also [3]. 

An m-plane of equilibria arises from periodic solutions of the decoupled system 
(1.7). Assume (1.7) possesses time periodic orbits Uj(t + pj) of equal period Tj = 
2n, for j = l,...,m + 1. Choose arbitrary phases pj £ S1 and let u-j(t) := 
—Uj(t), ip-j = Pj. Then 

u*{t) := (Uj(t + pj))j& £ S (1.8) 

is a 27r-periodic solution of (1.4), (1.7), for arbitrary phases p £ Tm+1. Eliminating 
one phase angle pm+i by passing to an associated Poincaré map, an m-dimensional 
manifold of fixed points arises, parametrized by the remaining m phase angles. 
Assuming, in addition to the diagonal oddness symmetry (1.5), equivariance of (1.4) 
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with respect to an S^-action, the Poincaré map can in fact be obtained as a time-27r 
map of an autonomous flow within the Poincaré section. In suitable notation, y = 
{(fi,..., Pm}, the fixed point manifold then becomes an m-dimensional manifold of 
equilibria, as presented in (1.1), (1.2) above. For more detailed discussions of this 
example in the context of bifurcations without parameters see [15, 10, 9]. 

As a second example of equilibrium manifolds we consider viscous profiles 
u = u((Ç — si)/e) of systems of nonlinear hyperbolic conservation laws and stiff 
balance laws 

dtu + d^Ftu) + s-i-Gtu) = ed2u. (1.9) 

Viscous profiles then have to satisfy an e-independent ODE system 

Ü = (F'(u)-s-id)ù + G(u). (1.10) 

Standard conservation laws, for example, require G = 0. The presence of m conser­
vation laws corresponds to nonlinearities G with range in a manifold of codimension 
m in «-space. Typically, then, G(u) = 0 describes an equilibrium manifold of di­
mension m of pairs («,«) = (u,0), in the phase space of (1.10). For an analysis of 
this example in the context of bifurcations without parameters see [8, 16]. For an­
other example, which relates binary oscillations in central difference discretizations 
of hyperbolic balance laws with diagonal uncoupling of coupled oscillators, see [11]. 

We conclude our introductory excursion with a brief summary of some further 
examples. In [7], lines of equilibria have been observed for the dynamics of models 
of competing populations. This included a first partial analysis of failure of normal 
hyperbolicity. 

A topologically very interesting example in compact three-dimensional mani­
folds involves contact structures n(£) (i.e., nonintegrable plane fields and gradient 
vector fields £ = —VV(£) £ »](£)• See [6] for an in-depth analysis. Examples include 
mechanical systems with nonholonomic constraints. Notably, level surfaces of reg­
ular values of the potential V consist of tori. Under a nondegeneracy assumption, 
equilibria form embedded circles, that is, possibly linked and nontrivial knots. 

For a detailed study of plane Kolmogorov fluid flows in the presence of a 
line of equilibria with a degeneracy of Takens-Bogdanov type and an additional 
reversibility symmetry, see [1]. 

As a caveat we repeat that lines of equilibria, which are transverse to level 
surfaces of preserved quantities À do not provide bifurcations, without parameters. 
Rather, y = 0 for y := X exhibits this problem as belonging to standard bifurcation 
theory; see (1.3). 

2. Sample vector fields and resulting flows 
In this section we collect relevant example vector fields (1.1), (1.2) with lines 

and planes of equilibria x = 0; see [10, 9, 1] for further details. We illustrate and 
comment the resulting flows. 

Normally hyperbolic equilibrium manifolds admit a transverse C°-foliation 
with hyperbolic linear flows in the leaves. See for example [19], [20] and the ample 
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Figure 1: A line of equilibria (y-axis) with a nontrivial transverse 
eigenvalue zero. 

discussion in [4]. As a first example, we therefore consider 

x 
y 

xy, 
x. 

(2.1) 

Note the loss of normal hyperbolicity at x = y = 0, due to a nontrivial transverse 
eigenvalue zero of the linearization. Clearly dx/dy = y, and the resulting flow lines 
are parabolas; see Figure 1. For comparison with standard bifurcation theory, where 
y = X, we draw the y-axis of equilibria horizontally. 

As a second example, consider 

x 
il 

xy, (2.2) 

Again, a transverse zero eigenvalue occurs - this time with an additional reflection 
symmetry y H> —y. Dividing by the Euler multiplier x, the reflection becomes a 
time reversibility. See the left parts of Figure 2 for the resulting flows. Note the 
resulting integrable, harmonic oscillator case which originates from the elliptic sign 
y=^x2. 

As a third example, we consider x = (xi,x2) £ \R", y £ IR with a line x = 0 
of equilibria and a purely imaginary nonzero eigenvalue ioj at x = 0. Normal-
form theory, for example as in [21], then generates an additional S^-symmetry by 
the action of exp(iujt) in the ar-eigenspace. This equivariance can be achieved, 
successively, up to Taylor expansions of any finite order. In polar coordinates (r, p) 
for x, an example of leading order terms is given by 

(2.3) 
r 
y 
p 

= 
= 
= 

ry, 
±r 
UJ. 
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Since the first two equations in (2.3) coincide with (2.2), the dynamics is then 
obtained by simply rotating the left parts of Figure 2 around the y-axis at speed 
iv. The right parts of Figure 2 provide three-dimensional views of the effects of 
higher-order terms which do not respect the S^-symmetry of the normal forms. In 
the elliptic case (b), all nonstationary orbits are heteroclinic from the unstable foci, 
at y > 0, to stable foci at y < 0. The two-dimensional respective strong stable and 
unstable manifolds will split, generically, to permit transverse intersections. 

Our fourth example addresses Takens-Bogdanov bifurcations without param­
eters. In suitable rescaled form it reads 

y + yy = e((X^y)y + by2) (2.4) 

with fixed parameters 6, À and e. The y-axis as equilibrium line is complemented 
by the two transverse directions x = (y,y). Note the algebraically triple zero 
eigenvalue, double in the transverse ^-directions, for À = y = 0. Two examples of 
the resulting dynamics for small positive e are summarized in Figure 3. 

The coordinates r and H in Figure 3 are adapted to the completely integrable 
case e = 0. Indeed, obvious first integrals are then given by 0 = y + \y2 and 
H = \y2 — yy — \y3. Coordinates are r = logO and H = <ò~3/2H, not drawn 
to scale. Parameters are e,A > 0 and, for the hyperbolic case, —17/12 < 6 < —1. 
For the elliptic case we consider 6 > —1. The equilibrium y-axis, a cusp in (Q,H) 
coordinates, transforms to the top (saddles) and bottom (foci) horizontal boundaries 
H = ± | - \ /2, with y = 0 relegated to r = ^oo. Since r and H are constants of the 
flow, for e = 0, they represent slow drifts on the unperturbed periodic motion, for 
small e > 0 and | H | < | \/2. The top value H = +1 \/2 also represents homoclinics 
to the saddles, for e = 0. 

Along the focus line H = ^\\/2 we observe Hopf bifurcations without pa­
rameters, corresponding to y = À > 0. The value of 6 distinguishes elliptic and 
hyperbolic cases. In addition, lines of saddle-focus heteroclinic orbits and isolated 
saddle-saddle heteroclinics are generated, for e > 0, by breaking the homoclinic 
sheets of the integrable case. Note in particular the infinite swarm of saddle-saddle 
heteroclinics, in the hyperbolic case. 

As a final, fifth example we consider a reversible Takens-Bogdanov bifurcation 
without parameters: 

y + ( 1 ^ 3 y 2 ) y = ayy + by2. (2.5) 

Here we fix a, b to be small. Again x = (y, y) denotes the directions transverse to 
the equilibrium y-axis. Time reversibility generates solutions —y(—t) from solutions 
y(t). For two examples of the resulting dynamics see Figure 4. Coordinates are the 
obvious first integrals, for e = 0, given by 0 = y + y — y3 and H = —yy + \y2 + 
f J/4 — \ y2 • Note the two Takens-Bogdanov cusps, separated by a Hopf point along 
the lower arc of the equilibrium "triangle". Compare Figures 2, 3. The elliptic Hopf 
point (b) arises for a-(a — b) > 0, whereas a-(a — b) < 0 in the hyperbolic case (a). 
Also note the associated finite and infinite swarms of saddle-saddle heteroclinics, 
respectively. 
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(b) 

Figure 2: Lines of equilibria (y-axis) with imaginary eigenvalues: 
Hopf bifurcation without parameters. Case (a) hyperbolic; case 
(b) elliptic. Red: strong unstable manifolds; green: stable mani­
folds. 
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Figure 4: Reversible Takens-Bogdanov bifurcations without pa­
rameters. Case (a) hyperbolic; case (b) elliptic. For coordinates 
and fixed parameters see text. 
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3. Methods 
Pictures are not proofs. What has been proved, then, and how? We use 

ingredients involving algebra, analysis, and numerical analysis, as we outline in this 
section. For further details see [16, 10, 9, 1]. 

In a first algebraic step, we derive normal forms for vector fields with lines 
or planes of equilibria, assuming spectral degeneracies of the linearization A in 
transverse directions. The spectral assumptions on A in fact coincide with those 
established for parameter-dependent matrix families in standard bifurcation theory. 
This is reflected in the naming of the five examples of section . 

There are more or less standard procedures to derive normal forms of vec­
tor fields. By suitable polynomial diffeomorphisms, certain Taylor coefficients of 
the vector field are eliminated, successively, for higher and higher order. See for 
example [21] for a systematic choice of normal forms, particularly apt for introduc­
ing equivariance of the nonlinear normal-form terms under the action of exp(.4Ti). 
Normal forms are, however, nonunique in general and other choices are possible. 

In the present cases, we adapt the normal-form procedure to preserve the lo­
cally flattened equilibrium manifolds. Although the approach in [21] can be modified 
to accommodate that requirement, it did not provide vector fields convenient for 
subsequent analysis of the flow. A systematic approach to this combined problem is 
not known, at present. All examples (2.1)^(2.5) represent truncated normal forms. 
For the derivation of specific normal forms, for example of (2.4), to any order, and 
of example (2.5), to third order, see [9], [1], respectively. 

Subsequent analysis of the normal-form vector fields is based on scalings, alias 
blow-up constructions. This is the origin, for example, of the small scaling pa­
rameter e in the Takens-Bogdanov example (2.4). In passing, we note a curious 
coincidence of two view points for (2.4), concerning the roles of the equilibrium 
coordinate y G IR and the "fixed" real parameter À G IR. First, we may consider À 
as a parameter, with a line of equilibria y associated to each fixed A. Then (2.4) 
describes the collision of a transverse zero eigenvalue at y = 0, as in (2.1), with 
imaginary Hopf eigenvalues at y = À > 0, as in (2.3), as À decreases through zero. 
Alternatively, we may consider normal forms for a plane y = (yi,y2) of equilibria 
with a transverse double zero eigenvalue, at y = 0. It turns out that the two cases 
coincide, after a scaling blow-up, up to second order in e, via the correspondence 
y = yi,X = y 2 . 

The core of any successful flow analysis in bifurcation theory is an integrable 
vector field; see again section . The issues of nonintegrable perturbations, by small 
e > 0, and of omitted higher order terms, not in normal form, both ensue. Since 
the underlying integrable dynamics is periodic or homoclinic, in examples (2.3)^ 
(2.5), averaging procedures apply. Indeed, e > 0 then introduces a periodically-
forced, slow flow on first integrals, like (0 , H), characteristic of e = 0. We therefore 
derive an appropriate, but autonomous Poincaré flows, on (Q,H), such that the 
associated true Poincaré map can be viewed as a time discretization of first order 
and step size e. In the unperturbed periodic region, this amounts to averaging, 
while the Poincaré flow indicates Melnikov functions at homoclinic or heteroclinic 
boundaries. The exponential averaging results by Neishtadt [18], for example, then 
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imply that the separatrix splittings in the elliptic Hopf case (b), indicated in Figure 
2, are exponentially small in the radius r of the split sphere, for analytic vector 
fields. See also [12]. 

Lower bounds of separatrix splittings have not been established, in our set­
tings. This problem is related to the very demanding Lazutkin program of asymp­
totic expansions for exponentially small separatrix splittings. For recent progress, 
including the case of Takens-Bogdanov bifurcations for analytic maps, see [13] and 
the references there. In absence of rigorous lower bounds, our figures indicate only-
simplest possible splitting scenarios. 

While the splitting near elliptic Hopf points are exponentially small, the dis­
cretization of the Poincaré flow also exhibits splittings of the unperturbed saddle 
homoclinic families, which are of first order in the perturbation parameter e, in ex­
ample (2.4), or in the small parameters a,b, in example (2.5). Explicit expressions 
have been derived for the Melnikov functions associated to these homoclinic split­
tings, in terms of elliptic function in case (2.4), and even of elementary functions in 
case (2.5). Simplicity and uniqueness of zeros of the Melnikov functions, however, 
has only been confirmed numerically. While this does not, strictly speaking, match 
an analytic proof, it still at least supports the validity of the scenarios summarized 
in Figures 3 and 4. 

4. Interpretation and perspective 
We indicate some consequences of the above results for the examples of cou­

pled oscillators, viscous shock profiles, and Kolmogorov flows indicated in section . 
We conclude with a few remarks on the future perspective of bifurcations without 
parameters. 

We first return to the example (1.4)—(1.8) of a coupled oscillator square, m = 1. 
Equilibria y of the Poincaré flow then indicate decoupled antipodal periodic pairs, 
say with phase difference y + c. The case of a transverse zero eigenvalue, (2.1) and 
Figure 1, then indicates a 50% chance of recovery of decoupling with a stable phase 
difference y < 0, locally, even when the stability threshold y = 0 has been exceeded. 
The hyperbolic Hopf case (2.2), Figure 2 (a), illustrates immediate oscillatory loss 
of decoupling stability by transverse imaginary eigenvalues. A 100% recovery of 
decoupling stability, in contrast, occurs at elliptic Hopf points; see (2.2), Figure 2 
(b). The exponentially small Neishtadt splitting of séparatrices indicates a very-
delicate variability in the asymptotic phase relations of this recovery, for t —¥ ±oo. 
See [10]. The Takens-Bogdanov cases (2.4), Figures 3 (a), (b) can then be viewed 
as consequences of a mutual interaction, of a transverse zero eigenvalue with either 
Hopf case, for recovery of stable decoupling. 

In the example (1.9), (1.10) of stiff balance laws, elliptic Hopf bifurcation 
without parameters as in (2.4), Figure 3 (b), indicates oscillatory shock profiles 
U(T),T = (£ — st)/e. Such profiles in fact contradict the Lax condition, being over-
compressive, and violate standard monotonicity criteria. For small viscosities e > 0, 
weak viscous shocks in fact turn out unstable, in any exponentially weighted norm, 
unless they travel at speeds s exceeding all characteristic speeds. The oscillatory 
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profiles can be generated, in fact, by the interaction of inherently non-oscillatory 
gradient flux functions F(u) with inherently non-oscillatory gradient-like kinetics 
G(u) in systems of dim > 3. See [16]. 

The problem of plane stationary Kolmogorov flows asks for stationary solutions 
of the incompressible Navier-Stokes equations in a strip domain ((, n) £ IR x [0,2n], 
under periodic boundary conditions in m see [17]. An ^-periodic external force 
(F(n),0), is imposed, acting in the unbounded (-direction. Kolmogorov chose 
F(n) = sin r). The Kirchgässner reduction [14] captures all bounded solutions which 
are nearly homogeneous in (, in a center manifold spirit which lets us interpret ( as 
"time". The resulting ordinary differential equations in IR6 reduce to IR3, by fixing 
the values of three first integrals. A line of (-homogeneous equilibria appears, in 
fact, and Kolmogorov's choice corresponds to example (2.5) with a = b = 0, to lead­
ing orders. In particular note the double reversibility, then, under y(t) >-¥ ±y(—t) 
which is generated by 

F (i]) = -F(i] + n), and , . 
F(n) = -F(-ii). [ ' 

As observed by Kolmogorov, an abundance of spatially periodic profiles results. 
The sample choice F(n) = sinn + csin 2n, in contrast, which breaks the first of the 
symmetries in (4.1), leads to (2.5) with b = 0 < a, alias an elliptic reversible Takens-
Bogdanov point without parameters; see Figure 4 (b). In particular, the set of near-
homogeneous bounded velocity profiles of the incompressible, stationary Navier-
Stokes system is then characterized by an abundance of oscillatory heteroclinic 
wave fronts, which decay to different asymptotically homogeneous (-profiles, for 
( —¥ ±oo. The PDE stability of these heteroclinic profiles is of course wide open. 

As for perspectives of our approach, we believe to have examples at hand, from 
sufficiently diverse origin, to justify further development of a theory of bifurcations 
without parameters. In fact, transverse spectra {0,±iuj} and {±iuji,±iuj2} still 
await investigation before we can claim any insight into nonhyperbolicity of even 
the simple case of an equilibrium plane. This assumes the absence of further struc­
tural ingredients like symplecticity, contact structures, symmetries, and the like. 
Certainly our example collecting activities are far from complete, at this stage. 

In addition, we have not addressed the issue of perturbations, so far, which 
could destroy the equilibrium manifolds by small drift terms. Examples arise, for 
example, when slightly detuning the basic frequencies 2n/Tj of our uncoupled oscil­
lators or, much more generally, in the context of multiple scale singular perturbation 
problems. Feedback and input from our readers will certainly be most appreciated! 
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Asymptotic Behaviour of Ergodic 
Integrals of 'Renormalizable' 

Parabolic Flows 

G. Forni* 

Abstract 

Ten years ago A. Zorich discovered, by computer experiments on interval 
exchange transformations, some striking new power laws for the ergodic in­
tegrals of generic non-exact Hamiltonian flows on higher genus surfaces. In 
Zorich's later work and in a joint paper authored by M. Kontsevich, Zorich 
and Kontsevich were able to explain conjecturally most of Zorich's discoveries 
by relating them to the ergodic theory of Teichmüller flows on moduli spaces 
of Abelian differentials. 

In this article, we outline a generalization of the Kontsevich-Zorich frame­
work to a class of 'renormalizable' flows on 'pseudo-homogeneous' spaces. We 
construct for such flows a 'renormalization dynamics' on an appropriate 'mod­
uli space', which generalizes the Teichmüller flow. If a flow is renormalizable 
and the space of smooth functions is 'stable', in the sense that the Lie deriva­
tive operator on smooth functions has closed range, the behaviour of ergodic 
integrals can be analyzed, at least in principle, in terms of an Oseledec's de­
composition for a 'renormalization cocycle' over the bundle of 'basic currents' 
for the orbit foliation of the flow. 

This approach was suggested by the author's proof of the Kontsevich-
Zorich conjectures and it has since been applied, in collaboration with L. 
Flaminio, to prove that the Zorich phenomenon generalizes to several classi­
cal examples of volume preserving, uniquely ergodic, parabolic flows such as 
horocycle flows and nilpotent flows on homogeneous 3-manifolds. 
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A fundamental problem in smooth ergodic theory is to establish quantitative 
estimates on the asymptotics behaviour of ergodic integrals of smooth functions. For 
several examples of hyperbolic flows, such as geodesic flows on compact manifolds of 
negative curvature, the asymptotic behaviour of ergodic integrals is described by the 
Central Limit Theorem (Y. Sinai, M. Ratner). In these cases, the dynamical system 
can be described as an approximation of a 'random' stochastic process, like the out­
comes of flipping a coin. Non-hyperbolic systems as not as well understood, with 
the important exception of toral flows. For generic non-singular area-preserving 
flows on the 2-torus logarithmic bounds on ergodic integrals of zero-average func­
tions of bounded variation can be derived by the Denjoy-Koksma inequality and 
the theory of continued fractions. For a general ergodic flow, ergodic integrals are 
bounded for all times for a special class of functions: coboundaries with bounded 
'transfer' functions (Gottschalk-Hedlund). In the hyperbolic examples and in the 
case of generic toral flows, a smooth function is a coboundary if and only if it has 
zero average with respect to all invariant measures. 

In this article, we are interested in flows with parabolic behaviour. Following 
A. Katok, a dynamical system is called parabolic if the rate of divergence of nearby-
orbits is at most polynomial in time, while hyperbolic systems are characterized by-
exponential divergence. Toral flows are a rather special parabolic example, called 
elliptic, since there is no divergence of orbits. It has been known for many years 
that typical examples of parabolic flows, such as horocycle flows or generic nilpotent 
flows are uniquely ergodic, but until recently not much was known on the asymptotic 
behaviour of ergodic averages, with the exception of some polynomial bounds on 
the speed of convergence in the horocycle case (M. Ratner, M. Burger), related to 
the polynomial rate of mixing. We have been able to prove, in collaboration with L. 
Flaminio, that for many examples of parabolic dynamics the behaviour of ergodic 
averages is typically described as follows. 

A smooth flow $x on a finite dimensional manifold M has deviation spectrum 
{Ài > ... > Xi > ... > 0} with multiplicities mi,...,m»,... £ Z+ if there exists a 
system {î?y \i £ Z + , 1 < j < m,} of linearly independent X-invariant distribu­
tions such that, for almost all p £ M, the ergodic integrals of any smooth function 
/ £ C£°(M) have an asymptotic expansion 

,.T mi 

/ f(*X(t,p))dt = £5>y(p ,T ) î>y (/)!*' + R(p,T)(f), (1.1) 
0 «GN j=l 

where the real coefficients cij(p,T) and the distributional remainder R(p,T) have, 
for almost all p £ M, a sub-polynomial behaviour, in the sense that 

i o g E ^ i M p ; r ) l 2 .. iog\\R(p,T)\\ 
limsup ——— = limsup —— = 0. (1.2) 
T-S-+0O l o g T T-S-+0O l o g T 

The notion of a deviation spectrum first arose in the work of A. Zorich and 
in his joint work with M. Kontsevich on non-exact Hamiltonian flows with iso­
lated saddle-like singularities on compact higher genus surfaces. Zorich discovered 



Asymptotic Behaviour of Ergodic Integrals 319 

in numerical experiments on interval exchange transformations an unexpected new 
phenomenon [8]. He found that, although a generic flow on a surface of genus 
g > 2 is uniquely ergodic (H. Masur, W. Veech), for large times the homology 
classes of return orbits exhibit unbounded polynomial deviations with exponents 
Xi > X2 > ... > Xg > 0 from the line spanned in the homology group by the 
Schwartzmann's asymptotic cycle. In his later work [9], [10] and in joint work with 
M. Kontsevich [6], Zorich was able to explain this phenomenon in terms of con­
jectures on the Lyapunov exponents of the Teichmüller flow on moduli spaces of 
holomorphic differentials on Riemann surfaces. Kontsevich and Zorich also conjec­
tured that Zorich's phenomenon is not merely topological, but it extends to ergodic 
integrals of smooth functions. "There is, presumably, an equivalent way of describ­
ing the numbers A». Namely, let / be a smooth function ... Then for a generic 
trajectory p(t), we expect that the number JQ f(p(i))dt for large T with high prob­
ability has size TAi+°(T) for some i £ {l,...,g}. The exponent Ai appears for all 
functions with non-zero average value. The next exponent, À2, should work for 
functions in a codimension 1 subspace of C°°(S), etc." [6] 

Around the same time, we proved that for a generic non-exact Hamiltonian 
flow $ x o n a higher genus surface not all smooth zero average functions are smooth 
coboundaries [3]. In fact, we found that, in contrast with the hyperbolic case and 
the elliptic case of toral flows, there are X-invariant distributional obstructions, 
which are not signed measures, to the existence of smooth solutions of the cohomo-
logical equation Xu = f. This result suggested that Zorich's phenomenon should 
be related to the presence of invariant distributions other than the (unique) invari­
ant probability measure. In fact, in [4] we were able prove the Kontsevich-Zorich 
conjectures that the deviation exponents are non-zero and that generic non-exact 
Hamiltonian flows on higher genus surfaces have a deviation spectrum. Recently, 
in collaboration with L. Flaminio, we have proved that other classical parabolic ex­
amples, such as horocycle flows on compact surfaces of constant negative curvature 
[1] and generic nilpotent flows on compact 3-dimensional nilmanifolds [2], do have a 
deviation spectrum, but of countable multiplicity, in contrast with the case of flows 
on surfaces which have spectrum of finite multiplicity equal to the genus. 

We will outline below a general framework, derived mostly from [4] and success­
fully carried out in [1], [2], for proving that a flow on a pseudo-homogeneous space has 
a deviation spectrum. Our framework is based on the construction of an appropri­
ate renormalization dynamics on a moduli space of pseudo-homogeneous structures, 
which generalizes the Teichmüller flow. A renormalizable flow for which the space 
of smooth functions is stable (in the sense of A. Katok), has a deviation spectrum 
determined by the Lyapunov exponents of a renormalization cocycle over a bundle 
of basic currents. Pseudo-homogeneous spaces are a generalization of homogeneous 
spaces. The motivating non-homogeneous example is given by any punctured Rie­
mann surface carrying a holomorphic differential vanishing only at the punctures. 
It turns out that renormalizable flows are necessarily parabolic. In fact, the class 
of renormalizable flows encompasses all parabolic flows which are reasonably well-
understood, while not much is known for most non-renormalizable parabolic flows, 
such as generic geodesic flows on flat surfaces with conical singularities. Our ap-



320 G. Forni 

proach unifies and generalizes several classical quantitative equidistribution results 
such as the Zagier-Sarnak results for periodic horocycles on non-compact hyper­
bolic surfaces of finite volume [1] or number theoretical results on the asymptotic 
behaviour of theta sums [2]. 

2. Renormalizable flows 
Let g be a finite dimensional real Lie algebra. A g-strudure on a manifold M 

is defined to be a homomorphism r from g into the Lie algebra V(M) of all smooth 
vector fields on M. This notion is well-known in the theory of transformation groups 
(originated in the work of S. Lie) under the name of 'infinitesimal G-transformation 
group' (for a Lie group G with g as Lie algebra). The second fundamental theorem of 
Lie states that any infinitesimal G-transformation group r on M can be 'integrated' 
to yield an essentially unique local G-transformation group. A g-structure r will be 
called faithful if r induces a linear isomorphism from g onto T,XM, for all x £ M. 
Let r be a g-structure. For each element X £ g, the vector field XT := T(X) 
generates a (partially defined) flow $x on M. Let Et(XT) c M be the closure of the 
complement of the domain of definition of the map $x (t, •) at time t e l . A faithful 
g-structure will be called pseudo-homogeneous if for every X £ g there exists t > 0 
such that Et(XT) U £L t(XT) has zero (Lebesgue) measure. A manifold M endowed 
with a pseudo-homogeneous g-structure will be called a pseudo-homogeneous g-
space. All homogeneous spaces are pseudo-homogeneous. 

Let TS(M) be the space of all pseudo-homogeneous g-structures on M. The 
automorphism group Aut(g) acts on TS(M) by composition on the right. The group 
Diff(M) acts on TS(M) by composition on the left. The spaces 

TB(M) := TB(M)/Diffb(M) , MS(M) := T 0 (M) /F (M) , (2.1) 

where T(M) := Diff+(Af)/Diff0(Af) is the mapping class group, will be called re­
spectively the Teichmüller space and the moduli space of pseudo-homogeneous g-
structures on M. The group Aut(g) acts on the Teichmüller space T0(M) and on 
the moduli space MS(M), since in both cases the action of Aut(g) on 7@(M) passes 
to the quotient. 

Let Aut^'(g) be the subgroup of automorphisms with determinant one. An 
element X £ g will be called a priori renormalizable if there exists a partially-
hyperbolic one-parameter subgroup {Gf} C Au t ' 1 ' ^ ) , t £ R (t £ Z), in general 
non-unique, with a single (simple) Lyapunov exponent px > 0 such that 

Gx (X) = etflx X . (2.2) 

It follows from the definition that the subset of a priori renormalizable elements of a 
Lie algebra g is saturated with respect to the action of Aut(g). The subgroup {Gf } 
acts on the Teichmüller space and on the moduli space of pseudo-homogeneous g-
structures as a 'renormalization dynamics' for the family of flows $x generated by 
the vector fields {XT \ T £ TS(M)} on M. It will be called a generalized Teichmüller 
flow (map). A flow $x will be called renormalizable if r £ MS(M) is a recurrent 
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point for some generalized Teichmüller flow (map) Gf. If p is a probability Gf-
invariant measure on the moduli space, then by Poincaré recurrence the flow $f is 
renormalizable for ^-almost all r £ MS(M). 

Let R be an inner product on g. Every faithful g structure r induces a Rie­
mannian metric RT of constant curvature on M. Let u)T be the volume form of 
RT. The total volume function A : %(M) - • R+ U {+00} is Diff+(M)-invariant 
and Aut'1'(g)-invariant. Hence A is well-defined as an Aut'1'(g)-invariant function 
on the Teichmüller space and on the moduli space. It follows that the subspace 
of finite-volume g-structures has an Aut'1 ' (g)-invariant stratification by the level 
hypersurfaces of the total volume function. Since different hypersurfaces are iso­
morphic up to a dilation, when studying finite-volume spaces it is sufficient to 
consider the hypersurface of volume-one g-structures: 

T W ( M ) := TB(M) n A-X(l) , M{p(M) := MS(M) n ^ ( l ) . (2.3) 

Let r be a faithful g-structure and let X £ g. If the linear map adx on g has 
zero trace, the flow $f preserves the volume form u)T and XT defines a symmetric 
operator on L2(M,u)T) with domain C£°(M). If r is pseudo-homogeneous, by E. 
Nelson's criterion [7], XT is essentially skew-adjoint. It turns out that any a priori 
renormalizable element X e g is nilpotent, in the sense that all eigenvalues of the 
linear map adx are equal to zero, hence the flow $f is volume preserving and 
parabolic. In all the examples we have considered, the Lie algebra g is traceless, in 
the sense that for every element X £ g, the linear map adx has vanishing trace. 
In this case, any pseudo-homogeneous g-structure induces a representation of the 
Lie algebra g by essentially skew-adjoint operators on the Hilbert space L2(M,u)T) 
with common invariant domain C^(M). 

3. Examples 
Homogeneous spaces provide a wide class of examples. Let G be a finite 

dimensional (non-compact) Lie group with Lie algebra g and let M = G/F be 
a (compact) homogeneous space. The Teichmüller space TQ(M) C T B ( M ) and 
the moduli space MQ(M) C MS(M) of all homogeneous G-space structures on 
M are respectively isomorphic to the Lie group Aut(G) and to the homogeneous 
space Aut(G)/Aut(G,F), where Aut(G, F) < Aut(G) is the subgroup of automor­
phisms which stabilize the lattice F. The Teichmüller and moduli spaces TG'(M) 
and MG (M) of homogeneous volume-one G-space structures are respectively iso­
morphic to the subgroup Aut^^G) of orientation preserving, volume preserving 
automorphisms and to the homogeneous space Aut '1 ' (G)/Aut '1 ' (G,F). 

In the Abelian case g = R", any X £ R" is a priori renormalizable. In fact, the 
group Aut^^R") = SL(n,R) acts transitively on R" and Xi = (1,0, ...,0) is renor­
malized by the one-parameter group Gt := diag(e*,e-*/", ...,e -*/") C SL(n,R). 
Finite volume Abelian homogeneous spaces are diffeomorphic to n-dimensional tori 
T". The generalized Teichmüller flow Gt on the moduli space of all volume-one 
Abelian homogeneous structures on T" is a volume preserving Anosov flow on the 
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finite-volume non-compact manifold SL(n, R)/SL(n,Z). Hence, in this case, almost 
all homogeneous flows are renormalizable, by Poincaré recurrence theorem. The 
dynamics of the flow Gt has been investigated in depth by D. Kleinbock and G. 
Margulis in connection with the theory of Diophantine approximations. 

In the semi-simple case, let g = sl(2,R) be the unique 3-dimensional simple 
Lie algebra. There is a basis {H,H±,X} with commutation relations [X, H] = 
H, [X, H-1] = — H1- and [H, H-1] = 2X. The elements H, H1- are renormalized 
by the one-parameter group Gt := diag(e*,e-*, 1) C Au t ' 1 ' ^ ) , while X is not a 
priori renormalizable. The unit tangent bundle of any hyperbolic surface S can 
be identified to a homogeneous g-space M := PSL(2, R)/F. The vector fields H, 
H1- £ g generate the horocycle flows and the vector field X generates the geodesic 
flow on S. Since Gt is a group of inner automorphisms, it is in fact generated by the 
geodesic vector field X, every point of the moduli space is fixed under Gt- Hence 
horocycle flows are renormalizable on every homogeneous space PSL(2, R)/F. 

In the nilpotent, non-Abelian case, let n be the Heisenberg Lie algebra, spanned 
by elements {X, X±,Z} such that [X, X1-] = Z and Z is a generator of the one-
dimensional center Zn. The element X is renormalized by the one-parameter sub­
group Gt := diag(e*,e-*, 1) C Aut^'(n). Since the group Aut(n) acts transitively 
on n \ Zn, every Y £ n \ Zn is a priori renormalizable, while the elements of 
the center are not. A compact nilmanifold modeled over the Heisenberg group 
N is a homogeneous space M = N/T, where F is a co-compact lattice. These 
spaces are topologically circle bundles over T2 classified by their Euler characteris­
tic. The moduli space MN (M) of volume-one homogeneous n-structures on M is 
a 5-dimensional finite-volume non-compact orbifold which fibers over the modular 
surface SL(2,R)/SL(2,Z) with fiber T2. The generalized Teichmüller flow is an 
Anosov flow on M%](M) [2]. 

The motivation for our definition of a pseudo-homogeneous space comes from 
the theory of Riemann surfaces of higher genus. Any holomorphic (Abelian) differ­
ential h on a Riemann surface S of genus g > 2, vanishing at Zf,, C S, induces a 
(non-unique) pseudo-homogeneous R2-structure on the open manifold Mf,, := S\Zf,, 
In fact, the frame {X, X-1} of TS\Mf,, uniquely determined by the conditions 

^ - ix (h A h) = 9f(/i) , ^ - tx± (h A h) = -?R(h) (3.1) 

satisfies the Abelian commutation relation [X, X-1] = 0 and the homomorphism 
TU : R2 —¥ V(Mjl) such that Tf,,(l,Ö) = X, TU(0, 1) = X1- is a pseudo-homogeneous 
R2-structure on Mf,,. Let Z C S be a given subset of cardinality a £ N and let 
K = (ki,..., ka) £ ("L+Y with Y^ h = 2g — 2. Let TLK(S, Z) be the space of Abelian 
differentials h with Zh = Z and zeroes of multiplicities (fci, . . . ,^). The projection 
of the set {TU £ %L2(M) \ h £ TLK(S, Z)} into the moduli space MWL2(M) of pseudo-
homogeneous R2-structures on M := S \ Z is isomorphic to a stratum TL(K) of the 
moduli space of Abelian differentials on S. The flow induced on H(K) by the one-
parameter group of automorphism Gt = diag(e*,e-*) C SL(2,R) coincides with the 
Teichmüller flow on the stratum H(K). 
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4. Cohomologieal equations 
Let (g, R) be a finite dimensional Lie algebra endowed with an inner product. 

Any pseudo-homogeneous g-structure r on a manifold M induces a Sobolev filtration 
{W*(M)}s>o on the space W®(M) := L2(M,u)T) of square-integrablefunctions. Let 
AT be the non-negative Laplace-Beltrami operator of the Riemannian metric RT on 
M. The Laplacian is densely defined and symmetric on the Hilbert space W®(M) 
with domain C^(M), but it is not in general essentially self-adjoint. In fact, if g 
is traceless, by a theorem of E. Nelson [7], AT is essentially self-adjoint if and only 
if the representation r of the Lie algebra g on W®(M) by essentially skew-adjoint 
operators induces a unitary representation of a Lie group. Let then AT be the 
Friederichs extension of AT . The Sobolev space W*(M), s > 0, is defined as the 
maximal domain of the operator (1+ AT)S /2 endowed with the norm 

! | / ! | s , T := ! | ( I+Ä) s / 2 / ! | 0 , T . (4.1) 

The Sobolev spaces W~8(M) are defined as the duals of the Hilbert spaces 
W*(M), for all s > 0. Let C%(M) be the space of continous bounded functions 
on M. The pseudo-homogeneous space (M,T) will be called of bounded type if 
there is a continous (Sobolev) embedding W*(M) C C%(M) for all s > dim(M)/2. 
The bounded-type condition is essentially a geometric property of the pseudo-
homogeneous structure. 

Let X £ g. Following A. Katok, the space W*(M) is called W^M)-stable 
with respect to the flow $f if the subspace 

fis>*(XT) : = { / € W°(M)\f = XTu , u€W*(M)} (4.2) 

is closed in W*(M). The flow $f will be called tame (of degree £ > 0) if W*(M) 
is W^i(M)-stable with respect to $f for all s > t. In all the examples of §3, 
generic renormalizable flows are tame. In particular, it is well known that generic 
toral flows are tame, horocycle flows and generic nilpotent flows on 3-dimensional 
compact nilmanifolds were proved tame of any degree I > 1 in [1], [2], generic 
non-exact Hamiltonian flows on higher genus surfaces were proved tame in [3]. 
These results are based on the appropriate harmonic analysis: in the homogeneous 
cases, the theory of unitary representations for the Lie group SL(2, R) [1] and the 
Heisenberg group [2]; in the more difficult non-homogeneous case of higher genus 
surfaces, the theory of boundary behaviour of holomorphic functions on the unit 
disk plays a crucial role [4]. 

If the Sobolev space Wf(M) is stable with respect to the flow $x, the closed 
range Rs,t(XT) of the operator XT coincides with the distributional kernel Is (XT) c 
W~8(M) of XT, which is a space of XT-invariant distributions. Let X be any smooth 
vector field on a manifold M. A distribution T> £ T>'(M) is called X-invariant if 
XV = 0 in T>'(M). Invariant distributions are in bijective correspondence with 
(homogeneous) one-dimensional basic currents for the orbit foliation T(X) of the 
flow $ x . A one-dimensional basic current C for a foliation T on M is a continous 
linear functional on the space nJ(M) of smooth 1-forms with compact support such 
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that, for all vector fields Y tangent to T, 

%YC = CYC = 0 ( «=^ %YC = dC = 0). (4.3) 

It follows from the definitions that the one-dimensional current C := %xT> is basic 
for .F(X) if and only if the distribution T> is X-invariant. Let I(X) be the space 
of all X-invariant distributions and B(X) be the space of all one-dimensional basic 
currents for the orbit foliation T(X). The linear map %x '• T(X) —¥ B(X) is bijective. 

Let (M,T) be a pseudo-homogeneous space. There is a well-defined Hodge 
(star) operator and a space Qa

T(M) of square-integrable 1-forms on M associated 
with the metric RT. Since the Laplace operator AT extends to Qa

T(M) with domain 
il\(M), it is possible to define, as in the case of functions, a Sobolev filtration 
{C^(Af)}s>o, on the space Qa

T(M). The Sobolev spaces C~S(M) are defined as the 
duals of the Sobolev spaces CS(M), for all s > 0. Let BS(XT) := B(XT) n C^S(M) 
be the subspaces of basic currents of Sobolev order < s for the orbit foliation T(XT). 
The space BS(XT) is the image of 1S(XT) := I(XT) n W~8(M) under the bijective 
map %x '• T(X) —¥ B(X). In the case of minimal toral flows the space BS(XT) 
is one-dimensional for all s > 0 (as all invariant distributions are scalar multiples 
of the unique invariant probability measure). In the parabolic examples we have 
studied, BS(XT) has countable dimension, as soon as s > 1/2, for horocycle flows 
or generic nilpotent flows, while for generic non-exact Hamiltonian flows on higher 
genus surfaces the dimension is finite for all s > 0 and grows linearly with respect to 
s > 0. This finiteness property seems to be an exceptional low dimensional feature. 

5. The renormalization cocycle 

The Sobolev spaces CS
T(M) of one-dimensional currents form a smooth infinite 

dimensional vector bundle over TS(M). Such bundles can be endowed with a flat 
connection with parallel transport given locally by the identity maps CS

T(M) —t 
CS

T,(M), for any r K, T' £ TS(M). Since the diffeomorphism group Diff(M) acts 
on CS

T(M) by push-forward, we can define (orbifold) vector bundles C0(M) over 
the Teichmüller space TB(M) or the moduli space MS(M) of pseudo-homogeneous 
structures on M. If X e g is a priori renormalizable, a generalized Teichmüller flow 
(map) Gf can be lifted by parallel transport to a 'renormalization cocycle' Rf on 
the bundles of currents C0(M) over the Teichmüller space or the moduli space. It 
follows from the definitions that the sub-bundles B0(X) c C0(M) with fibers the 
subspaces of basic currents BS(XT) c CS

T(M) are Rf -invariant. It can be proved 
that, for any Gj-ergodic probability measure p on the moduli space, if the flows $f 
are tame of degree £ > 0 for ^-almost all r £ MS(M), then the sub-bundles ß | (X) 
are ^-almost everywhere defined with closed (Hilbert) fibers of constant rank, for 
all s > £. 

In the examples considered, with the exception of flows on higher genus sur­
faces, the Hilbert bundles of basic currents ß | (X) are infinite dimensional, and to 
the author's best knowledge, available Oseledec-type theorems for Hilbert bundles 
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do not apply to the renormalization cocycle. However, the cocycle has a well de­
fined Lyapunov spectrum and an Oseledec decomposition. We are therefore led to 
formulate the following hypothesis: 

Hi(s). The renormalization cocyle Rf on the bundle B0(X) over the dynamical 
system (Gf,p) has a Lyapunov spectrum {vi > ... > I/J. > ... > 0 > ...} and an 
Oseledec's decomposition 

Bs
g(X) = Es

g(vi) ® ... (B Es
g(vk) ® ... (B Ns

g , (5.1) 

in which the components Eg(vf.) correspond to the Lyapunov exponents v\. > 0, 
while the component Ng has a non-positive top Lyapunov exponent. Our result on 
the existence of a deviation spectrum requires an additional technical hypothesis, 
verified in our examples. 

H2(s). Let ^l(p) be the one-dimensional current defined by the time T = 1 orbit-
segment of the flow $f with initial point p £ M. (a) The essential supremum of the 
norm ||7*(p)||T,s over p £ M is locally bounded for r £ supp(p) C Mg(M); (6) The 
orthogonal projections of 7*(p) on all subspaces E8(vf.) c Cg

s(M) are non-zero for 
^-almost all r £ Mg(M) and almost all p £ M. 

Let X e g be a priori renormalizable and let p be a Gf- invariant Borei 
probability measure on Mg(M), supported on a stratum of bounded-type g- struc­
tures. If the flow fyf is tame of degree £ > 0 and the hypoteses Hi(s), H2(s) are 
verified for s> £ + dim(M)/2, for p- almost r £ Ms, the flow $f has a deviation 
spectrum with deviation exponents 

vi/px > ... > vk/px > ... > 0 (5.2) 

and multiplicities given by the decomposition (5.1) of the renormalization coycle. 

In the homogeneous examples, the Lyapunov spectrum of the renormaliza­
tion cocycle is computed explicitly in every irreducible unitary representation of 
the structural Lie group. In the horocycle case, the existence of an Oseledec's 
decomposition (5.1) is equivalent to the statement that the space of horocycle-
invariant distributions is spanned by (generalized) eigenvectors of the geodesic flow, 
well-known in the representation theory of semi-simple Lie groups as conical distri­
butions [5]. In the non-homogeneous case of higher genus surfaces, the Oseledec's 
theorem applies since the bundles Bg(X) are finite dimensional. We have found in 
all examples a surprising heuristic relation between the Lyapunov exponents of the 
renormalization cocycle and the Sobolev regularity of basic currents (or equivalently 
of invariant distributions): the subspaces E8(VJ.) are generated by basic currents of 
Sobolev order 1 — vu/ßx > 0. The Sobolev order of a one-dimensional current C is 
defined as the infimum of all s > 0 such that C £ C^S(M). 

In the special case of non-exact Hamiltonian flow on higher genus surfaces 
the Lyapunov exponents of the renormalization cocycle are related to those of the 
Teichmüller flow. In fact, let S be compact orientable surface of genus g > 2 and 
let TL(K) be a stratum of Abelian differentials vanishing at Z C S. Let BK(X) c 
BR2(X) be the measurable bundle of basic currents over H(K) C M^2(S\Z) and let 
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Hl(S\Z, R) be the bundle over H(K) with fibers isomorphic to the real cohomology 
H1^ \ Z,R). Since basic currents are closed, there exists a cohomology map jK : 
BK(X) —t H^(S \ Z,R) such that, as proved in [4], the restrictions jK\B^(X) are 
surjective for all s » 1 and, for all s > 1, there are exact sequences 

O^R^B'K-1(X)-^B'K(X)^Hl(S\Z,R). (5.3) 

The renormalization cocycle Rf on BS
K(X) projects for all s >> 1 onto a cocycle on 

the cohomology bundle H^(S\Z,R), introduced by M. Kontsevich and A. Zorich in 
order to explain the homological asymptotic behaviour of orbits of the flow $x for 
a generic r £ TL(K) C M^(S \ Z) [6]. The Lyapunov exponents of the Kontsevich-
Zorich cocycle on H^(S \Z,R), 

#z-i 

Xi = 1 > X2 > • • • > Xg > 0 = • • • = 0 > -Xg > • • • > -A2 > -Ai = - 1 , (5.4) 

are related the Lyapunov exponents of the Teichüller flow on H(K) [6], [4]. Since 
the bundle map öK shifts Lyapunov exponents by —1 and, as conjectured in [6] and 
proved in [4], the Kontsevich-Zorich exponents Xi = 1 > X2 > • • • > Xg are non­
zero, the strictly positive exponents of the renormalization cocycle coincide with the 
Kontsevich-Zorich exponents. This reduction explains why in the case of non-exact 
Hamiltonian flows on surfaces the Lyapunov exponents of the Teichmüller flow are 
related to the deviation exponents for the ergodic averages of smooth functions. 
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Tangent Bundles Dynamics and Its 
Consequences* 

E. R. Pujals 

Abstract 

We will consider here some dynamics of the tangent map, weaker than 
hyperbolicity, and we will discuss if these structures are rich enough to provide 
a good description of the dynamics from a topological and geometrical point 
of view. This results are useful in attempting to obtain global scenario in 
terms of generic phenomena relative both to the space of dynamics and to the 
space of trajectories. Moreover, we will relate these results with the study of 
systems that remain globally transitive under small perturbations. 

2000 Mathematics subject classification: 37C05, 37C10, 37C20, 37C29, 
37C70. 
Keywords and P h r a s e s : Dynamical systems, Homoclinic bifurcation, Dom­
inated splitting, Partial hyperbolicity, Robust transitivity. 

1. Introduction 
A long time goal in the theory of dynamical systems is to describe the dynamics 

of "big sets" (generic or residual, dense, etc) in the space of all dynamical systems. 
It was thought in the sixties tha t this could be realized by the so called hy­

perbolic ones: systems with the assumption tha t the tangent bundle over the Limit 
set (L(f), the accumulation points of any orbit) splits into two complementary 
subbundles tha t are uniformly forward (respectively backward) contracted by the 
tangent map by. The richness of this description would follow from the fact tha t 
the hyperbolic dynamic on the tangent bundle characterizes the dynamic over the 
manifold from a geometrical and topological point of view. 

Nevertheless, uniform hyperbolicity were soon realized to be a property less 
universal than it was initially thought: there are open sets in the space of dynamics 
which are non-hyperbolic. After some initial examples of non-density of the hy­
perbolic systems in the universe of all systems (see [S, AS]), two key aspects were 
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focused in these examples. On one hand, open sets of non-hyperbolic diffeomor­
phisms which remain transitive under perturbation (existence of a dense orbit for 
any system). On the other, residual sets of non-hyperbolic diffeomorphisms, each 
one exhibiting infinitely many transitive sets. Roughly speaking, it was showed 
that two kind of different phenomena can appear in the complement of the hyper­
bolic systems: a) dynamics that robustly can be decomposed into a finite number of 
closed transitive sets; b) dynamics that generically exhibit infinitely many disjoint 
transitive sets. 

The first kind of phenomena occurs in dimension higher or equal than 3 and 
although the examples are not hyperbolic they exhibit some kind of decomposition 
of the tangent bundle into invariant subbundles. The second one, was obtained by 
Newhouse (see [Nl], [N2], [N3]), who following an early work of the non-density of 
hyperbolicity for C2 surface maps, showed that the unfolding of a homoclinic bi­
furcation (non transversal intersection of stable and unstable manifolds of periodic 
points) leads to a very rich dynamics: residual subsets of open sets of diffeomor­
phisms whose elements display infinitely many sinks. 

These new results naturally pushed some aspects of the theory on dynamical 
systems in different directions: 

1. The study of the dynamical phenomena obtained from homoclinic bifurca­
tions; 

2. The characterization of universal mechanisms that could yield to robustly 
non-hyperbolic behavior; 

3. The study and characterization of isolated transitive sets that remain transi­
tive for all nearby system (robust transitivity); 

4. The dynamical consequences that follows from some kind of the dynamics 
over the tangent bundle, weaker than the hyperbolic one. 

As we will show, these problems are related and they indeed constitute different 
aspects of the same phenomena. In many cases, such relations provide a conceptual 
framework, as the hyperbolic theory did for the case of transverse homoclinic orbits. 

In the next section, we will discuss the previous aspects for the case of surfaces 
maps, and in particular we will consider a dynamics in the tangent bundle weaker 
than hyperbolicity, called dominated splitting. In section 3. we will discuss the 
problems about the robust transitivity and its relation with other dynamics on 
the tangent bundle. Finally, in the last section, we will consider the equivalent 
problems for flows taking into account their intrinsic characteristic that leads to 
further questions and difficulties do the presence of singularities. We point out that 
in this survey we will focus more into topological and geometrical aspects of the 
dynamic rather on the ergodic ones. 

Many of the issues discussed here are consequences of works and talks with 
Martin Sambarino. I also want to thanks Maria J. Pacifico for her help to improve 
this article. 
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2. Surfaces maps, homoclinic tangencies and "non-
critical" behaviors 

After the seminal works of Newhouse, many others were developed in the di­
rection to understand the phenomena that could appear after a bifurcation of homo­
clinic tangencies (tangent intersection of stable and unstable manifolds of periodic 
points). In fact, other fundamental dynamic prototype were found in this context, 
namely the so called cascade of bifurcations, the Hénon-like strange attractor ([BC], 
[MV]) (even infinitely many coexisting ones [C]), and superexponential growth of 
periodic points ([K]). Even before these last results, Palis ([PT], [PI]) conjectured 
that the presence of a homoclinic tangency is a very common phenomenon in the 
complement of the closure of the hyperbolic ones. In fact, if the conjecture is true, 
then homoclinic bifurcation could play a central role in the global understanding of 
the space of dynamics for it would imply that each of these bifurcation phenomena 
is dense in the complement of the closure of the hyperbolic ones. More precisely, he 
conjectured that Every f £ Dif'fr(M2),r > 1, can be Cr-approximated by a diffeo­
morphism exhibiting either a homoclinic tangency or by one which is hyperbolic. 

The presence of homoclinic tangencies have many analogies with the presence 
of critical points for one-dimensional endomorphisms. Homoclinic tangecies corre­
spond in the one dimensional setting to preperiodic critical points and it is known 
that its bifurcation leads to complex dynamics. On the other hand, Mane (see 
[Ml])showed that for regular and generic one-dimensional endomorphisms, the ab­
sence of critical points is enough to guarantee hyperbolicity. This result raises the 
question about the dynamical properties of surface maps exhibiting no homoclinic 
tangencies. In this direction, first it is proved in that some kind of dynamic over the 
tangent bundle (weaker than the hyperbolic one) can be obtained in the robust lack 
of homoclinic tangencies. And later, it is showed that this dynamic on the tangent 
bundle is rich enough to describe the dynamic on the manifold. More precisely: 

Theo rem 1 ([PS1]): Surface diffeomorphisms that can not be C1 -approximated 
by another exhibiting homoclinic tangencies, has the property that its Limit set has 
dominated splitting. 

An /-invariant set A has dominated splitting if the tangent bundle can be 
decomposed into two invariant subbundles T\M = E ® F, such that: 

\\Df?E(x)\\\\Df}-£if»ix))\\ < CXn, for all x £ A,n > 0, 

with C > 0 and 0 < A < 1. 
As, dominated splitting prevents the presence of tangencies, we could say that 

domination plays for surface diffeomorphisms the role that the non-critical behavior 
does for one dimensional endomorphisms. 

To have a satisfactory description for this non-critical behavior (existence of 
a dominated splitting), we should describe its dynamical consequences. A natural 
question arises: is it possible to describe the dynamics of a system having dominated 
splitting? 

The next result gives a positive answer (as satisfactory as in hyperbolic case) 
when M is a compact surface. More precisely, we give a complete description of the 
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topological dynamics of a C2 system having a dominated splitting. Actually, first, 
the dominated decomposition is understood under a generic assumption. 

Theorem 2 ([PS1]) : Let f £ Diff2(M2) and assume that A C L(f) 
is a compact invariant set exhibiting a dominated splitting such that any periodic 
point is a hyperbolic periodic point. Then, A = Ai U A2 where Ai is hyperbolic 
and A2 consists of a finite union of periodic simple closed curves Ci, ...Gn, normally 
hyperbolic, and such that fmi : 6, —¥ 6, is conjugated to an irrational rotation (mi 
denotes the period of Qi). 

Using this Theorem and understanding the obstruction for the hyperbolicity 
assuming domination, we can characterize L(f) without any generic assumption. 

Theorem 3 ([PS2]) : Let f £ Dif'f2(M2) and assume that L(f) has a dom­
inated splitting. Then L(f) can be decomposed into L(f) = J U £ ( / ) U IR such that: 

1. 3 is contained in a finite union of normally hyperbolic periodic arcs. 
2. IR is a finite union of normally hyperbolic periodic simple closed curves 

supporting an irrational rotation. 
3. / / £ ( / ) is expansive and admits a spectral decomposition (into finitely many 

homoclinic classes). 
Roughly speaking, the above theorem says that the dynamics of a C2 diffeo­

morphism having a dominated splitting can be decomposed into two parts: one 
where the dynamic consists on periodic and almost periodic motions (3, IR) with 
the diffeomorphism acting equicontinuously, and another one where the dynamics 
is expansive and similar to the hyperbolic case. Moreover, given a set having domi­
nated decomposition, it is characterized its stable and unstable set, its continuation 
by perturbation, and their basic pieces (see [PS2]). Let us say also, that in solving 
the above problem, another kind of differentiable dynamical problem arose: how is 
affected the dynamics of a system, when its smoothness is improved? 

Putting theorem 1 and 2 together, we prove the conjecture of Palis for surface 
diffeomorphisms in the C1— topology: 

Theorem 4 ([PS1]): Let M2 be a two dimensional compact manifold and 
let f £ Diff1(M2). Then, f can be C1 -approximated either by a diffeomorphism 
exhibiting a homoclinic tangency or by an Axiom A diffeomorphism. 

Similar arguments, prove that the variation of the topological entropy leads to 
the unfolding of homoclinic tangencies. Moreover the presence of infinitely many-
sinks with unbounded period also implies the unfolding of tangencies (see [PS2], 
[PS4]). 

We want to emphasize that theorem 4 and the previous comments are strictly 
C1 (on the other hand, theorem 2, and 3 assume that the map is C2), and nothing 
is known in the C2— topology. We would like to understand what happens in the 
C2 —topology, since many rich dynamical phenomena take place for smooth maps. 
About this problem we would like to make some remarks. 

Recall that for smooth one-dimensional endomorphisms, the absence of critical 
points was enough to guarantee hyperbolicity. But for surface maps (and due to 
the lack of understanding) we required C1 -robust absence of tangencies. Many of 
the tools used in the C1 case (C1-closing Lema, perturbation of the tangent map 
along finite orbits) are unknown in higher topology and even in same particular 
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situation they are also false (see [G], [PS2]). So, taking in mind the scenario for one-
dimensional dynamics, instead of ask about the C—robust absence of tangencies 
(for r > 2), we could try to know what is the two dimensional phenomena whose 
presence breaks the domination and whose absence guarantee iti In other words, 
what are two dimensional critical points! 

To address these problems we should consider previously some other weaker 
questions. Observe that any dominated splitting is a continuous one. Is it true the 
converse, at least generically? To answer this question we would face the following: 
if there is a continuous invariant splitting over the Limit set for an smooth map 
(or even assuming an stronger hypothesis: existence of two continuous invariant 
foliations) can we describe the dynamic of / ? It is clear that are dyanmics exhibiting 
continuous splitting which are not dominated, for instance, maps exhibiting some 
kind of saddle connection and maps on the torus obtained as (x, y) —¥ (x + a,y + ß). 
Are those dynamics the unique ones that do not exhibit domination? 

On the other hand, splitting dealing with critical behaviors (tangencies or "al­
most tangencies" ) are well known in the measure-theoretical setting. This is the case 
of the non-uniform hyperbolicity (or Pesin theory), where the tangent bundle splits 
for points a.e. with respect to some invariant measure, and vectors are asymptoti­
cally contracted or expanded in a rate that may depend on the base point. Are the 
invariant measures for smooth maps on surfaces with one non zero Lyapunov expo­
nents, non-uniformly hyperbolic? In other words, one non-zero lyapunov exponent 
implies that the other is also non-zero? This is not true in general, since there exist 
ergodic invariant measures with only one non zero Lyapunov exponent: measure 
supported on invariant circle normally hyperbolic; measure over a non-hyperbolic 
periodic point; time one map of a Cherry flows; two dimensional version of one 
dimension phenomena like infinitely renormalizable and absorbing cantor sets. Are 
those dynamics the unique counterexamples? 

Now we would like to say a few words about the proof of Theorem 2. First, 
it is showed that the local unstable (stable) sets are one dimensional manifolds 
tangent to the direction F (E respectively). This is achieved by, given an explicit 
characterization of the Lyapunov stable sets under the hypothesis of domination 
(latter we will give a precise statement). After that, it is proved that the length of 
the negative iterates of the local unstable (positive for the local stable) manifolds 
are sumable, and using arguments of distortion hyperbolicity is concluded. 

We say that the point x is Lyapunov stable (in the future) if given e > 0 
there exists Ö > 0 such that fn(Bs(xj) C Bf(f

n(xj) for any positive integer n. 
Its characterization is done in any dimension whit the solely assumption that one 
of the subbundles is one dimensional. To avoid confusion, we call such splitting 
codimension one dominated splitting. 

Theorem 5: Let f : M —¥ M be a C2 -diffeomorphism of a finite dimensional 
compact riemannian manifold M and let A be a set having a codimension one dom­
inated splitting. Then there exists a neighborhood V of A such that if fn(x) £ V 
for any positive integer n and x is Lyapunov stable, one of the following holds: 

1. u)(x) is a periodic orbit, 
2. u)(x) is a periodic curve normally attractive supporting and irrational rota-
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tion. 
As we said before, this theorem have important consequences related to the 

direction F. Its local invariant tangent manifold either is dynamically defined (it is 
a subset of the local unstable set) or there are well understood phenomena: either 
there are periodic curves normally contractive 7 with small length, or there are semi-
attracting periodic points, or there are closed invariant curves normally hyperbolic 
with dynamics conjugated to an irrational rotation. With this characterization in 
mind, and assuming domination over the whole manifold, it is proved that F is also 
uniquely integrable. 

3. Robust transitivity 
As we said in the beginning, in dimension higher or equal than 3, there exist 

C—open set of diffeomorphisms which are transitive and non-hyperbolic (r > 1). 
Observe that this phenomena take place in the C1 -topology, fact that it is unknown 
for one of the dynamics phenomena that we consider in the previous section: the 
residual sets of infinitely many sinks for surface maps. 

The first examples of robust non-hyperbolic systems (examples of robust tran­
sitive systems which are not Anosov) were given by M. Shub (see [Sh]), who consid­
ered on the 4-torus, skew-products of an Anosov with a Derived of Anosov diffeo­
morphisms. Then, R. Mane (see [M]) reduced the dimension of such examples by-
showing that certain Derived of Anosov diffeomorphisms on the 3-torus are robust 
transitive. Later, L. Diaz, (see [Dl]) constructed examples obtained as a bifurcation 
of an heteroclinic cycle (cycle involving points of different indices). This last ideas 
was pushed in [BD] where it was showed a general geometric construction of robust 
transitive attractors. 

All these systems show a partial hyperbolic splitting, which allows the tangent 
bundle to split into D/-invariant subbundles TM = Es ® Ec ® Eu, where the 
behavior of vectors in Es, Eu under iterates of the tangent map is similar to the 
hyperbolic case, but vectors in Ec may be neutral for the action of the tangent map. 
On the other hand, recently, it was proved by C. Bonatti and M. Viana that there 
are opens sets of transitive diffeomorphisms exhibiting a dominated splitting which 
do not fall into the category of partially hyperbolic ones (see [BV]). 

These new situations lead to ask two natural questions: Is there a characteri­
zation of robust transitive sets that also gives dynamical information about them? 
Can we describe the dynamics under the assumption of either partial hyperbolicity 
or dominated decomposition? 

The next result shows that this two questions are extremely related. In fact, 
some kind of dynamics on the tangent bundle is implied by the robust transitivity 
(see [M] for surfaces, [DPU] for three dimensional manifolds , and [BDP] for the 
«.dimensional case): 

Theorem 6: Every robustly transitive set of a C1 -diffeomorphism has domi­
nated splitting whose extremal bundles are uniformly volume contracting or expand­
ing. 

The central idea in this theorem is to show that, in the lack of domination, the 
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eigenspaces of a linear map (obtained by multiplying many bounded linear maps) 
are very unstable: by small perturbation of each of the factors, one can mix the 
eigenvalues in order to get a homothety, which will correspond to the creation of 
either a sink or a source, situation not allowed in the case of the robust transitivity. 
This last theorem also can be formulated in the following way: 

Theorem 7 [BDP]) : There is a residual subset of C1 -diffeomorphisms such 
that that for any diffeomorphism in the residual set, it is verified that for any ho­
moclinic class of a periodic point (the closure of the intersection of the stable and 
unstable manifold of it) either has dominated splitting or it is contained in the clo­
sure of infinitely many sources or sinks. 

What about the converse of theorem 6? Is it true that generically a transitive 
system exhibiting some kind of splitting is robust transitive? On the other hand, 
all the examples of robust transitivity are based in either a property of the initial 
system or in a geometrical construction. But, does exist a necessary and sufficient 
condition among the partial hyperbolic system such that transitivity is equivalent 
to robust transitivity? Can this property be characterized in terms of the dynamic of 
the tangent map? This is clear for Anosov maps, where transitivity implies robust 
transitivity, but what about for the non-hyperbolic?. In the direction to understand 
this problem, in [PS5] was introduced a dynamic on the tangent bundle enough to 
guarantee robustness of transitivity. 

Theorem 8: Let / £ Dif'fr(M) be a transitive partial hyperbolic system 
verifying that there is no > 0 such that for any x £ M there are yu (x) £ Wiu (x) 
and ys (x) £ W(s (x) with: 

l-\Df"^{fm{yHx)))\ > 2 for any m > 0, 

2- \Dfr£>u_m{y,{x)))\ > 2 for any m>0, 

then, f is a non-hyperbolic robust transitive system. 
Is this property generically necessary? 
All these questions naturally push in the direction to understand the dynamic 

induced by either a partial hyperbolic system or a dominated splitting. In particular, 
do they exhibit (generically) spectral decomposition, as was showed for a hyperbolic 
system and for domination on surfaces? Observe that the non-hyperbolicity of these 
systems is related with the presence of points of different index. Is this (generically) 
a necessary condition for non-hyperbolicity? In other words, assuming that there 
are only points of the same index, can one conclude (generically) hyperbolicity? 
For the case of domination, it is possible to show that if the extremal directions are 
one-dimensional, then they behave topologically as a hyperbolic one (see [PS4]). 
Moreover, it is showed that homoclinic classes with codimension one dominated 
splitting and contractive bundle are generically hyperbolic. But, what happens if 
the external directions are one-dimensional? And what about the central directions? 
Of course, this question can be considered in a simpler situation: a partial hyperbolic 
splitting with only one dimensional central direction. Does the dynamic over the 
central direction characterize the kind of partial hyperbolic systems? 

Many of the questions done for partial hyperbolic systems can be formulated 
for Iterated Function Systems. In same sense, these systems works as a model of 
partial hyperbolic ones. And its solution, could give an indication how to deal in 
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the general case. 
In dimension higher than two, another kind of homoclinic bifurcation breaks 

the hyperbolicity: the so called heteroclinic cycles (intersection of the stable and 
unstable manifolds of points of different indices, see [Dl] and [D2]). In particu­
lar, the unfold of these cycles imply the existence of striking dynamics being the 
more important, the appearance of non-hyperbolic robust transitive sets (see [KP] 
also for superexponential growth of periodic point associated to the unfolding of 
heteoclinic cycles). Moreover, any non-hyperbolic robust transitive sets exhibits 
generically heteroclinic cycles. In same sense, these cycles play the role for the 
partial hyperbolic theory as transversal intersection play for the hyperbolic theory. 

A similar conjecture as the one for surfaces, was formulated by Palis in any 
dimension: Every / £ Diffr(M),r > 1, can be Cr-approximated by a diffeomor­
phism exhibiting either a homoclinic tangency, a heteroclinic cycle or by one which 
is hyperbolic. 

A similar approach as the one done in dimension 2 could be done: first, try-
to find the dynamic on the tangent bundle for systems C1— far from tangencies. 
About this, in [LW] it was proved a similar result as the one for surfaces: far from 
tangencies implies domination. Does far from heteroclinic cycles imply hyperbol­
icity? Does this imply that sets with periodic points of different index can not 
accumulate one on the other? And as we asked before: sets showing dominated de­
composition exhibiting points of the same index are generically hyperbolic? These 
problems are also related with the problems involving tangencies and sinks: can 
a systems showing infinitely many sinks be approximated by another one showing 
tangencies? It was showed that this is true for surfaces maps (see [PS3]), and in 
the case of higher dimension in [PS4] is given a positive answer assuming that the 
sinks accumulate on a sectional dissipative homoclinic class. 

On the other hand, there is a vast works about conservative partial hyperbolic 
systems describing, in same particular cases, their ergodic properties. The descrip­
tion of the dynamics strongly use the invariance of the volume measure, information 
that it is not available in the general case that we would like describe. For refer­
ences about it see the complete review on this subject done by Burns, Pugh , Shub 
and Wilkinson ([BPSW]). Moreover it is showed in [Bo] and [BoV] some kind of di­
chotomy (as the one done in theorem 8) for conservative maps in terms of Lyapunov 
exponents and domination. Also I would like to mention a recent and remarkable 
work of F. Rodriguez Hertz ([R]) where is proved that many Linear automorphisms 
on T4 are stable ergodic, using different kinds of techniques that even if only work 
in the conservative case, they could be useful to understand the general case. 

4. Flows 
For flows, a striking example is the Lorenz attractor [Lo], given by the solutions 

of the polynomial vector field in R3: 

x = —ax + ay 
X(x,y,z)={ y = ßx-y-xz (1) 

z = —7z + xy, 
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where a,/?,7 are real parameters. Numerical experiments performed by Lorenz 
(for a = 10, ß = 28 and 7 = 8/3 ) suggested the existence, in a robust way, of a 
strange attractor toward which tends a full neighborhood of positive trajectories 
of the above system. That is, the strange attractor could not be destroyed by 
any perturbation of the parameters. Most important, the attractor contains an 
equilibrium point (0,0,0), and periodic points accumulating on it, and hence can 
not be hyperbolic. Notably, only now, three and a half decades after this remarkable 
work, was it proved [Tu] that the solutions of (1) satisfy such a property for values 
a, ß, 7 near the ones considered by Lorenz. 

However, already in the mid-seventies, the existence of robust non-hyperbolic 
attractors was proved for flows introduced in [ABS] and [Gu], which we now call 
geometric models for Lorenz attractors. In particular, they exhibit, in a robust 
way, an attracting transitive set with an equilibrium (singularity). Moreover, the 
properties of this geometrical models, allow one to extract very complete dynamical 
information. A natural question raises, is such features present for any robust 
transitive set? 

In [MPP] a positive answer for this question is given: 

Theo rem 9 : C1 robust transitive sets with singularities on closed 3-manifolds 
verifies: 

1. there are either proper attractors or proper repeller s ; 

2. the eigenvalues at the singularities satisfy the same inequalities as the cor­
responding ones at the singularity in a Lorenz geometrical model; 

3. there are partially hyperbolic with a volume expanding central direction. 

The presence of a singularity prevents these attractors from being hyperbolic. 
But they exhibit a weaker form of hyperbolicity singular hyperbolic splitting. This 
class of vector fields contains the Axiom A systems, the geometric Lorenz attractors 
and the singular horseshoes in ([LP]), among other systems. Currently, there is 
a rather satisfactory and complete description of singular hyperbolic vector fields 
defined on 3-dimensional manifolds (but the panorama in higher dimensions remains 
open). More precisely, it is proved in a sequel of works that a singular hyperbolic 
set for flow is if*.expansive, the periodic orbits are dense in its limit set, and it has 
a spectral decomposition (see [PP], [K]). 

On the other hand, for the case of flows, appears a new kind of bifurcation that 
leads to a new dynamics distinct from the ones for diffeomorphism: the so called 
singular cycles (cycles involving singularities and periodic orbits, see [BLMP], [Mo], 
[MP] and [MPP1] for examples of dynamics in the sequel of the unfolding of it). Sys­
tems exhibiting this cycles are dense among open set of systems exhibiting a singu­
lar hyperbolic splitting. Moreover, recently A. Arroyo and F. Rodriguez Hertz (see 
[AR]) studying the dynamical consequences of the dominated splitting for the Lin­
ear Poincaré flow, proved that any three dimensional flow can be C1 — approximated 
either by a flow exhibiting tangency or singular cycle, or by a hyperbolic one. 
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Applications of Orbit Equivalence 
to Actions of Discrete Amenable Groups 

Daniel J. Rudolph* 

Abstract 

Since the work of Ornstein and Weiss in 1987 (Entropy and isomor­
phism theorems for actions of amenable groups, J. Analyse Math., 48 
(1987)) it has been understood that the natural category for classical ergodic 
theory would be probability measure preserving actions of discrete amenable 
groups. A conclusion of this work is that all such actions on nonatomic 
Lebesgue probability spaces were orbit equivalent. From this foundation two 
broad developements have been built. First, a full generalization of the var­
ious equivalence theories, including Ornstein's isomorphism theorem itself, 
exists. Fixing the amenable group G and an action of it, one can define a 
metric-like notion on the full-group of the action, called a size. A size breaks 
the orbit equivalence class of a single action into subsets, those reachable by 
a Cauchy sequence (in the size) of full group perturbations. These subsets 
are the equivalence classes associated with the size. Each size possesses a 
distinguised "most random" set of classes, the "Bernoulli" classes of the re­
lation. An Ornstein-type theorem can be obtained. Many naturally occuring 
equivalence relations can be described in this way. Perhaps most interesting, 
entropy itself can be so described. Second, one can use the characterization 
of discrete amenable actions as those which are orbit equivalent to a action 
of Z to lift theorems from actions of Z to those of arbitrary amenable groups. 
The most interesting of these are first, that actions of completely positive en­
tropy (called -R"-systems for Z actions) are mixing of all orders (proven jointly 
with B. Weiss) and that such actions have countable Haar spectrum (proven 
by Golodets and Dooley). As all ergodic actions are orbit equivalent, only 
ergodicity is preserved by orbit equivalences in general, but by considering or­
bit equivalences restricted to be measurable with respect to a sub-a algebra, 
many properties relative to that algebra are preserved. This provides the tool 
for this method to succeed. 
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1. Definitions and examples of sizes 
Our goal in this section is to describe a metric-like notion on the full group 

of a measure preserving action of an amenable group and show how this leads to 
various restricted orbit equivalence theories. This work can be found in complete 
detail in Restricted Orbit Equivalence for Actions of Discrete Amenable 
Groups by D.J. Rudolph and J. Kammeyer, Cambridge Tracts in Mathematics # 
146. 

Let (X,T,p) be a fixed nonatomic Lebesgue probability space. Let G be 
an infinite discrete amenable group. Let Ö Ç X x X be an ergodic, measure 
preserving, hyperfinite equivalence relation. For our purposes, this simply means 
that Ö = {(x,Tg(xj)}geG where T : G x X —t G (written of course Tg(xj) is some 
ergodic and free, measure preserving action of G on X. 

Definition 1.1 Let G be an infinite countable discrete amenable group. A G-
arrangement a is any map from Ö to G that satisfies: 

(i) a is 1-1 and onto, in that for a.e. x £ X, for all g £ G, there is a unique 
x' £ X with a(x,x') = g. We write x' = T®(x); 

(ii) a is measurable and measure preserving, i.e. for all A £ T,g £ G, both 
T«(A) £ T and p(T*(A)) = p(A); and 

(iii) a satisfies the cocycle equation a(x2,xz)a(xi,x2) = a(x\,xz). 

As G will not vary for our considerations we will abbreviate this as an arrange­
ment. Let A denote the set of all such arrangements. 

Lemma 1.2 a is a G-arrangement if and only if there is a measure preserving 
ergodic free action of G, T, whose orbit relation is Ö such that a(x,Tg(xj) = g for 
all(x,Tg(x)) £0. 

Thus the vocabulary of G-arrangements on Ö is precisely equivalent to the 
vocabulary of G-actions whose orbits are Ö. For a G-arrangement a, we write Ta 

for the corresponding action. For a G-action T, we write aj for the corresponding 
G-arrangement. 

Definition 1.3 The full group of Ö is the group (under composition) F of all 
measure preserving invertible maps <j> : X —t X such that for p-a.e. x £ X, 
(x,cj)(x)) £ O. 

Definition 1.4 A G-rearrangementof Ö is a pair (a,(f>), where a is a 
G-arrangement of Ö and <j> £ T. As G is fixed for our purposes we will abbre­
viate this as a rearrangement. Let Q denote the set of all such rearrangements. 

Intuitively, a rearrangement is simply a change (i.e. rearrangement) of an orbit 
from the arrangement a to the arrangement a<j>, where a<j>(x,x') = a(<j>(x),<j>(x')). 
One can formalize such a rearrangement in three different ways. Set B to be the set 
of bijections of G and B the subgroup of Q fixing the identity. Both are topologized 
via the product topology on GG . Notice there is a homomorphism H : B —¥ G given 
by H(q)(g) = q(ià)^1q(g). The kernel of H consist of the left translation maps. 



Restricted Orbit Equivalence 341 

To a rearrangment we can associate a family of functions q^ £ B where 

q^(g) = a(x,4>(T°(x))). 

Now suppose a and ß are two arrangements of the orbits Ö. Regard the first as an 
initial arrangement and the second as a terminal arrangement. We can associate to 
this pair and any point x a bijection from G fixing the identity that describes how 
the arrangement of the orbit has changed: 

h^(g)=ß(x,T»(x)). 

Notice here that H(q^) = h ^ . 
Write ha>f3 :X^g. 
The third way to view a rearrangement pair has a symbolic dynamic flavor. 

For each orbit ö(x) = {x'; (x,xr) £ Ö}, a rearrangement (a,<j>) also gives rise to a 
natural map G —¥ G (not a bijection though), given by 

f^(g) = a(T*(x),<l)(T*(x)). 

Visually, regarding ö(x) laid out by a as a copy of G, <j> translates the point at 
position o to position f^'^(g)g. 

There is a natural link between the three functions ha'a^, qa'^ and fa'^ as 
follows. For any map / : G —¥ G we define 

Q(f)(g) = f(g)g and 

H(f)(g) = f(g)gf (id)-1. 

It is an easy calculation that 

H(fa'4') = ha^ and Q(fa'4' = qa^. 

Let {Fi} be a fixed F0lner sequence for G. We will describe a number of concepts 
in terms of the Ft. 

We now consider three pseudometrics on the set of rearrangements. These 
all arise from natural topologies on functions G —¥ G. As G is countable the only-
reasonable topology is the discrete one, using the discrete 0,1 valued metric. This 
topologizes GG as a metrizable space with the product topology. This is the weakest 
topology for which the evaluations g : f —¥ f(g) are continuous functions. Notice 
that H is a continuous map from GG to itself and the map h —̂  hr1 on Q is 
continuous. 

Define a metric d on Q as follows. List the elements of G as {gi = id,g2,...} 
and let do be the 0,1 valued metric on G. Set 

d(hi,h2) = J2{Mhi(gi),h2(gi)) +do(h^(gi),h2
1(gi)))]2-^+1\ 

i 

Notice that if hi, h2, h~x, and h2
x agree on o i , . . . ,#, then d(hi,h2) < 2^%. On the 

other hand if d(hi,h2) < 2^% then hi, h2 and their inverses agree on this list of i 
terms. 
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Lemma 1.5 The metric d on Q gives the restricted product topology and makes G 
a complete metric space. 

We can use this to define a complete L1 metric on arrangements: 

\\a,ß\\i = [ d(ha'ß,id) dp. 

As d(hi,h2) = dih^hi,id) and (h®43)-1 = h/3>a we see that this is a metric. 
We can also define a metric similar to d on GG itself making it a complete 

metric space by just taking half of the terms in d: 

di(fi,f2) = z2
d°(fi(gi)j2(gi))2-i. 

i 

This also leads to an L1 metric on GG-valued functions on a measure space: 

| | / i , /2 | | i = / di(fi,f2)dp. 

These two L1 distances now give us two families of L1 distances on the full-
group, one a metric the other a pseudometric, associated with an arrangement a: 

\\fa,fa\\Z = fd(ha^,ha^) = \\afa,afa\\i 

and 

Mi,u\* = j di(r^,r^) dp = \\r^,r^\\i. 
The weak L1 distance, ||-,-||£, is only a pseudometric but the strong L1 

distance, ||-, -||", is a metric. 
To describe the weak*-distance between two arrangements let G* = G U {•} 

be the one point compactification of G. Now (G*)G is a compact metric space and 
hence the Borei probability measures on (G*)G, which we write as Mi(G*), are 
a compact and convex space in the weak* topology. Let D(pi,p2) be an explicit 
metric giving this topology. 

We define the distribution pseudometric between two rearrangements by 

\\(a,<j>),(ß,t(>)\\. = D((f^Y(p),(f^r(v)). 

We can combine the two L1 -metrics on arrangements and the full group to 
define a product metric on rearrangements in the form 

\\(ai,(f>i),(a2,(f)2)\\i = | | a i ,a 2 | | i + p({x : faix) # faix)}). 

We end this Section by relating this complete L1-metric on rearrangements to the 
distribution pseudometric. 

We now define the notion of a size m on rearrangements (a, fa as a family of 
pseudometrics ma on the full-group satisfying some simple relations to the metrics 
and pseudometrics we just defined. 
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A size is a function 

such that, if we write 

m : Q 

ma(fa,fa) = miafa,(j>1
1fa), 

dem 

then m satisfies the following three axioms. 

Axiom 1 For each a £ A, ma is a pseudometric on T. 

Axiom 2 For each a £ A, the identity map 

(r,ma)4(r,!|-,o 

is uniformly continuous. 

In particular this means that if ma(fa,fa) = 0 then the two arrangements 
afa and afa are identical. 

Axiom 3 m is upper semi-continuous with respect to the distribution metric. That 
is to say, for every e > 0, there exists ö = Sie, a, fa, such that if\\ia,fa, (ß,ip)\\* < 5 
then miß,ip) < mia, fa + e. 

This last condition implies that if the two measures (fa'^)*(p) and (f^'v)*(v) 
are the same, then mia, fa = m(ß,ip). Hence the value m is well defined on those 
measures on GG which arise as such an image, and we can write 

m,(a,fa = m,((fa^)*(p)). 

We can now define m-equivalence of two arrangements. 

Definition 1.6 We say a and ß are m-equivalent arrangements if there exist fa 
which are ma-Cauchy, fa1 are niß-Cauchy and afa converges in probability to ß. 

One can now define m-equivalence of actions on distinct spaces as meaning 
there are conjugate versions of the actions as arrangments on the same orbit space 
where the arrangements are m-equivalent in the sense of the definition. 

We now give a list of examples to indicate the range of equivalence relations 
that can be brought under this perspective. 

Many examples of sizes have the common feature of being integrals of some 
pointwise calculation of the distortion of a single orbit. To make this precise we first 
review some material about bijections of G. Remember that B is the space of all 
bijections of the group G with the product topology, G is the space of bijections fixing 
id and we metrized both with a complete metric d. The group G can be regarded 
as a subgroup of B acting by left multiplication, (g(g') = gg'). The map H : B —t G 
given by H(q) = gg(id) -1 is a contraction in d. Also G acting by right multiplication 
conjugates B to itself giving an action of G on B. (Tg(q)(gr) = q(g'g)g~1-) We view 
this action by representing an element q £ B by a map / : G —¥ G, fig) = q(g)g~1. 
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Those maps / £ GG that arise from bijections are a Gg and hence a Polish space we 
call F. The map q —¥ f is obviously a homeomorphism from B to F. For f £ F let 
Q(f) be the associated bijection and for q £ B let F(q) be the associated name in 
GG . The action of G on B in its representation as F is the shift action ag(f)(g') = 
f(g'g). Any rearrangement pair (a, fa then gives rise to an ergodic shift invariant 
measure on this Polish subset of GG and any ergodic shift invariant measure is an 
ergodic action of G with a canonical rearrangement pair. The probability measures 
on a Polish space are weak* Polish and hence the invariant and ergodic measures 
on this Polish space are weak* Polish. 

We will now define a general class of sizes that arise as integrals of valuations 
made on the bijections q^. 

Definition \.7 A Borei D : B —¥ R+ is called a size kernel if it satisfies: 

1. D(q) > 0. 
2. D(id) = 0. 
3. D(q(id)-1q-1q(id)) = D(q). 
I D(qi(id)q2q^1(id)qi) < D(qi) + D(q2). 
5. For every e > 0 there is a ö > 0 so that if D(q) < ö then d(id, H(qj) < e. 
6. The function p —¥ J D(q(fj)dp is weak* continuous on the space of shift 

invariant measures p on the Polish space F. 

Note. An element of G is regarded as an element of B acts by left multiplication. 

For a size kernel D we define 

mD(a,fa = I' D(q^)dp(x). 

We call such an mP an integral size. 

Example 1 (Conjugacy and Orbit Equivalence) 

These first two examples are the extremes of what is possible. For one the 
equivalence class will be simply the full group orbit and for the other it will be the 
entire set of arrangements. Both of the pseudometrics d(q, id) and d(H(q), id) are 
easily seen to be size kernels and so both 

m1(a,fa = \\(a,fa,(a,id)\\s
a and 

m°(a,fa =\\(a,fa,(a,id)\\™ 

are sizes. 
As d makes B complete, relative to m1 sequence phii is m}a Cauchy iff fa —t <p 

m1 

in probability. Thus a ~ ß iff ß = a<p i.e. they differ by an element of the full group 
and the equivalence class of a is exactly its full group orbit. As for m°, for any a 
and ß one can construct a sequence of fa with afa —¥ ß in L1 with the sequence fa 
an mQ Cauchy sequence. Thus all arrangements are m° equivalent. 

Example 2 (Kakutani Equivalence) 
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For this example let G = Z n and BJV = [-N, N]n be the standard F0lner 
sequence of boxes centered at 0. We begin with a metric on Z " given by 

T(U,V) = min([|(«/[|«[|) - (v/\\v\\)\\ + |ln([|«[|) - ln([|«[|)|, l) 

(assuming 0/||0|| = 0). What is important about r are the following two properties: 

1. r is a metric on Z " bounded by 1 and 
2. ü and v are r close iff the norm of their difference is small in proportion to 

both of their norms. 

For h € G set Bjy(h) = {v £ Bjy\h(v) £ BJV} (those elements of BJV mapped 
into Bjv by h). Now set 

kW = sup(-^-( V T(v,h(vj) + #{v£BN\h(v)</:BN})). 

» K*B* vàïw 

Now set K(q) = k(H(q). 

Lemma 1.8 The function K is a size kernel 

For d= 1 standard arguments imply that this size yields even Kakutani equiv­
alence. For d > 1 it is leads to an analogous equivalence relation among Katok 
cross-sections of Rd-actions. 

Our last example moves beyond size kernels. 

Example 3 (Entropy as a Size) 

We discuss this example only for actions of Z although the ideas extend to 
general countable amenable groups. 

The size at its base will simply be the entropy of the rearrangment itself. We 
make this precise as follows. The function g(a^)(x) = a(x, fax)) takes on countably 
many values and hence can be regarded as a countable partition g(a,4>) of X. Set 
FQ to be those <j> for which g(a,4>) is finite. It is not difficult to see that FQ is a 
subgroup and moreover TQV = ip^Tçip as g(ay,ty,-i^)(tp~1(x)) = g(a,4>)(x)- It c a n 

be shown that the FQ are all m}a dense in F. For (p £TQ one can use the entropy of 
the process h(Ta,g(a^) to start the definition of a size defining 

e(a,fa = inf h(Ta,g(a^)) + p{x\fax) # <p'(x)}. 

Now set the size to be 

me(a,fa = e(a,fa + m°(a,fa. 

Proposition 1.9 Two Z-actions are rrf equivalent iff they have the same entropy. 
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2. Transference via orbit equivalence 
A second natural type of restriction can be placed on an orbit equivalence. Here 

the interest is in two arrangements a and ß of perhaps distinct groups. Suppose A 
is an invariant sub a-algebra for the action Ta of G\ and ß is a G2 arrangement 
of the same orbit space. We say the orbit equivalence from a to ß is ^-measurable 
if the function ha'^(x,gi) = ß(x,T®(x) describing or the orbit is rearranged, is A 
measurable for all choices of g\. Up to conjugacy we can regard all ergodic actions of 
infinite discrete and amenable groups as residing on the same orbit space, so beyond 
ergodicity no dynamical property will be preserved by orbit equivalence. On the 
other hand, many dynamical properties have versions "relative to" an invariant sub 
CT-algebra and many such properties are indeed invariant under orbit equivalences 
that are measurable with respect to that sub a-algebra. 

This method first arose in work with B. Weiss showing that actions of discrete 
amenable groups that have completely positive entropy (epe), commonly called K-
systems, are mixing of all orders. This transference method has been applied to a 
variety of questions. Here is an outline of the argument to this first result to exhibit 
the format. The complete argument can be found in Entropy and mixing for 
amenable group actions by D.J. Rudolph and B. Weiss, Annals of Mathematics, 
151, (2000)mpp. 1119-1150. 

Lemma 2.1 IfT is an action of a discrete amenable group G and T x B, its direct 
product with a Bernoulli action B of G, is relatively epe with respect to the Bernoulli 
second coordinate, then T must be epe. 

Lemma 2.2 If T and S are ergodic actions on the same orbits of two discrete 
amenable groups G\ and G2 and the orbit equivalence between them is A measurable 
where A is a T invariant sub a-algebra, then for any partition P, the conditional 
entropies h(T,P\A) and h(S,P\A) are equal. 

Let Si be a list of finite subsets of either G,. We say the S, spread if any-
particular 7 ^ id belongs to at most finitely many of the sets SiS^1. If the sets 
Si(x) are random sequences of finite sets depending on x, we can again say they 
are spread if for a.e. x they form a spread sequence. A classical characterization of 
the if-systems, which we state in a relative form says 

Theorem 2.3 T, a Z-action, is relatively epe with respect to a sub a-algebra A 
iff for all partitions P and all A measurable and spread random sequences of sets 
bi(X), 

V[M ? Tg{P)\A) - J2 h(Tg(P)\A)] -+ 0 
#Si ses. ges 

in L1. 

That is to say, the translates of P become conditionally ever more independent 
the more spread they become. Refer to this property as „4-relative uniform mixing 
if it holds for all P. 
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Lemma 2.4 If T and S are A-measurably orbit equivalent actions of perhaps dis­
tinct groups and T is A-relatively uniformly mixing. Then S is also. 

We now describe the orbit transference proof that epe actions of discrete 
amenable groups are always mixing of all orders. Suppose T is a epe action of 
the group G. Take T x B where B is a Bernoulli action of G. This direct product 
will be ergodic and in fact relatively epe with respect to the Bernoulli coordinate. 
Now B is orbit equivalent to a Z action and this orbit equivalence lifts to an orbit 
equivalence of T x B to some ergodic Z action S. The orbit equivalence will be 
A measurable where A is this Bernoulli coordinate algebra. Now S will still be 
A relatively epe and hence A relatively uniformly mixing. But now this tells us 
T x B is also A relatively uniformly mixing. Restricting this to partitions that are 
measurable with respect to the first coordinate tells us T itself is uniformly mixing 
(without any conditioning) and hence mixing of all orders. 

A second and quite significant application of this method, due to Dooley and 
Golodets, is to show that epe actions have countable Haar spectrum. In as yet 
unwritten work, again with B. Weiss, one can show that weakly mixing isometric 
extensions of Bernoulli actions must be Bernoulli. 

This remains an area of very active work. We end on an open question. Con­
sider the known result for Z actions, that a weakly mixing and isometric extension 
of a base action that is mixing must itself be mixing. Is this result true for general 
amenable group actions? To apply the transference method one needs a relativized 
version of the result for Z actions. That is to say, one needs to know that a rel­
atively weakly mixing relatively isometric extension of a relatively mixing action 
is still relatively mixing. What seems an obstacle here is simply the definition of 
relative mixing over a sub a-algebra A. Certainly it means that for any sets A and 
B that 

\E(IAIB o Tj\A) - E(IA\A)E(IB o Tj\A)\ -+ 0. 

The question is, in what sense should it tend to zero. Pointwise convergence behaves 
well for orbit equivalence but the above relativized question seems answerable only 
for mean convergence. 
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Bifurcations and Strange Attractors 

Leonid Shilnikov* 

Abstract 

We reviews the theory of strange attractors and their bifurcations. All 
known strange attractors may be subdivided into the following three groups: 
hyperbolic, pseudo-hyperbolic ones and quasi-attractors. For the first ones 
the description of bifurcations that lead to the appearance of Smale-Williams 
solenoids and Anosov-type attractors is given. The definition and the descrip­
tion of the attractors of the second class are introduced in the general case. 
It is pointed out that the main feature of the attractors of this class is that 
they contain no stable orbits. An etanol example of such pseudo-hyperbolic 
attractors is the Lorenz one. We give the conditions of their existence. In 
addition we present a new type of the spiral attractor that requires countably 
many topological invariants for the complete description of its structure. The 
common property of quasi-attractors and pseudo-hyperbolic ones is that both 
admit homoclinic tangencies of the trajectories. The difference between them 
is due to quasi-attractors may also contain a countable subset of stable peri­
odic orbits. The quasi-attractors are the most frequently observed limit sets 
in the problems of nonlinear dynamics. However, one has to be aware that the 
complete qualitative analysis of dynamical models with homoclinic tangencies 
cannot be accomplished. 

2000 Mathematics Subject Classification: 37C29, 37C70, 37C15, 37D45. 

1. Introduction 
One of the starling discoveries in the XX century was the discovery of dy­

namical chaos. The finding added a fascinatingly novel type of motions — chaotic 
oscillations to the catalogue of the accustomed, in nonlinear dynamics, ones such 
as steady states, self-oscillations and modulations. Since then many problems of 
contemporary exact and engineering sciences tha t are modelled within the frame­
work of differential equations have obtained the adequate mathematical description. 
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Meanwhile this also set up a question: the trajectory of what kind are to be con­
nected to dynamical chaos in systems with 3D and higher dimensions of the phase 
space. 

The general classification of the orbits in dynamical systems is due to Poincaré 
and Birkhoff. As far as chaos is concerned in particular a researcher is interested 
most of all in non-wandering trajectories which are, furthermore, to be self-liming. 
In the hierarchy of all orbits of dynamical system the high goes to the set of the 
unclosed trajectories so-called stable in Poisson's sense. The feature of them is 
that the sequence composed of the differences of the subsequent Poincaré recurrence 
times of a trajectory (as it gets back into the vicinity of the initial point) may have 
no upper bound. In the case where the return times of the trajectory are bounded 
Birkhoff suggested to call such it a recurrent one. A partial subclass of recurrent 
trajectories consists of almost-periodic ones which, by definition, possess a set of 
almost-periods. Since the spectrum of the set is discrete it follows that the dynamics 
of a system with the almost-periodic trajectories must be simple. Moreover, the 
almost-periodic trajectories are also quasi-periodic, the latter ones are associated 
with the regime of modulation. The closure of a recurrent trajectory is called a 
minimal set, and that of a Poisson stable trajectory is called a quasi-minimal one. 
The last one contains also the continuum of Poisson stable trajectories which are 
dense in it. The quasi-minimal set may, in addition, contain some closed invariant 
subsets such as equilibria, periodic orbits, ergodic invariant tori with quasi-periodic 
covering and so on. All this is the reason why Poincaré recurrent times of a Poisson 
stable trajectory are unbounded: it may linger in the neighborhoods of the above 
subsets for rather long times before it passes by the initial point. In virtue of such 
unpredictable behavior it seems quite reasonable the the the role of dynamical chaos 
orbits should be assigned to the Poisson stable trajectories. 

Andronov was the first who had raised the question about the correspondence 
between the classes of trajectories of dynamical systems and the types of observ­
able motions in nonlinear dynamics in his work "Mathematical problems of auto-
oscillations" . Because he was motivated to explain the nature of self-oscillations he 
repudiated the Poisson stable trajectory forthwith due to their irregular behavior. 
He expressed the hypothesis that a recurrent trajectory stable in Lyapunov sense 
would be almost-periodic; he also proposed to Markov to confirm it. Markov proved 
a stronger result indeed; namely that a trajectory stable both in Poisson and Lya­
punov (uniformly) senses would be an almost-periodic one. This means that the 
Poisson stable trajectories must be unstable in Lyapunov sense to get associated to 
dynamical chaos. After that it becomes clear that all trajectories in a quasi-minimal 
set are to be of the saddle type. The importance of such quasi-minimal sets for non­
linear dynamics as the real objects was inferred in the explicit way by Lorenz in 
1963. He presented the set of equations, known today as the Lorenz model, that 
possessed an attracting quasi-minimal set with the unstable trajectory behavior. 
Later on, such sets got named strange attractors after Ruelle and Takens. 

Here we arrive at the following problem: how can one establish the existence 
of the Poisson stable trajectories in the phase space of a system? Furthermore, the 
applicability of the system as a nonlinear dynamics model requires that such tra-
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jectories shall persist under small smooth perturbations. Undoubtedly the second 
problem is a way complex than that of finding periodic orbits. Below we will yield 
a list of conditions that guarantee the existence of unstable trajectories stable in 
Poisson sense. 

The most universal criterion of the existence of Poisson stable trajectories is 
the presence, in a system, of a hyperbolic saddle periodic orbit whose stable and 
unstable manifolds cross transversally along the homoclinic orbit. This structure 
implies that the set N of all of the orbits remaining in its small neighborhood 
consists of only unstable ones. Moreover, the periodic orbits are dense in N, so are 
the trajectories homoclinic to them, besides the continuum of unclosed trajectories 
stable in Poisson sense. Generally speaking wherever one can describe the behavior 
of the trajectories in terms of symbolic dynamics (using either the Bernoulli sub-shift 
or the Markov topological chains), the proof of the existence of the Poisson stable 
trajectories becomes trivial. However, the selected hyperbolic sets by themselves 
are unstable. Nevertheless, their presence in the phase space means the complexity 
of the trajectory behavior even though they are no part of the strange attractor. 

Early sixtieth were characterized the rapid development of the theory of struc­
tural stability initiated in the works of Anosov and Smale. Anosov was able to single 
out the class of the systems for which the hyperbolicity conditions hold in the whole 
phase space. Such flows and cascade have been named the Anosov systems. Some 
examples of the Anosov systems include geodesic flows on compact smooth man­
ifolds of a negative curvature [5]. It is well-known that such flow is conservative 
and its set of non-wandering trajectories coincides with the phase space. Another 
example of the Anosov diffeomorphism is a mapping of an n-dimensional torus 

§=A9 + f(9), m o d i , (1) 

where A is a matrix with integer entries other than 1, det |.4| = 1, the eigenvalues 
of A do not lie on the unit circle, and f(9) is a periodic function of period 1. 

The condition of hyperbolicity of (1) may be easily verified for one pure class 
of diffeomorphisms of the kind: 

S=A9, m o d i , (2) 

which are the algebraic hyperbolic automorphisms of the torus. Automorphism (2) 
are conservative systems whose set 0 of non-wandering trajectories coincides with 
the torus T" itself. 

Conditions of structural stability of high-dimensional systems was formulated 
by Smale [26]. These conditions are in the following: A system must satisfy both 
Axiom A and the strong transversality condition. 

Axiom A requires that: 

1A the non-wandering set 0 be hyperbolic; 
IB Q = Per. Here Per denotes the set of periodic points. 

Under the assumption of Axiom A the set 0 can be represented by a finite union of 
non-intersecting, closed, invariant, transitive sets O i , . . . iip. In the case of cascades, 
any such Qj can be represented by a finite number of sets having these properties 
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which are mapped to each other under the action of the diffeomorphism. The sets 
Sii , . . . n p are called basis sets. 

The basis sets of Smale systems (satisfying the enumerated conditions) may­
be of the following three types: attractors, repellere and saddles. Repellere are the 
basis sets which becomes attractors in backward time. Saddle basis sets are such 
that may both attract and repel outside trajectories. A most studied saddle basis 
sets are one-dimensional in the case of flows and null-dimensional in the case of 
cascades. The former ones are homeomorphic to the suspension over topological 
Markov chains; the latter ones are homeomorphic to simple topological Markov-
chains [Bowen [8]]. 

Attractors of Smale systems are called hyperbolic. The trajectories passing 
sufficiently close to an attractor of a Smale system, satisfies the condition 

dist(ip(t,x),A) < ke^xt, t > 0 

where k and À are some positive constants. As we have said earlier these attractors 
are transitive. Periodic, homo- and heteroclinic trajectories as well as Poisson-
stable ones are everywhere dense in them. In particular, we can tell one more of 
their peculiarity: the unstable manifolds of all points of such an attractor lie within 
it, i.e., W£ £ A where x £ A. Hyperbolic attractors may be smooth or non-smooth 
manifolds, have a fractal structure, not locally homeomorphic to a direct product 
of a disk and a Cantor set and so on. 

Below we will discuss a few hyperbolic attractors which might be curious for 
nonlinear dynamics. The first example of such a hyperbolic attractor may be the 
Anosov torus T" with a hyperbolic structure on it. The next example of hyper­
bolic attractor was constructed by Smale on a two-dimensional torus by means of 
a "surgery" operation over the automorphism of this torus with a hyperbolic struc­
ture. This is the so-called DA-(derived from Anosov) diffeomorphism. Note that the 
construction of such attractors is designed as that of minimal sets known from the 
Poincaré-Donjoy theory in the case of C1-smooth vector fields on a two-dimensional 
torus. 

Let us consider a solid torus I l e i " , i.e., T2 = D2 x S1 where D2 is a disk 
and S1 is a circumference. We now expand T2 m-times (m is an integer) along 
the cyclic coordinate on S1 and shrink it g-times along the diameter of D2 where 
q < 1/m. We then embed this deformated torus Hi into the original one so that its 
intersection with D2 consists of m-smaller disks. Repeat this routine with Hi and 
so on. The set S =£fli Ili so obtained is called a Witorius-Van Danzig solenoid. 
Its local structure may be represented as the direct product of an interval and a 
Cantor set. Smale also observed that Witorius-Van Danzig solenoids may have a 
hyperbolic structures, i.e., be hyperbolic attractors of diffeomorphisms on solid tori. 
Moreover, similar attractors can be realized as a limit of the inverse spectrum of 
the expanding cycle map [37] 

9 = m9, mod 1. 

The peculiarity of such solenoids is that they are expanding solenoids. Gener­
ally speaking, an expanding solenoid is called a hyperbolic attractor such that its 
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dimension coincides with the dimension of the unstable manifolds of the points 
of the attractor. Expanding solenoids were studied by Williams [38] who showed 
that they are generalized (extended) solenoids. The construction of generalized 
solenoids is similar to that of minimal sets of limit-quasi-periodic trajectories. 
Note that in the theory of sets of limit-quasi-periodic functions the Wictorius-Van 
Danzig solenoids are quasi-minimal sets. Hyperbolic solenoids are called the Smale-
Williams solenoids. 

We remark also on an example of a hyperbolic attractor of a diffeomorphism 
on a two-dimensional sphere, and, consequently, on the plane, which was built by 
Plykin [23]. In fact, this is a diffeomorphism of a two-dimensional torus projected 
onto a two-dimensional sphere. Such a diffeomorphism, in the simplest case, pos­
sesses four fixed points, moreover all of them are repelling. 

2. Birth of hyperbolic attractors 
Let us now pause to discuss the principal aspects related to the transition from 

Morse-Smale systems to systems with hyperbolic attractors. The key moment here 
is a global bifurcation of disappearance of a periodic trajectory. Let us discuss this 
bifurcation in detail following the paper of Shilnikov and Turaev [34]. 

Consider a C -smooth one-parameter family of dynamical systems Xß in R". 
Suppose that the flow has a periodic orbit L0 of the saddle-node type at p = 0. 
Choose a neighbourhood Uo of L0 which is a solid torus partitioned by the (n — 1)-
dimensional strongly stable manifold W[8 into two regions: the node region U+ 

where all trajectories tend to L0 as t —¥ +oo, and the saddle region U^ where the 
two-dimensional unstable manifold W£ bounded by L0 lies. Suppose that all of 
the trajectories of W£ return to L0 from the node region U+ as t —¥ +oo and do 
not lie in Wss. Moreover, since any trajectory of Wu is bi-asymptotic to L0, W£ 
is compact. 

Observe that systems close to X0 and having a simple saddle-node periodic 
trajectories close L0 form a surface B of codimension-1 in the space of dynamical 
systems. We assume also that the family Xß is transverse to B. Thus, when p < 0, 
the orbit L0 is split into two periodic orbits, namely: L^ of the saddle type and 
stable L+. When p > 0 L0 disappears. 

It is clear that Xß is a Morse-Smale system in a small neighbourhood U of the 
set Wu for all small p < 0. The non-wandering set here consists of the two periodic 
orbits L+ and L~. All trajectories of U\\¥s tend to L+ as t —¥ +oo. At p = 0 all 
trajectories on U tend to L0. The situation is more complex when p > 0. 

The Poincaré map to which the problem under consideration is reduced, may­
be written in the form 

x_ = f(x,9,p), 
9 = m9 + g(9) + UJ + h(x,9,p), m o d i , (3) 

where / , g and h are periodic functions of 9. Moreover, ||/||ci —t 0 and ||ft||ci —̂  0 
as p —¥ 0, m is an integer and a; is a parameter defined in the set [0,1). Diffeomor­
phism (3) is defined in a solid-torus D " - 2 x S1, where D " - 2 is a disk ||x|| < r, r > 0 
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Observe that (3) is a strong contraction along x. Therefore, mapping (3) is close to 
the degenerate map 

x = 0, ,^. 
9 = m9 + g(9) + UJ, m o d i . w 

This implies that its dynamics is determined by the circle map 

9 = m9 + g(9) + UJ, m o d i , (5) 

where 0 < UJ < 1. Note that in the case of the flow in R3, the integer m may assume 
the values 0 ,1 . 

Theo rem 2.1 If rn = 0 and if 

max\\g'(9)\\ < 1, 

then for sufficiently small p > 0, the original flow has a periodic orbit both of which 
length and period tend to infinity as p —¥ 0. 

This is the "blue sky catastrophe". In the case where m = 1, the closure 
W£ is a two-dimensional torus. Moreover, it is smooth provided that (3) is a 
diffeomorphism. In the case where m = — 1 W£ is a Klein bottle, also smooth if 
(3) is a diffeomorphism. In the case of the last theorem W£ is not a manifold. 

In the case of R" (n > 4) the constant m may be any integer. 

Theorem 2.2 Let \m\ > 2 and let \m + g'(9) > 1. Then for all p > 0 suffi­
ciently small, the Poincaré map (3) has a hyperbolic attractor homeomorphic to 
the Smale-Williams solenoid, while the original family has a hyperbolic attractor 
homeomorphic to a suspension over the Smale-Williams solenoid. 

The idea of the use of the saddle-node bifurcation to produce hyperbolic at­
tractors may be extended onto that of employing the bifurcations of an invariant 
torus. We are not developing here the theory of such bifurcations but restrict ourself 
by consideration of a modelling situation. 

Consider a one-parameter family of smooth dynamical systems 

x = X(x,p) 

which possesses an invariant m-dimensional torus TTO with a quasi-periodic trajec­
tory at p = 0. Assume that the vector field may be recast as 

V = C(p)y, 
z = p + z2, (6) 
9 = il(p) 

in a neighborhood of T ro. Here, z £ R1, y £ R"-™"1, 9 £ T ro and 0(0) = 
(Sii, • • •, S1TO). The matrix C(p) is stable, Lg., its eigenvalues lie to the left of the 
imaginary axis in the complex plane. At p = 0 the equation of the torus is y = 0, 
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the equation of the unstable manifold Wu is y = 0, z > 0, and that of the strongly-
unstable manifold Wss partitioning the neighborhood of TTO into a node and a 
saddle region, is z = 0. We assume also that all of the trajectories of the unstable 
manifold Wu of the torus come back to it as t —¥ +oo. Moreover they do not lie in 
Wss. On a cross-sections transverse to z = 0 the associated Poincaré map may be 
written in the form 

y_ = f(y,s,p), (7] 

9 = A9 + g(9) + uj + h(x,9,p), m o d i , (> 

where A is an integer matrix, / , g, and h are 1-periodic functions of 9. Moreover 
ll/llc1 —* 0 and H^Hc1 —̂  0 as p —¥ 0, UJ = (UJI,- • • ,ujm) where 0 < UJ% < 1. 

Observe that the restriction of the Poincaré map on the invariant torus is close 
to the shortened map 

9 = A9 + g(9)+uj, m o d i . (8) 

This implies, in particular, that if (8) is an Anosov map for all UJ (for example when 
the eigenvalues of the matrix A do not lie on the unit circle of the complex plane, 
and g(9) is small), then the restriction of the Poincaré map is also an Anosov map 
for all p > 0. Hence, we arrive at the following statement 

Proposi t ion 2.1 If the shortened map is an Anosov map for all small UJ, then for 
all p > 0 sufficiently small, the original flow possesses a hyperbolic attractor which 
is topologically conjugate to the suspension over the Anosov diffeomorphism. 

The birth of hyperbolic attractors may be proven not only in the case where the 
shortened map is a diffeomorphism. Namely, this result holds true if the shortened 
map is expanding. A map is called expanding of the length if any tangent vector 
field grows exponentially under the action of the differential of the map. An example 
is the algebraic map 

9 = A9, mod 1, 

such that the spectrum of the integer matrix A lies strictly outside the unit circle, 
and any neighboring map is also expanding. If | |(G'(#)) -1 | | < 1, where G = A+g(9), 
it follows then that the shortened map 

9==uj + A9 + g(9), m o d i , (9) 

is an expansion for all p > 0. 
Shub [35] established that expanding maps are structurally stable. The study 

of expanding maps and their connection to smooth diffeomorphisms was continued 
by Williams [Williams [36]]. Using the result of his work we come to the following 
result which is analogous to our theorem 2.1, namely 

Proposi t ion 2.2 If | |(G'(#)) -1 | | < 1, then for all small p > 0, the Poincaré map 
possesses a hyperbolic attractor locally homeomorphic to a direct product of Rm+1 

and a Cantor set. 
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An endomorphism of a torus is called an Anosov covering if there exists a 
continuous decomposition of the tangent space into the direct sum of stable and 
unstable submanifolds just like in the case of the Anosov map (the difference is 
that the Anosov covering is not a one-to-one map, therefore, it is not a diffeomor­
phism). The map (8) is an Anosov covering if, we assume, | det A\ > 1 and if g(9) is 
sufficiently small. Thus, the following result is similar to the previous proposition 

Proposition 2.3 / / the shortened map (8) is an Anosov covering for all UJ, then 
for all small p > 0 the original Poincaré map possesses a hyperbolic attractor locally 
homeomorphic to a direct product of Rm+1 and a Cantor set. 

In connection with the above discussion we can ask what other hyperbolic 
attractors may be generated from Morse-Smale systems? 

Of course there are other scenarios of the transition from a Morse-Smale sys­
tem to a system with complex dynamics, for example, through Sl-explosion, period-
doubling cascade, etc. But these bifurcations do not lead explicitly to the appear­
ance of hyperbolic strange attractors. 

3. Lorenz attractors 
In 1963 Lorenz [18] suggested the model: 

x = —a(x — y), 
y = rx — y — xz, (10) 
z = —bz + xy 

in which he discovered numerically a vividly chaotic behaviour of the trajectories 
when a = 10, b = 8/3 and r = 28. the important conclusion has been derived 
from the mathematical studies of the Lorenz model: simple models of nonlinear 
dynamics may have strange attractors. 

Like hyperbolic attractors, periodic as well as homoclinic orbits are everywhere 
dense in the Lorenz attractor. Unlike hyperbolic attractors the Lorenz attractor is 
structurally unstable. This is due to the embedding of a saddle equilibrium state 
with a one-dimensional unstable manifold into the attractor. Nevertheless, under 
small smooth perturbations stable periodic orbits do not arise. Moreover, it became 
obvious that such strange attractors may be obtained through a finite number of 
bifurcations. In particular, in the Lorenz model (due to its specific feature: it has 
the symmetry group (x,y,z) <H> (—x,—y,z)) such a route consists of three steps 
only. 

Below we present a few statements concerning the description of the structure 
of the Lorenz attractor as it was done in [2, 3]. The fact that we are considering 
only three-dimensional systems is not important, in principle, because the general 
case where only one characteristic value is positive for the saddle while the others 
have negative real parts, and the value least with the modulus is real, the result is 
completely similar to the three-dimensional case. Let B denote the Ban ach space 
of C-smooth dynamical systems (r > 1) with the C-topology, which are specified 
on a smooth three-dimensional manifold M. Suppose that in the domain U C B 
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Figure 1: Homoclinic butterfly-

each system X has an equilibrium state O of the saddle type. In this case the 
inequalities Ài < À2 < 0 < A3 hold for the roots À, = À,(X), i = 1,2,3 of the 
characteristic equation at O, and the saddle value a(X) = X2 + A3 > 0. A stable 
two-dimensional manifold of the saddle will be denoted by W8 = W8(X) and the 
unstable one, consisting of O and two trajectories Fi j2 = Fi j 2(X) originating from it, 
by Wu = WU(X). It is known that both W8 and Wu depend smoothly on X on each 
compact subset. Here it is assumed that in a certain local map V = {(xi,x2,xz)}, 
containing O, X can be written in the form 

ii = XiXi + Pi (xi,x2,x%), i= 1,2,3. (11) 

Suppose that the following conditions are satisfied for the system X0 C U (see 
Fig.l): 

1. Fj(Xo) C W8(Xo), i = 1,2 , i.e., Fj(X0) is doubly asymptotic to O. 
2. Fi(Xo) and F2(X0) approach to O tangentially to each other. 

The condition Ài < A2 implies that the non-leading manifold W88 of W0, 
consisting of O and the two trajectories tangential to the axis xi at the point 
0, divides W0 into two open domains: W+ and WL. Without loss of generality 
we may assume that Fj(X0) C W+(Xo), and hence Fj is tangent to the positive 
semiaxis x2. Let vi and v2 be sufficiently small neighborhoods of the separatrix 
"butterfly" F = Fi U O U F2 . Let M) stand for the connection component of the 
intersection of W^_(X0) with vi, which contains Fj(X0). In the general case Mi is 
a two-dimensional C°-smooth manifold homeomorphic ether to a cylinder or to a 
Möbius band. The general condition lies in the fact that certain values A\ (X0) and 
.42(X0), called the separatrix values, should not be equal to zero. 
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It follows from the above assumptions that X0 belongs to the bifurcation set 
B2 of codimension two, and B2 is the intersection of two bifurcation surfaces B\ 
and B\ each of codimension one, where Bj corresponds to the separatrix loop 
f j = O U Fj. In such a situation it is natural to consider a two-parameter family 
of dynamical systems X(p), p = (pi,p2), \p\ < p0, X(0) = X0 , such that X(p) 
intersects with B2 only along X0 and only for p = 0. It is also convenient to assume 
that the family X(p) is transverse to B2. By transversality we mean that for the 
system X(p) the loop T'i(X(pj) "deviates" from W^_(X(pj) by a value of the order 
of pi, and the loop T2(X(pj) "deviates" from W^_(X(pj) by a value of the order of 

It is known from [30] that the above assumptions imply that in the transition 
to a system close to X0 the separatrix loop can generate only one periodic orbit 
which is of the saddle type. Let us assume, for certainty, that the loop Fi(X0) U 0 
generates a periodic orbit Li for pi > 0 and F2(X0)UO generates the periodic orbit 
L2 for p2 > 0. 

The corresponding domain in U, which is the intersection of the stability-
regions for Li and L2, i.e., i.e., the domain in which the periodic orbits Li and L2 

are structurally stable, will be denoted by UQ. A stable manifold of L, for the system 
X c Uo will be denoted by W8 and the unstable one by W". If the separatrix value 
4j(X0) > 0, W" is a cylinder; if .4j(X0) < 0, W" is a Möbius band. Let us note 
that, in the case where M is an orientable manifold, W8 will also be a cylinder 
if .4j(X0) > 0. Otherwise it will be a Möbius band. However, in the forthcoming 
analysis the signs of the separatrix values will play an important role. Therefore, it 
is natural to distinguish the following three main cases 

Case A (orientable) .4i(X0) > 0, .42(X0) > 0, 
Case B (semiorientable) .4i(X0) > 0, .42(X0) < 0, 
Case C (nonorientable) .4i(X0) < 0, .42(X0) < 0. 

In each of the above three cases the domain Uo also contains two bifurcation surfaces 
B\ and B\: 

1. In Case A, B\ corresponds to the inclusion Fi c W2 and B\ corresponds to 
the inclusion F2 C W8: 

2. In Case B, B\ corresponds to the inclusion Y\ C W8 and B\ corresponds to 
the inclusion F2 C W8: 

3. In Case C, along with the above-mentioned generated orbits L\ and L2, there 
also arises a saddle periodic orbit L?J which makes one revolution "along" 
Fi(Xo) and F2(X0), and if both Wf are Möbius bands, i = 1,2, the unstable 
manifold Wg of the periodic orbit L?J is a cylinder. In this case the inclusions 
Fi c W2 and F2 c Wß correspond to the surfaces B\ and B\, respectively. 

Suppose that B\ and B\ intersect transversely over the bifurcational set B\, 
see Fig. 2. In a two-parameter family X(p) this means that the curves B\ and B\ 
intersect at some point p1 = (pu,pi2). Let us denote a domain lying between B\ 
and B\ by U\. Suppose also that for each X £ U there exists a transversal D with 
the following properties: 



Bifurcations and Strange Attractors 359 

Figure 2: (^i,p2)-bifurcation diagram 

1. The Euclidean coordinates (x, y) can be introduced on D such that 

D={(a: ,y ) : |a : |< l , | y |<2} . 

2. The equation y = 0 describes a connection component S of the intersection 
W0 fi D such that no w-semitrajectory that begins on S possesses any point 
of intersection with D for t > 0. 

3. The mapping Ï \ (X) : Di H> D and T\(X) : D2 H> D are defined along the 
trajectories of the system X, where 

Di = { ( a : , y ) : | a : | < l , 0 < y < l } , 

D2 = {(x,y):\x\<l,-l>y<l}, 

and Ti(X) is written in the form 

x = fi(x,y), 
y = 9i(x,y), 

where fi, gì £ C , i = 1,2. 
4. fi and y, admit continuous extensions on S, and 

(12) 

lim fi(x,y) = x**, lim gt(x, y) = y**, 
y-s-0 J/-S-0 

1,2. 

5. 
TiDi £Pii = {(a:,y) : 1/2 < a: < l , | y | < 2} , 

T2D2 £ Pi2 = Ux,y) :^l<x< - 1 / 2 , \y\ < 2}. 



(13) 

360 Leonid Shilnikov 

Let T(X) = Ti(X) | Dì, (f,g) == (fi,9i) on A , * = 1,2. 
6. Let us impose the following restrictions on T(X) 

(a) | | ( / * ) | | < 1 , 

(b) i - IK.?»)-1!! • ll/*ll > M I C ^ I I • ll(.9*)ll • Il (s ,)"1 • /„II, 

(c) IKfl^IKi, 

(d) Il(.%)-1-/,I |-Il.9. | |<(l^ll/. | |)(1^II(.%)- I | l)-

Hereafter, || • || = sup | • |. 
(x,y)€D\S 

It follows from the analysis of the behavior of trajectories near W0 that in a 
small neighborhood of S the following representation is valid: 

fi=x*1*+Lpi(x,y) ya, gi=yl*+ipi(x,y) ya, 
f2 = xr+<p2(x,y)(-y)a, 92=y?+Mx,y)(-y)a, [ ] 

where ipi,...,ip2 are smooth with respect to x,y for y ^ 0, and Ti(x) satisfies 
estimates (13) for sufficiently small y. Moreover, the limit of </?i will be denoted 
by Ai(X) and that of ip2 by .42(X). The functional A\(X) and .42(X) will be 
also called the separatrix values in analogy with .4i(X0) and .42(X0) which were 
introduced above. Let us note that for a system lying in a small neighborhood of 
the system X all the conditions 1-6 are satisfied near S. Moreover, the concept of 
orientable, semiorientable and nonorientable cases can be extended to any system 
X £ U. It is convenient to assume, for simplicity, that .4i j2(X) do not vanish. It 
should be also noted that the point F, with the coordinates (x**,y**) is the first 
point of intersection of Fj(X) with D. 

Let us consider the constant 

Q = 

i + IIMIIKfly)-1!! + Vi - IKflyJ-TIK/*)!! - 4||(.%)-1|lllfellll(.%)-1/. (15) 

Conditions (15) implies that q > 1 and hence all the periodic points will be of the 
saddle type. 

Let S denote the closure of the set of points of all the trajectories of the 
mapping T(X), which are contained entirely in D. S is described most simply in 
the domain Ui. Here the following theorems hold. 

Theorem 3.1 If X £ U\, T(X) | S is topologically conjugated with the Bernoulli 
scheme (a,ii2) with two symbols. 

Theorem 3.2 The system X £ U2, has a two-dimensional limiting set ii, which 
satisfies the following conditions: 
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1. ii is structurally unstable. 
2. [Fiur2nO] en. 
3. Structurally stable periodic orbits are everywhere dense in ii. 
4- Under perturbations of X periodic orbits in ii disappear as a result of matching 

to the saddle separatrix loops Y\ and F2 . 

Note that in this case the basic periodic orbits will not belong to ii. In terms 
of mappings, the properties of ii can be formulated in more detail. Let us first 
single out a domain D on D as follows: we assume that in Case A 

D ={(x,y) £ Di U D2 | y2(x) <y< yi(x)}: 

and in Case B 

D • - \ ( x , y ) £ D I \ J D 2 \ J / 1 2 ( a : ) < y < i j i ( x ) y . 

where y = yi2(x), \x\ < 1, denotes a curve in D whose image lies on the curve 
y = yi(x); and finally in Case C 

The closure of points of all the trajectories of the mapping T(X), which are 
entirely contained in I), we will denote by S. 

Theorem 3.3 Let X £U2. Then: 

I. S is compact, one-dimensional and consists of two connection components in 
Cases A and C, and of a finite number of connection components in Case B. 

II. D is foliated by a continuous stable foliation H+ into leaves, satisfying the 
Lipschitz conditions, along which a point is attracted to S; inverse images of 
the discontinuity line S : y = 0 (with respect to the mapping Tk, k = 1,2,.. J 
are everywhere dense in D. 

III. There exits a sequence of T(X)-invariant null-dimensional sets Aj., k £ Z+, 
such thatT(X) | Aj. is topologically conjugated with a finite topological Markov 
chain with a nonzero entropy, the condition Aj. £ Afc+i being satisfied, and 
Aj. —t S as k —¥ oo. 

IV. The non-wandering set Si e S is a closure of saddle periodic points of T(X) 
and either Si = S or Si = S+ U S - , where: 

1. S - is null-dimensional and is an image of the space ii^ of a certain TMC 
(G^,ii^,a) under the homeomorphism ß : S - H> S - which conjugates a | n _ 

andT(X) | £ - ; 
l(X) 

£"= U S-,l(X)<oo, 
m=l 

where 

for mi ^ m2 and T(X) | S ^ is transitive; 
2. S+ is compact, one-dimensional and 
3. if S+ n S - = 0, S+ is an attracting set in a certain neighbourhood; 
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4- i / S + n S - 7̂  0, then S + n S - = S + n S ^ for a certain m, and this intersection 
consists of periodic points of no more than two periodic orbits, and 

(a) i / £ „ is finite, S+ is UJ-limiting for all the trajectories in a certain neighbour­
hood; 

(b) if S ^ is infinite, S+ is not locally maximal, but is uj-limiting for all the 
trajectories in D, excluding those asymptotic to S _ \ S + . 

Below we will give the conditions under which the existence of the Lorenz 
attractor is guaranteed. 

Consider a finite-number parameter family of vector field defined by the system 
of differential equations 

x = X(x,p), (16) 

where x £ Rn+1, p £ Rm, and X(x,p) is a C-smooth functions of x and p. Assume 
that following two conditions hold 

A. System (16) has a equilibrium state O(0,0) of the saddle type. The eigenvalues 
of the Jacobian at 0(0,0) satisfy 

ReA„ < • • • ReA2 < Ai < 0 < Ao-

B. The séparatrices F l and F2 of the saddle O(0,0) returns to the origin as 
t -t +00. 

Then, for p > 0 in the parameter space there exists an open set V, whose 
boundary contains the origin, such that in V system (16) possesses the Lorenz 
attractor in the following three cases [31]: 
Case 1. 

A Fi and F return to the origin tangentially to each other along the dominant 
direction corresponding to the eigenvalue Ai ; 

B 
1 Ai ReAj 
- < 7 < 1 , Vi > 1, 7 = ^ — , Vi = — ; 
Z Ao Ao 

A The separatrix values A\ and .42 (see above) are equal to zero. 

In the general case, the dimension of the parameter space is four since we may-
choose p>i>2, to control the behaviour of the séparatrices F i j 2 and ^ 4 = .43j4. In 
the case of the Lorenz symmetry, we need two parameters only. 
Case 2. 

A Fi and F belong to the non-leading manifold W88 £ W8 and enter the saddle 
along the eigen-direction corresponding to the real eigenvector A2 

B 
1 Ai ReAj 
- < 7 < 1 , Vi > 1, 7 = ^ — , Vi = — ; 
Z Ao Ao 

In the general case, the dimension of the phase space is equal to four. Here, ^ 4 
control the distance between the séparatrices. 
Case 3 . 
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A Fi j2 f W88: 
B 7 = 1; 
C 4 i j 2 # 0, and |.4ij2| < 2. 

In this case m = 3, ^3 = 7 — 1. 
In the case where the system is symmetric, all of these bifurcations are of 

codimension 2. 
In A. Shilnikov [27, 28] it was shown that both subclasses (A) and (C) are real­

ized in the Shimizu-Morioka model in which the appearance of the Lorenz attractor 
and its disappearance through bifurcations of lacunae are explained. Some systems 
of type (A) were studied by Rychlik [25] and those of type (C) by Robinson [24]. 

The distinguishing features of strange attractors of the Lorenz type is that 
they have a complete topological invariant. Geometrically, we can state that two 
Lorenz-like attractors are topologically equivalent if the unstable manifolds of both 
saddles behave similarly. The formalization of "similarity" may be given in terms 
of kneading invariants which were introduced by Milnor and Thurston [19] while 
studying continuous, monotonie mappings on an interval. This approach may be 
applied to certain discontinuous mappings as well. Since there is a foliation (see 
above) we may reduce the Poincaré map to the form 

x f [x, y), ._! -., 
y = G(y), (U) 

where the right-hand side is, in general, continuous, apart from the discontinuity-
line y = 0, and G is piece-wise monotonie. Therefore, it is natural to reduce (17) 
to a one-dimensional map 

y = G(y), 

by using the technique of taking the inverse spectrum, Guckenheimer and Williams 
[16] showed that a pair of the kneading invariants is a complete topological invariant 
for the associated two-dimensional maps provided inf |G'| > 1. 

4. Wild strange attractor 
In this section, following the paper by Shilnikov and Turaev [33], we will 

distinguish a class of dynamical systems with strange attractors of a new type. 
The peculiarity of such an attractor is that it may contain a wild hyperbolic set. 
We remark that such an attractor is to be understood as an almost stable, chain-
transitive closed set. 

Let X be a smooth (Cr, r > 4) flow in Rn (n > 4) having an equilibrium state 
0 of a saddle-focus type with characteristic exponents 7, ^ A ± iuj, —«i, • • • , ^an-z 
where 7 > 0, 0 < A < Reo,, UJ ^ 0. Suppose 

7 > 2A. (18) 

This condition was introduced in [21] where it was shown, in particular, that it 
is necessary in order that no stable periodic orbit could appear when one of the 
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séparatrices of O returns to O as t —¥ +00 (i.e., when there is a homoclinic loop: 
see also [22]). 

Let us introduce coordinates (x,y,z) (x £ R1, y £ R2, z £ Rn^3) such that 
the equilibrium state is in the origin, the one-dimensional unstable manifold of 0 
is tangent to the a:-axis and the (n — l)-dimensional stable manifold is tangent 
to {x = 0}. We also suppose that the coordinates 2/1,2 correspond to the leading 
exponents X±iuj and the coordinates z correspond to the non-leading exponents a. 

Suppose that the flow possesses a cross-section, say, the surface II : {|| y || = 
1,|| z ||< 1,| x |< 1}. The stable manifold W8 is tangent to {x = 0} at O, 
therefore it is locally given by an equation of the form x = h8(y,z) where h8 is a 
smooth function h8(0,0) = 0, (h8)'(0,0) = 0. We assume that it can be written 
in such form at least when (|| y ||< 1,|| z ||< 1) and that | h8 |< 1 here. Thus, 
the surface II is a cross-section for Wfoc and the intersection of Wfoc with n has 
the form n 0 : x = ho(*fi,z) where Lp is the angular coordinate: 2/1 =11 V II costp, 
2/2 =| | y || sintp, and ho is a smooth function —l<ho<l. One can make ho = 0 
by a coordinate transformation and we assume that it is done. 

We suppose that all the orbits starting on n \ n 0 return to n , thereby defining 
the Poincaré map: T+ : n + —̂  n T_ : n _ —̂  II, where n + = n n {x > 0} 
n_ = l l n { î < 0 } . It is evident that if F is a point on II with coordinates (x, Lp, z), 
then 

lim T-(P) = Pl, lim T+(P) = P}, 
X—• — 0 X —> + 0 ' 

where P1 — and P | are the first intersection points of the one-dimensional sépara­
trices of O with II. We may therefore define the maps T+ and T_ so that 

r _ ( n 0 ) = P i , T + ( n 0 ) = p | . (19) 

Evidently, the region T> filled by the orbits starting on II (plus the point 0 
and its séparatrices) is an absorbing domain for the system X in the sense that the 
orbits starting in dT> enter T> and stay there for all positive values of time t. By-
construction, the region T> is the cylinder {|| y ||< 1, || z ||< 1, | x |< 1} with two 
glued handles surrounding the séparatrices, see Fig.3. 

We suppose that the (semi)flow is pseudohyperbolic in T>. It is convenient for 
us to give this notion a sense more strong than it is usually done [17]. Namely, we 
propose the following 
Definition. A semi-flow is called pseudohyperbolic if the following two conditions 
hold: 

A At each point of the phase space, the tangent space is uniquely decomposed 
(and this decomposition is invariant with respect to the linearized semi-flow) 
into a direct sum of two subspaces N\ and N2 (continuously depending on 
the point) such that the maximal Lyapunov exponent in Ni is strictly less 
than the minimal Lyapunov exponent in N2: at each point M, for any vectors 
u £ Ni(M) and v £ N2(M) 

1 11 i*t 11 1 ll^tll 
lim sup - In ' < lim inf - In ' 
t^+00 t \\u\\ t^+00 t \\v\\ 
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Figure 3: Construction of the wild attractor 

where ut and vt denote the shift of the vectors u and v by the semi-flow lin­
earized along the orbit of the point M; 

B The linearized flow restricted on N2 is volume expanding: 

Vt > const • eatVo 

with some a > 0; here, Vo is the volume of any region in N2 and Vt is the 
volume of the shift of this region by the linearized semi-flow. 

The additional condition B is new here and it prevents of appearance of sta­
ble periodic orbits. Generally, our definition includes the case where the maximal 
Lyapunov exponent in Ni is non-negative everywhere. In that case, according to 
condition A, the linearized semi-flow is expanding in N2 and condition B is satisfied 
trivially. In the present paper we consider the opposite case where the linearized 
semi-flow is exponentially contracting in Ni, so condition B is essential here. 

Note that the property of pseudo-hyperbolicity is stable with respect to small 
smooth perturbation of the system: according to [17] the invariant decomposition 
of the tangent space is not destroyed by small perturbations and the spaces Ni and 
ÌV2 depend continuously on the system. Hereat, the property of volume expansion 
in N2 is also stable with respect to small perturbations. 

Our definition is quite broad; it embraces, in particular, hyperbolic flows for 
which one may assume (Ni,N2) = (N8,NU © NQ) or (Ni,N2) = (N8 © NQ,NU) 
where N8 and Nu are, respectively, the stable and unstable invariant subspaces and 
iVo is a one-dimensional invariant subspace spanned by the phase velocity vector. 
The geometrical Lorenz model from [2, 3] or [16] belongs also to this class: here 
Ni is tangent to the contracting invariant foliation of codimension two and the 
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expansion of areas in a two-dimensional subspace N2 is provided by the property 
that the Poincaré map is expanding in a direction transverse to the contracting 
foliation. 

In the present paper we assume that Ni has codimension three: dimN\ = n — 3 
and dimN2 = 3 and that the linearized flow (at t > 0) is exponentially contracting 
on Ni. Condition A means here that if for vectors of N2 there is a contraction, it 
has to be weaker than those on Ni. To stress the last statement, we will call Ni 
the strong stable subspace and N2 the center subspace and will denote them as N88 

and Nc respectively. 
We also assume that the coordinates (x, y, z) in Rn are such that at each point 

of T> the space N88 has a non-zero projection onto the coordinate space z, and Nc 

has a non-zero projection onto the coordinate space (x,y). 
Note that our pseudohyperbolicity conditions are satisfied at the point O from 

the very beginning: the space N88 coincides here with the coordinate space z, 
and Nc coincides with the space (x,y); it is condition (18) which guarantees the 
expansion of volumes in the invariant subspace (x,y). The pseudohyperbolicity of 
the linearized flow is automatically inherited by the orbits in a small neighborhood 
of O. Actually, we require that this property would extend into the non-small 
neighborhood T> of O. 

According to [17], the exponential contraction in N88 implies the existence of 
an invariant contracting foliation M88 with C-smooth leaves which are tangent to 
N88. As in [3], one can show that the foliation is absolutely continuous. After a 
factorization along the leaves, the region T> becomes a branched manifold (since 
T> is bounded and the quotient-semiflow expands volumes it follows evidently that 
the orbits of the quotient-semiflow must be glued on some surfaces in order to be 
bounded; cf.[39]). 

The property of pseudohyperbolicity is naturally inherited by the Poincaré 
map T = (T+,T-) on the cross-section II: here, we have: 

A* There exists a foliation with smooth leaves of the form (x,ip) = h(z) |_i<z<i, 
where the derivative h'(z) is uniformly bounded, which possesses the following 
properties: the foliation is invariant in the sense that if I is a leaf, then 
r_ )r

1(lnr+(n+uno)) and r r 1 ( ln r_ (n_uno) ) are also leaves of the foliation 
(if they are not empty sets); the foliation is absolutely continuous in the sense 
that the projection along the leaves from one two-dimensional transversal to 
another increases or decreases the area in a finite number of times and the 
coefficients of expansion or contraction of areas are bounded away from zero 
and infinity; the foliation is contracting in the sense that if two points belong 
to one leaf, then the distance between the iterations of the points with the 
map T tends to zero exponentially; 

B* The quotient maps T+ and T_ are area-expanding. 

S ta tement 3.1 Let us write the map T as 

(x,0) = g(x,Lp,z), z = f(x,Lp,z), 
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where f and g are functions smooth at x ^ 0 and discontinuous at x = 0: 

Let 

lim (g,f) = (x-,<p-,Z-) = P}_, lim (g,f) = (x+,<p+,z+) = PÎ 
X—• — 0 X—> + 0 

det 0
 9g . # 0 . (20) 

ö(x,v?) 
Denote 

If 

4 = 0/ _ df ( dg \ dg_ ß _ Of ( dg 

n — ( ds \ 9g_ n — ( ds 
u —

 v 0 ( œ , v 3 ) i dz' U — \d(x,V) 

lim C = 0, lim [| A [| [| D ||= 0, (21) 
x—>0 x—>0 

sup y\\ A || || D || + / sup || B || sup || C || < 1, (22) 
Pen\n0 y pGn\n0 Pen\n0 

then the map has a continuous invariant foliation with smooth leaves of the form 
(x,ip) = h(z) |-i<z<i where the derivative h'(z) is uniformly bounded. If, addition­
ally, 

sup || A || + / sup || B || sup || C || < 1, (23) 
Pen\n0 y pGn\n0 Pen\n0 

then the foliation is contracting and if, moreover, for some ß > 0 

the functions A | x | /3, D | x \^, B, C are uniformly bounded and 
Holder continuous, 

. d In det D d In det D , , , 
and and ——. r—D x r are uniformly bounded, 

oz o(x,Lp) 

then the foliation is absolutely continuous. The additional condition 

(24) 

sup v o e t £ > + / sup || B || sup || C || < 1 (25) 
Pen\n0 y pGn\n0 Pen\n0 

guarantees that the quotient map T expands areas. 

It follows from [21, 22] that in the case where the equilibrium state is a saddle-
focus, the Poincaré map near n 0 = II H W8 is written in the following form under 
some appropriate choice of the coordinates. 

(x,<p) = Q±(Y,Z), z = R±(Y,Z). (26) 

Here 

, . , ,„ / cos(nin I x I +LO) sin(nin I x I +ip) \ T , , 
ï = \ x \ \ • cm i i i \ n i i \ Ì +^i(x^tP,z), 

1 ' y — sin(SHn | x | +</?) cos(!Hn | x | +</?) J , _, 
(27) 

Z = \P2(a;,<P, z), 
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where p = A/7 < 1/2 (see (18)), ii = w/7 and, for some n > p, 

0(\x\T>-p), 0<p+\q\<r^2; (28) 
dP+M^i 

dxpd(Lp,z)q 

the functions Q±, R± in (26) ("+" corresponds to x > 0 - the map T+, 
sponds to x < 0 - the map T_) are smooth functions in a neighborhood of (Y, Z) = 0 
for which the Taylor expansion can be written down 

Q± = (x±,Lp±) + a±Y+ b±Z + --- , R± = z± + c±Y + d±Z+--- . (29) 

It is seen from (26)-(29) that if O is a saddle-focus satisfying (18), then if 
a+ ^ 0 and a_ ^ 0, the map T satisfies conditions (21) and (24) with ß £ (p,n). 
Furthermore, analogues of conditions (20),(22),(23), (25) are fulfilled where the 
supremum should be taken not over | x |< 1 but it is taken over small x. The 
map (26),(27),(29) is easily continued onto the whole cross-section II so that the 
conditions of the lemma were fulfilled completely. An example is given by the map 

x = 0.9 I x \p cos(ln I x \ +ip), 

p = 3 I x \p sin(ln | x \ +ip), (30) 

z = (0.5 + O.lz I x I7*) sign x 

where 0.4 = p < n 
As stated above, the expansion of volumes by the quotient-semiflow restricts 

the possible types of limit behavior of orbits. Thus, for instance, in T> there may be 
no stable periodic orbits. Moreover, any orbit in T> has a positive maximal Lyapunov 
exponent Therefore, one must speak about a strange attractor in this case. 

Beforehand, we recall some definitions and simple facts from topological dy­
namics. Let XtP be the time-i shift of a point P by the flow X. For given e > 0 
and r > 0 let us define as an (e,r) -orbit as a sequence of points Pi,P2, • • • ,P% such 
that Fj+i is at a distance less than e from XtPi for some t > r . A point Q will be 
called (e,r)-attainable from P if there exists an (e,r)-orbit connecting P and Q: 
and it will be called attainable from P if, for some r > 0, it is (e,r)-attainable from 
P for any e (this definition, obviously, does not depend on the choice of r > 0). A 
set C is attainable from P if it contains a point attainable from P. A point P is 
called chain-recurrent if it is attainable from XtP for any t. A compact invariant 
set C is called chain-transitive if for any points P £ C and Q £ CC and for any 
e > 0 and r > 0 the set C contains an (e, r)-orbit connecting P and Q. Clearly, all 
points of a chain-transitive set are chain-recurrent. 

A compact invariant set C is called orbitally stable, if for any its neighborhood 
U there is a neighborhood V(C) Ç U such that the orbits starting in V stay in 
U for all t > 0. An orbitally stable set will be called completely stable if for any 
its neighborhood U(C) there exist £0 > 0, r > 0 and a neighborhood V(C) Ç U 
such that the (eo,r)-orbits starting in V never leave U. It is known, that a set C 

00 

is orbitally stable if and only if C = | i Uj where {Uj}Jt1 is a system of embedded 
3=1 
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open invariant (with respect to the forward flow) sets, and C is completely stable 
if the sets Uj are not just invariant but they are absorbing domains (i.e.; the orbits 
starting on dUj enter inside Uj for a time interval not greater than some TJ; it 
is clear in this situation that (e,r)-orbits starting on dUj lie always inside Uj if 
e is sufficiently small and r > r , ) . Since the maximal invariant set (the maximal 
attractor) which lies in any absorbing domain is, evidently, asymptotically stable, 
it follows that any completely stable set is either asymptotically stable or is an 
intersection of a countable number of embedded closed invariant asymptotically-
stable sets. 
Definition. We call the set A of the points attainable from the equilibrium state 0 
the attractor of the system X. 

This definition is justified by the following theorem. 

Theorem 3.4 The set A is chain-transitive, completely stable and attainable from 
any point of the absorbing domain T>. 

Let us consider a one-parameter family Xß of such systems assuming that: 
a homoclinic loop of the saddle-focus O exists at p = 0, 
i.e., one of the séparatrices (say, F+ ) returns to O as t —¥ +oo. In other words, 
we assume that the family Xß intersects, at p = 0, a bifurcational surface filled 
by systems with a homoclinic loop of the saddle-focus and we suppose that this 
intersection is transverse. The transversality means that when p varies, the loop 
splits and if M is the number of the last point of intersection of the separatrix F + 

with the cross-section n at p = 0 (P^ £ n 0 at p = 0), then the distance between 
the point P^ and n 0 changes with a "non-zero velocity" when p varies. We choose 
the sign of p so that P^ £ n + when p > 0 (respectively, P^ £ n _ when p < 0). 

Theorem 3.5 There exists a sequence of intervals At (accumulated at p = 0) such 
that when p £ At, the attractor Aß contains a wild set (non-trivial transitive closed 
hyperbolic invariant set whose unstable manifold has points of tangency with its 
stable manifold). Furthermore, for any p* £ At, for any system Cr-close to a 
system X*, its attractor A also contains the wild set. 

We have mentioned earlier that the presence of structurally unstable (non-
transverse) homoclinic trajectories leads to non-trivial dynamics. Using results 
[11, 13] we can conclude that the systems whose attractors contain structurally 
non-transverse homoclinic trajectories as well as structurally unstable periodic or­
bits of higher orders of degeneracies are dense in the given regions in the space of 
dynamical systems. In particular, the values of p are dense in the intervals Aj for 
which an attractor of the system contain a periodic orbit of the saddle-saddle type 
along with its three-dimensional unstable manifold. For these parameter values, the 
topological dimension of such an attractor is already not less than three. The latter 
implies that the given class of systems is an example of hyperchaos. 

5. Summary 
The above listed attractors are, in the ideal, the most suitable images of dy­

namical chaos. Even though some of them are structurally unstable, nevertheless it 
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is important that no stable periodic orbits appear in the system under small smooth 
perturbations. Nonetheless, excluding the attractors of the Lorenz type, no others 
have been ever observed in nonlinear dynamics so far. A research has frequently 
to deal with the models in which despite the complex behavior of the trajectories 
appears to be so visually convincing, nevertheless explicit statements regarding the 
exponential instability of the trajectories in the limit set can be debatable, and 
therefore should be made with caution. In numeric experiments with such model 
one finds a positive Lyapunov exponent, a continuous frequency spectrum, fast de­
caying correlation functions etc., i.e. all the attributes of dynamical chaos seem to 
get fulfilled so that the presence of the dynamical chaos causes no doubts. However, 
this "chaotic attractor" may and often do contain countably many stable periodic 
orbits which have long periods and week and narrow attraction basins. Besides 
the corresponding stability regions are relatively miniature in the parameter space 
under consideration and whence those orbits do not reveal themselves ordinarily 
in numeric simulations except some quite large stability windows where they are 
clearly visible. If it is the case, the quasi-attractor [4] is a more appropriate term for 
such chaotic set. The natural cause for this rather complex dynamics is homoclinic 
tangencies. Today the the systems with homoclinic tangencies are the target of 
many studies. We briefly outline some valuable facts proven for 3D systems and 
2D diffeomorphisms. It will be clear that these results will also hold for the general 
case where there may be some other peculiarities, as for instance the co-existence 
of countable sets of saddle periodic orbits of distinct topological types (see [13]). 

We suppose that the system possesses an absorbing area embracing the hyper­
bolic basis set in which the stable and unstable subsets may touch each other. If 
it is so, such a hyperbolic set is called wild. It follows then that either the system 
itself or a close one will have a saddle periodic orbit with non-transverse homoclinic 
trajectory along which the stable and unstable manifolds of the cycle have the tan­
gency. In general, the tangency is quadratic. Let the saddle value [ A 'y [ be less then 
1, where A and 7 are the multipliers of the saddle periodic orbit. This condition 
is always true when the divergence of the vector field is negative in the absorbing 
area. Therefore, near the given system there will exist the so-called Newhouse re­
gions [20] in the space of the dynamical system, i.e. the regions of dense structural 
instability. Moreover, a system in the Newhouse region has countably many stable 
periodic orbits which cannot principally be separated from the hyperbolic subset. 
If additionally this hyperbolic set contains a saddle periodic orbit with the saddle 
value exceeding one, then there will be a countable set of repelling periodic orbits 
next to it, and whose closure is not separable from the hyperbolic set either. The 
pictures becomes ever more complex if the divergence of the vector field is sign-
alternating in the absorbing area. Such exotic dynamics requires infinitely many-
continuous topological invariant — moduli, needed for the proper description of the 
system in the Newhouse regions. This result comes from the fact that the systems 
with the countable set of periodic orbits of arbitrary high degrees of degeneracies 
are dense in the Newhouse regions [12, 13]. That is why we ought to conclude in a 
bitter way: the complete theoretical analysis of the models, which admit homoclinic 
tangencies, including complete bifurcation diagrams and so forth is non realistic. 
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We describe results on the dynamics of polynomial diffeomorphisms of 
C2 and draw connections with the dynamics of polynomial maps of C and the 
dynamics of polynomial diffeomorphisms of R,2 such as the Hénon family. 
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1. Introduction 
The subject of this article is part of the larger subject area of higher di­

mensional complex dynamics. This larger area includes the dynamical study of 
holomorphic maps of complex projective space, automorphisms of K3 surfaces, bi-
rational maps, automorphisms of C" and higher dimensional Newton's method. 
Our particular topic of research is polynomial automorphisms of C 2 . This area is 
particularly interesting because of its connections to some fundamental questions of 
dynamical systems via two real dimensional dynamics and because of its connection 
to some powerful techniques via one dimensional complex dynamics. I will begin 
by describing some of these connections. The reader is encouraged to consult [17] 
for a more thorough discussion of the historical background summarized here. 

Over one hundred years after Poincaré observed chaotic behavior in the dy­
namics of surface diffeomorphisms the problem of creating a comprehensive theory 
of the dynamics of diffeomorphisms remains unsolved. Though the objective is to 
create a theory that would apply to diffeomorphisms in any dimension the focus 
remains on the two dimensional case. On the one hand the chaotic behavior which 
makes these problems challenging first appears for diffeomorphisms in dimension 
two, on the other hand there is a sense that if the tools can be developed to solve 
the problem in dimension two then the higher dimensional problem will be approach-

Department of Mathematics, Malott Hall, Cornell University, Ithaca, NY, USA. E-mail: 
smillie@math.cornell.edu 

mailto:smillie@math.cornell.edu


374 J. Smillie 

able. There are reasons to believe that if the tools can be developed to thoroughly 
analyze one specific interesting family of diffeomorphisms then one would be in a 
good position to attack the general problem. If we were to suggest a family to play 
the role of a "test case" there is one particular family which stands out. This is the 
family of diffeomorphisms of R 2 introduced by the French astronomer Hénon: 

fa,b(x,y) = (a-by-x2,x). 

The parameter 6 is the Jacobian determinant of fa^. When 6 ^ 0 these maps 
are diffeomorphisms. When 6 = 0 then /Qj0 is a map with a one dimension range and 
the behavior of /Qjo is essentially that of the quadratic unimodal map fa(x) = a—x2. 

In singling out the Hénon family we are following a well established tradition. 
This family has appeared often both in the physics and mathematics literature. It 
has been studied theoretically and numerically. 

Virtually all interesting dynamical behavior which is known to occur for two 
dimensional diffeomorphisms is known to occur in this family. Hénon's original 
question involved an apparent strange attractor, and this is the first family in which 
the existence of strange attractors was proved ([11]). For certain parameter values 
this family exhibits hyperbolic behavior such as the Smale horseshoe ([14]). For 
other parameters it exhibits persistently nonhyperbolic behavior ([19]). 

There is also a great deal that is not understood about the Hénon family. 
Despite the fact that many different types of dynamic behavior occur it is not 
known whether the union of these behaviors accounts for a large set of parameter 
values. There are also open questions about how the complexity of behavior varies 
with the parameters. When a C O the behavior is non-chaotic. When a >• 0, fa^ 
exhibits a horseshoe, a model for chaotic behavior. What happens for intermediate 
values? How is chaos created? (cf [13]) 

Another reason for looking at the Hénon family is its connection with the 
one dimensional family of unimodal maps fa. One dimensional diffeomorphisms 
exhibit only regular behavior but one dimensional maps exhibit a wealth of chaotic 
behavior. In contrast to the situation for the Hénon family, the most fundamental 
questions for the unimodal family have been answered. In the language of [17] the 
family fa provides a "qualitatively solvable model of chaos" which is to say that 
there is a good understanding of attractors, strange and otherwise, for large sets of 
parameters and there is a good understanding of the transition to chaos. 

The quadratic family is distinguished in the family of unimodal maps because 
it has a natural extension to the complex numbers. In the family fa(x) = a — x2 

both x and a can be taken to be complex. The use of complex methods stands out as 
a reason for the success of the analysis of the quadratic family and unimodal maps 
more generally. While there are important results about unimodal maps that do not 
use complex techniques, these techniques do play a central role in the monotonicity 
results and in the analysis of attractors for the quadratic family. 

Because the Hénon family is also given by polynomial equations it also has a 
natural complex extension. My first introduction to the importance of the complex 
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Hénon family was through lectures of J. H. Hubbard in the mid 1980's. Another 
contributor who brought new ideas to the subject was N. Sibony. Hubbard and 
his co-authors as well as Fornaess and Sibony and many others have continued to 
make fundamental contributions to this area and it is not possible to do justice to 
all of this work in the space provided. I will focus here on work that was carried 
out jointly with E. Bedford and, in some cases, M. Lyubich over the past 15 years. 

2. Basic definitions in one and two variables 
The fundamental paper of Friedland and Milnor [15] shows that a natural class 

of holomorphic diffeomorphisms to consider is the family of polynomial diffeomor­
phisms of C 2 . This class contains the Hénon family and the tools that we use to 
analyze the Hénon family work equally well for all diffeomorphisms in this class. 
In studying polynomial maps of C one focuses on those of degree greater than one 
because these exhibit chaotic behavior. One way of quantifying chaotic behavior is 
through the topological entropy, htop(f). In one complex dimension the entropy is 
the logarithm of the degree so the distinction between degree one and higher degree 
is the distinction between entropy zero and positive entropy. 

For polynomial diffeomorphisms in dimension two the algebraic degree is not 
a conjugacy invariant and hence not a dynamical invariant. One way to create a 
conjugacy invariant is to define the following "dynamical degree": 

d = lim (algebraic degree / " )» . 

It is again true that the topological entropy of a complex diffeomorphism is the 
logarithm of its dynamical degree, so dynamical degree seems to be the appropriate 
two dimensional analog of degree. The Hénon diffeomorphisms have the property 
that the algebraic degree of / " is 2" so the dynamical degree is two. Friedland and 
Milnor show that any diffeomorphism with dynamical degree one is conjugate to an 
affine or elementary diffeomorphism. They also show that a diffeomorphism with 
dynamical degree greater than one is, like the Hénon diffeomorphism, conjugate 
to an explicit diffeomorphism whose actual degree is equal to its dynamical degree. 
When we refer to the degree of a diffeomorphism we will mean the dynamical degree. 
We make the standing assumption that all of our polynomial diffeomorphisms have 
degree greater than one. 

Let us review some standard definitions for polynomial maps. Let / : C —¥ C 
be a polynomial map with degree d > 1. The set K is the set of points with 
bounded orbits. The Julia set, J is the boundary of K. In dimension one all 
recurrent behavior is contained in K. All chaotic recurrent behavior is contained in 
J. The ease with which this set can be defined leaves one unprepared for the range 
of intricate behavior that it exhibits. 

Let / : C 2 —¥ C 2 be a polynomial diffeomorphism with dynamical degree 
d > 1. The set K+ is the set of points with bounded forward orbits. Following 
Hubbard we take the set K^ to be the set of points with bounded backward orbits. 
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The sets J1*1 are defined as the boundaries of K±. The set J is defined to be J + n J - . 
In dimension two all chaotic recurrent behavior is contained in J. Thus J seems to 
be a good analog of the one dimensional Julia set. (In fact there is an alternative 
analog of J but we will not deal with that here.) 

Let p be a periodic saddle point of period n in C 2 . Let W£ denote the unstable 
manifold of p. This is the set of points that converge to p under iteration of / _ 1 . 
Since this definition involves / _ 1 it is less clear what the one variable analog should 
be. Let us examine the situation more carefully. The set W£ is holomorphically 
equivalent to C. We can find a parameterization fa, : C —¥ W£ which satisfies the 
functional equation fn(fa,(zj) = X • z where À is the expanding eigenvalue of Df™. 
Now if p is a periodic point in C then the functional equation still makes sense. A 
function fa, which satisfies this equation is called a linearizing coordinate and this 
is a good analog of the parameterized unstable manifold in two dimensions. 

Hubbard made the key observation that this construction gives a natural way 
to draw pictures of the sets W£ n K+ in two variables and a natural way to compare 
them to the pictures of K in one variable. In both cases we identify a region in 
C with the computer screen and choose a color scheme where the color for a pixel 
corresponding to z is related to the rate of escape of fa(z). The general convention 
is that points that do not escape (those points in <j)~x(K)) are colored black. (See 
[http://www.math.cornell.edu/~dynamics/].) 

There is an abstract construction which makes it easier to compare invert-
ible systems such as diffeomorphisms with non-invertible systems. Given a non-
invertible system such as / : C —¥ C there is a closely related invertible system 
called the natural extension. Let us denote this by / : C —¥ C. The points in C 
consist of sequences (... z-i,zo, z\...) such that f(zj) = Zj+i- The map / acts by-
shifting such a sequence to the left. 

The natural extension gives us a way of justifying the analogy between lin­
earizing coordinates and unstable manifolds. Corresponding to a periodic saddle 
point p in C there is a unique periodic point p in C. Since / is invertible we can 
make sense of the unstable manifold Wp and the linearizing coordinate can be used 
to parameterize this unstable manifold. 

Though C contains "leaves" such as Wp it is a mistake to think of C as a 
lamination. When / is expanding C is a lamination near the Julia set but the more 
complicated the dynamics of / , the more degenerate this structure becomes. This 
complexity arises from recurrent behavior of the critical point for / . This suggests a 
certain connection between regularity of unstable manifolds in two dimensions and 
recurrence of critical points in one dimension that we will return to later. 

Since points in C have bounded backward orbits, we should think of C as 
an analog of J - . Let fa be an expanding one dimensional map and consider a 
diffeomorphism fai^ with 6 small and a' close to a. Hubbard and Oberste-Vorth 
([17]) show that J - is topologically conjugate to the corresponding C. When the 
one dimensional map / is not expanding the relation between C and any particular 

http://www.math.cornell.edu/~dynamics/
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J - should be viewed as metaphorical rather than literal. 

3. Potential theory and Pluri-potential theory 
A standard construction in potential theory associates to nice sets a measure 

p called the harmonic measure or equilibrium measure. The harmonic measure 
associated to the Julia set turns out to be a measure of dynamical interest. The 
potential theory construction starts with the Green function. The Green function 
of K has a dynamical description: 

G(p) = lim — log + | / " (p) | . 
n—s-oo a 

The Green function is non-negative and equal to zero precisely on the set K. The 
harmonic measure p is obtained by applying the Laplacian to G. The support of p 
is the boundary of K which is the set J. The connection between polynomial maps 
and potential theory first appears in the work of Brolin ([12]). It reappears in a 
paper of Manning ([18]) and is nicely summarized in [20]. 

The harmonic measure has connections to entropy and to the connectivity of J. 
These connections do not play a major role in the one dimensional theory because 
entropy and connectivity can be approached more directly. In the two dimensional 
theory these connections are much more important. 

The entropy of the measure p, h(p), happens to be logd which is equal to the 
topological entropy of the map. The topological entropy dominates the measure 
theoretic entropy of any invariant measure. A measure for which equality holds is 
called a measure of maximal entropy. For polynomial maps of C the measure p can 
be characterized as the unique measure of maximal entropy. 

The dimension of a measure v, dimH(v), is the minimum of the Hausdorff 
dimensions of subsets of full v measure. The dimension of the harmonic measure 
of a planar set is always less than or equal to one. If the set is connected then the 
dimension is one. For Julia sets the converse is true: the dimension of the harmonic 
measure is one if and only if J is connected. 

The Lyapunov exponent, X(p), of / with respect to an ergodic measure mea­
sures the rate of growth of tangent vectors under iteration (for a set of full p mea­
sure). The Lyapunov exponent is related to Hausdorff dimension of the measure by 
the formula: 

dimn(p) = h(p)/X(p). 

Since h(p) is logd, X(p) = logd if and only if J is connected. We will return to this 
in the next section. 

In dimension two we have two rate of escape functions: 

G±(p)= lim — log+ \f±n(p)\. 
»—s-oo a 

Potential theory in one variable centers on the behavior of the Laplacian. The 
Laplacian is not holomorphically invariant in two variables but it has a close relative 
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which is. This is the operator ddc which takes real valued functions to real two forms. 
The d that appears here is just the exterior derivative and the dc is a version of the 
exterior derivative twisted by using the complex structure. In one variable we have: 

ddcg = (Ag)dx A dy. 

Not only is ddc holomorphically natural but it is well defined on complex manifolds 
of any dimension. Of course, in the two variable context as in the one variable, the 
functions to which these operators are applied are not smooth and the result has to 
be interpreted appropriately. The theory connected with the operator ddc is referred 
to as pluripotential theory. It was an observation of Sibony that the methods of 
pluripotential can be profitably applied to the complex Hénon diffeomorphisms. 

Define p± = ^ddcG±. These are dynamically significant currents supported 
on J±. Define p = p+ A p^. This measure p is the analog of the harmonic 
measure in one dimension. The following result suggest that up" defined above is 
the dynamical analog as well as the pluripotential theoretic analog. 

Theorem 3.1 ([4]) The measure p is the unique measure of maximal entropy. 

4. Connectivity and critical points 
We want to consider the way in which the dynamical behavior of a polynomial 

diffeomorphism such as fa^ depends on the parameter. Looking at pictures of 
Wp n K+ shows that there are indeed many things that do change. If we want 
to focus on one fundamental property we might start by looking at connectivity. 
In one variable the connectivity of the Julia set of fa defines the Mandelbrot set 
which is the fundamental object of study for quadratic maps. In two variables 
there are several notions of connectivity that we could consider. The following has 
proved useful. We say that / is stably/unstably connected if Wp n K^/+ has no 
compact components. We can ask about the relation between stable connectivity, 
unstable connectivity and the connectivity of J. A priori the property of being 
stably/unstably connected depends on the saddle point p. In fact we show that 
these properties are independent of p. 

Let us look at the situation in one variable. The basic result about connectivity-
is the following. 

Theorem 4.1 (Fatou) Let f be a polynomial map ofC. Then J is connected 
if and only if every critical point of f has a bounded orbit. 

The following formula makes a connection between the Lyapunov exponent 
and critical points ([20]): 

X(p) = logd+ y j G(CJ). 
{c3-:/'(c3-)=0} 

The function G is non-negative and zero precisely on the set K. In light of the 
theorem above we see that J is connected if and only if the Lyapunov exponent is 



Dynamics in Two Complex Dimensions 379 

logd. This proves an assertion made in Section 1 about the relation between the 
Lyapunov exponents of p and the connectivity of J. 

In two variables there are two Lyapunov exponents, X±(p), of / with respect 
to harmonic measure. The following result establishes the connection between sta­
ble/unstable connectivity and these exponents. 

Theorem 4.2 ([7]) We have X+(p) > logd; and X+(p) = logd if and only 
if f is unstably connected. Similarly A - (p) < — log d; and A - (p) = — log d if and 
only if f is stably connected. 

It is clear from this result that neither exponent is zero. Pesin theory shows 
that stable and unstable manifolds exist for p almost every point. Let Cu be the 
set of critical points of the restriction of G+ to these unstable manifolds. We define 
C8 in the corresponding way. 

Theorem 4.3 ([7]) The diffeomorphism f is unstably connected if and only 
if Cu = 0. The diffeomorphism f is stably connected if and only if C8 = 0. 

In [6] we prove an analog of the critical point formula where the role of the 
critical point is played by critical points is played by Cu. This formula leads to 
proofs of the two theorems above. 

The following result makes the connection between stable and unstable con­
nectivity and the connectivity of J. Note that in this two variable situation the 
Jacobian of / enters the picture. 

Theorem 4.4 ([7]) //1 det£>/| < 1 then f is never stably connected. In this 
case J is connected if and only if f is unstably connected. If | det£>/| = 1 then f 
is stably connected iff f is unstably connected iff J is connected. 

(The case | det£>/| > 1 is analogous to the case | det£>/| < 1.) The Jacobian 
enters the proof through the relation: X+(p) + X^(p) = log|det£>/|. We see for 
example that |det£>/| < 1 implies that X^(p) < —logd which, by Theorem 4.2 
implies that / is unstably disconnected. 

Using this result J. H. Hubbard and K. Papadantonakis have developed a 
computer program that uses the set Cu to draw pictures of the connectivity locus 
in parameter space. (See [http://www.math.cornell.edu/~dynamics/].) 

5. The boundary of the horseshoe locus 
Hyperbolic behavior, as exhibited by the horseshoe, is structurally stable. This 

implies that the set of (a, 6) for which fa^ exhibits a horseshoe is open. Let us call 
this set the horseshoe locus. Standard techniques from dynamical systems can be 
used to analyze the dynamical behavior inside the horseshoe locus. These techniques 
break down on the boundary of the horseshoe locus however. By contrast complex 
techniques from [4], [9] and [10] can be applied on the closure of the horseshoe 
locus. Thus the analysis of this boundary provides a setting for demonstrating that 
these techniques derived from complex analysis are not without interest in the real 
setting. 

Let us look at the one dimensional case fa. We say that fa exhibits a horseshoe 

http://www.math.cornell.edu/~dynamics/
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if fa\Ja is expanding and topologically conjugate to the one sided two shift. The 
horseshoe locus here is the set a > 2. The boundary of the horseshoe locus is a = 2. 
The map f2 is the well known example of Ulam and von Neumann. The failure of 
expansion is demonstrated by the fact that the critical point 0 is in the Julia set, 
[—2,2]. In fact the critical point maps to the fixed point —2 after two iterates. 

The following result describes the failure of hyperbolicity on the boundary of 
the horseshoe locus for Hénon diffeomorphisms. Note that the property of eventually-
mapping to the fixed point p in dimension one corresponds to belonging to W8 in 
dimension two. 

Theorem 5.1 ([10]). For fa^ on the boundary of the horseshoe locus there 
are fixed points p and q so that W8 and W™ have a quadratic tangency. When 6 > 0 
we have p= q. When b < 0, p ^ q. 

The next result gives additional information about the precise nature of the 
dynamics of maps on the boundary of the horseshoe locus: 

Theorem 5.2 (Bedford-Smillie) For any (a, 6) in the boundary of the horse­
shoe locus the restriction of fa^ to its non-wandering set is conjugate to the full 
two-shift with precisely two orbits identified. Given (a, 6) and (a',br) in the bound­
ary of the horseshoe locus, the restrictions of faj and /a',&' to their non-wandering 
sets are conjugate if and only if b and b' have the same sign. 

There are many techniques which work only for 6 small. Note that that the 
result above applies for all values of 6 including the volume preserving case 6 = ± 1 . 

We can ask how the dynamics of fa^ for (a, 6) on the boundary of the horseshoe 
regions 6 > 0 and 6 < 0 compares with the dynamics of f2 which corresponds to the 
boundary of the horseshoe region when 6 = 0. The sets Ja^ for 6 ^ 0 are totally-
disconnected while the set J2 is connected. In particular the inverse limit system J2 

is not conjugate to either system with 6 ^ 0 . This is an example where the insights 
gained from looking at the inverse limit system need to be interpreted cautiously. 

I will touch on the techniques used in the proofs of these theorems. Our fun­
damental approach to proving these results was to exploit the relationship between 
the real mapping fa^ : R 2 —t R2 and its complex extension fa^ : C 2 —¥ C2. In 
passing from C 2 to R 2 something may be lost. The first question to ask is how 
much chaotic behavior do we lose? One way to measure this is through the topo­
logical entropy function. If we denote faj : R 2 —¥ R2 by / R and faj : C 2 —¥ C2 

by / c then we have 

htop(fn) < htop(fc) = log 2. 

If we want to study the real Hénon diffeomorphisms most closely connected to 
their complex extensions we should focus our attention on those / with htop(fu) = 
log 2. We say that these examples have maximal entropy. This is an interesting set 
to look at. The horseshoe locus is contained in the maximal entropy locus but the 
maximal entropy locus is larger than the horseshoe locus. The horseshoe locus is 
open, and the maximal entropy locus is closed. In particular the maximal entropy-
locus contains the boundary of the horseshoe locus. 
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For maximal entropy diffeomorphisms the relation between the real and com­
plex dynamics is as close as one could want: 

Theo rem 5.3 ([4]) / R has maximal entropy if and only if J is contained in 
R 2 . 

This theorem is a consequence of the fact that p is the unique measure of 
maximal entropy and the fact that the support of p is contained in J. The fact 
that the real and complex dynamics are closely related for this class of maps means 
that it is a good starting point for applying complex techniques to the real case. It 
also provides us with useful techniques from harmonic analysis. For example the 
Green functions of real sets satisfy certain growth conditions, and these translate 
into conditions insuring expansion and regularity of unstable manifolds. This allows 
us to show that maximal entropy diffeomorphisms are quasi-expanding ([9]). Quasi-
expansion is the two dimensional analog of / having non-recurrent critical points. 
The exploitation of the properties of quasi-expanding diffeomorphisms leads to the 
proofs of the Theorems 5.1 and 5.2. 

We believe that the connections made so far do not represent the end of the 
story but only the beginning. We trust that the picture of two dimensional complex 
dynamics will become clearer with time and, as it does, there will be valuable 
interactions with the theory of real dynamics. 
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Continuous Averaging in 
Dynamical Systems 

D. Treschev* 

Abstract 

The method of continuous averaging can be regarded as a combination 
of the Lie method, where a change of coordinates is constructed as a shift 
along solutions of a differential equation and the Neishtadt method, well-
known in perturbation theory for ODE in the presence of exponentially small 
effects. This method turns out to be very effective in the analysis of one- and 
multi-frequency averaging, exponentially small separatrix splitting and in the 
problem of an inclusion of an analytic diffeomorphism into an analytic flow. 
We discuss general features of the method as well as the applications. 
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1. The method 
There are several problems in the perturbat ion theory, of real-analytic ordinary-

differential equations (ODE), where s tandard methods do not lead to satisfactory-
results. We mention as examples the problem of an inclusion of a diffeomorphism 
into a flow in the analytic set up, and the problem of quanti tat ive description 
of exponentially small effects in dynamical systems. In this cases one of possible 
approaches is an application of the continuous averaging method. The method 
appeared as an extension of the Neishtadt averaging procedure [14]. We begin with 
the description of the method. 

Let us transform the system 

z = u(z), (1.1) 

by using the change of variables z >-¥ Z(z, s). Here z is a point of the manifold M, 
« is a smooth vector field on M, s is a non-negative parameter , and the change is 

* Department of Mechanics and Mathematics, Moscow State University, Vorob'evy Gory, 
Moscow 119899, Russia. E-mail: dtresch@mech.math.msu.su 

mailto:dtresch@mech.math.msu.su


384 D. Treschev 

defined as a shift along solutions of the equation1 

dZ/ds = f(Z,s), Z(z,0) = z, 0<s<S. (1.2) 

Let the change z >-¥ Z transform (1.1) to the following system: 

Z = u(Z,s). (1.3) 

Differentiating (1.3) with respect to s, we have: 

f(Z,s) = us(Z,s) + dfu(Z,s) or us = [«,/]• 

Here df is the differential operator on M, corresponding to the vector field / , 
the subscript s denotes the partial derivative, and [•, •] is the vector commutator: 
[«i,«2] = dUlu2 — dU2ui. Putting / = £u, where £ is some fixed linear operator, we 
obtain the Cauchy problem 

u8 = -[Çu,u], u\8=o = u. (1.4) 

We call the system (1.4) averaging. The equation / = Çu is crucial for our method. 
The vector field / is usually constructed as a series in the small parameter and not 
as a result of an application to u of an operator £, chosen in advance. 

A nonautonomous analog of (1.4) can be easily constructed. If u depends 
explicitly on t then / = Çu also depends on t and (1.4) should be replaced by the 
system 

u8 = (Çu)t-[Çu,u], u\8=o = u(z,t). (1.5) 

Properties of the averaging system can be illustrated by the following example. 
Consider the non-autonomous real-analytic system 

z = eu(z,t), z £ M. (1.6) 

Here e is a small parameter, u is 27r-periodic in t. Let us try to weaken the depen­
dence of u on time by the change z >-¥ Z (1.2) with / = Çu. We put2 

t;u(z,t, s) = 2_. io~kUk(z, s)etkt, au = signk, (1.7) 
kez 

where uk are Fourier coefficients in the expansion u(z,t,s) = ^2k<zzuk(z's)etM-
Equation (1.5) takes the form 

uk
s = -\k\uk + ieak[u°,uk}-2ieY/l+m=k,m<o<ilul>umi> ( L 8 ) 

uk\s=o = uk, k £ Z. 

To have an idea of properties of this system, we skip in (1.8) the last term. 
The equations 

uk = -\k\uk + ieak[u°,uk], u
k\s=o=uk, fceZ 

1Such method of constructing a change of variables is called the Lie method. The corresponding 
Hamiltonian version is called the Deprit-Hori method. 

2 Such an operator Ç is called the Hilbert transform. 
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can be solved explicitly: 
Uk = e-^

8Uk o gierr"8, (1.9) 

where g8 is the time-« shift z\t=o H> z\t=s along solutions of the system z = uP(z). 
The complex singularities of the functions uk o g£ of the complex variable ( 

prevent an unbounded continuation of the solutions (1.9) to all the set of positive 
s. Nevertheless, the functions (1.9) can be made exponentially small in e since s 
can be chosen of order ~ 1/e. 

If e is not small, the operator (1.7) can be used to smooth out the dependence 
of u on t. Indeed, for arbitrarily small s > 0 the Fourier coefficients uk in (1.9) 
decrease exponentially fast in k even if u is just continuous in t. 

Certainly, these hewristic arguments cannot be regarded as a proof of the 
fact that systems of type (1.8) can be used for averaging or smoothing. Rigorous 
statements and estimates are based on the majorant method. In this paper we do 
not go into technical details, but present general ideas and applications. 

If the vector field u belongs to some subalgebra \ m the Lie algebra of vector 
fields on M, it is natural to look for the change z >-¥ Z from the corresponding Lie 
group of diffeomorphisms. This means that / in (1.2) should be taken from \- The 
same remains reasonable in the non-autonomous case. Note that the operator (1.7) 
is such that if u(z, t,s) £ \ for any t, the vector field £u also belongs to \ f° r a n v t. 

2. Applications 

2.1. Fast phase averaging: one-frequency case 
Mathematical models of various physical processes use systems of ODE which 

contain an angular variable changing much faster than other variables in the system. 
Taking the fast phase as a new time, we can rewrite the equations in the form 

z = eu(z,t,e), z£M, (2.1) 

where M is the m-dimensional phase space of the system, and e is a small parameter. 
The vector field u is assumed to be smooth and to depend on time 27r-periodically. 

It is well known that by a change of the variables it is possible to weaken 
the dependence of the system (2.1) on time. In particular, by using the standard 
averaging method, it is easy to construct a 27r-periodic in t change of the variables 
z >-¥ z» such that the equations (2.1) take the form 

i» = £M°(z») + £2«*(z*,e) + eü(z*,t,e). (2.2) 

Here the only term in the right-hand side depending explicitly on time is eü = 
0(eK). The natural K is arbitrary and uP(z) = ^ f*n u(z, t, 0) dt. 

Now suppose that u is real-analytic in z. Poincaré noted in some example that 
in this case power series in e presenting a change of variables eliminating time from 
the equations, exist but diverge: terms at ek in these series have the order k\. In a 
general situation this statement has been proved by Sauzin [21]. 
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Neishtadt [14] noted that in this case it is possible to obtain in (2.2) 

Ù = 0(e-a/e), a = const > 0 (2.3) 

(e is assumed to be nonnegative). The method Neishtadt used to prove this assertion 
is based on a large (of order 1/e) number of successive changes of variables. These 
changes weaken gradually explicit dependence of the equations on time. Ramis and 
Schafke [19] obtained analogous results analyzing diverging series, produced by the 
standard averaging method. 

It is known also that in general a constant A > a exists such that it is impos­
sible to construct 27r-periodic in t change z H> z„, such that « = 0(e~A/6). This 
statement follows, for example, from an estimate of the separatrix splitting rate in 
Hamiltonian systems of type (2.1) with one and a half degrees of freedom. 

In this section we estimate a "maximal" a for which the estimate (2.3) is 
possible. 

Suppose that the manifold M is real-analytic. We fix its complex neighborhood 
MQ and denote by g* the phase flow of the averaged system3 z = u°(z). 

Let Q be a compact in M and VQ its neighborhood in MQ. Suppose that for 
any real s such that |s| < a and for any point z £ VQ the map gts is analytic at z 
and moreover, g%8(z) £ MQ. We define the set 

UQ,«= U 9ia(VQ). 
— Q < S < Q 

Theorem 1 [24]. Let the positive constants a,p,Eo be such that 
(1) UQ,a c M C . 
(2) The vector field u is analytic in z and C2 -smooth in t, e on Uq>a x T x [0, £o] • 
Then for sufficiently small eo, there exists a 2n-periodic in t real-analytic in z 

map F :VQ xT x (0,eQ) -ï Mc, Q C VQ C VQ, such that 
(a) The set VQ is open in Afe, 
(b) F(z,t,e) = z* = z + 0(e), 
(c) F transforms (2.1) into (2.2) and the following estimate holds: 

\ü(z,t,e)\<Ce-a/e, z£VQ, t€Zp, e £ [0,eQ). (2.4) 

Theorem 1 means in particular, that in the case when components of the field 
u are entire functions of z, the quantity a in (2.4) can be arbitrary positive number 
such that for all s £ [—a, a] the maps z >-¥ gt8(z) are holomorphic at any point 
z £ Q. 

Proof of Theorem 1 is based on the continuous averaging. Namely, we solve 
the Cauchy problem (1.5), with £ defined by (1.7). The required change of variables 
corresponds to the value s = a/e. The averaging can be performed inside a subal­
gebra x m the Lie algebra of all real-analytic vector fields on M. In particular, if 
the initial vector field u is Hamiltonian then «» = u(z,t,e, a/e) is also Hamiltonian, 
and F is symplectic. 

3I t would be more correct to call it by the first approximation averaged system, written with 
respect to the fast time. 
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2.2. Averaging: multi-frequency case 
Consider a real-analytic slow-fast system 

x = uj + e(ü(y) + u(x,y,ej), y = e(v(y)+ v(x,y,ej), x £Tn, y £Hm. (2.5) 

Average in a: of « and v is assumed to be 0(e). The frequency vector UJ £ R n is 
constant and non-resonant.4 

We try to weaken the dependence of the right-hand side of the system on the 
fast variables x by a near-identity change (x mod 2n, y) >-¥ (x, mod 2n, y,). We put 

Z=(Xy)> Ö = ( o ) ' W=(l)> ê=(Uv)-

Note that the vector fields ÜJ and w commute. The system (2.5) takes the form 

z = uJ + e(w + w). (2.6) 

A l . Diophantine condition. We assume that n > 2 and the frequency-
vector UJ is Diophantine: there exist 7o,7 > 0 such that 

\(k,uj)\ > 7 o P i r 7 , for any jfc € Z" \ {0}. (2.7) 

To formulate the next assumption, we need some definition. Let g* be the 
phase flow of the system 

z = w(y). (2.8) 

For any real-analytic function f(y) with values in Qn+m and the vector k £ Zn 

we put fk = f(y)e%i"k'x'!. The function 

gs
kf = e-i{k>x)g-is(fk°gis), s£C 

does not depend on x. Here gl is the differential of the map g*. Note that g | , s £ R 
include shifts along g* in purely imaginary direction. We put 

Sg = {x £Gn/(2nZ)n :\lmxj\<q, j = l,...,n}, 

Vv = { t / ë C m : R e t ; 6 ( P + i / ) c R r a , \lmy,\ < v, 1=1,...,rn}, 

where T> is a compact domain and T> + v is the ^-neighborhood of T>. 
Expand the function w into the Fourier series: 

)(z,e)= ^2 wk(y,e)e^k'xK 
fcGZ» 

A2. Analyticity. Let the constant a > 0 be such that for any real s £ 
[—a, a], for any k £ Z and for any (x,y) e S , x VV = closure(Sg) x closure(V,/) the 
map (x,y) >-¥ gt8(x,y) is analytic in x,y and the map y H- g8

kw
k(y) is analytic in y. 

4The case of non-constant frequencies (to = co(y)) can be reduced to this one in a small neigh­
bourhood of an unperturbed (may be, resonant) torus {y = y0}. 
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Moreover, suppose that for some real p 

\Skw lv„x[0,e0) — ^l l K l l e ) K f « -

The function œ° is of order e and we assume that |goW°lv\,x[o e •> < epo-
The constants p, po, v, q, p, 7 must satisfy some conditions [18]. Here we replace 

these conditions by more restrictive, but simple ones. 
A3, p, po, v,q, p,7 are positive, do not depend on e, and p > 7/(7 + 1). 
Theo rem 2 [18]. Suppose that assumptions A l A3 hold. Then there exists 

a change of variables 

z ^ z . = f(z,e), f:E2q/3xV2l,/3x[0,e0)^Cn/(2nZn)xCm (2.9) 

such that f is analytic in z, smooth in e, f(z,e) = z + 0(e), and the system (2.6) 
takes the form 

z, = ÜJ + e(w(ym) + w,(z,,e)). (2.10) 

Let w®(y,,e) be the average in x, of iv,. Then w®(y,,0) = 0. Moreover, 

\w. ^w°,\ < C M £ p / ( 7 + 1 ) e ^ 1 / H + 1 ) , z. £ S g / 2 x Vv/2, (2.11) 

where C is a constant, not depending on e and p, 

q=(l + 7_ 1)(77oag7)1 / ( 7 + 1 ) ' . (2.12) 

If the system (2.6) is Hamiltonian with respect to a certain symplectic structure 
Q then (2.10) is also Q-Hamiltonian and the change (2.9) is O-symplectic. 

In [18] we also present another theorem which shows that the Fourier series 
iv, — iv® can be divided into 2 parts: one is small and for another we have a sort of 
control. 

Results analogous to Theorem 2 (without estimates for a) are contained in 
[22, 1, 13]. 

2.3. Exponentially small separatrix splitting 
The phenomenon of exponentially small separatrix splitting was discovered 

by Poincaré [16]. Intensive quantitative studying of the problem was initiated by-
papers [7, 10] (see also [2]). The method proposed by Lazutkin with collaborators 
[12, 11, 5, 6] is based on an analysis of the séparatrices in the complex domain. 
Another method was used in [4], where direct expansions of the Poincaré-Melnikov 
integral in an additional parameter are analyzed. The resurgent analysis is applyed 
to these problems in [20]. 

The main difficulty of the problem is that the traditional Poincaré-Melnikov 
method can not be applied directly. Indeed, its error has the order of square of the 
perturbation. Hence, the error considerably exceeds the expected result. 
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Exponentially small separatrix splitting can be studied with the help of the 
continuous averaging method. The main idea of to reduce the rate of the perturba­
tion to an exponentially small quantity such that its square is much smaller than 
the result. Then the Poincaré-Melnikov method is applicable. 

It is natural to measure the rate of the separatrix splitting by the area ^4j0he 

of a lobe domain, bounded by segments I8'u of the stable (s) and unstable («) 
separatrix such that Is and Iu have the same boundary points, these points are 
homoclinic, and there are no other common points of Is and Iu. 

Consider the system with Hamiltonian 

H(x,y,t) =e(y2/2+ (1 + 2B cost) cosi) , (2.13) 

where x, y are canonically conjugated variables and e > 0 is small. Theorem 1 
implies that there exists a symplectic change of coordinates x,y >-¥ x,y which is 

i) close to the identity, 
ii) 27T-periodic in time, 
iii) real-analytic in a complex neighborhood of the séparatrices F1*1 of the sys­

tem with Hamiltonian H0 = y2/2 + cos ì 
iv) such that the new Hamiltonian function takes the form: 

H(x,y,t) = e(H0(x,y) +eHi(x, y,e) + exp(-c/e)H2(x,y,t,e)). 

Here H0 = y2/2 + cosar, the constant c £ [0,7r/2) is arbitrary, the functions Hi,H2 

are real-analytic in x, y in the vicinity of the unperturbed séparatrices of the hy­
perbolic fixed point (x, y) = (0,0), smooth in e > 0 and the function H2 is analytic 
and 27T-periodic in t. 

The ordinary Poincaré-Melnikov theory applied to this system for positive c 
gives a correct asymptotics of the separatrix splitting, [25]. The following estimate 
holds: 

8îT / 7T \ / „ , , „ o . „ / £ 
^e = T^^Y£){Bf(B2) + 0Klog£/ 

where / is an entire real-analytic function, /(0) = 2. In [25, 23] numerical values of 
several Tailor coefficients of / are presented. 

Analogous results for the Standard Chirikov Map and for some Hamiltonian 
systems with 2 degrees of freedom can be found in [23, 26, 15]. 

2.4. Inclusion of a map into a flow 
In this section we consider the following problem: to present a given self-map 

of a manifold M as the time-one map (the Poincaré map) in some ODE system, 
generated by a periodic in time vector field. 

The problem can be formulated for various classes of maps and the correspond­
ing vector fields. For example, it is possible to consider generic maps and vector 
fields, reversible ones with respect to some involution, Hamiltonian, preserving a 
volume, etc. Here we discuss the analytic set up i.e., assuming that the map is real-
analytic, we look for its inclusion into a flow generated by a real-analytic vector 
field. The problem in C°° category is much simpler. 
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The following construction is well-known. Given a diffeomorphism T of a 
manifold M onto itself consider the direct product M x [0,1] with the vector field 
d/dt, where t is the coordinate on [0,1]. The map T generates the identification 

M x {0} ~ M x {1}, ( z , 0 ) ~ ( T ( z ) , l ) . 

This identification converts M x [0,1] into a manifold M. Let n : M x [0,1] —t M 
be the natural projection. The smooth vector field d/dt generates on the surface 
7r(M x {0}) C M the Poincaré map coinciding with T. 

This construction does not solve the problem we deal with because in general 
it is not clear if M is rear-analytically diffeomorphic to M x T 1 . Nevertheless, 
sometimes this can be proven. 

The problem is solved in the symplectic set up for maps which are close to 
integrable, [3, 8, 9] and for generic maps [27]. 

Note that all the known proofs in the analytic set up use essentially the Grauert 
theorem on the inclusion of an analytic manifold into Euclidean space (or modified 
versions of this theorem). Our result is based on the method of continuous averaging. 

First, note that any map which is not isotopie to the identity5 obviously can 
not be included into a flow. Let M be an m-dimensional compact real-analytic 
manifold. Let x be a closed subalgebra in the Lie algebra (£, [,]) of all analytic 
vector fields on M. 

We denote by X the subset of all analytic diffeomorphisms of M obtained as 
a result of the time-one shift along solutions of a system 

z = u(z,t), u(-,t)£x, t£[0,1], z£M (2.14) 

(it is not assumed that u(z,0) = u(z, 1)). We assume that the vector field u is C2-
smooth with respect to time. This smoothness condition is technical. For example, 
it can be replaced by continuity in t in Hamiltonian case and in the general one. 

Obviously, all diffeomorphisms from X are isotopie to the identity inside X. 
Theorem 3 For any map T £ X there exists a vector field 

U = U(z, t), U(-, t) ex, t£R, z £ M 

which is analytic in z and t, 2n -periodic in t, and such that the time-2n shift along 
its trajectories coincides with T. 

As a corollary we obtain a possibility of the inclusion of analytic maps into 
analytic flows in general, symplectic, and volume-preserving cases. 

The vector field U is obviously not unique. 
It can be also proved that if T is reversible with respect to some involution 

I : M —¥ M, I2 = idM (i-e., T o J = Jo T - 1 ) , the corresponding vector field U, can 
be also regarded /-reversible: U(z,t) = —dIU(Iz, —t). 

5Two smooth maps Tj : M' —>• M", j = 0,1 (M' and M" are manifolds) are called isotopie 
if there exists a family of maps Ts : M' —>• M" of the same smoothness class continuous in the 
parameter s e [0,1], such that To = To and T\ = T\. In other words, if T[) can be continuously 
deformed into T\. 
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Suppose that the map T is close to T0 (dist(T, T0) = e in a complex neighbor­
hood of M),6 where T0 is included into the flow generated by a periodic analytic 
vector field Uo- Then the vector field U can be chosen close to Uo (\U — Uo\ = 0(e) 
in a smaller complex neighborhood of M). In particular, in the symplectic case if 
T is close to an integrable map, a Hamiltonian system associated with T also can 
be chosen close to an integrable one and the orders of closeness are the same. 

Continuous averaging in the proof is used to smooth out the dependence of 
the original vector field (2.14) on time, [17]. 
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Dirichlet Branes, Homologieal Mirror 
Symmetry, and Stability 

Michael R. Douglas* 

Abstract 

We discuss mathematics which has come out of the study of Dirichlet 
branes in superstring theory, focusing on the case of supersymmetric branes 
in Calabi-Yau compactification. This has led to the formulation of a notion 
of stability for objects in a derived category, contact with Kontsevich's ho­
mologieal mirror symmetry conjecture, and "hysics proofs" for many of the 
subsequent conjectures based on it, such as the representation of Calabi-Yau 
monodromy by autoequivalences of the derived category. 

2000 Mathematics Subject Classification: 81T30, 14J32, 81T45. 
Keywords and Phrases: Superstring theory, Dirichlet branes, Homologieal 
mirror symmetry, Stability. 

1. Introduction 
Let M be a complex manifold with Kahler metric, and E a vector bundle on 

M. The hermitian Yang-Mills (HYM) equations are nonlinear partial equations for 
a connection on E, written in terms of its curvature two-form F: 

F2>° =0, (1.1) 

u • F1'1 = const. (1.2) 

The theorems of Donaldson [1] and Uhlenbeck-Yau [2] state tha t irreducible con­
nections solving these equations are in one-to-one correspondence with ^-stable 
holomorphic vector bundles E. 

In this talk, we will s tate a conjecture which generalizes this s tatement, mo­
tivated by superstring theory, and some results which follow. In [3] we gave an 
introduction for mathematicians to the family of problems which comes out of the 
study of Dirichlet branes in type II string compactification on a Calabi-Yau three­
fold (henceforth, CY 3 ) , i.e. a three complex dimensional Ricci-flat Kahler manifold 
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[4]. These manifolds are of central importance in superstring compactification and 
their study has led to many results of physical and mathematical importance. 

Given a manifold M, one can define a nonlinear sigma model with target space 
M, using methods of quantum field theory. It has been proven to physicists' satisfac­
tion that for M Calabi-Yau, this sigma model exists and is a (2,2) superconformai 
field theory (SCFT), which can be used to compactify superstring theory. The space 
of such theories is parameterized locally by a choice of complex structure on M, and 
a choice of "stringy Kahler structure." A subset of the stringy Kahler structures 
are specified by a complexified Kahler class, i.e. a point in H2(M,C)/H2(M,'L). 
However this is only a limit (usually called "large volume limit" ) in the full moduli 
space of stringy Kahler structures [5, 6]; we define this space below. 

A mirror pair of CY3's M and W is a pair for which the nonlinear sigma 
models associated to M and W are the same, up to a nontrivial automorphism 
of the (2,2) superconformai algebra. This equates observables in the two models, 
as we discuss below. Physics also provides some techniques for computing these 
observables, and predicts certain examples of mirror pairs. 

Many interesting and mathematically precise conjectures have been made 
based on this equivalence [7, 8], starting with the work of Candelas et al [9] which 
gave a formula for the number (suitably defined) of rational curves of given degree 
in M a quintic hypersurface M in P4 , in terms of data about the periods of the 
holomorphic three-form on its mirror W. This formula has since been proven by 
Givental [10], by a tour de force computation. 

The first conjecture which tried to explain mirror symmetry on a deeper level 
was made by Kontsevich [11], who proposed that it should be understood as an 
equivalence between the derived category of coherent sheaves on M, and the Fukaya 
category on W, a category whose objects are isotopy classes of Lagrangian sub-
manifolds carrying flat connections, and whose morphisms are elements of Floer 
cohomology. 

It took a little while for physicists to appreciate this conjecture. For one 
thing, the natural physical objects to which it relates, Dirichlet branes, were almost 
completely unknown when it was made. With the "second superstring revolution," 
D-branes quickly moved to center stage, but even so the physics relating to this 
conjecture is rather subtle and took a while to uncover. 

Direct contact was made in [12], where it was shown that the derived category 
of coherent sheaves on M, £>(Coh M), could be obtained as a category of boundary-
conditions in the B-type topologically twisted sigma model on M. Further devel­
opments in this story appear in [13, 14, 15, 16, 17]. This makes contact with the 
mathematics of equivalences between derived categories in various ways, which we 
will describe. 

On realizing how the derived category arises in string theory, one sees new 
features which were not present in the standard mathematical treatments. The 
derived category of coherent sheaves is Z-graded, but it is clear in string theory 
that the gradings are naturally R-valued, and depend on stringy Kahler data. This 
was mentioned in [3], and we will describe it in more detail here. 

The simplest question about Dirichlet branes is to know which ones exist as 
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physical branes. More precisely, while the general argument leading to the derived 
category tells us that every B-type brane corresponds to some object in £>(Coh X), 
not all of these objects are actually physical B-type branes, and we would like to 
know which ones are. 

In the large volume limit, the physical branes are the coherent sheaves associ­
ated to solutions of the HYM equations (with certain allowed singularities), and this 
question was answered by the DUY theorems: the physical branes are the ^-stable 
sheaves. More precisely, a Yang-Mills connection with F2'0 = 0 sits in an orbit of 
the action of the complexified gauge group Gc (say GL(N,Cj), and one wants to 
know whether a given orbit of this group contains a solution of (1.2). This question 
is an infinite dimensional analog of those considered in geometric invariant theory 
(GIT), and this analogy suggests that this will be true iff the orbit is ^-stable. The 
DUY theorems justify this expectation. 

This answer has the interesting feature that ^-stability and thus the set of 
stable objects depends on the Kahler class of M, and can change on walls of codi­
mension 1. On the other hand, because the Yang-Mills equations are scale invariant, 
it does not depend on the overall scale of the Kahler class. 

Superstring theory leads to "generalized HYM equations," which reduce in the 
large volume limit to the HYM equations, but which explicitly introduce a length 
scale, the "string length." The next step in the discussion would seem to be to 
study these equations. However, although some results are known in this direction 
[18, 19], a usable general equation incorporating all stringy effects is not known at 
this writing. We will comment on this problem in the conclusions. 

Rather, what we will do is propose the stringy analog of ^-stability, a necessary 
and sufficient condition for an object in £>(Coh X) to correspond to a physical 
boundary condition, called n-stability. This condition will depend on stringy Kahler 
moduli, and will describe the generalization of wall crossing and other phenomena 
in ^-stability to string theory. One can even prove the "easy" half of the DUY 
theorems, that a n-unstable object cannot be a physical brane, directly from SCFT. 

Despite the direct analogy, the discussion differs dramatically from that made 
in geometric invariant theory, because the derived category is not an abelian cate­
gory. Even the most basic elements of the standard discussion need to be rethought. 
In particular, there is no concept of subobject in the derived category. We will over­
come these problems, but by paying a price. Rather than formulating a condition 
which can be tested on an object E at a point in MK, we will give a rule which 
describes the variation of the entire set of stable objects at a point p in MK, call 
it Stabp, to a new set at another point, say Stabp/. This rule depends on the path 
in MK connecting p and p', but conjecturally only on its homotopy class. 

This leads to an interesting phenomenon when one traverses a homotopically 
nontrivial loop in moduli space. Physically, the result of this must be to recover 
the original list of stable objects. However, the specific objects in the derived 
category which represent these stable objects can change. In other words, such a 
loop is naturally associated to an autoequivalence in £>(Coh X). Considerations of 
mirror symmetry had previously led to conjectures relating loops and monodromies 
to autoequivalences [20, 21, 22]. Using n-stability, we can in a sense prove these 
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conjectures, as we will explain. 

2. String theory origin of the formalism 

We will not try to explain the stringy aspects of the problem in any detail, 
but just convey the central ideas. The most central idea is the relation between 
the "physical" string world-sheet, described by SCFT, and the related topologically 
twisted string or TFT [23]. Given an SCFT, a related TFT is obtained by choosing 
a world-sheet supercharge, an operator Q in the N = 2 algebra satisfying Q2 = 0, 
and restricting the Hilbert space to its cohomology. In (2,2) SCFT one can make 
two choices of supercharge, leading to the "A-type" and "B-type" TFT's. In this 
language, a mirror pair of CY3's is a pair (M,W) such that their twisted sigma 
models satisfy TFTA(M) = TFTB(W) and TFTB(M) = TFTA(W). 

The "stringy" geometry of the CY M is fully encoded in the SCFT, while the 
TFT only gives a small subset of this. The closed string sector generally corresponds 
to metric properties, and the A and B-type TFT's respectively encode the stringy 
Kähler structure and the complex structure. Thus, mirror symmetry can be used to 
give a definition to the stringy Kahler structure: the stringy Kahler moduli space 
MK(M) is isomorphic to the standard complex structure moduli space MC(W). 

On general grounds, boundary conditions in an SCFT are objects in a category, 
whose morphisms Hom(£', F) are the Q-cohomology of the Hilbert space of open 
strings stretching from the boundary condition E to the boundary condition F. 
In (2,2) SCFT, this category will be graded (by "U(l) charge"). The category is 
not guaranteed to be abelian, but in a sense is generated by a finite set of abelian 
subcategories (the branes with specified grading). 

A priori, each SCFT (i.e. with given complex and Kahler moduli) leads to 
a different category of boundary conditions. A suitable subset of these descend to 
TFT, to provide a category of boundary conditions in TFT. The morphisms are 
called "topological open strings." 

In the particular case of the sigma model on M, the simplest B-type boundary-
conditions are holomorphic submanifolds carrying a holomorphic bundle [23]. If we 
consider two objects E and F whose support is M and carrying bundles E and F, 
the operator Q becomes the 3 operator coupled to a difference of the gauge connec­
tions. Its cohomology, the morphisms Hom(E,F) are the Dolbeault cohomology, 
H°'P(M,EV ® F). The grading agrees with the standard grading. 

More generally, the role of holomorphic bundles in the discussion of the HYM 
equations, is played in the string theory generalization by boundary conditions in 
TFTß. Thus we need to know if this is the most general boundary condition in 
TFTß(M). In fact, one can find direct evidence that it is not. The main point 
is the following: the definition of TFTß(Af) by twisting an SCFT shows that it is 
independent of the stringy Kahler moduli, and so one must obtain the same TFTB 

by twisting any SCFT obtained by deforming in MK(M). On the other hand, when 
one compares the boundary states in examples obtained from various SCFT's, one 
finds that they are not the same. 

Independence of TFTß(Af) on MK(M) can only be recovered by postulating 
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some larger class of boundary conditions which contain the ones produced by twist­
ing any specific SCFT. Since the definition of TFT is made in homologieal terms, 
one can attempt to use any of the standard generalizations known in mathemat­
ics. Kontsevich's conjecture suggests that we try to formulate boundary conditions 
which are objects in the derived category of coherent sheaves on X, £>(Coh X). 
More generally, we would start with any of the various abelian categories A of 
boundary conditions A in our SCFT, and try to use an object in D(A). In fact this 
can be done, by more or less repeating the standard mathematical construction. 

We still need to justify the claim that this is an appropriate definition of TFT. 
This involves two non-trivial steps. The first of these is to argue that direct sums 
of boundary conditions indexed by an integer Z naturally appear as boundary con­
ditions. One then sees by more or less standard TFT arguments that the operator 
Q can be modified by turning on maps between terms in the complexes, and that 
the resulting cohomology is chain maps up to homotopy equivalence. The second 
non-trivial step is to identify complexes related by quasi-isomorphisms, morphisms 
which act as the identity on homology. 

The justification of the first step, the Z-grading on complexes, is tied to the 
grading and the structure of the N = 2 superconformai algebra [12]. In particular, 
an A or B-type boundary condition in SCFT naturally carries a grading. However, 
it turns out that this is not Z-valued but R-valued. This can be used to make 
complexes, whose terms have grades differing by integers. In fact, it turns out that 
D(A) is independent of stringy Kahler moduli only as an ungraded category; the 
gradings depend on the point in MK, and undergo "flow of gradings." We will 
describe the consequences of this in the next section. 

To a certain extent, one can also justify the second step, quotienting by quasi-
isomorphisms, by physical arguments [12, 13, 16]. The basic intuition is that each 
brane E in string theory comes with an "antibrane" Ë, an object whose definition 
makes clear that a physical configuration containing a E and a Ë can "annihilate" 
to a configuration with these two objects removed. This can be formalized in the 
statement that branes are classified by K theory [24], the additive group completion 
of the semigroup under direct sum, with deformation equivalent objects identified. 

One would prefer to use a finer equivalence relation which allows determining 
the holomorphic maps between objects (the topological open strings). This require­
ment can be met by identifying complexes up to quasi-isomorphism; for example we 
identify the complex E0 —> E\ with cohomology in one degree, with this cohomol­
ogy. Physically, the intuition behind this is that the brane E0 and the antibrane Ë\ 
can "form a bound state," which is the same physical object as the cohomology, so 
this identification is well motivated. By repeating this construction and moving in 
MK, one can justify fairly general identifications [16]. Since the derived category is 
the universal construction of this type, it is clear that it can be used in this context; 
we return to this point in the conclusions. 

Thus, the boundary conditions in a given SCFT are a subset of the objects in 
D(A) for any A obtained from an SCFT related by motion in MK, and we seek a 
condition which specifies these. Since the problem reduces to the HYM equations 
in the large volume limit, we are led to look for a condition generalizing ^-stability, 
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which we will describe in the next section. 
There is one primary input which can be proven from SCFT and which we 

can rely on in formulating this condition. Namely, our boundary conditions lead 
to unitary representations of the (2,2) superconformai algebra. This leads to the 
general result [25] that the grading Lp of a morphism in a SCFT must satisfy 0 < Lp < 
c = 3 in our examples. On the other hand, flow of gradings would generally lead 
to violations of this bound. This potential contradiction will lead to the stability-
condition. 

3. Flow of gradings and ïï-stability 
We now try to state the resulting formalism in a mathematically precise way. 

We suppose that we start with a CY3, M, with mirror W. Recall that MK (M) = 
MC(W), the moduli space of complex structures on W. The choice of M determines 
a "large complex structure limit point" pu £ MK(M). There is furthermore a 
"topological mirror map," an isomorphism 

K0(M) ^ H3(W,Z) 

where K0(M) is the topological K theory group. 
A point p in MC(W) determines a holomorphic three-form Qp on W, and thus 

the periods 

n : MC(W) x H3(W,Z)—^d IIp(E) = [ Üp. 

Composing n o rn, we obtain a character on K0(M) for each p, which we will also 
call n p . This is usually called the "central charge" in the physics literature. 

The periods n are analytic with singularities on a discriminant locus T> of codi­
mension 1 on which W degenerates. We define TK to be the "stringy Teichmüller 
space," a cover of MK — T>, on which n is single valued. A deck transformation on 
TK corresponds to a linear monodromy on n which preserves the intersection form, 
i.e. an element of Sp(63(IF),Z). 

Let Stabj, be the set of stable objects at a point p in TK, a subset of the objects 
in £>(Coh X). Suppose we know Stabp at one point p; we will give a rule which, 
upon following a path V in MK from p to q, determines Stabg. 

We assume that at no point x on the path does HX(E) = 0 for an E £ 
Stabœ. Indeed, there are physical arguments [26] that this can only happen on the 
discriminant locus (and furthermore must happen there). 

The basic ingredient in the rule is the assignment of R-valued gradings to 
all morphisms between stable objects. We denote the grading of a morphism / £ 
Hom(£', F) as ipp(f). Given the grading of / between stable objects at a point p, 
the grading at q obtained by following the path V is 

<P9(f) = <Pp(f) + \,MF) - ^P,ME) (3.1) 

where 

AMLp(E) = - I m log " , (3.2) 
n Hp(ii) 
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resp. for F. We keep track of the branch of the logarithm, so this defines an 
R-valued shift of the grading </?(/). We refer to this as "flow of gradings." 

Given the gradings at an initial point p, this determines the gradings at the 
endpoint of any path. Note that flow preserve the usual additivity of gradings. 
Also, morphisms from an object to itself do not undergo flow. This implies that 
Serre duality is still sensible, and (for our CY3's) we still have ip(f) + Lp(fv) = 3. 

We will assume that the gradings satisfy the condition that if Ylp(E)/Ylp(F) £ 
R, LP(JE S-F) £ Z. This is true in string theory and will be true with the "initial 
conditions" we describe below. 

One can equivalently describe the gradings of morphisms by defining a grad­
ing on stable objects, an R-valued function ipp(E) which satisfies the constraints 
Lpp(E[l}) = Lpp(E) + 1 and UP(E)/e"^^ £ R+, and varies continuously on TK-
One can then adopt the usual rule that a morphism in Hom(B[ra], F[n]) has grading 
n — m, but now with m, n £ R. This tells us that when an object becomes stable, 
we only need to specify the grading of one morphism involving it, to determine the 
gradings of all morphisms involving it. 

We next consider the distinguished triangles of £>(Coh M). With conventional 
gradings, these take the form 

(3.3) 

and involve two morphisms of degree zero, and one of degree one, denoted [1]. After 
flow of gradings, the gradings of morphisms will typically not be zero or one, but 
will always satisfy the relation 

Lp(u) + Lp(v) + Lp(w) = 1. (3.4) 

We now distinguish "stable" and "unstable" triangles at each p £ MK, according 
to their gradings. In a stable triangle, all three morphisms satisfy the constraints 

0 <Lp(u),Lp(v),Lp(w) < 1. (3.5) 

If any of these constraints is violated, the triangle is unstable. 
As one moves along a path in TK, the gradings will vary, and the stability of 

triangles will change, on walls of real codimension 1 in TK- Given the assumptions 
we discussed, one can see that when the stability of a triangle changes, two mor­
phisms will have grading zero, and one will have grading one. This can be seen by-
plotting the central charges of the three objects involved in the complex plane. If 
we consider the triangle with these vertices, the condition that the distinguished 
triangle be stable is that this triangle be embedded with positive orientation. A 
variation of stability is associated to colinear central charges, and a degeneration of 
this embedding. 

The fundamental rule is that when a stable triangle degenerates, the object 
with largest mass m(E) = |n(£') | becomes unstable. Physically, one says that 
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it "decays into the other two." This is the string theory generalization of "wall-
crossing" of ^-stability under variation of Kahler class. As we discussed above, 
this rule follows directly from CFT, independent of any relation to HYM or other 
geometric theories. If we grant the claim that the HYM equations emerge as the 
large volume limit of this formalism, we can say that we have in fact a new derivation 
of this phenomenon. 

Consistency requires us to implement this rule in the opposite direction as well: 
if an unstable triangle with two stable vertices becomes stable, the third object be­
comes stable, with grading the same as that of the other two. This determines 
the grading of all other morphisms it participates in. For example, when the tri­
angle (3.3) becomes stable, the object B becomes stable, with ip(B) = ip(A); this 
determines the gradings of all morphisms. 

Applying this rule in practice requires keeping track of an infinite set of stable 
objects and triangles. Some of the issues involved in making sense of this are 
discussed in [16]. We conjecture that they lead to a unique Stabp for every p £ TK, 
independent of choices of order of application of the rules or other ambiguities, 
because string theory defines a unique set of B-type branes at each point. 

Although we do not have a mathematical proof of consistency, we have some 
understanding of it, and can point out two nontrivial ingredients involved in this 
claim. One is the question of whether Stabg depends on the choice of path taken 
from p to q. In general, one expects such dependence, but only on the homotopy 
class of path in MK — T*, which will disappear on TK- On the other hand, one 
can construct simple examples which point to a potential problem with this claim. 
Namely, one can find two intersecting walls, along one of which one has A decaying 
to B + C, and the other with B decaying to E + F. After crossing the second 
wall, one is not supposed to consider the ABC triangle (since B is not stable), 
leading to the possibility that following a second path in the same homotopy class 
would lead to the contradiction that A remains stable. This contradiction does 
not happen, by an argument given in [16] which invokes the "octahedral axiom" of 
triangulated categories to show that a third triangle AC F will still predict a decay. 
This argument also suggests that there are no ambiguities due to rule ordering. 

The second ingredient is the physical claim that "the spectrum has a mass 
gap," in other words that the set Sp = {\Tlp(E)\ : E £ Stabp} C R>o at fixed p has 
a positive lower bound. This assumption prevents infinite chains of brane decay or 
creation and is physically widely believed to hold in these problems. 

4. Results 
We first discuss consequences of the physical argument that D(A) should be 

the same for the various abelian categories A obtained by explicit SCFT construc­
tions. First, as one MK can contain different large volume limits M, M', etc., 
one infers that D(Coh M) = D(Coh M') for all of these limits. In the known 
physical examples, the various limits are obtained by taking different moment maps 
in symplectic quotients (the linear sigma model construction [6]), and thus are all 
birationally equivalent; the simplest picture is that this equivalence holds for any 
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birationally equivalent M and M'. Indeed, this is generally believed to be true (for 
arbitrary smooth projective varieties) and to some extent has been proven [27, 28]. 

One can also define and work with boundary conditions at various other "ex­
actly solvable" points in MK such as orbifold points [29] and Gepner models [30]. 
These lead to different abelian categories, some of whose objects can naturally 
be identified with holomorphic bundles, and some which are not. Physical re­
sults on resolution of orbifolds then lead to the general predictions £>(Coh X) = 
£>(CohrC3) =• £>(Mod - Qr), where F c SU(3) is a discrete subgroup, X - • C 3 / r 
is a crêpant resolution, Coh M are F-equivariant sheaves on M, and Qr is the path 
algebra (with relations) of the McKay quiver for the group F [31, 32]. Indeed this 
is the subject of the generalized McKay correspondence [33], and these facts are 
shown in [34, 35]. 

We next turn to discussing n-stable objects. To get started, one needs to 
know Stabp and the gradings at some point p. The simplest choice is a large 
volume limit, in which the stable objects are coherent sheaves. The gradings which 
come out of string theory are not quite the standard gradings of sheaf cohomology, 
but are as follows: a morphism / £ Extn(E, F) between sheafs with support having 
complex codimension codim(£') and codim(F), has grading Lp = n + (codim(F) — 
codim(£'))/2. The central charges 11(E) are in this limit given by 

11(E) = f ch(f,E)e-B-iujJÂ(TM) +0(e^w ) , (4.1) 
J M 

where ch is the Chern character, / is an embedding and ft E is the K-theoretic 
Gysin map [36]. 

Dropping the exponentially small terms (world-sheet instanton corrections), 
one can easily show that n-stability reduces to a stability condition for the modified 
HYM equation considered in [18, 19], and in the limit UJ » B, F to ^-stability [38]. 
Thus n-stability does describe B-type branes in string theory without instanton 
corrections. 

Another limit which is available in certain problems (for example, orbifolds 
C 3 /F is one in which all central charges II are real. One can see that in this case, 
n-stability reduces to ^-stability in an abelian category [37], and again this can be 
directly justified from string theory [38]. This simpler description is valid near the 
limit as long as the central charges for stable objects live in a wedge W and its 
negation —W in the complex plane. 

We now give some stringy examples in the context of sheaves on a projective 
CY3 M, say for definiteness the quintic hypersurface in P4. We follow a path in 
MK parameterized by J = J UJ, decreasing from large J. 

The following is a distinguished triangle in £>(Coh M); the numerical super­
scripts are the gradings of morphisms at large volume: 

0 - % 0 ( n ) ^ O s ^ O [ l ] - - - • 

All three objects are stable at large volume. 
Using H(ö(n)) ~ | ( n — iJ)3, one finds that Lp(ö(nj) — <p(0) increases as 

J decreases. When this crosses 1, i.e. H(ö(n))/ll(ö) is negative real, OY. goes 
unstable. 
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If one continues towards the stringy regime, eventually Il(ö(n)) and H(ö) 
become colinear again. At this point, the non-sheaf Xn defined at large volume by 

ö ( n ) A ö — • * „ — • . . . 

becomes stable. In [30], a Gepner model boundary state was constructed, which 
has all the right properties to be this object, confirming the idea that non-coherent 
sheaves can appear as stable objects. 

Another example uses the sequence 

i z ^ o ^ \ o z — H p [ l ] . . . 

where Oz is the structure sheaf of a point z £ M. Now the ideal sheaf lz is 
unstable at large volume, while the other two objects are stable. Decreasing J 
can now decrease the 3/2, and eventually the brane lz will become stable. In 
particular, this can happens in the vicinity of the "conifold point," [9] a point near 
which (choose a local coordinate ip on MK), 

n(ö)~^ . 

Continuing around this point further decreases the grade of this map to 0, and one 
finds that the point (or DO) öp becomes unstable. 

One can then continue back to large volume. Since this is a closed loop, on 
physical grounds it must act as an autoequivalence on £>(Coh M). Furthermore it 
acts on the K theory class as the mirror Picard-Lefschetz transformation, 

[X ]^ [X ' ] = [X] + (X,0)[0]. 

These facts and the result we just derived that Oz has as monodromy image lz, are 
enough to prove [16] that this autoequivalence is one conjectured in [20, 21, 22], on 
grounds of mirror symmetry: X becomes X ' defined by the triangle 

0 ® H o m ( 0 , X ) * — > X — > X ' —>.... 

On physical grounds, a closed loop V C MK must induce an autoequivalence 
T-p, such that 

Stab-pj, — T-p Stabp. 

Thus we conjecture that n-stability leads to such an autoequivalence. Granting 
this, we have derived the particular autoequivalence associated to this loop. 

Another equivalence of derived categories which has been obtained from n~ 
stability [17], is one shown by Bridgeland to describe a flop [27]. It is obtained by-
going around a point at which the volume of the flopped curve a vanishes, 

n^ ~ z = B + i J. 

This produces the variations of grading 

ALp(Oa) = 1; Ay>(0(-1)(7) = - 1 . 
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By virtue of 
ö ( - l ) „ — » ô , — K ^ — K . . , 

all points p £ a (and only these points) become unstable under this variation. On 
the other hand, if a is a ( —1, — 1) curve, one can show that dim ExV(ö, ö( — l)) = 2, 
and the sequence 

a — K ^ - l ) , — • * , — • . . . , 

defines "flopped points," which are not sheaves in £>(Coh M), but can be shown 
to be precisely the points on the flopped curve a' in the flopped CY Coh M'. 
Again, this transformation on the points extends to a unique equivalence of derived 
categories. 

5. Conclusions and open questions 
To summarize, we conjecture that B-type branes in weakly coupled type II 

string theory compactified on a CY3 M, are n-stable objects in £>(Coh M). 
Although the statement of this conjecture relies on string theory, one can 

also regard it as defining a natural class of objects which are important in mirror 
symmetry, the stringy generalization of stable holomorphic bundles (or solutions of 
the hermitian Yang-Mills equation), so we think it could be of interest to math­
ematicians. Indeed, by assuming the conjecture and simple physical consistency-
conditions, one can derive various earlier mathematical conjectures related to mir­
ror symmetry, as we discussed in section 4. 

We believe that n-stability as we formulated it in section 3 is mathematically-
precise. In any case the first open question is to make it precise, prove its con­
sistency, and see to what extent it uniquely determines the stable objects. Some 
results in this direction have been announced by Bridgeland [41]. 

Another application, explored in [13, 16, 17], is to explore "stringy geometry" 
of Calabi-Yau manifolds by using D-branes as probes [42]. One such problem is to 
find all "D0-branes" at any p £ MK- A D0-brane is a family of stable objects Ez 

with moduli space a CY3 Mp, such that £>(Coh Mp) = £>(Coh M). In the second 
example above, one sees that one can have more than one DO (lz and Oz). It might 
be that in other examples, there is no DO. 

A primary application of this conjecture in string theory would be to determine 
whether n-stable objects with specified K theory class exist in various regions of 
MK- In the large volume limit, the role of ^-stability in this problem was discussed 
in [43]. For such concrete purposes, it would be better to have a criterion which can 
be applied at a single point in MK and does not require considering the infinite 
set of stable objects. There are examples (e.g. the Gepner point for the quintic) 
in which it can be shown that n-stability does not reduce to stability in a single 
abelian category, but it could be that the stable objects in any small region could 
be described as stable objects (in a more conventional sense) in any of a finite set 
of abelian categories. 

The statement of n-stability is admittedly rather complicated, but this to a 
large extent only reflects the complexity of its string theory origins. It would be 
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interesting to know to what extent it depends on details of mirror symmetry (such as 
M a CY3, and II given by the periods of the mirror W), and to what extent it can be 
generalized. The basic definitions make sense for any complex M and any character 
n on K0(M), but we suspect that consistency, and especially the relation between 
homotopically nontrivial loops and autoequi valences, requires further conditions. 

Eventually, one would hope to prove the analog of the DUY theorems. Because 
general SCFT's on CY3 are not rigorously defined, this is not yet a mathematically 
well-posed problem. There are particular cases such as Gepner models which can 
be rigorously defined using vertex operator algebra techniques [44]. 

Even proving it to the satisfaction of string theorists seems difficult at present, 
but might be a reasonable goal. Such problems are much studied by string theorists, 
under the general rubric of "tachyon condensation." [45] The analogy to HYM at 
least gives us a guideline for how to proceed in this case. One would need to 
start with a working definition of boundary CFT, including a large enough space 
of boundary states, and in which (2, 2) supersymmetry is manifest. One might also 
start with string field theory as developed in [46]. 

One could then attempt a direct analog of the Yang-Mills gradient flow method 
used in [1] to construct solutions. Namely, one would start with an boundary con­
dition formed as a complex of physical boundary conditions. In general this will 
not be conformai, but will flow to a conformai boundary condition under renormal­
ization group flow. If we start with a large enough class of boundary conditions, 
presumably all boundary conditions could be obtained this way. 

It seems to us that the first and perhaps the major element in this project 
would be to identify and precisely define the group which plays the role of the 
complexified gauge group Gc in the HYM theory. One then needs to address the 
question of how equivalence classes of quasi-isomorphic complexes are actually real­
ized in SCFT. It is not a priori obvious or necessary for the conjecture to hold that 
all such complexes are identified, but only that each class contain a single physical 
boundary state, which could come about in various ways. 

Finally, one also has the mirror, special Lagrangian description of Dirichlet 
branes. This was also a primary input into formulating the conjecture (particularly 
[47]) but this ingredient was to some extent subsumed by the SCFT considerations. 
Nevertheless it is clearly important to make more connections to this side as well. 

We believe that the study of Dirichlet branes on Calabi-Yau manifolds is prov­
ing to be a worthy continuation of the mirror symmetry story, and will continue to 
inspire interaction between mathematicians and physicists for some time to come. 

I particularly thank my collaborators Paul Aspinwall, Emanuel Diaconescu, 
Bartomeu Fiol and Christian Römelsberger. I am also grateful to Maxim Kont­
sevich, Greg Moore, Alexander Polishchuk, Paul Seidel, and Richard Thomas for 
invaluable discussions. 
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Non-Equilibrium Steady States 

J.-P. Eckmann* 

A b s t r a c t 

The mathematical physics of mechanical systems in thermal equilibrium 
is a well studied, and relatively easy, subject, because the Gibbs distribution is 
in general an adequate guess for the equilibrium state. 

On the other hand, the mathematical physics of non-equilibrium systems, 
such as that of a chain of masses connected with springs to two (infinite) heat 
reservoirs is more difficult, precisely because no such a priori guess exists. 

Recent work has, however, revealed that under quite general conditions, 
such states can not only be shown to exist, but are unique, using the Hörmander 
conditions and controllability. Furthermore, interesting properties, such as 
energy flux, exponentially fast convergence to the unique state, and fluctuations 
of that state have been successfully studied. 

Finally, the ideas used in these studies can be extended to certain stochas­
tic PDE's using Malliavin calculus to prove regularity of the process. 

2000 Mathematics Subject Classification: 82C22, 60H15. 
Keywords and Phrases: Non-equilibrium statistical mechanics, Stochastic 
differential equations. 

1. The model and results 
I report here on work done, in different combinations, together with Martin 

Hairer, Luc Rey-Bellet, Claude-Alain Fillet, and Lawrence Thomas. In it, we con­

sidered the seemingly trivial problem of describing the non-equilibrium statistical 

mechanics of a finite-dimensional non-linear Hamiltonian system coupled to two 

infinite heat reservoirs which are at different temperatures . By this I mean tha t 

the stochastic forces of the two heat reservoirs differ. The difficulties in such a 

problem are related to the absence of an easy a priori estimate for the state of 

the system. We show under certain conditions on the initial da ta tha t the system 

goes to a unique non-equilibrium steady state and we describe rather precisely some 

properties of this steady state. These are, 
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• appearance of an energy flux (from the hot to the cold reservoir) whenever the 
reservoirs are at different temperatures, 

• exponential stability of this state, 
• fluctuations around this state satisfy the Cohen-Gallavotti fluctuation conjec­

ture. 
I first review the construction of the model. Two features need special atten­

tion: The modeling of the heat reservoirs and their coupling to the chain, and the 
nature of the coupling among the masses in the chain. I start with the latter: It is a 
1-dimensional chain of n distinct d-dimensional anharmonic oscillators with nearest 
neighbor coupling. The phase space of the chain is therefore R2rf" and its dynamics 
is described by a C°° Hamiltonian function of the form 

» 2 n n-1 n 2 

HS(P,I) = E y + E UJ1]^J) + E ^2)fo - «m) = E y + v'(«) > (L1) 
3=1 3=1 ì=l 3=1 

where q = (q±,..., qn), p= (p±,... ,pn), with pif qi £ Rrf. We will eventually couple 
the ends of the chain, i.e., qx and qn, to heat reservoirs. Clearly, for heat conduction 
to be possible at all we must require that the U-" ave non-zero. But, this is not 
enough and the interaction has to have a minimal strength. A sufficient condition 
for the main result to hold is: For some rn2>rn1> 2, and all sufficiently large \q\, 
we require 

U(1) (a) U(2) (a) 
1 - (1 + |g|)TOi - 1 ' 2 - (1 + \q\)m? - 2 

and similar growth conditions on the first and second derivatives. Finally, we require 
that each of the (d x d) matrices 

^gygi+M2)^i-qi+1), i=l,...,n-l, (1.2) 

is non-degenerate (see [12] for the most general conditions). 

ìvwmwmmmì 
[TD \m 

Fig. 1: Model of the chain with the two reservoirs at its ends, 
"Hot" at left, "Cold" at right. 

Remark 1.1. It seems that relaxing the condition (1.2) poses hard technical prob­
lems, although, from a physical point of view, allowing the matrix to be degenerate 
on hyper-surfaces of codimension > 1 should work. See [9,12] for some possibilities. 

Remark 1.2. If m2 < rn1 it seems that the existence of a unique state is jeopar­
dized by the potential appearance of breathers. Indeed, too much energy can then 
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be "stored" in C/'1' without being sufficiently "transported" between the oscillators. 
A more detailed understanding of this problem would be welcome. 

Remark 1.3. The nature of the steady state in the limit of an infinite chain 
(n —¥ oo) is a difficult open question. 

As a model of a heat reservoir we consider the classical field theory associated 
with the d-dimensional wave equation. The field Lp and its conjugate momentum 
field n are elements of the real Hilbert space H = H^(Rrf) ® L^(Rrf) which is the 
completion of 6̂ J° (Rrf) ® C^° (Rd) with respect to the norm defined by the scalar 
product: 

( ( ï ) • ( t ) ) = I d X ( l V ^ ) | 2 + l ^ ^ l 2 ) = 2 H B ( V > , K ) , ( 1 . 3 ) 

where HB is the Hamiltonian of a bath and the corresponding equation of motion 
is the ordinary wave equation which we write in the form 

(<p(t)\ _ r(A = f° ^(f 
{n(t)) -'-{n) - \A 0) {n 

Finally, we define the coupling between the chain and the heat reservoirs. The 
reservoirs will be called "L" and "R", the left one coupling to the coordinate qx and 
the right one coupling to the other end of the chain (qn). Since we consider two heat 
reservoirs, the phase space of the coupled system, for finite energy configurations, 
is Il2dn x H x H and its Hamiltonian will be chosen as 

H(p,q,tph,7Th,LpR,TTR) = Hs(p,q) + HB(LPL,TTL) + HB(LPR,TTR) 

+ qi- dxQL(x)V>pL(x)+qn- / dxgR(x)V>pR(x) . 

(1.4) 
Here, the gt(x) £ L1(Rrf) are charge densities which we assume for simplicity to be 
spherically symmetric functions. The choice of the Hamiltonian (1.4) is motivated 
by the dipole approximation of classical electrodynamics. We use the shorthand 

vi1) Jd;) We set ai= [a\ ,... ,a\ ) , i £ {L,R}, with 

aTw^-^W/*2 

The "hat" means the Fourier transform f(k) = (2TT) d'2 fdxf(x)e %k'x . With 
this notation the Hamiltonian is 

H(p,q,<f>L,<f>R) = Hs(p,q) + HB(4>L) + HB(4>R) + q1-(4>L,aL)n+qn-(4>R,aR)n , 
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where HB(<j>) = ^\\<j>\\^. The equations of motions take the form 

<jj(t) = Pj(t) , j = l,...,n , 

M*) = - V g i V ( g ( t ) ) - ( A ( t ) , a L ) w , 

M*) = - v
9 i f ( « ( * ) ) > j = 2 , . . . , n - l , 

Pn(t) = - V g „ V ( g ( * ) ) - ( < M * W ) w , 
k(t) = £(^L(*) + aL •«!(«)) , 

4 W = ^ O R W + ö R • « „ ( * ) ) • 

The last two equations of (1.5) are easily integrated and lead to 

Mt) = ectM0)+ fdsLe^-^a^-q^s) , 
Jo 

<hi(t) = e£*^R(0)+ f ds£e^t-^aR-qn(s) , 

(1.5) 

where the <^(0), i £ {L,R}, are the initial conditions of the heat reservoirs. 
We next assume that the two reservoirs are in thermal equilibrium at in­

verse temperatures ßL and ßR. By this I mean that the initial conditions $(0) = 
{</>L(0), </>R(0)} are random variables distributed according to a Gaussian measure 
with mean zero and covariance (</>j (/)</>,•(<?)) = ^j,-(l/ß»)(/> <?)«• ^ w e assume that 
the coupling functions a\ are in H for i £ {L,R} and v £ {!,...,d), then the 
^(t) = cj)i(0)(e~ tai) are d-dimensional Gaussian random processes with mean zero 
and covariance 

<&(*)£,-(*)> = SijjC^t -s), i,j£ {L,R} , (1.6) 

where the dx d matrices Ci (t — s) are 

C^'v\t-s) = (a^Ke^-^a^)^ = ±6^ f dk^k)]2 cos(\k\(t ^ s)) . 

Finally, we impose a condition on the random force exerted by the heat reser­
voirs on the chain. We assume that the covariances of the random processes ^(t) 
with i £ {L, R} satisfy 

C^v)(t-s) = ^,„A?e-*l*-«l , (1.7) 

with 7j > 0 and Â  > 0, which can be achieved by a suitable choice of the coupling 
functions Qt(x), for example 

M 1 

Qi(k) = const. J ] , 2u/2 ' ( L 8 ) 
TO=1 ^ + '* > 
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where all the ,yi are distinct. We continue with the case M = 1 for simplicity. 
Using (1.7) and enlarging the phase space with auxiliary fields ri, one elimi­

nates the memory terms (both deterministic and random) of the equations of motion 
and rewrites them as a system of Markovian stochastic differential equations: 

dqj(t) = Pj(t)dt , j = l,...,n , 

dPi(t) = ^VqiV(q(tj)dt + rL(t)dt, 

dPj (t) = ^Vqj V(q(tj)dt , j = 2,..., n - 1 , 

dpn(t) = ^VqnV(q(t))dt + rR(t)dt, (1-9) 

àrL(t) = ^fLrL(t)dt + Xl-fL q1(t)dt^XL^2lh/ßLdwL(t) , 

drR(t) = ^jRrR(t)dt + XllRqn(t)dt - XR^2jR/ßR dwR(t) , 

which defines a Markov diffusion process on R / H 2 " + 2 ) . 

Theorem 1.4. [3,4,12,1] There is a constant A* > 0, such that when |AL|, |AR| £ 
(0,A*), the solution of (1.9) is a Markov process which has an absolutely continuous 
invariant measure ß with a C°° density m. This measure is unique, mixing and 
attracts any other measure at an exponential rate. 

Remark 1.5. On can show even a little more. Let h0(ß) be the Gibbs distribution 
for the case where both reservoirs are at temperature 1/ß. If h denotes the density 
of the invariant measure found in Theorem 1.4, we find that h/h0(ß) is in the 
Schwartz space S for all ß < min(/3L,/3R). This mathematical statement reflects 
the intuitively obvious fact that the chain can not get hotter than either of the 
reservoirs. 

Remark 1.6. The restriction on the couplings AL, AR between the small system 
and the reservoirs is a condition of stability (against "explosion") of the small system 
coupled to the heat reservoirs: It is not of perturbativi nature. Indeed, the reservoirs 
have the effect of renormalizing the deterministic potential seen by the small system 
and this potential must be stable. This restricts AL and AR. 

The proof of Theorem 1.4 is based on a detailed study of Eq.(1.9). Let 
x = (P;<l,r) a n d r = (rL,rR). For a Markov process x(t) with phase space X 
and an invariant measure ß(dx), ergodic properties may be deduced from the study 
of the associated semi-group T* on the Hilbert space L2(X,ß(dxj). To prove the 
existence of the invariant measure in Theorem 1.4 one proceeds as follows: Con­
sider first the semi-group T* on the auxiliary Hilbert space "H0 = L2(X, ij,Q(dx)), 
where the reference measure ß0(dx) is a generalized Gibbs state for a suitably cho­
sen reference temperature. Our main technical result consists in proving that the 
generator L of the semi-group T* on %0 and its adjoint have compact resolvent. 
This is proved by generalizing Hörmander's techniques for hypoelliptic operators of 
"Kolmogorov type" to the problem in unbounded domains described by (1.9). Once 
this is established, we deduce the existence of a solution to the eigenvalue equation 
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(T*)*# = g in %0 and this implies immediately the existence of an invariant mea­
sure. The original proof [3] was subsequently improved by using more probabilistic 
techniques [12]. 

The proof of uniqueness, [4], relies on global controllability of (1.9). In it, one 
shows that the control equation, in which the noises ivi of (1.9) are replaced by-
deterministic forces ft (in the same function space), allows one to reach any given 
point in phase space in any prescribed time, by choosing the forces ft adequately. 
It is here that, at least at the time of this writing, a feature of the problem seems 
crucial for success: 

Remark 1.7. The geometry of the chain: If the chain is not of linear geometry, 
but with parallel strands, or if the coupling is not of pure nearest neighbor type, 
uniqueness of the invariant measure does in general not follow from the methods 
described here. Very simple counterexamples with harmonic chains [14] show that 
this problem is not easy. 

Remark 1.8. We proved in [3, Lemma 3.7] that the density g = gT is a real 
analytic function of ( = (TL — TR)/(TL + TR). In particular, this yields the standard 
perturbativi results near equilibrium (( = 0). 

Question. A fascinating problem is to understand the limit of a chain of infinitely-
many oscillators, and in particular the nature of heat conduction in this case. I 
believe that this problem can only be solved if a better understanding of modeling 
the coupling between the heat bath and the chain can be found. 

2. Time-reversal, energy flux, and entropy pro­
duction 

In the wake of the seminal work of Gallavotti and Cohen [6], several authors 
realized (e.g., [10, 11]) that internal symmetries of stationary non-equilibrium prob­
lems lead to an interesting relation for the fluctuations in the stationary state. The 
model we consider here is no exception, and it is one of the few examples where the 
Hamiltonian dynamics plays a very nice role. 

It will be useful to streamline the notation.1 The two reservoirs, L and R, are 
described by the variables r = (rL,rR) £ Rrf ® Rrf. Let A be the (2d x nel) matrix 
defined by 

q • kr = qx • ALrL + qn • ARrR = ^ A ^ + qnXRrR . 

Define the (2d x 2d) matrix F = diag 7L ® diag 7R , let iv = ivL ® wR the 2d-
dimensional standard Brownian motion, and finally T the (2 x 2) diagonal temper­
ature matrix T = diag(TL,TR). It is useful to introduce the change of variables 
s = Fr — FTq, where F = A F - 1 ' 2 . In terms of these variables, one can introduce 
the effective potential 

Veg(q) = V(q) - \q • AATg , (2.1) 

1 This notation generalizes more easily to the case M > 1 of (1.8) 
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and the "energy" is now G(s,q,p) with 

G(s,q,p) = \p2 + VeS + \s-Ys . (2.2) 

Finally, with the adjoint change in the derivatives Vg —¥ Vg — FVS, the equations 
of motion (1.9) read 

dy = VpGdt = pdt , 

dp = ^(V g - FVs)Gdt = - ( V i e s t e ) - FTs)dt , (2.3) 

ds = - ( V s + FTVp)Gdt - (2T1/2)dw = ^(Ys + FTp)dt ^ (2T^2)dw . 

Writing Gp for VpG and Gq for VgG (these are vectors with nd components), and 
Gs for VSG (this is a vector with 2d components), the generator L of the diffusion 
process takes, in the variables y = (s,q,p), the form 

L = V s - r V s ^ G s - V s + ( G p - V g ^ G g - V p ) + ( ( F G s ) - V p ^ G p - F V s ) . (2.4) 

If / is a function on the phase space X, we let 

Stf(y) = (eLtf)(y) = Jf(ty(t))dP(iv) . 

The adjoint LT of L in the space L2(R r f '2+2"') is called the Fokker-Planck operator. 
The density m of the invariant measure is the (unique) normalized solution of the 
equations LTro = 0. 

2.2. The entropy production <J 

Using the notation (2.4), we now establish a relation between the energy flux 
and the entropy production. Since we are dealing with a Hamiltonian setup, the 
energy flux is defined naturally by the time derivative of the mean evolution S* of 
the effective energy, HeS(q,p) = p2/2 + VeS(q). Differentiating, we get from the 
equations of motion 9tS'*iîeff = StLHeS , with 

LHeS = p • (-VgVeff + FTs) + VqVeS -p = p- FYs . 

We define the total flux by $ = p • FYs, and inspection of the definition of F and 
F leads to the identification of the flux at the left and right ends of the chain: 
$ = $ L + * R , with 

*L = Pi ' A L r ì / 2 S L , *R = Pn • A R r R 2 « R • 

Note that $ L is the energy flux from the left bath to the chain, and $ R is the energy-
flux from the right bath to the chain. Furthermore, observe that ($) = 0 , with 
{f)ß = f ß(dy) f(y) = fdym(y)f(y) , because $ = LHeS and LTm = 0. 
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Since we have been able to identify the energy flux on the ends of the chain, 
we can defìne the (thermodynamic) entropy production a by 

a = -± + -Z =p.FT-1Ts. (2.5) 

2.3. Time-reversal, generalized detailed balance condition 

We next define the "time-reversal" map J by (Jf)(s,q,p) = f(s,q, —p). This 
map is the projection onto the space of the s,q,p of the time-reversal of the Hamil­
tonian flow (on the full phase space of chain plus baths) defined by the original 
problem (1.5). 

Notation. To obtain simple formulas for the entropy production a we write the 
(strictly positive) density m of the invariant measure p, as 

TO = JerRerlp , (2.6) 

where R = R(s) = | « • F T - 1 « . Let L* denote the adjoint of L in the space 
% = L2(X, dß) associated with the invariant measure \i, where X = R >

2 ( 2 "+ 2 ) . j n 

terms of the adjoint LT on \?(X,dsdqdp), we have the operator identity 

L* = m^L^m . (2.7) 

We have the following important symmetry property as suggested by the paper 
[10]. 

Theorem 2.9. Let L = L + r\u, where j / g R . One has the operator identity 

Je-Jv(Lri)*eJvJ = L ^ . (2.8) 

In particular, 
Je-JvL*eJ,pJ ^L = a . (2.9) 

Remark 2.10. This relation may be viewed as a generalization to non-equilibrium 
of the detailed balance condition (at equilibrium, one has JL*J — L = 0). 

The paper of Gallavotti and Cohen [6] describes fluctuations of the entropy-
production. It is based on numerical experiments by [5] which were then abstracted 
to the general context of dynamical systems. In further work, these ideas have been 
successfully applied to thermostatted systems modeling non-equilibrium problems. 
In the papers [10] and [11] these ideas have been further extended to non-equilibrium 
models described by stochastic dynamics. In the context of our model, the setup is 
as follows: One considers the observable W(t) = fQ dna({;x(n)) . By ergodicity, one 

r 1 

motion Çx(t) = t;x(t,uj). The rate function e is characterized by the relation 
finds l i m ^ ^ t W(t) = {o) , for all x and almost all realizations of the Brownian 

i n f % ) = ^ l i m i l o g P r o b [ ^ £ I 
y€l t-s-oo t t\a)n 
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Under suitable conditions it can be expressed as the Legendre transform of the 
function 

e(n) = - lim t^logier^^) . 
t—>oo I1 

Formally, —e(n) can be represented as the maximal eigenvalue of L . Observing 
now the relation (2.8), one sees immediately that 

e(n) = e(l-n) . (2.10) 
Theorem 2.11. [13] The above relations can be rigorously justified and lead to 

ê{v)-ê(-v) = -v(<r)fi- (2-11) 
In particular this means that at equal temperatures, when (a) = 0, the fluctuations 
are symmetric around the mean 0, while at unequal temperatures, the odd part is 
linear in y and proportional to the mean entropy production. Note that when 
(a)ß 7̂  0 this relation describes fluctuations around 0, not around the mean! This 
is the celebrated Gallavotti-Cohen fluctuation theorem. 

3. Extensions 
The technique for proving uniqueness results presented above can be general­

ized and applied to many other problems, in particular to certain types of "partially-
noisy" PDE's (so that now phase space is infinite dimensional). One kind of ex­
ample must suffice to illustrate the kind of results one can obtain. Consider the 
stochastic Ginzburg-Landau equation with periodic boundary conditions (written 
in Fourier components, for L >• 1): 

duk = (l-(k/L)2)ukdt- E uk1
uk2

uk3
dt + (lkdwk , fceZ, (2.12) 

hi+k-2+ks = k 

with \qk\ ~ k~5 and where ivk are standard Wiener processes. The point is here 
that qk may be zero for all |fc| < fc„. 

Theorem 2.12. [2, 8, 7]The process defined by (2.12) has a unique invariant 
measure. Any initial condition is attracted exponentially fast to it. 

Acknowledgments. I thank M. Hairer and L. Rey-Bellet for help in preparing 
this manuscript. This work was supported by the Fonds National Suisse. 
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Twisted /("-theory has received much attention recently in both math­
ematics and physics. We describe some models of twisted /("-theory, both 
topological and geometric. Then we state a theorem which relates representa­
tions of loop groups to twisted equivariant /("-theory. This is joint work with 
Michael Hopkins and Constantin Teleman. 
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0. Introduction 
The loop group of a compact Lie group G is the space of smooth maps S1 —¥ G 

with multiplication defined pointwise. Loop groups have been around in topology 

for quite some time [Bo], and in the 1980s were extensively studied from the point 

of view of representation theory [Ka], [PS]. In part this was driven by the rela­

tionship to conformai field theory. The interesting representations of loop groups 

are projective, and with fixed projective cocycle r there is a finite number of ir­

reducible representations up to isomorphism. Considerations from conformai field 

theory [V] led to a ring structure on the abelian group RT(G) they generate, at 

least for transgressed twistings. This is the Verlinde ring. For G simply connected 

RT(G) is a quotient of the representation ring of G, but tha t is not t rue in general. 

At about this t ime Wit ten [W] introduced a three-dimensional topological quantum 

field theory in which the Verlinde ring plays an important role. Eventually it was 

understood tha t the fundamental object in tha t theory is a "modular tensor cate­

gory" whose Grothendieck group is the Verlinde ring. Typically it is a category of 

representations of a loop group or quantum group. 

For the special case of a finite group G the topological field theory is speci­

fied by a certain cocycle on G and the category can be calculated explicitly [Fl]. 

We identified it as a category of representations of a Hopf algebra constructed 
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^Department of Mathematics, University of Texas, Austin, TX 78712, USA. E-mail: 
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from G, thus directly linking the Chern-Simons lagrangian and quantum groups. 
Only recently did we realize that this category has a description in terms of twisted 
equivariant if-theory, and it was natural to guess that the Verlinde ring for arbi­
trary G has a similar description. Ongoing joint work with Michael Hopkins and 
Constantin Teleman has confirmed this description. We can speculate further and 
hope that twisted if-theory provides a construction of the modular tensor category, 
and perhaps even more of the three-dimensional topological field theory. In an­
other direction the use of if-theory may shed light on Verlinde's formula for certain 
Riemann-Roch numbers. In any case our result fits well with other uses of if-theory 
in representation theory [CG], for example in the geometric Langlands program. 

The physics motivation for the main theorem is discussed in [F2], [F3]. Here, 
in §3, we explain the statement of our result in mathematical terms; the proof will 
appear elsewhere. As background we describe some concrete topological models of 
twisted if-theory in §1, and give a twisted version of the Chern-Weil construction 
in §2. 

As mentioned above the work I am discussing is being carried out with Michael 
Hopkins and Constantin Teleman. I thank them for a most enjoyable collaboration. 

1. Twis t ings of üC-theory 
Let X be a reasonable compact space, say a finite CW complex. Then isomor­

phism classes of complex vector bundles over X form a semigroup whose group com­
pletion is the if-theory group K°(X). This basic idea was introduced by Grothen-
dieck in the context of algebraic geometry [BS], and was subsequently transported 
to topology by Atiyah and Hirzebruch [AH]. Vector bundles are local—they can be 
cut and glued—and in the topological realm this leads to a cohomology theory. In 
particular, there are groups Kn(X) defined for n £ Z. Historically, if-theory was 
the first example of a generalized cohomology theory, and it retains the features of 
ordinary cohomology with one notable exception: the cohomology of a point is non-
trivial in all even degrees, as determined by Bott periodicity. There are many nice 
spaces B which represent complex if-theory in the sense that K°(X) is the set of 
homotopy classes of maps from X to B. A particularly nice choice [Al,Appendix], 
[J] is the space B = Fred(iî) of Fredholm operators on a separable complex Hilbert 
space H. Thus a map T: X —t Fred(iî) determines a if-theory class on X. It is 
convenient to generalize and allow the Hilbert space H to vary as follows. A Fred-
holm complex1 is a graded Hilbert space bundle E* = E° ® E1 —t X together with 
a fiberwise Fredholm map E° —t E1, and it also represents an element of K°(X). 
Another innovation was the introduction by Atiyah and Segal [S2] of the equivari­
ant if-theory groups K*}(X) for a compact space X which carries the action of a 
compact Lie group G. The basic objects are G-equivariant vector bundles E —¥ X, 
and KQ(X) is the group completion of the set of equivalence classes. For example, 

1One [SI] can allow more general topological vector spaces and complexes which are nonzero 
in degrees other than 0 and 1. 
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if X is a point then the equivariant if-theory is the representation ring KQ of the 
compact Lie group G; in general, KQ(X) is a Ko-module. 

As a first example of twisted if-theory we consider twisted versions of KQ. A 
twisting r is a central extension 

1—>T—>G—>G—H, 

where T c C i s the circle group of unit norm complex numbers. Then the twisted 
representation "ring" KG is the group completion of equivalence classes of complex 
representations of G on which the central T acts by scalar multiplication. Twisted 
if-theory is not a ring, but rather KG is a UT^-module. A map of twistings, i.e., 
an isomorphism of central extensions, determines an isomorphism of twisted K-
groups. So twisted if-theory is determined up to noncanonical isomorphism by the 
equivalence class of the twisting. For example, Ä"so(3) — ^ M is the polynomial ring 
on a single generator, the 3-dimensional defining representation. Up to equivalence 
there is a single nontrivial central extension 

r = { 1 —• T —• U(2) —• SO(3) —• 1 } 

which is induced by the inclusion Z/2Z <^-t T from the extension 

1 —•+ Z/2Z —•+ SU(2) —• SO(3) —•+ 1. 

Virtual representations of U(2) on which the center acts naturally correspond 1:1 
with virtual representations of SU(2) on which the central element acts as —1. 
Now Kgu(2) — %>[t], where t is the defining 2-dimensional representation, and we 
identify KT

so,Z) c Ksu^ as the subgroup of odd polynomials in t; the Kgo(3) — 
Z[«]-module structure is s • t = t3 — t, by the Clebsch-Gordon rule, and KT

so,z, is a 
free module of rank one. 

More generally, on a G-space X a "cocycle" r for the equivariant cohomol­
ogy group HQ(X;Z) defines a twisted if-theory group KG(X) which is a module 
over KG(X). A better point of view is that r is a cocycle, or geometric representa­
tive, of a class in HG(X; AQ), where AQ is a group of automorphisms of equivariant 
if-theory. We will not try to make "automorphism of equivariant if-theory" precise 
here, but content ourselves with a concrete model, first in the nonequivariant case. 
Take Fred(iî) to be the classifying space of if-theory. Then the group A = PGL(H) 
acts as automorphisms by conjugation. Since A = GL(H) is contractible [K], the 
quotient A = Ä/Cx is homotopy equivalent to CP°°, and so HX(X; A) =ë H3(X; %). 
A twisting r can be taken to be a principal .4-bundle n: P —¥ X. The action 
of A on Fred(JJ) defines an associated bundle Fred(iJ)p —¥ X, and the twisted 
if-group KT(X) is the group of homotopy classes of sections of this bundle [A2]. 
A section is an .4-equivariant map T: P —¥ Fred(JJ), and as before it is convenient 
to let the Hilbert space vary. Thus define a P-twisted Fredholm complex to be an 
.4-equivariant graded Hilbert space bundle E* —t P, where the center Cx C A acts 
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by scalar multiplication, together with a fiberwise .4-equivariant Fredholm operator 

E° —t E1. Then (E*,T) represents an element of KT(X). 
It is perhaps unsettling that the model is infinite dimensional, but that is 

unavoidable unless the class of the twisting in H3(X;Z) is torsion. 
There are many other models of twistings and twisted if-theory. For example, 

gerbes are geometric representatives of elements in degree three integral cohomology; 
see [H], [B], [M] for example. In a Cech description we have a covering X = |J. [/» 
of X by open sets and a complex line bundle Ly —¥ £/, n Uj on double intersections. 
There is further cocycle data on triple intersections. In a model of if-theory on 
which line bundles act as automorphisms this can be used to define twisted K-
theory; see [BCMMS] for example. In fact, the "group" Z/2Z x CP°° of graded 
lines act as automorphisms of if-theory, so there is a larger group of (equivalence 
classes of) twistings 

i J 1 ( X ; Z / 2 Z x C P ° ° ) ^ 1 7 1 ( X ; Z / 2 Z ) x Jf3(X;Z). (1) 

We remark that there is a natural group structure on (1), but it is not the prod­
uct. In topology these twisted versions of if-theory, at least for torsion twistings, 
were introduced by Donovan and Karoubi [DK], who also considered real versions. 
There is another viewpoint and generalization of if-theory using G*-algebras, and 
in that context twisted if-theory was discussed by Rosenberg [R] for both torsion 
and nontorsion twistings. Twisted versions of if-theory have appeared recently in 
various parts of geometry and index theory, for example in [LU], [AR], [To], [NT], 
[MMS]. 

A generalization of the previous model is useful. Here a twisting is a quar­
tet r = (g,e,g,p): 

G topological group, 

e: G —ï Z/2Z homomorphism termed the grading, 
(2) 

G —ï G central extension by T, 

P —¥ X principal (/-bundle. 

We require the existence of a homomorphism G —ï GL(H) which is the identity 
on the central T. Let Go —* Go be the restriction of the central extension over the 
subgroup Go = e _ 1 (0) . Then the equivalence class of r is the obstruction in (1) 
to restricting/lifting F to a principal Go bundle. Our previous construction is the 
special case G = PGL(H) and e trivial. An element of KT(X) is represented by 
a (/-equivariant Z/2Z-graded Fredholm complex over P, where the action of G is 
compatible with the grading e. If a compact Lie group G acts on X then it is easy 
to extend this to a model of equivariant twistings and equivariant if-theory. 

As an illustration of a nontrivial H1 -twisting, consider X = pt and r = 
(0(2), e, 0(2) x T, 0(2)) with nontrivial grading e. The representation ring of 0(2) 
may be written 

K0{2)^Z[a,ó]/(a(ó^l),ó2^l), 
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where Ö is the one-dimensional sign representation and a the standard two dimen­
sional representation. Then the twisted if-group K0,2, is a module over KG(2) 
with a single generator t and the relation 8-t = t. There is a nontrivial odd twisted 
if-group KQtl which is also a module with a single generator «; the relations are 
ö • u = —u and a • u = 0. 

Many topological properties of if-theory, including exact and spectral se­
quences, have straightforward analogs in the twisted case. This is easiest to see 
from the homotopy-theoretic view of cohomology theories, and so applies to twisted 
cohomology theories in general. Computations are usually based on these sequences. 
A more specialized result is the completion theorem in equivariant if-theory [AS]; 
its generalization to the twisted case has some new features [FHT]. The Thom iso­
morphism theorem fits naturally into the twisted theory [DK]. Let V —¥ X be a 
real vector bundle of finite rank, which for convenience we suppose endowed with a 
metric. There is an associated twisting 

T(V)=(0(n),e,Yinc(n),0(V)), 

where 0(V) —¥ X is the orthonormal frame bundle of V and e: 0(n) —¥ Z/2Z is the 
nontrivial grading. The isomorphism class of T(V) is the pair of Stiefel-Whitney-
classes (wi(V),W3(V)). Denote 

Kv (X) = KrAnk{v)+T{v) (X) (3) 

as the degree-shifted twisted if-theory. Then the Thom isomorphism theorem as­
serts that the natural map 

KQ+V ( X ) _ ^ Kg+2 rank(V) (y) ^ 

is an isomorphism. We remark that if X is a smooth compact manifold, then 
Poincaré duality identifies KTX(X) with the if-homology group K0(X). Also, we 
can define Kv (X) for virtual bundles V. 

The Chern character maps twisted if-theory to a twisted version of real coho­
mology, as we explain next in the context of Chern-Weil theory. 

2. A differential-geometric model 
For simplicity we work in the nonequivariant context. Our thoughts here were 

stimulated by reading [BCMMS]. 
Let o = pgl(H) denote the Lie algebra of A = PGL(H) and ô = gt(H) the Lie 

algebra of A = GL(H). They fit into the exact sequence of Lie algebras 

0 —s^C —y à—^ o —-+ 0. 

A linear map L : o —¥ ô is a splitting if the composition with ô —¥ a is the identity. 
A splitting L determines a closed right-invariant 2-form on A which represents the 
generator of U2(.4;Z); its value on right-invariant vector fields Ç,n is 

[L(0,L(V)]-L([C,V]). 
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Let n: P —¥ X be a principal .4-bundle. We now add two pieces of geometric 
data: 

0 £ Q1(F; o) connection on F - I I , 
(5) 

L: P —¥ Hom(o, 5) ^-invariant map into splittings. 

Both are sections of affine space bundles over X, so can be constructed using par­
titions of unity. As usual, define the curvature 

Fe = dO + i [ 0 A 0 ] . 

It is an o-valued 2-form on P. Introduce the scalar 2-form 

ß = (dL(Q) + l-[L(&) A Hß)]) - L(FA). 

Then one can check that ß is transgressive. In other words, dß = n*n for a closed 
scalar 3-form n £ Q3(X). The de Rham cohomology class of n in H3(X; R) repre­
sents the image in real cohomology of the isomorphism class of the twisting P —t X. 

Now let E° —t E1 be a twisted Fredholm complex over P. Thus E% —¥ P are 
.4-equivariant Hilbert space bundles, with Cx C A acting by scalar multiplication, 
and T is an .4-equivariant Fredholm map. The A action determines an .4-invariant 
partial covariant derivative on E* —t P along the fibers of n: P —¥ X. Again we 
introduce differential-geometric data: 

V* .4-invariant extension of the partial covariant derivative. 

Such an extension is a section of an affine space bundle over X, so can be con­
structed via a partition of unity. Introduce a formal parameter u of degree 2 and its 
inverse vr1 of degree —2, and so the graded ring of R[[u,u_1]]-valued differential 
forms. (One can identify « as a generator of the if-theory of a point.) Following 
Quillen [Q] define the .4-invariant superconnection 

,'V° uT* 

on E* —t X. Its usual curvature D2 £ Q(P;EndE(E) Rff«,«-1]])" is an ^-invariant 
form of total degree 2. However, it does not descend to the base X. Instead, one 
can check that the twisted curvature 

F(E',T,V'):=D2 ^ß-id 

is .4-invariant and basic, so descends to an element of Q(X;End£' ® R[[u,u-1]])"\ 
(Note that End E* —t P descends to a graded vector bundle on X, since the center 
of A acts trivially.) It does not, however, satisfy a Bianchi identity, since ß is not 
closed. 
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The Chern character form 

ch(E',T,V) := T r e x p ^ F ) (6) 

is an element in Q (X; R[[«, u - 1]]) of total degree 0. Here we assume favorable cir­
cumstances in which the graded trace Tr is finite. For example, if the twisting class 
is torsion then we can take E* —t P finite dimensional. Or, if the superconnection 
comes from a family of elliptic operators as in [Bi] then the graded trace exists. The 
Chern character form (6) is not closed in the usual sense, but rather 

(d+u-1ri)ch(E',T,V') = 0. 

The differential d+ vr1'!) on Q(X; R[[«,«-1]]) computes a twisted version of real 
cohomology which is the codomain of the Chern character. 

This construction works with little change for the more general twistings (2). 
The differential geometric model we have outlined not only gives geometric 

representatives of twisted topological ÜT-theory classes, but also geometric repre­
sentatives of twisted differential ÜT-theory classes. Similarly, the geometric twist­
ings (5) give geometric models for differential cohomology classes. See [HS] for 
foundations of (untwisted) differential cohomology theories in general, and [L] for 
the basics differential ÜT-theory. 

3. Loop groups 
Let G be a compact Lie group. The loop group LG of G is the space of 

smooth maps S1 —¥ G. There is a twisted description we use instead. Namely, let 
R —¥ S1 be a principal G-bundle and LGR the group of gauge transformations, i.e., 
the space of smooth sections of the bundle of groups GR —¥ S1 associated to R. A 
trivialization of R gives an isomorphism LGR = LG. Note that R is necessarily 
trivializable if G is connected, and in general the topological class of R is labeled 
by a conjugacy class in TTOG. Let G(R) C G be the union of components which 
comprise that conjugacy class. The theory of loop groups LGR is described in [PS], 
[Ka], and some specific further developments appear in [FF], [We]. 

One salient feature of loop groups is the existence of nontrivial central exten­
sions 

1 —• T —• LGT
R —• LGR —• 1. 

As in (2) we may also consider gradings e: LGR —¥ Z/2Z. We call the pair r = 
(LGR,e) a graded central extension and denote it simply as LGR. It has an invariant 
in 

HG(G(R);Z/2Z) x H3
G(G(R);Z) (7) 

as follows. Fix a basepoint s £ S and consider the product 

F = AR X RS (8) 
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of the space of connections AR on R and the fiber Rs at the basepoint. Then 
LGR acts freely on F with quotient the holonomy map 

hoi: P—>G(R). 

Furthermore, the G action on G(R) by conjugation lifts to the G action on the 
Rs factor of F , where it commutes with the LGR action. Thus we have an equi­
variant twisting 

T = \LG R, e, LG R, 1) 

whose isomorphism class, called the level, lies in (7). (The basepoint is not neces­
sary. It is more natural to replace (8) by AR X R and LGR by the group of bundle 
automorphisms which cover rotations in the base S1.) 

As a warm-up to representations of loop groups, recall the Borei-Weil con­
struction of representations of a compact connected Lie group G. Let T C G be 
a maximal torus, and F = G/T the flag manifold. Then F admits G-invariant 
complex structures. Fix one. A character À of T determines a holomorphic line 
bundle L\ —t F, and the standard construction takes the induced virtual repre­
sentation of G to be (Bq( — l)qHq(F;L\), which is the G-equivariant index of the 
3 operator. We can use the Dirac operator instead of the 3 operator. This has the 
advantage that no complex structure need be chosen, though it can be described in 

1 /*? 1 /*? 

holomorphic terms as the p-shift L\ —y L\ ® Kp , where Kp" —̂  F is a square 
root of the canonical bundle. More generally, if Z C G is the centralizer of any 
subtorus of T, and F' = G/Z the corresponding generalized flag manifold, then 
there is a Dirac induction map 

Kz = KG(F') —• KG. (9) 

A representation of Z defines a G-equivariant vector bundle on F', and (9) is the 
equivariant index of the Dirac operator with coefficients in this bundle. 

A similar construction works for loop groups. Fix a conjugacy class C C G(R). 
The group LGR x G acts transitively on hol - 1(C). Let ZQ denote the stabilizer 
at some point; it embeds isomorphically into either factor of LGR x G. Introduce 
the flag manifold Tc = ho i - 1 (C)/G; then the loop group LGR acts transitively Tc 
with stabilizer the image of Zc in LGR. On the other hand, the image of Zc in G 
is the centralizer of an element in C. The geometry of Tc is similar to that of finite 
dimensional flag manifolds [F4]. An important special case is C = {1} and R —¥ S1 

trivial. Then the flag manifold is the "loop grassmannian" T = LG/G. 

There is a Dirac induction for loop groups which generalizes (9). For this we 
introduce spinors on LGR and a canonical graded central extension. Consider the 
principal SO(g ® R)-bundle associated to R —¥ S1 via the twisted adjoint homo­
morphism 

G ^ SO(Q (BR), 

g i—> Adg ®det.4d s . 



Twisted /("-Theory and Loop Groups 427 

It is trivializable, and any trivialization induces an isomorphism LGR —¥ LSO(N) 
for N = dim(G) + 1 . There is a canonical graded central extension of LSO(N) from 
the spin representation, and it pulls back to the desired canonical graded central 
extension LGR —̂  LGR. The spin representation itself defines (projective) 
spinors on LGR. For a conjugacy class C C G(C) the embedding %c: Zc "—* LGR 

induces a graded central extension Z1^" which may be described instead by the 
real adjoint representation %c, viewed as a Zc-equivariant vector bundle over a point 
(see (3)). In this form it carries a degree shift, and so it is natural to also include 
a degree shift in UR(G). We do not specify it precisely, but remark that its parity-
agrees with that of dim Zc. If G is simple, connected, and simply connected and 
R —¥ S1 is trivial, then GR (G) has degree shift dim G and the H3 component of the 
level in (7) is the dual Coxeter number of G times a generator; the H1 component 
vanishes. 

For a fixed graded central extension LGR of LGR there is a finite set of iso­
morphism classes of irreducible positive energy representations of LGR on which 
the center acts by scalar multiplication. Let RT(G) denote the abelian group gen­
erated by these equivalence classes. It is natural to extend this to a Z-graded group 
with mod 2 periodicity and possibly nontrivial groups in odd degrees. Now we de­
scribe Dirac induction for loop groups. As in the first map of (9) a representation 
of Zc defines an LGfi-equivariant vector bundle over the flag manifold Tc- How­
ever, we are interested in LG^-equivariant vector bundles, so need to start with a 
representation of the central extension of Zc defined by iGr. Finally, spinors on 
the flag manifold Tc may be constructed from spinors on LGR by "subtracting" 
spinors on the adjoint representation of Zc, and this imposes an additional twisting. 
Altogether, then, Dirac induction is a map 

Kfj~ic — ^ R T - T ^ G ) ( G ( R ) ) . (10) 

The adjoint shift (TR (G) on the right hand side means that we obtain representations 
of the fiber product of LGR -+ LGR with the inverse of LGR

R(G) -+ LGR, including 
a degree shift. For connected, simply connected G it suffices to consider C = {1}, 
since then (10) is surjective, but this is not true in general. 

The inclusion ic: C <^-¥ G(R) induces a pushforward in twisted ÜT-theory 
(cf. (4)): 

Kì*cJ-ic ^ K%f+TC-TG\C(Cj _^ Kr^G^R)Y (H) 

The maps (10) and (11) give, for each conjugacy class C, a correspondence between 
certain representations of the loop group and a twisted ÜT-theory group. Our main 
result is 

Theo rem 1. These correspondences induce an isomorphism of abelian groups 

RT-VR(G) (G(R^ __> KQ [G(R)) . (12) 



428 D. S. Freed 

There is a transgression from H4(BG;Ii) to levels (7) with trivial first com­
ponent. More generally, there is an extension 

0 —• HA(BG; Z) —• EA(BG) —• H2(BG; Z/2Z) —• 0, 

and elements of E4(BG) transgress to general levels for all loop groups LGR si­
multaneously. If G is connected then any R —t S1 is trivializable, and both sides 
of (12) have a ring structure for any fixed R. For arbitrary G the sum of each side 
of (12) over representatives of each topological type of R —¥ S1 has a ring structure. 
The multiplication on representations is the fusion product [V], [F], [T] ; on twisted 
ÜT-theory it is the pushforward by multiplication G x G —¥ G or equivalently the 
Pontrjagin product in ÜT-homology. 

Theo rem 2. If the level of the twisting f + T(TG) is transgressed, then the iso­
morphisms (12) are compatible with the ring structure. 

Our proof reduces both sides of (12) to the statement for tori, where there is 
a direct argument. 
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Mirror Symmetry and 
Quantum Geometry 

Kentaro Hori* 

Abstract 

Recently, mirror symmetry has been derived as T-duality applied to gauge 
systems that flow to non-linear sigma models. We present some of its ap­
plications to study quantum geometry involving D-branes. In particular, we 
show that one can employ D-branes wrapped on torus fibers to reproduce 
the mirror duality itself, realizing the program of Strominger-Yau-Zaslow in a 
slightly different context. The Floer theory of intersecting Lagrangians plays 
an essential role. 
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1. Introduction 
Mirror symmetry has played important roles in exploring the quantum modifi­

cation of geometry in string theory. Things started with the discovery of mirror pairs 
of Calabi-Yau manifolds [1], with a subsequent application [2] to superstring com-
pactifications. It had an immediate impact on enumerative geometry and motivated 
various mathematical investigations including the formulation of Gromov-Witten 
invariants. Another breakthrough was made through the recognition of D-branes 
as indispensable elements in string theory [3], which was preceded by Konstevich's 
homologieal mirror symmetry [4]. Studies and applications of mirror symmetry-
involving D-branes have enriched our understanding of quantum geometry. 

In particular, Strominger-Yau-Zaslow (SYZ) proposed, using the transforma­
tion of D-branes under T-duality, t ha t mirror symmetry of Calabi-Yau manifolds is 
nothing but dualization of special Lagrangian torus fibrations [5]. This provides a 
very geometric picture of mirror symmetry tha t has inspired many physicists and 
mathematicians. 
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Recently, more progress has been made via an exact analysis of quantum field 
theory on the worldsheet [6]. Mirror symmetry is derived as T-duality applied to 
gauge systems [7] that flow to non-linear sigma models. This, however, turns sigma 
models into Landau-Ginzburg (LG) models, where the LG potential for the dual 
fields is generated by the vortex-anti-vortex gas of the high energy gauge system. 

What is the relation between this and SYZ, both of which use T-duality applied 
to torus fibers? Since SYZ employ D-branes wrapped on the torus fibers, it is a 
natural idea to do the same in the situation of [6]. In this talk, we present some 
applications of [6] to study the properties of D-branes. In particular, we show that 
the study of D-branes wrapped on torus fibers indeed reproduces the LG mirror of 
[6]. The study of Floer homology for intersecting Lagrangians [8] plays an important 
role. We will also present other aspects of mirror symmetry involving D-branes. 

2. T-Duality and D-Branes 
Let us consider a closed string moving on the circle of radius R, which is de­

scribed by a periodic scalar field X = X + 2nR on the worldsheet. The space of 
states is decomposed into sectors labeled by two conserved charges — the momen­
tum I £ Z associated with the translation symmetry X —t X+constant, and the 
winding number m £ Z which counts how many times the string winds around the 
circle. The ground state in each sector has energy \[(l/R)2 + (Rm)2] — ^ , which 
is invariant under 

/?<-> 1 

R^R> 
and I ++ m. In fact, the sigma model on the circle of radius R is equivalent to the 
sigma model on the circle of radius 1/R. This is called T-duality. The exchange 
of momentum and winding number can be described as the relation between the 
corresponding currents 

dtX = 3„X, daX = df.X, (2.1) 

where (t, a) are the time and space coordinates on the worldsheet and X = X+2n/R 
is the coordinate of the T-dual circle. 

Let us now introduce an open string to this system. We need to specify 
the boundary condition on the scalar field X at the worldsheet boundary, say, at 
a = 0. The Neumann boundary condition dtTX\tT=o = 0 corresponds to the freely-
moving end point, while the Dirichlet boundary condition dt.X\(T=o = 0 fixes the end 
point. They describe open strings ending on D-branes: the former is for a Dl-brane 
wrapped on the circle while the latter is for a DO-brane at a point of the circle. 
By the relation (2.1), we see that T-duality exchanges the Neumann and Dirichlet 
boundary conditions. Thus, T-duality maps a Dl-brane wrapped on the circle to 
a DO-brane at a point of the T-dual circle. The open string end point is charged 
under the U(l) gauge field on the D-brane. The holonomy a = fsl A parametrizes 
the gauge field configuration on the Dl-brane wrapped on the circle. Under T-
duality, this parameter is mapped to the position of the DO-brane in the T-dual 
circle. Therefore, the T-dual of S1 can be identified as the dual circle H1^1, U(lj). 
This story generalizes to the higher dimensional torus Tn: T-duality inverts the 



Mirror Symmetry and Quantum Geometry 433 

radii of the torus, mapping a Dn-brane wrapped on Tn to a DO-brane at a point of 
the T-dual torus Tn, where the map provides the identification Tn = H1 (Tn, U(lj). 

The same story applies to supersymmetric theories on the worldsheet, which 
are obtained by including fermionic fields as the superpartner of the scalar fields. 
When the target space is a Kahler manifold, the system has (2,2) super symmetry, 
which is an extended symmetry with four supercharges Q+,Q+,Q-,Q_ (± shows 
the worldsheet chirality. The supercharges are complex but are related by Hermitian 
conjugation Q± = Q±). The complex coordinates of the target space are annihilated 
by Q±-variation, but are mapped to the partner Dirac fermions under the Q±-
variation. The simplest example is the cylinder Cx = Rx S1 with the (flat) product 
metric parametrized by^the radius R of the circle. T-duality applied to the S1 

yields another cylinder Cx = R x S1 with radius 1/R. This is actually an example 
of mirror symmetry: Q_ and Q_ are exchanged under the equivalence. T-duality 
maps the various D-brane configurations: A D2-brane wrapped on Cx is mapped 
to a Dl-brane extending in the R-factor of <CX ; a Dl-brane wrapped on S1 at a 
point in the R-direction is mapped to a DO-brane at a point of <CX. 

Let us next consider a more interesting target space — the two-sphere S2. It 
can be viewed as the circle fibration over a segment, and one may ask what happens 
if T-duality is applied fiber-wise. Since T-duality inverts the radius of the circle, a 
larger circle is mapped to a smaller circle and a smaller circle is mapped to a larger 
circle, and one may naively expect that the dual geometry is as in Fig. 1. 

Since the size of the dual circle blows up towards the two ends, two holes 
effectively open up and the dual geometry has the topology of a cylinder. This 
is consistent in one aspect: the conserved momentum associated with the U(l)-
isometry of S2 (fiber-rotaion) is mapped to the winding number of the dual system, 
which is conserved due to the cylindrical topology. However, another aspect is 
not clear. The winding number is not conserved in the original system because 
TTI(S2) = {1}, and this should mean in the dual theory that the momentum is not 
conserved or the translation symmetry is broken. But how can it be broken? Is it 
because the metric is secretly not invariant under rotation of the cylinder? 

What really happens under T-duality is as follows. It is true that the dual 
geometry has the topology of a cylinder. However, the dual theory is not just a 
sigma model but a model called a Landau-Ginzburg (LG) model. It has a potential 
and Yukawa coupling terms determined by a holomorphic function of the target 
space, called the superpotential Let us parametrize the dual cylinder by a complex 
coordinate Y which is periodic in the imaginary direction, Y = Y + 2ni. Then the 
superpotential of the dual LG model is given by 

W = erY + e-*+ Y . (2.2) 

Here t = r — i6 is a complex parameter that corresponds to the data of the original 
S2 sigma model: r is the area of the original S2 and 9 determines the B-field (it 
gives a phase factor etke to the path-integral measure for a worldsheet mapped to 
S2 with degree k). It is this superpotential that breaks the translation symmetry 
Im(Y) —¥ Im(Y)+ constant. This T-duality is a mirror symmetry, as in the example 
of the cylinder. 
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This was derived in [6] by exact analysis of quantum field theory on the world-
sheet. The derivation applies to the case where the target space is a general toric 
manifold X. A toric manifold, as S2 is, can be viewed as a torus fibration over some 
base manifold, and T-duality sends the sigma model to a LG model. Suppose X is 
realized as the symplectic quotient of C^ by the U(l)k action (ZJ) >-¥ (et^o®'îXaZi) 
with the moment map equation J2ìQì\Zì\2 = ra, and suppose the B-field is such 
that the path-integral weight is e*̂ *» kae" for a map of multi-degree (ka). Then the 
dual geometry is an (N — fc)-dimensional cylinder defined by ^ QfYi = ra — i9a 

for Yi = Yi + 2ni, and the superpotential is given by W = ^ e _ i i . This mirror 
symmetry explains several observations made earlier [9^13]. The analysis of [6] also 
includes the derivation of the mirror pairs of Calabi-Yau hypersurfaces or complete 
intersections in toric manifolds [1,14]. Furthermore, the method can also be applied 
to string backgrounds with non-trivial dilaton [15] and H-field [16]. 

We do not repeat the analysis of [6] in what follows. Instead, we will find 
some of the consequences of the mirror symmetry, especially on D-branes. We will 
see that D-brane analysis sheds new light on the duality itself. Recall that, for the 
circle sigma model, the dual circle was identified as the space of wrapped Dl-branes, 
S1 = H1 (S1, U(lj). The same will happen here; the dual theory can be rediscovered 
by looking at the D-branes wrapped on the circle fibers of the toric manifold. 

3. Supersymmetrie D-branes 

Abstractly, D-branes can be regarded as boundary conditions or boundary-
interactions on the worldsheet of an open string. We will focus on those preserving 
a half of the (2,2) worldsheet supersymmetry. There are two kinds of such D-
branes [17]: A-branes preserving the combinations QA = Q+ + Q- and Q\ = 
Q+ + Q_; B-branes preserving QB = Q+ + Q_ and QB = Q+ + Q-. Since mirror 
symmetry exchanges Q- and Q_, A-branes and B-branes are exchanged under 
mirror symmetry. 

Let us consider the sigma model on a Kahler manifold M. M can be considered 
as a complex manifold or as a symplectic manifold (with respect to the Kahler form 
UJ). A D-brane wrapped on a cycle 7 of M and supporting a unitary gauge field A 
is an A-brane if 7 is a Lagrangian submanifold (w|7 = 0) and A is flat (FA = 0), 
while it is a B-brane if 7 is a complex submanifold of M and A is holomorphic 
(FA' = 0). If we consider a LG model with superpotential W, there is a further 
condition that the IF-image of 7 is a straight line parallel to the real axis for A-
branes and W is a constant on 7 for B-branes [18,19]. A-branes and B-branes 
are objects of interest from the point of view of symplectic geometry and complex 
analytic geometry, respectively. They are exchanged under mirror symmetry. 

Of prime interest are the lowest energy states of open strings ending on D-
branes, in particular, the supersymmetrie ground states which correspond to mass-
less open string modes. The theory of an open string stretched between two A-
branes (or two B-branes) has one complex supercharge Q = QA (or Q = QB)- In 
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many cases, it obeys the supersymmetry algebra 

{Q,Qi} = 2H, 
Q2 = 0, (àA) 

where H is the Hamiltonian of the system. Then the system can be regarded as 
supersymmetrie quantum mechanics (with infinitely many degrees of freedom) and 
the standard method [20] applies. In particular, there is a one-to-one correspondence 
between the gound states and the Q-cohomology classes. However, in some cases, 
the above algebra is modified and it can happen that 

Q2 # 0. (3.2) 

In such a case, the cohomological characterization of the ground states does not 
apply. (In fact, there is no supersymmetrie ground state.) This does not happen 
for closed strings and is a new phenomenon peculiar to open strings. 

In what follows, we study D-branes in the sigma model on S2 or more general 
toric manifolds. In Sec. 4., we study A-branes in S2 and the mirror B-branes in the 
LG model. We will see that we can reproduce the mirror duality through the study 
of D-branes. In Sec. 5., we study B-branes in S2 and the mirror A-branes in LG. 

4. Intersecting Lagrangians and their Mirrors 
Let (M,UJ) be a Kahler manifold. We study an open string stretched from 

one A-brane (70,.40) to another (nf1,Ai), where ryi are Lagrangian submanifolds 
and Ai are flat U(l) connections on them. Classical supersymmetrie configurations 
are the ones mapped identically to the intersection points of 7 0 and 7 1 . However, 
quantum tunneling effects may lift the ground state degeneracy. Only the index 
Tr( —1)F = # ( 7 0 n 71) is protected from corrections. 

To determine the actual ground state spectrum, one may apply the Morse 
theory analysis of [20] to the space of open string configurations. The sigma model 
action defines a Morse function and its critical points are indeed the constant maps 
to the intersection points of 7 0 and 7 1 . Tunneling configurations are holomorphic 
maps from the strip to M such that the left and the right boundaries are mapped 
to 7 0 and 7 1 respectively, and the far past and the far future are asymptotic to the 
constant maps to 7 0 n 7 1 . This usually leads to a cochain complex that models the 
original Q-complex. However, the 'coboundary' operator may fail to be nilpotent 
[8], d2 ^ 0, which corresponds to Q2 ^ 0. 

As an example, consider two Lagrangian submanifolds in the complex plane 
M = C as depicted in Fig. 2. 

They intersect at two points q and p, and the constant maps to them are the 
candidate supersymmetrie configurations. The 'cochain' complex has Z2 grading 
that distinguishes p and q. There is one tunneling configuration from q to p — the 
holomorphic map from the strip to the region C. Then the 'coboundary' operator 
acts as dq = erA^p where .4(C) is the area of the region C. Likewise, we find 
dp = e~A(Diq. Then we see that 

d2q = e-A(c^ e-A(Dk = e-
A(CuDk # 0. (4.1) 
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The standard proof of d2 = 0 does not apply here: there is a one-parameter family 
of tunneling configurations from q to q, that starts with the composition of C and 
D at p and ends with the holomorphic disc C U D. (The family is made of the 
composition of C and D along the segment [r,p], where r £ ry1 moves from p to q.) 
This is a general phenomenon called "bubbling off of holomorphic discs", which is 
peculiar to open string systems. 

If d happens to be nilpotent, one can define the cohomology group, which is 
known as the Floer cohomology group HF((jQ, A0), (nf1,Ai)). This is the space of 
supersymmetrie ground states of the open string system. 

Let us next consider a LG model with superpotential W on a complex manifold 
Y. We study an open string stretched from a B-brane Zo to another Z\, where Zi 
is a complex submanifold of Y on which W is constant. It is straightforward to 
show, using the canonical commutation relation, that 

Q* = W\Zl-W\Zo, (4.2) 

and there is no quantum correction to it. Thus, we see that Q2 ^ 0 if the IF-values 
of Z0 and Z\ do not agree. If they do agree, the space of supersymmetrie ground 
states is the Q-cohomology group. There is a finite dimensional model of the Q-
complex [21,22]; It consists of anti-holomorphic forms on Z0 fl Z\ with values in the 
exterior powers of Nz0 fl Nz1, on which the coboundary operator acts as d + dW-
(here Nzt is the normal bundle of Zt in Y, and dW- is the contraction with the 
holomorphic 1-form dW). If Z0 and Z\ are points, the complex is non-trivial only 
if they are the same point, and the cohomology is the exterior power of the tangent 
space if the point is a critical point of W but vanishes if the point is not a critical 
point. 

Eqn. (4.2), if non-zero, is the mirror counterpart of Q2 ^ 0 for the intersecting 
Lagrangian systems. Note that we find (4.2) by purely classical analysis, in contrast 
to the case of A-branes where computation of Q2 requires the analysis of quantum 
tunneling effects. 

To make it explicit, let us come back to the mirror symmetry between the 
S2 sigma model and the LG model with superpotential W = e _ i + e _ * + i . We 
consider A-branes wrapped on the S1 fibers in Fig. 1 (Left). They are mapped 
under T-duality to B-branes at points on the Y-cylinder — their Re(Y) and Im(Y) 
coordinates are determined respectively by the location of the S1 and the holonomy 
of the U(l) gauge field. One can actually find a detailed map via a field theory-
analysis [21]. Let Y = c — ia be the location of the mirror DO-brane. Then the area 
of the disc bounded by the original Dl-brane is c and the holonomy of the U(l) 
connection is e*(a-c0/ r). Let us now find the condition for Q2 = 0 using the LG 
description. For two DO-branes at Y = Co — iao and Y = c\ — ia\, we find 

Q2 _ e - C l + »oi _|_ e - t+ci -«ai _ e-co-Ma0 _ e-t+c0-«a0_ M 3 ) 

There are two solutions to Q2 = 0: (c\,a{) = (co,cto) a n d (r — co,$ — ao). On the S2 

side, they correspond to two identical Dl-branes (the same location and the same 
holonomy), and two Dl-branes of opposite holonomies such that the interior area 
of one is equal to the exterior area of the other. The Q-cohomology is non-trivial 
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only if the two points are the same critical point of the superpotential W, which 
is e _ i = e -*/2 or — e -*/2 in the present case. In such a case, the cohomology is 
the exterior power of the tangent space, A*C = A°C ® A 1 ^ which has one bosonic 
and one fermionic basis vector. In the original S2 sigma model, erc+%a = ± e -*/2 

means that the interior and exterior areas of S1 are the same and the holonomy is 
±1 . Thus, we find that mirror symmetry predicts 

„ if 7 0 = 7 1 divides S2 into halves 
HF((j0,Ao),('J1,Ai)) = I and A0 = Ai has holonomy ±1 (4.4) 

0 otherwise 

One can also directly compute the Floer homology group. Let us put the 
Dl-branes in a position as in Fig. 3. 

For simplicity, we suppress the 9-angle as well as the U(l) connections on 
7 j . The two circles intersect at two points q and p which represent 'cochains' of 
different degrees (the 'complex' is Z2 graded). The 'coboundary' operator acts 
as dq = erA(Dip — erA^p and dp = erA^q — erA^q. Thus the square is 
d2q = (e-MCUD) _ e-A(DUE) _ e-A(CUF) + e-A(EUF)fa Jf w e d e n o t e t h e r e g i o n 

inside nfi by Di, the area of the region outside nfi is r — A(Di). We therefore find 

d2q = [ e - ^ W - e - ^ D l ) - e - r + ^ D l ) + e ^ + ^ M q (4.5) 

This vanishes if and only if A(D\) = A(D0) or A(Di) = r—A(D0), namely, when the 
interior area of 7 1 is equal to the interior or exterior area of 7 0 . One can also show 
that the U(l) holonomy of the two should be the same or opposite, respectively. 
This matches precisely with the LG result. In fact, (4.5) with holonomy included is 
identical to (4.3) under the map of variables mentioned before. Let us next compute 
the cohomology. Consider A(D0) = A(Di) first. In such a case, .4(C) = A(E) and 
.4(F) - A(D) = A(F U C) - .4(1? U C) = r - A(DX) - A(DQ) = r - 2A(DQ). Thus 
the coboundary operator acts as 

dq= e~A<-D)(l- e-
r+2A(D°î)p 

Ôp=0. 

The cohomology vanishes if A(D0) ^ r/2, while it is non-vanishing if A(D0) = r/2 
— each of q and p generates the cohomology in its degree. Note that A(D0) = r/2 
is when 7 0 divides S2 into halves. One can also show that the cohomology is non-
vanishing if the holonomy is ± 1 . We also find the same conclusion if we start with 
A(Di) = r — A(D0). To summarize, we see that the result (4.4) of mirror symmetry-
is indeed correct. 

We have seen a practical aspect of mirror symmetry in the study of D-branes. 
Computation of the ground state spectrum of the open string involves highly non-
trivial analysis of quantum tunneling effect in the sigma model, while it is done 
by a simple classical manipulation in the mirror LG model. This story generalizes 
straightforwardly to more general toric manifolds. 

There is another important aspect in the above analysis. We recall that, in 
the case of the S1 sigma model, it was enough to analyze the wrapped Dl-brane 
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to find the T-dual space; since a Dl-brane is T-dual to a DO-brane, its moduli 
space is equivalent to the space of DO-branes of the T-dual theory, namely the dual 
space itself. In fact, the same applies here as well. By analysing the Dl-branes 
wrapped on the S^-fibers, we find the cylinder as the dual space, but we also find 
the superpotential (up to addition of a constant) through the computation of Q2, 
see (4.5). In other words, we can reproduce the mirror symmetry between toric 
sigma models and LG models by analyzing the D-branes. 

This point of view is similar in spirit to Strominger-Yau-Zaslow [5] who pro­
posed, using D-branes, that mirror symmetry of Calabi-Yau manifolds is nothing 
but dualization of special Lagrangian fibrations. The latter has led, for example, 
to the topological construction of mirror manifolds [23-25]. In attempts to make it 
more precise, the treatment of singular fibers constitutes the essential part where 
quantum corrections are expected to play an important role. (See e.g. [26] for re­
cent progress.) The example considered above includes singular fibers and we have 
shown how the quantum effect is taken into account. Although we have not dealt 
with special Lagrangian fibrations, we note that the above analysis applied to toric 
Calabi-Yau yields mirror manifolds consistent with the SYZ program. For example, 
if we start with the total space of ö ( — \)®ö( — 1) over CP1, we obtain the LG model 
on (C x ) 3 with superpotential W = e _ i ° ( e _ i l + e-1*2 + e _ * _ i l _ Ì 2 + 1) as the mir­
ror, which in turn is related [18] to the sigma model on the Calabi-Yau hypersurface 
e-Y l + erY2 + e -* - y i - y a + 1 = uv inCx xCx xCxC = {(erY\ e~Y2,u,v)}. This 
last mirror turns out to be consistent with SYZ topologically [27]. 

5. Holomorphic Bundles and their Mirrors 
Let us consider an open string stretched between B-branes wrapped on M 

and supporting holomorphic vector bundles E0 and E\. The zero mode sector of 
the open string Hilbert space is identified as the space Q°'*(M, EQ ® E\) where the 
supercharge Q acts as the Dolbeault operator. Thus, the space of supersymmetrie 
ground states in the zero mode approximation is the Dolbeault cohomology or 
Ext*(Fo,-Ei). In particular, the index is 

T r ( - 1 ) F = x(E0,Ei). 

In the full theory, some pairs of states of neighboring R-charges could be lifted to 
non-supersymmetric states. The latter does not happen iîExtp(E0,Ei) is non-zero 
only for even p (or odd p). An example of such a pair E0, E\ is from an exceptional 
collection [29], which is an ordered set of bundles {£",} where Extp(Ei, Et) = <5PioC 
while for i < j Ext*(Ej,Ei) = 0 but Extp(Ei,Ej) can be non-zero only for one 
value of p. For CP", the set of line bundles {0(i)}3

il"' is an exceptional collection 
(Vj G Z). 

Next we consider the LG model with superpotential W which has only non-
degenerate critical points {pi}. Gradient flows of Re(W) originating from pt sweep 
out a Lagrangian submanifold nfi whose W-image is a straight horizontal line em­
anating from the critical value w, = W(pi). Thus, the D-brane wrapped on 7. 
is an A-brane. Let us consider an open string stretched from 7- to 7 . . Classical 
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supersymmetrie configurations are gradient flows of —Im(W) from a point in 7 . 
to a point in 7 . . The index is the number of such gradient flows counted with an 
appropriate sign. It is 

T r ( - l ) F = # ( 7 r n 7 + ) 

where Jk is the deformation of Jk so that the W-image is rotated at wk by a small 
angle ±e. Quantum mechanically, the paths of opposite signs are lifted by instanton 
effects and |# (7 , r fl 7+) | is in fact the number of supersymmetrie ground states. 
One can also quantize the system using the Morse function determined by the LG 
action. This leads to the LG version of the Floer homology group HF*4/(7-,7.). 
(This was studied also by Y.-G. Oh [28].) If Im(wj) > Im(wj) and there is no 
critical value between the W images of nfi and 7- , then # ( 7 , r n 7+) is equal to the 
number S'y of BPS solitons connecting pt to pj. 

B-branes supporting holomorphic bundles on toric manifolds are mapped un­
der mirror symmetry to A-branes in the LG models. Let us examine the detail in 
the S2 sigma model and its mirror LG model W = e _ i + e _ * + i . The superpoten­
tial has two critical points p± with critical values w± = ±2err/2+%0/2. We first set 
9 = 0 so that iv± are on the real line. The simplest brane on S2 is the [/(l)-bundle 
with trivial connection, or O over CP1. Since we are T-dualizing along the S^-fibers 
along which the holonomy is trivial, the dual has to be localized at a constant point 
in the dual fibers. It is a Dl-brane at the horizontal line Im(Y) = 0 whose W-image 
is a straight line emanating from iv+ — the A-brane nf+. Another simple B-brane 
is the DO-brane at a point. Its dual is wrapped on S1 but remains localized in the 
horizontal direction. The one at Re(Y) = r/2 has straight W-image and therefore 
is an A-brane, which we call 7 0 . 

Introducing n DO-branes to Ö means turning on n units of magnetic flux and 
produces the brane ö(n). Its dual is the combination of 7 + and njQ. For negative 
n, njQ is understood to have the reversed orientation. 

Let us now turn on a small positive 9. Then iv+ is slightly above w_ in the 
imaginary direction, and 7 0 is no longer an A-brane. Instead we find a non-compact 
A-brane nf_. See Fig. 5(Left). 

7_ belongs to the homology class 7 + + 7 0 and therefore is the mirror of 0(1). 
We note that indeed x(C, 0(1)) = # ( 7 + H 7 I ) = 2. If we turn on a small negative 
9, then iv+ is slightly below w_, and we find the A-brane 7_ in the homology class 
7 + — 7 0 (Fig. 5(Right)). Since the orientation of 7 0 is reversed, 7_ is the mirror 
of ö( — 1) for this value of 9. 

Note that 7_ for 9 = +e and 7_ for 9 = — e are related by the Picard-Lefschetz 
formula J_\$=+f_ = (—7_ + 27 + ) | ^ = _ e , where the coefficient 2 is # ( 7 + fi 7 I ) at 
9 = -He. On the other hand, the mirror bundles 0(1) and ö( — l) appear in the 
exact sequence 

0 —• O ( - l ) —• Ext 0 (0 ,0(1)) CS) O —• 0(1) —• 0. 

In such a case, ö( — l) is said to be the left mutation of 0(1) with respect to Ö [29]. 
It was observed in [30,31] (see also [32]) that mutation of exceptional bundles in 
certain Fano manifolds is related to the Picard-Lefschetz monodromy that appears 



440 Kentaro Hori 

in the theory of BPS solitons in sigma models. We can now understand it as 
a consequence of mirror symmetry in the case where the taget space is a toric 
manifold. Related work has been done by P. Seidel [33]. 

6. Concluding Remarks 
We have presented some applications of mirror symmetry between toric mani­

folds and LG models [6], especially to the study of D-branes. In particular, we have 
seen that D-branes wrapped on torus fibers can tell us about the mirror symmetry 
itself. Below, we comment on some matters that are not covered here. 

The structure of integerable systems in topological string theory, along with 
the matrix model representation, is an important aspect of quantum geometry. It 
was first discovered in topological gravity [34,35], the case where the target space 
is a point. There are several observations suggesting that it may extend to more 
general target spaces. Here the mirror LG superpotential is expected to play an 
important role. For example, for the CP1 model, W = e _ i + e _ * + i is the Lax 
operator of the Toda lattice hierarchy [36,12] under the replacement of Y by a 
differential operator (see also [37,38]). For a projective space of higher dimension, 
the mirror superpotential also plays the role of Lax operator, at least in genus 
zero [13]. Also, the Virasoro constraint [39] suggests the existence of matrix model 
representations which in turn are related to integrable systems. Some beautiful 
story is waiting there to be discovered. The possible role of branes is interesting to 
explore. 

Mirror symmetry has an application to enumerative geometry including holo­
morphic curves with boundaries. In the case of special Lagrangian submanifolds in 
Calabi-Yau three-folds, the number of holomorphic curves ending on the submani­
folds enters into certain terms in the low energy effective action of the superstring 
theory. The number of holomorphic discs for a class of special Lagrangians in toric 
Calabi-Yaus are counted in [40] by computing the space-time superpotential terms 
in the mirror side. There are several related works including the mathematical tests 
[41-13] of [40]. 

The derivation of [6] itself applies only to toric manifolds and submanifolds 
therein that are realized as vacuum manifolds of abelian gauge systems. There 
are some observations that suggest the form of the LG-type mirror for Grassmann 
and flag manifolds [13,44] which are realized as the vacuum manifolds of non-
abelian gauge systems. It would be a challenging problem to find or derive the 
mirror of such manifolds and others. The method presented here using D-branes 
is possibly of some use. Another possible way is to consider compactification of 
three-dimensional mirror symmetry [45]. This works for the abelian gauge systems 
[46] and many examples of non-abelian mirror pairs are known in three-dimensional 
gauge theories (e.g. [47]). 
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Nonperturbative Localization* 

S. Jitomirskava1' 

Abstract 

Study of fine spectral properties of quasiperiodic and similar discrete 
Schrodinger operators involves dealing with problems caused by small de­
nominators, and until recently was only possible using perturbative methods, 
requiring certain small parameters and complicated KAM-type schemes. We 
review the recently developed nonperturbative methods for such study which 
lead to stronger results and are significantly simpler. Numerous applications 
mainly due to J. Bourgain, M. Goldstein, W. Schlag, and the author are also 
discussed. 

2000 Mathematics Subject Classification: 35, 37, 60, 81. 

1. Introduction 
Consider an operator acting on on £ 2 (Z ) defined by 

HX = A + XV, (1.1) 

where A is the lattice tight-binding Laplacian 

f 1, d is t (n , ro) = 1, 
A(n,m) = { K ' 

10, otherwise, 

and V(n,m) = Vn5(n,rn) is a potential given by Vn = / ( T " 1 •••T^d9), 9 £ T , 
where Tt9 = 9 + uJi, and UJ is an incommensurate vector. In certain cases A may also 
be replaced by a long-range Laplacian. Replacing Tj's with other commuting ergodic 
transformations would give a general framework of ergodic Schrodinger operators 
([21]; see Sec. 8. for an example of this kind) but we will mostly focus on the 
quasiperiodic (QP) operators tha t have been intensively studied in Physics and 
Mathematics li terature. For another review of some recent developments in this 
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area see [7]. The questions of interest are the nature and structure of the spectrum, 
behaviour of the eigenfunctions, and particularly the quantum dynamics: properties 
of the time evolution \I/t = ettH^o of an initially localized wave packet ^o-

Of particular importance is the phenomenon of Anderson localization (AL) 
which is usually referred to the property of having pure point spectrum with ex­
ponentially decaying eigenfunctions. A somewhat stronger property of dynamical 
localization (see Sec. 7.) indicates the insulator behavior, while ballistic transport, 
which for d = 1 follows from the absolutely continuous (ac) spectrum, indicates the 
metallic behavior. 

Operators with ergodic potentials always have spectra (and pure point (p.p.) 
spectra, understood as closures of the set of eigenvalues) constant for a.e. realization 
of the potential. Moreover, the p.p. spectrum of operators with ergodic potentials 
never contains isolated eigenvalues, so p.p. spectrum in such models is dense in a 
certain closed set. An easy example of an operator with dense pure point spectrum 
is Hoc, which is operator (1.1) with A - 1 = 0, or pure diagonal. It has a complete 
set of eigenfunctions, characteristic functions of lattice points, with eigenvalues V). 
Hx may be viewed as a perturbation of H^, for small A - 1 . However, since V) are 
dense, small denominators (V» — V/) - 1 make any perturbation theory difficult, e.g. 
requiring intricate KAM-type schemes. 

The probabilistic KAM-type scheme was developed by Fröhlich and Spencer 
[26] for random potentials (Vn are i.i.d.r.v.'s) in the multi-dimensional case, and 
is called multi-scale analysis. It was significantly modified, improved, and widely-
applied in the later years by a number of authors, most notably [24]. An alternative 
method for random localization was found by Aizenman-Molchanov [2] and later 
further developed by Aizenman and coauthors. While still requiring certain large 
parameters this method relies on direct estimates of the Green's function rather 
than a step-by-step perturbation scheme. 

For QP potentials none of the above methods work, as, among other reasons, 
they do not allow rank-one perturbations, nor Wegner-type estimates. The situation 
here is more difficult and the theory is far less developed than for the random case. 
With a few exceptions the results are confined to the ID case, and also 1-frequency 
case (6 = 1) has been much better developed than that of higher frequencies. 

One might expect that Hx with A small can be treated as a perturbation 
of Ho = A, and therefore have ac spectrum. It is not the case though for random 
potentials in d = 1, where AL holds for all A. Same is expected for random potentials 
in d = 2 (but not higher). Moreover, in ID case there is strong evidence (numerical, 
analytical, as well as rigorous [8]) that even models with very mild stochasticity in 
the underlying dynamics have point spectrum for all values of A like in the random 
case (e.g. Vn = Xffo^a + 9) for any a > 1). At the same time, for QP potentials 
one can in many cases show ac spectrum for A small as well as pure point spectrum 
for A large (see below), and therefore there is a metal insulator transition in the 
coupling constant. It is an interesting question whether quasiperiodic potentials are 
the only ones with metal-insulator transition in ID. 
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2. Perturbative vs nonperturbative 

It is probably fair to say that much of the theory of qusiperiodic operators has 
been first developed around the almost Mathieu operator, which is 

Hx^,e = A + Xf(9 + nuj) (2.1) 

acting on £2(Z), with / : T -+ T; f(9) = cos(2n9). The first KAM-type approaches, 
in both large and small coupling regimes, were developed for this or similar models 
[23, 5]. The perturbative proofs of complete Anderson localization for A > X(UJ) 
large are due to Sinai [41] and Fröhlich-Spencer-Wittwer [27], and both applied 
to cos-type / . For A small Chulaevsky-Delyon [19] proved pure ac spectrum using 
duality and the construction of Sinai [41]. Elliasson (see [25] for a review) developed 
alternative KAM-type arguments for both large and small A for the case of real-
analytic (actually, somewhat more general) class of / in (2.1). 

The common feature of the perturbative approaches above is that, besides 
all of them being rather intricate multi-step procedures, they rely extensively on 
eigenvalue and eigenfunction parametrization and perturbation arguments. 

The common feature of the perturbative results in the quasiperiodic setting 
is that they provide no explicit estimates on how large (or small) the parameter 
A should be, and, more importantly, A clearly depends on UJ at least through the 
constants in the Diophantine characterization of UJ. 

In contrast, the nonperturbative results allow effective (in many cases even 
optimal) and, most importantly, independent of UJ, estimates on A. We will take the 
latter property (uniform in UJ estimates on A) as a definition of a NP result. 

Recently developed nonperturbative methods are also quite different from the 
perturbative ones, in that they do not employ multi-scale schemes: usually only 
a few (from one to three) sufficiently large scales are involved, do not use the 
eigenvalue parametrization, and rely instead on direct estimates of the Green's 
function. They are also significantly less involved, technically. One may think that 
in these latter respects they resemble the Aizenman-Molchanov method for random 
localization. It is, however, a superficial similarity, as, on the technical side, they 
are still closer to and do borrow certain ideas from [26, 24]. 

Several results that satisfy our definition of nonperturbative appeared prior 
to the recent developments, and were all related to the almost Mathieu operator 
(see [32] for a review). In [33, 34] AL was proved for A > 15, and existence of p.p. 
component for A > 2. The latter papers, while introducing some of the ingredients 
of the recent nonperturbative methods, did not take advantage of the positivity of 
the Lyapunov exponents which proved very important later. 

3. Lyapunov exponents 

Here for simplicity we consider the quasiperiodic case, although the definition 
of the Lyapunov exponents and some of the mentioned facts apply more generala­
to the ID ergodic case. 
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For an energy ë E I the Lyapunov exponent "f(E) is defined as 

, x fhn\\Mk(9,E)\\d9 , x 

7(E) = lim ^ " , ; " , (3.1) *oo 

where 

Mk(9,E)= n (E^x^n+°ï -1 

n=k — l 

is the fc^step transfer-matrix for the eigenvalue equation H^> = E^>. 
We will be interested in the regime when Lyapunov exponents are positive 

for all energies in a certain interval intersecting the spectrum. It is well known 
and fairly easy to see that if this condition holds for all E £ R, there is no ac 
component in the spectrum for a.e. 9 (it is actually true for all 9 [39]). Positivity of 
Lyapunov exponents, however, does not imply exponential decay of eigenfunctions 
(in particular, not for the Liouville UJ [3] nor for the resonant 9 £ T [36]). 

NP methods, at least in their original form, stem to a large extent from esti­
mates involving the Lyapunov exponents and exploiting their positivity. 

The general theme of the results on positivity of "f(E), as suggested by pertur­
bation arguments, is that the Lyapunov exponents are positive for large A. This was 
first established by Aubry-Andre [1] for the almost Mathieu operator with A > 2. 
Their proof was made rigorous in [3]. Another proof, exploiting the subharmonic-
ity, was given by Herman [31], and applied to trigonometric polynomials / . The 
lower bound in [31] was in terms of the highest coefficient of the trigonometric 
polynomial and therefore this did not easily extend to the real analytic case. All 
the subsequent proofs, however, were also based on subharmonicity. Sorets-Spencer 
[42] proved that for nonconstant real analytic potentials v on T (6 = 1) one has 
"f(E) > \ In A for A > X(v) and all irrational UJ. Another proof was given in [11], 
where this was also extended to the multi-frequency case (6 > 1) with, however, 
the estimate on A dependent on the Diophantine condition on UJ. Finally, Bourgain 
[10] proved that Lyapunov exponents are continuous in UJ at every incommensurate 
UJ (for 6 > 1; for 6 = 1 this was previously established in [16]), and that led to the 
following Theorem which is the strongest result in this general context up to date: 

Theorem 1 [10] Let f be a nonconstant real analytic function on T , and H given 
by (1.1). Then, for X > X(f), we have "f(E) > | l n A for all E and all incommen­
surate vectors UJ. 

3.1. Corollaries of positive Lyapunov exponents 

The almost Mathieu operator On one hand the almost Mathieu operator, 
while simple-looking, seems to represent most of the nontrivial properties expected 
to be encountered in the more general case. On the other hand it has a very special 
feature: the duality (essentially a Fourier) transform maps Hx to HA/x, hence A = 2 
is the self-dual point. Aubry-Andre [1] conjectured that for this model, for irrational 
UJ a sharp metal-insulator transition in the coupling constant A occurs at the critical 
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value of coupling A = 2 : the spectrum is pure point for A > 2 and pure ac for A < 2. 
A second, related, conjecture was that the dual of ac spectrum is pure point and 
vice versa. Both conjectures were modified based on the results of [3, 37, 36]. The 
first modified conjecture stated pure point spectrum for Diophantine UJ and a.e. 
9 for A > 2 and pure ac spectrum for A < 2 for all UJ,9. As for the duality, the 
question, after some prior developments, was resolved in [28] where it was shown 
that the dual of point spectrum is ac spectrum (the proof applied in a more general 
context), and it was used (together with [38, 30]) to prove that the spectrum is 
purely singular continuous at A = 2 for a.e. UJ, 9. 

As with the KAM methods, the almost Mathieu operator was the first model 
where the positivity of Lyapunov exponents was effectively exploited: 

Theorem 2 [32] Suppose UJ is Diophantine and ^(E,UJ) > 0 for all E £ [Ei,E2]. 
Then the almost Mathieu operator has Anderson localization in [Ei,E2] for a.e. 9. 

The condition on 9 in [32] was actually explicit (arithmetic) and close to op­
timal. This, combined with the mentioned results on the Lyapunov exponents for 
the almost Mathieu operator [31] and duality [28] led to the following corollary: 

Corollary 3 The almost Mathieu operator Hw^x,e has 

1° [32] for X > 2, Diophantine UJ £ R and almost every 9 £ R, only pure point 
spectrum with exponentially decaying eigenfunctions. 

2° [28] for A = 2, and a.e. UJ,9 £ R purely singular-continuous spectrum. 
3° [32, 28] for A < 2, Diophantine UJ £ R and a.e. 9 £ R, purely ac spectrum. 

Precise arithmetic descriptions of UJ, 9 are available. Thus the Aubry-Andre 
conjecture is settled at least for almost all UJ, 9. One should mention, however, that 
while 1° is almost optimal, both 2° and 3° are expected to hold for all 9 and all 
UJ $ Q, and such extension remains a challenging problem (see [40]). 

The method in [32], while so far the only nonperturbative available allowing 
precise arithmetic conditions, uses some specific properties of the cosine. It extends 
to certain other but rather limited situations. A much more robust method was 
developed by Bourgain-Goldstein [11], which allowed them to extend (a measure-
theoretic version of) the above result to the general real analytic as well as the 
multi-frequency case. Note, that essentially no results were previously available for 
the multifrequency case, even perturbative. 

Theorem 4 [11] Let f be non-constant real analytic on T and H given by (2.1). 
Suppose ^(E,UJ) > 0 for all E £ [Ei,E2] and a.e. UJ £ T . Then for any 9, H has 
Anderson localization in [Ei,E2] for a.e. UJ. 

Combining this with Theorem 1 one obtains [10] that for A > A(/), H as above 
satisfies Anderson localization for a.e. UJ. 

One very important ingredient of the method of [11] is the theory of semi-
algebraic sets that allows one to obtain polynomial algebraic complexity bounds for 
certain "exceptional" sets. Combined with measure estimates coming from the large 
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deviation analysis of - In ||Af„(#)|| (using subharmonic function theory and involv­
ing approximate Lyapunov exponents), this theory provides necessary information 
on the geometric structure of those exceptional sets. Such algebraic complexity-
bounds also exist for the almost Mathieu operator [32] and are actually sharp albeit 
trivial in this case due to the specific nature of the cosine. 

4. Without Lyapunov exponents 
While having led to significant advances, Lyapunov exponents have obvious 

limitations, as any method, based on them, is restricted to ID nearest neighbor 
Laplacians. It turns out that the above methods can be extended to obtain NP 
results in certain quasi-lD situations where Lyapunov exponents do not exist. 

For the next Theorem let H be an operator (1.1) defined on £2(S) where 
S = Z x So, is a strip. So here is a finite set with a metric, and dist((n, s), (n', s'j) = 
\n — n'\ + dist(s,s'). Let V(„iS) = fs(9 + nuj), 9 £ T. 

Theorem 5 [14] Assume fs, s £ So, are non-constant real analytic functions on 
T. Then for any 9 £ T and X > X(fs), operator H has AL for a.e. UJ. 

The following nonperturbative Theorem deals with the case of small coupling: 

Theorem 6 [15] Let H be an operator (2.1), where f is real analytic on T and UJ 
is Diophantine. Then, for X < X(f), H has purely ac spectrum for a.e. 9. 

We note that an analogue of this Theorem does not hold in the multi-frequency 
case (see next section). Theorem 6 is a result on non-perturbati ve localization in 
disguise as it was obtained using duality [28] from a localization Theorem for a 
dual model which has in general a long-range Laplacian and was in turn obtained 
by an extension of the method of [32]. A certain measure-theoretic version of it 
by the method of [11] allowing non-local Laplacians but leading only to continuous 
spectrum is also available [6]. Theorem 5 was obtained by an extension of the 
method of [11]. Both Theorems above rely on large deviations for the quantities 
of the form ^ln|det(17 — E)\\ and path-determinant expansion for the matrix 
elements of the resolvent [15]. The methods developed in [15] apply also to certain 
other situations with long-range Laplacians, for example the kicked rotor model 
(see Sec. 8.). 

5. Multidimensional case: d > 1 
As mentined above, there are very few results in the multidimensional lattice 

case (d > 1). Essentially, the only result that existed before the new developments 
was a perturbative Theorem - an extension by Chulaevsky-Dinaburg [20] of Sinai's 

[41] method to the case of operator (1.1) on £2(Z ) with Vn = Xf(n • UJ), UJ £ R , 
where / is a cos-type function on T. Recently, Bourgain [6] obtained this result for 
real analytic / by a nonperturbative method. Note that since 6 = 1 , this avoids 
most serious difficulties and is therefore significantly simpler than the general multi­
dimensional case. 
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Theo rem 7 [20, 6] For any e > 0 there is X(f, e), and, for X > X(f, e), 0(A, / ) C T 
with mes(ii) < e, so that for UJ ^ ii, operator (1.1) with Vn as above has Anderson 
localization. 

This should be confronted with the following Theorem of Bourgain [8] 

Theorem 8 [8] Let d = 2 and f(9) = cos2n9 in H = Hw defined as above. Then 
for any X measure of UJ S. t. Hw has some continuous spectrum is positive. 

Therefore for large A there will be both UJ with complete localization as well 
as those with at least some continuous spectrum. This shows that nonperturbative 
results do not hold in general in the multi-dimensional case! 

A similar (in fact, dual) situation is observed for ID multi-frequency (d = 
1; 6 > 1) case at small disorder. One has, by duality: 

Theorem 9 [20, 19] Let H be given by (2.1) with 9, UJ £ T and f real analytic on 
T . Then for any e > 0 there is X(f,e) s.t. for X < X(f,e) there is ii(X,f) C T 
with mes(ii) < e so that for UJ ^ ii, H has purely ac spectrum. 

Theorem 10 [8] Let d = 1, b = 2 and f be a trigonometric polynomial on T" with 
a non-degenerate maximum. Then for any X measure of UJ s.t. Hw has some point 
spectrum, dense in a set of positive measure, is positive. 

Therefore, unlike the 6 = 1 case (see Theorem 6), nonperturbative results do 
not hold for absolutely continuous spectrum at small disorder. 

6. Perturbative results by NP methods 
While the above demonstrates the limitations of the NP results, the nonper­

turbative methods have been applied to significantly simplify the proofs and obtain 
new perturbative results that previously have been completely beyond reach. 

We refer the reader for a description of many such applications to [7, 6]. In par­
ticular, new results on the construction of QP solutions in Melnikov problems and 
nonlinear PDE's, obtained by using certain ideas developed for NP quasi-periodic 
localization (e.g. the theory of semi-algebraic sets) are presented there. 

We will only mention here a theorem by Bourgain-Goldstein-Schlag that is 
the only one so far treating a "true" d > 1 situation. Note that here d = 2, and 
the reasons why it has not yet been extended to higher dimensions are not just 
technical, but conceptual (there are certain purely arithmetic difficulties). 

Theorem 11 [12] Let d = 6 = 2 and f be real analytic on T" such that all functions 
f(6±,), f(-,6i), ($1)02) £ T" are nonconstant. Then for any e > 0 there is X(f,e) 
s.t. for X > X(f,e) there is ii(X,f) C T with mes(ii) < e so that for UJ ̂  ii 
operator (1.1) with Vn = Xf(niUJi,n2uj2) has Anderson localization. 
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7. Dynamical localization 
Anderson localization does not in itself guarantee absense of quantum trans­

port, or nonspread of an initially localized wave packet, as characterised, e.g., by 
boundedness in time of moments of the position operator [22] ([35] for an example 
of physical model with coexistence of exponential localization and quantum trans­
port). Considering for simplicity the second moment 

1 [T 

(x2)T = •= Y] \^t(n)fn2dt, 
1 Jo „ 

we will say that H exhibits dynamical localization (DL) if (X2)T < Const. We will 
say that the family {H$} rmb exhibits strong DL if frmb d9sup(x2)t < Const. We 

note that the results mentioned below will hold with more restrictive definitions of 
DL (involving the higher moments of the position operator) as well. DL implies 
p.p. spectrum by RAGE theorem (see, e.g. [21]), so it is a strictly stronger notion. 

It turns out that nonperturbative methods allow for such dynamical upgrades 
as well. For the almost Mathieu operator we have 

Theo rem 12 [29] For X > 2 and Diophantine UJ (as in [32]) strong DL holds. 

While proved in [29] with a slightly more restrictive condition on UJ, Theorem 
12 holds as stated by a result of [16]. For the results obtained by methods stemming 
from the approach of [11] one has 

Theo rem 13 [14] In Theorems 4,5,7,11 dynamical localization also holds. 

This also applies to other results on nonperturbative localization, e.g. [13]. 

8. Quantum kicked rotor 
The quantum kicked rotor was introduced in [18] as a model in quantum chaos. 

It is given by the time-dependent Schrodinger equation on L2 (T) 

.dcj) d2cj) d(j> 
tm=aW9+tbd9 + v{t'9)(l> 

where V(t, 9) = K COS 2TT9 J2 y ö(t — n). It represents quantization of the Chirikov 
standard map, and a conjecture (e.g.[4]) was that for a.e. a,b the solution <j> is 
almost-periodic in time, thus demonstrating "quantum suppression of chaos" (as 
some chaos is expected for the standard map). Such almost periodicity follows from 
dynamical localization for the Floquet operator W : L2(T) -+ L2(T) defined by 
W<j)(t,9) = 4>(t + 1,9). W is a unitary operator that in Fourier representation can 
be written as a product U • S where S(n,m) = S(n — m) is a Toeplitz operator 
with very fast decay of S(n) and D(n,m) = D(n)ö(n,m) is a diagonal operator 
with D(n) = exp(2iTi(Tnx)2), with T being the skew shift of the torus T(xi,x2) = 
(xi + UJ,X2 + xi), and XI,X2,UJ determined by a,b. The nonperturbative methods 
(particularly, the method for skew-shift dynamics localization in [13] and a long-
range method [15] ) were further developed for this model to obtain 
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Theorem 14 [9] For any e > 0 and any fixed 6 there is K(C), and for K < K(C), 
H(K) C T with mes(ii) < e, s.t. for a $ H(K), operator W has DL. 

Exploiting the multiplicative nature of W one also obtains a nonperturbative 
counterpart: 

Theorem 15 [17] There is Ko > 0 such that for any 6, operator W has dynamical 
localization for K < KQ and a.e. a. 

This confirms the "quantum suppression of chaos" conjecture for small K. 
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Mathematical Results Inspired by Physics 

Kefeng Liu* 

Abstract 

I will discuss results of three different types in geometry and topology. 
(1) General vanishing and rigidity theorems of elliptic genera proved by using 
modular forms, Kac-Moody algebras and vertex operator algebras. (2) The 
computations of intersection numbers of the moduli spaces of flat connections 
on a Riemann surface by using heat kernels. (3) The mirror principle about 
counting curves in Calabi-Yau and general projective manifolds by using hy-
pergeometric series. 
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1. Introduction 
The results I will discuss are all motivated by the conjectures of physicists, 

without which it is hard to imagine tha t these results would have appeared. In all 
these cases the new methods discovered during the process to prove those conjec­
tures often give us many more surprising new results. The common feature of the 
proofs is tha t they all depend on localization techniques built upon various par ts 
of mathematics: modular forms, heat kernels, symplectic geometry, and various 
moduli spaces. 

Elliptic genera were invented through the joint efforts of physicists and mathe­
maticians [17]. Actually in Section 2 I will only discuss in detail a vanishing theorem 
of the Wit ten genus, which is the index of the Dirac operator on loop space. This 
is a loop space analogue of the famous Atiyah-Hirzebruch vanishing theorem. It 
was discovered in the process of understanding the Wit ten rigidity conjectures for 
elliptic genera. A loop space analogue of a famous theorem of Lawson-Yau for 
non-abelian Lie group actions will also be discussed. 

Moduli spaces of flat connections on Riemann surfaces have been studied for 
many years in various subjects of mathematics [2]. The computations of the inter­
section numbers on such moduli spaces have been among the central problems in 

* Department of Mathematics, University of California, Los Angeles, CA 90095, USA. E-mail: 
liu@math.ucla.edu 

mailto:liu@math.ucla.edu


458 Kefeng Liu 

the subject. In Section 3 I will discuss a very effective way to compute the most 
interesting intersection numbers by using the localization property of heat kernels. 
This proves several beautiful formulas conjectured by Witten [38]. We remark that 
these intersection numbers include those needed for the Verlinde formula. 

In Section 4 I discuss some remarkable formulas about counting curves in pro­
jective manifolds, in particular in Calabi-Yau manifolds. I will discuss the mirror 
principle, a general method developed in [27]-[30] to compute characteristic classes 
and characteristic numbers on moduli spaces of stable maps in terms of hypergeo-
metric series. The mirror formulas from mirror symmetry correspond to the compu­
tations of the Euler numbers. Mirror principle computes quite general Hirzebruch 
multiplicative classes such as the total Chern classes. 

2. Elliptic genera 
Let M be a compact smooth spin manifold with a non-trivial S^-action, D be 

the Dirac operator on M. Atiyah and Hirzebruch proved that in such a situation 
the index of the Dirac operator Indi? = A(M) = 0, where A(M) is the Hirzebruch 
.4-genus [3]. One interesting application of this result is that a K3 surface does not 
allow any non-trivial smooth S^-action, because it has non-vanishing .4-genus. 

Let LM be the loop space of M. LM consists of smooth maps from S1 to M. 
There is a natural S^-action on LM induced by the rotation of the loops, whose 
fixed points are the constant loops which is M itself. Witten formally applied the 
Atiyah-Bott-Segal-Singer fixed point formula to the Dirac operator on LM, from 
which he derived the following formal elliptic operator [36]: 

DL = D ® 0 SqnTM = Y, D ® Vn qn 

n=l n=0 

where q is a formal variable and for a vector bundle E, 

SqE=l + qE+ q2S2E + ---

is the symmetric operation and Vn is the combinations of the symmetric products 
SJ(TMys by formal power series expansion. So DL, which is called the Dirac oper­
ator on loop space, actually consists of an infinite series of twisted Dirac operators 
with the pure Dirac operator D as the degree 0 term. The index of DL, denoted 
by IndDL, is called the Witten genus. The loop space analogue of our vanishing 
theorem is the following: 

Theo rem 2.1: ([21]) Let M be a spin manifold with non-trivial S1-action. 
Assume pi(M)g^ = mr*u2 for some integer n, then the Witten genus vanishes: 
IndDL =0. 

Here pi(M)g^ is the equivariant first Pontrjagin class and u is the generator 
of the cohomology group of the classifying space BS1, and n : M xSi ES1 —¥ BS1 

is the natural projection from the Borei construction. 
This theorem implies that under the extra condition on the first Pontrjagin 

class, we have infinite number of elliptic operators with vanishing indices. The 
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condition on the first equivariant Pontrjagin class is equivalent to that the S1-
action preserves the spin structure of LM. If we have a non-abelian Lie group acts 
on M non-trivially, then for an S1 subgroup, the condition p1(M)g^ = mr*u2 is 
equivalent to p\ (M) = 0 which implies that LM is spin. As an easy consequence, 
we get: 

Corollary 2.2: Assume a non-abelian Lie group acts on the spin manifold M 
non-trivially andpi(M) = 0, then the Witten genus, lndDL, vanishes. 

This corollary should be considered as a loop space analogue of a result of 
Lawson-Yau in [18], which states that if a non-abelian Lie group acts on the spin 
manifold M non-trivially, then Ind D = 0. Our results motivated Hoehn and Stolz 
to conjecture that, for a compact spin manifold M with positive Ricci curvature 
and pi(M) = 0, the Witten genus vanishes. So far all of the known examples have 
non-abelian Lie group action, therefore our results applies. It should be interesting 
to see how to combine curvature with modular forms to get vanishing results. 

The proof of Theorem 2.1 is an interesting combination of the Atiyah-Bott-
Segal-Singer fixed point formula with Jacobi forms. The magic combination of 
geometry and modular invariance implies the vanishing of the equivariant index of 
DL. Similar idea can be used to prove many more rigidity, vanishing and divisibility-
results for DL twisted by bundles constructed from loop group representations. Such 
operators can be viewed as twisted Dirac operators on loop space. See [20] and [21]. 
In these cases the Kac-Weyl character formulas came into play. If we take the level 1 
representations of the loop group of the spin group in our general rigidity theorem, 
we get the Witten conjectures on the rigidity of elliptic genera [36], which were 
proved by Taubes [35], Bott-Taubes [8], Hirzebruch [15], Krichever, Landweber-
Stong, Ochanine for various cases. 

Our method can actually go very far. Recently in [33] we proved rigidity 
and vanishing theorems for families of elliptic genera and the Witten genus. In 
[32] we proved similar theorems for foliated manifolds. In [10] such theorems were 
generalized to orbifolds. More recently in [11] we have proved a far general rigidity-
theorem for DL twisted by vertex operator algebra bundles. 

If we apply the modular invariance argument to the non-equivariant elliptic 
genera, we get a general formula which expresses the Hirzebruch L-form in terms of 
the twisted .4-forms [22]. A 12 dimensional version of this formula, due to Alveraz-
Gaume and Witten, called the miraculous cancellation formula, had played impor­
tant role in the development of string theory. This formula has many interesting 
mathematical consequences involving the eta-invariants. We refer the reader to [22] 
and [23]. 

3. Moduli spaces 
Let G be a compact semi-simple Lie group and Mu be the moduli space of flat 

connections on a principal flat G-bundle F on a Riemann surface S with boundary, 
where u £ Z(G) is an element in the center. Here for simplicity we first discuss the 
case when S has one boundary component, G is simply connected and the moduli 
space is smooth. A point in Mu is an equivalence class of flat connection on P with 
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holonomy u around the boundary. In general we let Mc denote the moduli space 
of flat connections on P with holonomy around the boundary to be c £ G which 
is close to u, or equivalently in the conjugacy class of c. The following formula is 
essentially a refined version of the formula [38] which Witten derived from the path 
integrals on the space of connections. 

Theorem 3.1: ([24], [25]), We have the following identity: 

/ p ( 7 r Ï 0 ) e w " = \Z(G)\ • l i n i e^ l im^o ^ -JTTT^P^ + p)e 
JMU K^) " AGP+ dx 

-tPc(X) 

The notations in the above formula are as follows: UJU is the canonical symplec­
tic form on Mu induced by Poincaré duality on S; p(y^Äii) is a Pontrjagin class of 
the tangent bundle TMU of the moduli space associated to the symmetric polyno­
mial p; P+ is the set of irreducible representations of G identified as a lattice in T* 
which is the dual Lie algebra of the maximal torus T of G; pc(X) = |A + p|2 ^ |p|2 

where p = \ S Q G A + a w ^ n r e s P e c t to the Killing form, and A+ denotes the set 
of positive roots; XA and dx are respectively the character and dimension of A; |G| 
denotes the volume of G with respect to the bi-invariant metric induced from the 
Killing form; |Z(G)| denotes the number of elements in the center Z(G) of G and 
finally Nu is the complex dimension of Mu. 

The starting point for the proof of this theorem is to use the holonomy model 
of the moduli space and the explicit heat kernel on G. We consider the holonomy 
map / : G2g x Oc —¥ G with f(xi,--- ,yg;z) = T\J=I[XJ,VJ]Z where Oc is the 
conjugacy class through the generic point c £ G. It is well-known that the moduli 
space is given by Mc = f^1(e)/G where G acts on G2g x Oc by conjugation. 

We have the explicit expression for the heat kernel on G: 

H(t,x,y) = ̂ - J2 dx • X\(xy-1)e-tp°W, 
' ' AGP+ 

where x, y £ G are two points. The key idea is to consider the integral 

/ ( * ) = / H(t,c,f(h))dh, 
Jh€G2axOc 

where dh denotes the induced bi-invariant volume form on G2g x Oc. We compute 
I(t) in two different ways. First as t —¥ 0, I(t) localizes to an integral on Mc, 
which is the symplectic volume of Mc with respect to the canonical symplectic 
form induced by the Poincaré duality on the cohomology groups of S with values in 
the adjoint Lie algebra bundle. To prove this we used the beautiful observation of 
Witten [37] that the symplectic volume form of Mc is the same as the Reidemeister 
torsion which arises from the Gaussian integral in the heat kernel. 

On the other hand the orthogonal relations among the characters of the rep­
resentations of G easily give us the infinite sum. In summary we have obtained 
the following more precise version of Witten's beautiful formula for the symplectic 
volume of the moduli space, 
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Propos i t ion 3.2: ([24]) As t —¥ 0, we have 

f e"* - I Z f C Ì I ^ 2 ' " 1 ^ 0 ^ V Xx(cK-tp°M i Q(r-s2/At) 
JMc " ' n(^)2^\Zc\ xh^x 

Here 5 is any small positive number, \ZC\ is the volume of the centralizer Zc 

of c, j(c) = Tlae&+(e^^a(c^2 — ev^a(°^2) is the Weyl denominator, and Nc is 
the complex dimension of Mc. 

To get the intersection numbers from the volume formula, we take derivatives 
with respect to C where c = uexpC. This is another key observation. By using 
the relation between the symplectic form on Mc and that on Mu, and then taking 
the limits we arrive at the formula in Theorem 3.1. For the details see [24] and 
[25]. Another easy consequence of the method is that the symplectic volume of Mc 

is a piecewise polynomial of degree at most 2#|A+| in C £ T from which we get 
certain very general vanishing theorems for those integrals when the degree of the 
polynomial p is relatively large [25]. 

Similar results for moduli spaces when S has more boundary components can 
be obtained in the same way [25]. More precisely, assume S has s boundary compo­
nents and consider the moduli space of flat connections on the principal G bundle 
P with holonomy Ci,--- ,cs £ G around the corresponding boundaries. Let Mc 

denote the moduli space and UJC denote the canonical symplectic form. Then we 
have 

Theo rem 3.3: ([25]) The following formula holds: 

|G |2S-2+S ß j{cj) ß Xx{cj) 

/ p(y/=ÏSi)eu° = \Z(G)\ 3i± lim £ tL__p(A + p)e-^W 
JM° (2TI)2N«Y\ \ZCj\ AGP+ dx 

i= i 

Here Nc is the complex dimension of Mc and p(\f^ïiï) is a Pontrjagin class 
of Mc. By taking derivatives with respect to the Cj's we can get intersection 
numbers involving the other generators of the cohomology ring of Mc, as well 
as the polynomial property. From index formula we know that the integrals in 
our formulas contain all the information needed for the famous Verlinde formula. 
Recently the general Verlinde formula has been directly derived along this line of 
idea [7]. 

This localization method of using heat kernels can be applied to other general 
situation like moment maps, from which we derive the non-abelian localization 
formula of Witten. See [25] for applications to three dimensional manifolds and see 
[26] for applications involving finite groups and moment maps. 

4. Mirror principle 
Let X be a projective manifold. Let Mg,k(d,X) denote the moduli space of 

stable maps of genus g and degree d with k marked points into X. Modulo the 



462 Kefeng Liu 

obvious equivalence, a point in Mg:k(d,X) is given by a triple (/; C; xi,--- ,xk) 
where / : C —¥ X is a degree d holomorphic map and xi, • • • ,xk are k points on the 
genus g curve C. Here d £ H2(X,, Z) will also be identified as the integral index 
(di, • • • , dn) by choosing a basis of H2 (X,, Z) dual to a basis of Kahler classes. 

This moduli space may have higher dimension than expected. Even worse, its 
different components may have different dimensions. To define integrals on such 
space, we need the virtual fundamental cycle first constructed in [19] and later in 
[6]. Let us denote by LTg:k(d, X) the virtual fundamental cycle which is a homology 
class of the expected dimension in Mg:k(d, X). 

We first consider the case k = 0. Let V be a concavex bundle on X. The 
notion of concavex bundles was introduced in [27], it is a direct sum of a positive 
and a negative bundle on X. From a concavex bundle V, we can obtain a sequence 
of vector bundles V$ on Mg^k(d,X) by taking either H°(C, f*V) or ff^C, f*V), or 
their direct sum. Let 6 be a multiplicative characteristic class. The main problem 
of mirror principle is to compute the integral [16] 

K'd = f b(V[). 
JLTg,o(d,X) 

More precisely, let A and T = (Ti, • • • , ,Tn) be formal variables. Mirror principle is 
to compute the generating series, 

F(q,X) = J2K9
dX

s 

d,g 

eJ-T 

in terms of certain natural explicit hypergeometric series. So far we have rather 
complete picture for the case of balloon manifolds. 

A balloon manifold X is a projective manifold with complex torus action and 
isolated fixed points. Let H = (Hi,- • • , Hn) be a basis of equivariant Kahler classes. 
Then X is called a balloon manifold if H(p) ^ H(q) when restricted to any two 
fixed points p, q £ X, and the tangent bundle TPX has linearly independent weights 
for any fixed point p £ X. The complex 1-dimensional orbits in X joining every 
two fixed points in X are called balloons which are copies of P 1 . We require the 
bundle V to have fixed splitting type when restricted to each balloon [27]. 

Theo rem 4 .1 : ([27]-[30]) Mirror principle holds for balloon manifolds and 
concavex bundles. 

In the most interesting cases for the mirror formulas, we simply take character­
istic class 6 to be the Euler class and the genus g = 0. The mirror principle implies 
that mirror formulas actually hold for very general manifolds such as Calabi-Yau 
complete intersections in toric manifolds and in compact homogeneous manifolds. 
See [31] and [29] for details. In particular this implies all of the mirror formulas 
for counting rational curves predicted by string theorists. Actually mirror princi­
ple holds even for non-Calabi-Yau and for certain local complete intersections. In 
[30] we developed the mirror principle for counting higher genus curves, for which 
the only remaining problem is to find the explicit hypergeometric series. Also our 
method clearly works well for orbifolds. 
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As an example, we consider a toric manifold X and genus g = 0. Let D\,.., DM 
be the toric invariant divisors, and V be the direct sum of line bundles: V = (J) • Lo­
with ci(Lj) > 0 and ci(X) = ci(V). We denote by (•, •) the pairing of homology 
and cohomology classes. Let 6 be the Euler class and 

1>(T) = J2K0
de

d-' '•T 

d 

where d-T = d\T\ + • • • dnTn. Introduce the hypergeometric series 

d j k=0 U{Da,d}>oTlk=l' (Da - k) 
HG[B](t) = e-H-tJ2E II (ci(%)^fc): 

with t = (ti, • • • ,tn) formal variable. 
Corollary 4.2: [29] There are explicitly computable functions f(t), g(t) 

(pi(*)>••• ,9n(t)), such that 

f (efHG[B](t) - e-H-Te(V)) = 2$ - ^ T , 
J x 

3dT) 

where T = t + g(t). 
From this formula we can determine $(T) uniquely. The functions / and g are 

given by the expansion of HG[B](t). We can also replace V by general concavex 
bundles [29]. To make our algorithm more explicit, let us consider the the Calabi-
Yau quintic, for which we have the famous Candelas formula [9]. In this case 
V = 0(5) on X = P 4 and the hypergeometric series is: 

HG[B](t) = eHt V n % U ( 5 g + ™) e « 
d=oUm=i(H + m)5 

where H is the hyperplane class on P 4 and £ is a parameter. Introduce 

6J ^(r) = |r3 + ^ ^ e ^ . 
d>0 

The algorithm is to take the expansion in H: 

HG[B}(t) = H{fo(t) + fi(t)H + f2(t)H
2 + f3(t)H

3}. 

Then the famous Candelas formula can be reformulated as 
Corollary 4.3: ([27]) With T = fi/f0, we have 

T(T\ — -lllll — ll\ 
•"(1)-2(fofo fo}' 

Another rather interesting consequence of mirror principle is the local mirror 
symmetry which is the case when V is a concave bundle. Local mirror symmetry-
is called geometric engineering in string theory which is used to explain the stringy 
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origin of the Seiberg-Witten theory. In these cases the hypergeometric series are 
the periods of elliptic curves which are called the Seiberg-Witten curves. These 
elliptic curves are the mirror manifolds of the open Calabi-Yau manifolds appeared 
in the local mirror formulas. For example the total space of the canonical bundle 
of a del Pezzo surface is an example of open Calabi-Yau manifold covered by the 
local mirror symmetry. The case P 2 already has drawn a lot of interests in string 
theory. The case for ö( — \)®ö( — \) on P 1 easily gives the multiple cover formula. 

The key ingredients for the proof of the mirror principle consist of the following: 
linear and non-linear sigma model, Euler data, balloon and hypergeometric Euler 
data. As explained in [30], these ingredients are independent of the genus of the 
curves, except the hypergeometric Euler data, which for g > 0 is more difficult to 
find out, while for the genus 0 case it can be easily read out from localization at 
the smooth fixed points of the moduli spaces which are covers of the balloons. The 
interested reader is refered to [27]-[30] for details. Our idea is to go to the equivariant 
setting and to use the localization formula as given in [1] and its virtual version in 
[14] on two moduli spaces which we called non-linear and linear sigma models. 
One key observation is the functorial localization formula [27]-[30]. We apply this 
formula to the equivariant collapsing map between the two sigma models, and to 
the evaluation maps. One can see [30] for the existence of the collapsing map for 
arbitrary genus. Hypergeometric series naturally appear from localizations on the 
linear sigma models and at the smooth fixed points in the moduli spaces. 

Euler data is a very general notion, it can include general Gromov-Witten 
invariants by adding the pull-back classes by the evaluation map evj at the marked 
points. More precisely we can try to compute integrals of the form: 

Klk= [ JJev^ujj-b^ 
JLT„k(d.X) • 'LTg,k{d,X)~ 

where ujj £ H*(X). By introducing the generating series with summation over k, 
we can still get Euler data. One goal of the most general mirror principle is to 
explicitly compute such series in terms of hypergeometric series. 

We remark that the development of the proof of the mirror formulas owes to 
many people, first to the string theorists Candelas and his collaborators, Witten, 
Vafa, Warner, Greene, Morrison, Plesser and many others. They used the physical 
theory of mirror symmetry, and their computations used mirror manifolds and their 
periods. For the general theory of mirror principle, see [27]-[30]. See also [13], [12] 
and [5] for different approaches to the mirror formula. 

5. Concluding remarks 
Localization techniques have been very successful in solving many conjectures 

from physics. In the meantime string theorists have produced many more exciting 
new conjectures. We can certainly expect their solutions by using localizations. 

Recently several mirror formulas of counting holomorphic discs have been con­
jectured by Vafa and his collaborators. The boundary of the disc is mapped into 
a Langrangian submanifolds of the Calabi-Yau. Other related conjectures include 
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the Gopakumar-Vafa conjecture on the higher genus multiple covering formula and 
the mirror formulas for counting higher genus curves in Calabi-Yau. With Chien-
Hao Liu we are trying to extend the mirror principle to these settings. Another 
exciting conjecture is the S-duality conjecture which includes the Witten conjecture 
on the equality of the Donaldson invariants with the Seiberg-Witten invariants and 
the Vafa-Witten conjecture on the modularity of the generating series of the Euler 
numbers of the moduli spaces of self-dual connections. Some progresses are made 
by constructing a larger moduli space with circle action, the so-called non-abelian 
monople moduli spaces. Finally there is the Dijkgraaf-Moore-Verlinde-Verlinde con­
jecture on the generating series of the elliptic genera of Hilbert schemes. For an 
approach of using localization, see [34]. 
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Abstract 

The Heisenberg dynamics of the energy, momentum, and particle densi­
ties for fermions with short-range pair interactions is shown to converge to 
the compressible Euler equations in the hydrodynamic limit. The pressure 
function is given by the standard formula from quantum statistical mechan­
ics with the two-body potential under consideration. Our derivation is based 
on a quantum version of the entropy method and a suitable quantum virial 
theorem. No intermediate description, such as a Boltzmann equation or semi-
classical approximation, is used in our proof. We require some technical condi­
tions on the dynamics, which can be considered as interesting open problems 
in their own right. 
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1. Introduction 
The fundamental laws of non-relativistic microscopic physics are Newton's and 

the Schrodinger equation in the classical and the quantum case respectively. These 
equations are impossible to solve for large systems and macroscopic dynamics is 
therefore modeled by phenomenological equations such as the Euler or the Navier-
Stokes equations. Although the latter were derived centuries ago from continuum 
considerations, they are in principle consequences of the microscopic physical laws 
and should be viewed as secondary equations. It was first observed by Morrey [5] in 
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the fifties that the Euler equations become 'exact' in the Euler limit, provided that 
the solutions to the Newton's equation are 'locally' in equilibrium. Morrey's original 
work was far from rigorous and, in particular, the meaning of 'local equilibrium' was 
not clear. It is nevertheless a very original work which led to the later development 
of the hydrodynamical limits of interacting particle systems. In terms of a rigorous 
proof along the lines of Morrey's original argument, however, there has been little 
progress until the recent work [11]. This long delay is mostly due to a serious lack 
of tools for analyzing many-body dynamics, in the classical case and even more so 
in the quantum case. 

In this lecture, we will discuss the derivation of the Euler equations from micro­
scopic quantum dynamics. As we want to consider the genuine quantum dynamics 
for a system with short-range pair interactions, we cannot take a semiclassical limit. 
Although one-particle quantum dynamics converges to Newtonian dynamics in the 
limit of infinite mass, this is not the case in the thermodynamic limit, i.e., the 
heavy-particle limit does not commute with the infinite-number-of-particles limit. 
This is most clearly seen in the pressure function, for which quantum corrections 
survive at the macroscopic scale. In fact, one of the conclusions of our work is that 
under rather general conditions, the pressure function is the only place where the 
quantum nature of the underlying system, in particular the particle statistics, sur­
vives in the Euler limit. At the same time, our derivations also shows that it is the 
quantum mechanical pressure, without modification, which governs the macroscopic 
dynamics. A similar result should hold for all systems of macroscopic conservation 
laws. 

The Euler equations have traditionally been derived from the Boltzmann equa­
tion both in the classical case and in the quantum case, see Kadanoff and Baym [4] 
for the quantum case. Since the Boltzmann equation is valid only in very low den­
sity regions, these derivations are not satisfactory, especially in the quantum case 
where the relationship between the quantum dynamics and the Boltzmann equation 
is not entirely clear. There were, however, two approaches based directly on quan­
tum dynamics. The first was due to Born and Green [1], who used an early version 
of what was later called the BBGKY hierarchy, together with moment methods and 
some truncation assumptions. A bit later, Irving and Zwanzig [3] used the Wigner 
equation, moment methods and truncations to accomplish a similar result. These 
two approaches rely essentially on the moment method with the Boltzmann equa­
tion replaced by the Schrodinger equation. Unlike in the Boltzmann case, where one 
can do asymptotic analysis to justify this approach, it seems unlikely that this can 
be done for the Schrodinger dynamics. Therefore, in the present work, we follow a 
much more direct route to connect the micro- and macroscopic dynamics. 

2. Schrodinger and Euler dynamics 

We begin by considering N particles on R3, evolving according to the Schro­
dinger equation 

idtipt(xi,--- ,xN) = Hipt(xi,--- ,xN) 
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where the Hamiltonian is given by 

N - A -
H= E ^ + E W(Xi-Xj). (2.1) 

i = l l<i<j<N 

Here, W is a two-body short-ranged super-stable isotropic pair interaction and 
ipt(xi,--- ,XM) is the wave function of particles at time t. We consider spinless 
Fermions and thus the state space %N is the subspace of antisymmetric functions 
in L2(R3N). It is convenient not to fix the total number of particles and to use 
the second quantization terminology. In fact, it would be extremely cumbersome to 
work through all arguments without the second quantization formalism. The state 
space of the particles, called the Fermion Fock space, is thus the direct sum ofHN: 
H := ® ^ = 0 HN. 

Define the annihilation and creation operators ax and ax by 

(ax^)N(xi,--- ,xN) = VNTÏ^N+1(X,XI, ,xN 

1 N 

(a+yy"(xi,--- ,xN) = —^^(^^-^(x^Xj^^-^xi,---,^,---,!^, 

where ax and a+ are operator-valued distributions and, as usual, " means "omit". 
The annihilation operator ax is the adjoint of a+ with respect to the standard 

inner product of the Fock space with Lebesgue measure dx, and 

[ax,ay}+ := axa+ + axa+ = ö(x - y) , 

where Ö is the delta distribution. The derivatives of these distributions with re­
spect to the parameter x are denoted by \7ax and Va+. With this notation, we 
can express the Hamiltonian as H = H0 + V where HQ = \ f \7a^\7ax dx and 
V = \ f f dxdyW(x — y)ä£ä£ayax. It is more convenient to put the Schrodinger 
equation into the operator form, which is sometimes called the Schrödinger-Liouville 
equation. Denote the density matrix of the state at time t by 7*. Only normal 
states, which can be represented by density matrices, will be considered in the 
time evolution. Then the Schrodinger equation is equivalent to idt'jt = $Hlt, with 
Suit '•= [-ff)7t] • The conserved quantities of the dynamics are the number of par­
ticles , the three components of the momentum and the energy. The local densities 
of these quantities are denoted by u = (uß),p, = 0,••• ,4, and are given by the 
following expressions: 

: ^[Vjatax^atVjax], j = 1,2,3, (2.2) 

1 If 
-- -Va+Vax + - dyW(x - y)a+a+ayax. 

The finite volumes, denoted by A, will always by three-dimensional tori and, unless 
otherwise stated, unbounded observables on A will be defined with periodic bound­
ary conditions. E.g., the number of particles in A, the total momentum, and the 

< 

i4 

ut 

= nx 

= PÌ 

= hT 
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total energy of the particles in A, respectively, are defined by 

N\ = / dxnx, F( = / dxpPx, j = 1,2,3, H\ = / dxhx . 
JA ' JA JA 

We slightly generalize the definition of the grand canonical Gibbs states to 
include a parameter for the total momentum of the system: the Lagrange multiplier 
a £ R3. We will work under the assumption that the temperature and chemical 
potential are in the one-phase region of the phase diagram of the system under 
consideration, such that the thermodynamic limit is unique. The infinite volume 
Gibbs states are then given by the following formula: 

TrXe - , 3( i Ï 0 'A + l / A - a 'P A - ' j J V A ' ) 

Uß,«AX) = l™d r&e-ß(ffo.A+VA-aP i-,JVA) • ( 2 ' 3 ) 

It is convenient to denote the parameters (ß,a,p) by A = (Xß),p = 0, • • • ,4 with 
A0 = ßp, ÀJ = ßa^, À4 = ß. Define (notice the sign convention) 

3 _ r 
A • u = 2_\ ^'*u>i ^ A4«4 and (A, U)A = |A| 1 / dxX(x) • u(x). 

These notations allow us to give a compact formula for the unique, translation 
invariant Gibbs state (defined with constant A), as well as for the states describing 
local equilibrium (defined with ^-dependent A): 

UJX = lim elAl<A'u>A/ZA(A) (2.4) 

where ^ A ( A ) is the partition function given by ^ A ( A ) = TrelA^A'u^A. If we define the 
pressure, as a function of the constant vector A, by ip(X) = lim^-s-oo |A|_ 1 log Z\(X), 
then 

^ = « * ( « " ) . (2.5) 

As the states UJX are translation invariant, we have uj\(uß) = qß. Explicitly, 

p = ujx(nx), q=ujx(px), e = ujx(hx). 

Notice that q and e are momentum and energy per volume. 
Again, we will work under the assumption that these parameters stay in the 

one-phase region, the limiting Gibbs state is unique and these definitions are un­
ambiguous. Although momentum is preferable as a quantum observable, we also 
introduce the velocity in order to be able to compare with the classical case. The 
velocity field v(x) has to be defined as a mean velocity of the particles in a neigh­
borhood of x. Therefore we have v(x) = q(x)/p(x). We also introduce the energy 
per particle defined by ë = e/p. The usual Euler equations are written in terms of 
p, v, and ë. 

In order to derive the Euler equations, we need to perform a rescaling. So we 
shall put all particles in a torus Ae of size e _ 1 and use (X,T) = (ex, et) to denote 
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the macroscopic coordinates. For all equations in this paper periodic boundary-
conditions are implicitly understood. 

The Euler equations are given by 

dp ST^ 9 . , 
är + EäxT^i) = o. 

J=I
 j 

d(pvk) , v^ ö r 1 , d v>( \ n (oas 

dT
 + E g^T [ pviVk J+ Qx " (e 'p) = ' ( ) 

i=i J 

d(pë) s—*, d 
E 7^7 t Pëvi + wJF(e' ̂  ] = °-dr *— ex. 
J=I 

These equations are in form identical to the classical ones but all physical quantities 
are computed quantum mechanically. In particular, P(e,p) is the thermodynamic 
pressure computed from quantum statistical mechanics for the microscopic system. 
It is a function of X and T only through its dependence on e and p. If no velocity-
dependent forces act between the molecules of the fluid under consideration (we 
consider only a pair potential), the pressure is independent of the velocity. 

Let q = (q°, • • • , q4), related to density, momenta and energy as follows: 

q° = p , ql = pvl , q4 = e = pë. (2.7) 

In other words q1 ,q2 ,q3, and q4 are momenta and energy per volume instead of per 
particle as in the usual Euler equation (2.6). We rewrite the Euler equations in the 
following form 

§ ^ + E V f W t o ] = 0 , k = 0,1,2,3,4. (2.8) 
ì=i 

The matrix A is determined by comparison with the Euler equations: 

4 = qj, A) = öijP + qiqj/qo, A4 = qj(q4 + P)/q0. 

3. Local equilibrium 

To proceed we need a microscopic description of local equilibrium. Suppose 
we are given macroscopic functions q(X). We wish to find a local Gibbs state with 
the conserved quantities given by q(X). The local Gibbs states are states locally in 
equilibrium. In other words, in a microscopic neighborhood of any point x £ T3 the 
state is given by a Gibbs state. More precisely, we wish to find a local Gibbs state 
with the expected values of the energy, momentum, and particle number per unit 
volume at X given by q(X). To achieve this, we only have to adjust the parameter 
A at every point X. More precisely, we choose X(X) such that the equation (2.5) 
holds at every point, i.e., 

d$(\(x)) _ 
dxß(x) -q (A)-
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If we denote the solution to the Euler equation by q(X,T), then we can choose in 
a similar way a local Gibbs s tate with given conserved quantities at the t ime T. 
Define the local Gibbs s tate 

UJ\ = — — exp [e~3(X(et,e •), u)e-i] (3.1) 

where ce(t) is the normalization constant. Clearly, we have tha t uje(i)(u'x) = 
qß(ex,et) to leading order in e. 

In summary, the goal is to show tha t , in the limit e —¥ 0, the following diagram 
commutes: 

q(A%0) ^ ^ q(X,T) 

limit e 4- 0 of expectation 
local equilibriuml of locally averaged observ­

ables 
Schrodinger 

7o Y 7 , - i T 

As smooth solutions of the Euler equations are guaranteed to exist only up 
to a finite t ime [6], say T0, we will formulate our assumptions on the dynamics of 
the microscopic system for a finite t ime interval as well, say t £ [0,To/e]. Note the 
cutoff assumptions below would hold automatically for lattice models. 

4. Assumptions and the main theorem 
Our main result is stated in Theorem 4.1 below. First , we state the assump­

tions of the theorem with some brief comments. There are three kinds of assump­
tions. 

The first category of assumptions could be called physical assumptions on the 
solution of the Euler equations tha t we would like to obtain as a scaling limit of the 
underlying dynamics, and on the pair interaction potential of this system. 

I. O n e - p h a s e reg ime: We assume tha t the pair potential, W, is C1 and with 
support contained in a ball of radius R. Moreover, we assume tha t W is symmetric 
under reflections of each of the coordinate axes (e.g., rotation symmetric potentials 
automatically have this symmetry) , and has the usual stability property [12]: there 
is a constant B > 0 such tha t , for all N > 2, xi,..., XM £ R3 , 

Y^ W(xi - Xj) > ^BN. 
l<l<j<N 

Of the Fermion system with potential W we assume tha t there is an open 
region D c R2 , which we will call the one-phase region, such tha t the system has 
a unique limiting Gibbs s tate for all values of particle density and energy density 
(p,e) £D. 

The solution of the Euler equations we consider, q(X,T), will be assumed to 
C1 in X for T £ [0, T0], and have local particle and energy density in the one-phase 
region for all t imes T £ [0,T0]. I.e., (p(X,T),e(X,Tj) £ D, for all X £ Ai and 
T£[0,Toj. 
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The next category of assumptions is on the local equilibrium states for the 
Fermion system that we construct and on their time-evolution under the Schrodinger 
equation. They can be considered conjectures. In fact, these assumptions have not 
been rigorously proved even for Gibbs states. Although one expects that these 
assumptions can be proved in the high-temperature and low-density region using 
some type of cluster expansion methods, this has only been done recently for Bosons 
in [7]. For the rest of this paper, we shall assume this cutoff assumptions for the 
solution to the Schrodinger equation that we consider, as well as for the Gibbs states 
in the one phase regions considered in this paper. 
II. Cutoff assumptions: Suppose that 7* is the solution to the Schrodinger equa­
tion with a local equilibrium state as initial condition, constructed with the param­
eters derived from a solution of the Euler equations (with the appropriate pressure 
function) that does not leave the one-phase region. We make the following two 
assumptions about this solution: 
1. Finite velocity cutoff assumption: Let Np(t) = Ti^ta^ap, where af is the Fourier 
transform of af. Then there is a constant c > 0, such that for all t < T0/e, 

ed j dpecp2Np(i) <CTo-

2. Non-implosion assumption: There is a constant CT0, such that for all t < T0/e, 

Tr7te
rf / dxnx 

-12 

riydy 
x-y\<2R 

(4.1) 

where R is the range of the interaction W. 
Finally, we have an assumption on the set of the time-invariant ergodic states 

of the Fermion system. To state this assumption we need the notion of relative 
entropy, of a normal state 7 with respect to another normal state UJ. Let 7 and 
UJ denote the density matrices of these states. The relative entropy, S(7 | UJ), is 
defined by 

1 Tr7(log7 — logo;) if keru; C ker7, 
ò(7|w) -

ì+oo else. 

For a pair of translation invariant locally normal states, one can show existence of 
the relative entropy density [10], defined by the limit 

s(7|w) = lime3S(<yAe | ujAe) , 

where 7A6 and UJAC denote the density matrices of the normal states obtained by-
restricting 7 and UJ to the observables localized in Ae = £_ 1Ai. The existence of 
the limit can be proved under more general conditions on the finite volumes, but 
this is unimportant for us. 
III. Ergodicity assumption ("Boltzmann Hypothesis"): All translation in­
variant ergodic stationary states to the Schrodinger equation are Gibbs states if 
they satisfy the following assumptions: 1) the density and energy is in one phase 
region. 2) The relative entropy density with respect to some Gibbs state is finite. 
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We expect that our assumptions hold for the solutions 7* of the Schrodinger 
equation that we employ, but it must be said that, at this moment, very little is 
known. We believe that these are natural conditions. To prove them under rather 
general conditions or even for a special class of models may be regarded as an 
important open problem in quantum statistical mechanics. 

Theo rem 4.1 Suppose that q(X,T) is a smooth solution to the Euler equation in 
one phase region up to time T <T0. Let ujf be the local Gibbs state with conserved 
quantities given by q(X,T). Suppose that the cutoff assumptions and the ergodicity 
assumption hold. Let 7* be the solution to the Schrodinger equation and 70 = UJQ 
(Notice 7t depends on e). Then for all t < T0/e we have 

lim s(^t\uj6
t ) = 0. 

In other words, UJ\ is a solution to the Schrodinger equation in entropy sense. In 
particular, for any smooth function f on A, we have 

lim e3 / dxf(ex) [jt(ux) — q(et,ex)] = 0. 
e^° JAC 

This theorem is a quantum analogue of the classical result by Olla, Varadhan, 
and Yau [11]. There are a few differences in the assumptions and the strategy-
followed in their paper with respect to ours. E.g., in the treatment of [11] of 
the classical case the cut-off assumption 1) was not needed. Instead, the usual 
quadratic kinetic energy was replaced by one with bounded derivatives with respect 
to momentum. For Fermion models on a lattice instead of in the continuum, no cut­
off assumptions are required. Another difference with the treatment in [11], is that 
we do not add noise terms to the "native" dynamics. In [11] a weak noise term was 
added to the Newtonian dynamics in order to be able to prove convergence to local 
equilibrium. In that paper, the strength of the noise vanishes in the hydrodynamic 
limit. Here, we do not modify the Heisenberg dynamics in any way, but instead 
reduce the question of convergence to local equilibrium to the ergodicity property-
given in Assumption III. 

5. Outline of the proof 
The basic structure of our proof follows the relative entropy approach of [11, 

13]. The aim is to derive a differential inequality for the relative entropy between 
the solution to the Schrodinger equation and a time-dependent local Gibbs state 
constructed to reproduce the solution of the Euler equations. The time derivative 
of the relative entropy can be expressed as an expectation of the local currents with 
respect to the solution to the Schrodinger equation: Since 7* is a solution to the 
Schrodinger equation, we have for any density matrix ujf the identity 

d 
—S(^t\uj6

t) = Tï^t{iôH -dt}loguj6
t. (5.1) 
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Using the definition of the local equilibrium states (2.4), we get 

d 
-rs(^t\uj6

t) = £3Tr7t {iöH - dt} {(Xe(t, -),u) - logce(t)} . (5.2) 

Direct computation yields that ÖH(Xe(t,-),u) = —£^,-=1(VjAe(£, •), 0j(t)), to 
leading order in e, and where the 0j are local observables for the microscopic 
currents of the conserved quantities. Since we do not know the solution of the 
Schrodinger equation, <yt, well enough, this expectation in the RHS of (5.2) cannot 
be computed or estimated explicitly. The main idea is to bound these expectations 
in terms of the relative entropy itself, thus obtaining a differential inequality. All 
these bounds are based on the following inequality, which is a consequence of the 
variational principle for the relative entropy [9, 10]: for density matrices/states UJ 
and 7, with keru; = {0}, and for all self-adjoint h, and Ö > 0, one has 

-/(h) < ó-1 logTr eSh+i0^ + Ó^S^UJ). (5.3) 

Most of the work is then to show that the terms resulting from the first term in the 
RHS of this inequality are sufficiently small. This requires a number of steps. Two 
essential ingredients are the Euler equations (naturally), and a quantum version 
of Virial Theorem to relate certain terms in the currents to the thermodynamic 
pressure as given by quantum statistical mechanics. Next, we explain the main 
steps in a bit more detail. 

Step 1: Replace the local microscopic currents by macroscopic currents. The 
basic idea in hydrodynamical limit is first to show that the local space time average 
of the solution is time invariant. From Assumption III, ergodic time invariant 
states are Gibbs. For Gibbs states, we can replace the local microscopic currents 
by macroscopic currents. 

la: Construct a commuting version of local conserved quantities. In principle, 
one should be able to express the macroscopic currents as functions of the con­
served quantities. The local conservative quantities, however, are operators which 
commute only up to boundary terms. Therefore, we either need to prove that the 
non-commutativity does not affect the meaning of macroscopic currents or we need 
to construct some commuting version of the local conservative quantities. We fol­
low the second approach and construct a commuting version of local conservative 
quantities with a method inspired by [2]. 

lb: Restriction to the one phase region. Since Assumption III can only be 
applied in the one phase region, we have to introduce suitable cutoff functions. As 
these, in general, do not commute with the local currents, this is a non-trivial step. 

lc: Apply the Virial Theorem. Following the method of [8], we prove and 
apply a quantum virial theorem to relate the local currents to the pressure. 

Step 2: Estimate all errors by local conservative quantities. For this step the 
entropy inequality (5.3) is crucial. 

Step 3: Derive a differential inequality of the entropy with error term given by 
a large deviation formula. As there is no large deviation theory for non-commuting 
observables, it is essential that we have expressed everything by commuting objects. 
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The rest of the argument follows by the standard relative entropy method. 
The main technical difficulties, in comparison with the classical case, all stem from 
the non-commutativity of the algebra of observables. Simple inequalities, such as 
|.4 + -B| < \A\ + \B\ and \AB\ < \A\ \B\, which are used numerous times in estimates 
for classical systems, are false for quantum observables. Therefore, all estimates 
have to be derived without taking absolute values. A full account of our work will 
appear shortly [14]. 
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Seiberg-Witten Prepotential 
from Instanton Counting 

Nikita A. Nekrasov* 
( To Arkady Vainshtein on his 60th anniversary) 

A b s t r a c t 

In my lecture I consider integrals over moduli spaces of supersymmetrie 
gauge field configurations (instantons, Higgs bundles, torsion free sheaves ). 

The applications are twofold: physical and mathematical; they involve 
supersymmetrie quantum mechanics of D-particles in various dimensions, di­
rect computation of the celebrated Seiberg-Witten prepotential, sum rules for 
the solutions of the Bethe ansatz equations and their relation to the Laumon's 
nilpotent cone. As a by-product we derive some combinatorie identities involv­
ing the sums over Young tableaux. 

1. Introduction 
The dynamics of gauge theories is a long and fascinating subject. The dy­

namics of supersymmetrie gauge theories is a subject which is bet ter understood 

[1] yet may teach us something about the real QCD. The solution of Seiberg and 

Wit ten [2] of j\f = 2 gauge theory using the constraints of special geometry of the 

moduli space of vacua led to numerous achievements in understanding of the strong 

coupling dynamics of gauge theory and also in string theory, of which the gauge 

theories in question arise as low energy limits. The low energy effective Wilsonian 

action for the massless vector multiplets a is governed by the prepotential T, which 

receives one-loop perturbative and instanton non-perturbative corrections: 

T(a) = Tpert(a; A) + Tinst(a; A). (1.1) 

In spite of the fact tha t these instanton corrections were calculated in many indirect 

ways, their gauge theory calculation is lacking beyond two instantons [3] [4]. The 

problem is tha t the instanton measure seems to get very complicated with the 

growth of the instanton charge, and the integrals are hard to evaluate. 
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On leave of absence from ITEP, 117259, Moscow, Russia. E-mail: nikita@ihes.fr 
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The present paper attempts the solution of this problem via the localization 
technique, proposed long time ago in [5] [6] [7]. Our method can be explained rather 
simply in the physical terms. We calculate the vacuum expectation value of certain 
gauge theory observables. These observables are annihilated by a combination of 
the supercharges, and their expectation value is not sensitive to various parameters. 
In particular, one can do the calculation in the ultraviolet, where the theory is 
weakly coupled and the instantons dominate. Or, one can do the calculation in 
the infrared, where it is rather simple to relate the answer to the prepotential of 
the effective low-energy theory. By equating these two calculations we obtain the 
desired formula. 

Remark. We can also formulate our results in a more mathematical language. 
We study G x T 2 equivariant cohomology of the (suitably partially compactified) 
moduli space Mk of framed G-instantons on IR4, where G is the gauge group, which 
acts by rotating the gauge orientation of the instantons at infinity, and T 2 is the 
maximal torus of S0(4) - the group of rotations of IR4 which also acts naturally 
on the moduli space. We consider the following quantity: 

Z(a,ei,e2;q) = J2<lk L 1 (1-2) 
k=0 Mk 

where §1 denotes the localization of 1 in Hg^T2(Mk)- The latter takes values 
in the field of fractions of the ring HQxT2(pt) which is identified with the space 
of G x T 2 invariant polynomial functions on the Lie algebra of G x T 2 . By the 
Chevalley theorem the latter is isomorphic to the ring of Weyl invariant functions on 
the Cartan subalgebra of G and T 2 . We denote the coordinates on the Cartan of G 
by a and the coordinates on the Lie algebra of T 2 by ei, e2. In explicit calculations 
we represent 1 by a cohomologically equal form which allows to replace § 1 by an 
ordinary integral: 

exp UJ + PG(O-) + MT2(ei)e2) (1-3) 
Mk JMk 

where UJ is a symplectic form on Mk, invariant under the G x T 2 action, and PG,PT2 

are the corresponding moment maps. 
Our first claim is 

7I , ;rnst(a,ei,e2;q) 
Z(a,ei,e2;q) = exp ' 

cie2 

(1.4) 

where the function JFms* is analytic in ei,e2 near ei = e2 = 0. 
We also have the following explicit expression for Z in the case ei = —e2 = h (in 

the general case we also have a formula, but it looks less transparent) for G = SU(N) 
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(a simple generalization to SO and Sp cases will be presented in [8]) : 

Z(a,h,^h;q) = J2<lM U 
aim + n (fcM - kmj +j-i) 

, , , , ., aim + h(j^i) 

(1.5) 

Here the sum is over all colored partitions: k = ( k i , . . . ,kjv), kj = {k^i > k^2 > 
• • • h,ni > h:nl+i = h,ni+2 = ... = 0}, and 

|k| = ^2 fcM ' 
M 

and the product is over 1 < l, m < N, and i, j > 1. 
Already (1.5) can be used to make rather powerful checks of the Seiberg-Witten 

solution. But the checks are more impressive when one considers the theory with 
fundamental matter. 

To get there one studies the bundle V over Mk of the solutions of the Dirac 
equation in the instanton background. Let us consider the theory with Nf flavors. 
It can be shown that the gauge theory instanton measure calculates in this case (cf. 
[9]): 

Z(a,rn,ei,e2;q) = ^qk è EuGxT2xU(Nf)(V ® M) (1.6) 
k ,'Mk 

where M = €Nf is the flavor space, where the flavor group U(Nf) acts, m = 
(mi ,-••, niNf ) are the masses = the coordinates on the Cartan subalgebra of the 
flavor group Lie algebra, and finally EUGXT2X[/(JV /) denotes the equivariant Euler 
class. 

The formula (1.5) generalizes in this case to: 

Z(a,m,ei,e2;q) = £ (qh^f J[ f f ^ ^ ^ ^ 

x 

k (M) / = i 

j r aim, + n (k4 - km,j + j - i) 
aim + n(j — i) 

(1.7) 

Again, we claim that 

J:mst(a,m,ei,e2;q) = cic2 logZ(a,m,,ci,c2;q) (1.8) 

is analytic in c,i>2. 
The formulae (1.5)(1.7) were checked against the Seiberg-Witten solution [10]. 

Namely, we claim that J7mst(a,m,ei,e2)\f_1=f_2=o = the instanton part of the pre­
potential of the low-energy effective theory of the j\j" = 2 gauge theory with the 
gauge group G and Nf fundamental matter hypermultiplets. We have checked this 
claim by an explicit calculation for up to five instantons, against the formulae in 
[11]. There is also a generalization of (1.5) to the case of adjoint matter. We shall 
present it in the main body of the paper. 
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2. Field theory expectations 
In this section we explain our approach in the field theory language. We exploit 

the fact that the supersymmetrie gauge theory on flat space has a large collection 
of observables whose correlation functions are saturated by instanton contribution 
in the limit of weak coupling. In addition, in the presence of the adjoint scalar 
vev these instantons tend to shrink to zero size. Moreover, the observables we 
choose have the property that the instantons which contribute to their expectation 
values are localized in space. This solves the problem of the runaway of point-like 
instantons, pointed out in [5]. 

2 .1 . S u p e r s y m m e t r i e s and twi s t ed s u p e r s y m m e t r i e s 

The j\f = 2 theory has eight conserved supercharges, Ql
a, Q\, which transform 

under the global symmetry group SU(2)L X SU(2)R X SU(2)I of which the first two 
factors belong to the group of spatial rotations and the last one is the _R-symmetry 
group. The indices a,à,i are the doublets of these respective SU(2) factors. The 
basic multiplet of the gauge theory is the vector multiplet. It is useful to work in 
the notations which make only SU(2)L X SU(2)d part of the global symmetry group 
manifest. Here SU(2)d is the diagonal subgroup of SU(2)R X SU(2)I. If we call this 
subgroup a "Lorentz group", then the supercharges, superspace, and the fermionic 
fields of the theory will split as follows: 
Fermions: ißß,xti,,m_ 
Superspace: 9ß,9^v,9; 
Superfleld: $ = <j> + 6ßipß + \0ß0vFliV + ...; 
Supercharges: Q,Q+v,Gß. 

The supercharge Q is a scalar with respect to the "Lorentz group" and is 
usually considered as a BRST charge in the topological quantum field theory version 
of the susy gauge theory. It is conserved on any four-manifold. 

In [12] E. Witten has employed a self-dual two-form supercharge Q+, which is 
conserved on Kahler manifolds. 

Our idea is to use other supercharges Gß as well. Their conservation is tied 
up with the isometries of the four-manifold on which one studies the gauge the­
ory. Of course, the idea to regularize the supersymmetrie theory by subjecting it 
to the twisted boundary conditions is very common both in physics [13], and in 
mathematics [14] [15] [16]. 

2.2. Good observables: UV 

With respect to the standard topological supercharge Q the observables one 
is usually interested in are the gauge invariant polynomials O^0)p}X = P(<j>(x)) in 
the adjoint scalar <j>, evaluated at space-time point x, and its descendants: 0PJ, = 
Jj, P((f> + ip + F), where S is a fc-cycle. Unfortunately for k > 0 all such cycles are 
homologically trivial on IR4 and no non-trivial observables are constructed in such 
a way. One construct an equivalent set of observables by integration over IR4 of 
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a product of a closed 4 — fc-form UJ = u^k)< ujßl...IM_k9
ßl ... 9ßi-k and the fc-form 

part of P(<j) + ip + F): 

OP = f d4xd49 UJ(X, 6) P (* ) . (2.1) 

Again, most of these observables are Q-exact, as any closed fc-form on IR4 is exact 
for k > 0. 

However, if we employ the rotational symmetries of M4 and work equivariantly, 
we find new observables. 

Namely, consider the fermionic charge 

Q = Q + EaÜlvx
vGß. (2.2) 

Here 0 a = ii^x^d^ for a = 1 . . . 6 are the vector fields generating SO(4) rotations, 
and E £ Lie(SO(4j) is a formal parameter. 

With respect to the charge Q the observables 0PJ, are no longer invariant 

(except for OP0 where 0 £ M4 is the origin, left fixed by the rotations. 
However, the observables (2.1) can be generalized to the new setup, producing 

a priori nontrivial Q-cohomology classes. Namely, let us take any SO (4)-equivariant 
form on IR4. That is, take an inhomogeneous differential form il(E) on IR4 which 
depends also on an auxiliary variable E £ Lie(SO(4j) which has the property that 
for any g £ S0(4): 

g*Ü(E) = i^g-'Eg) (2.3) 

where we take pullback defined with the help of the action of S0(4) on M4 by-
rotations. Such Independent forms are called equivariant forms. On the space of 
equivariant forms acts the so-called equivariant differential, 

D = d+iV(E) (2.4) 

where V(E) is the vector field on M4 representing the infinitesimal rotation gener­
ated by E. For equivariantly closed (i.e. D-closed) form Q(E) the observable: 

öp(E) = f Ü(E) A P($) (2.5) 

is O-closed. 
Any S0(4) invariant polynomial in E is of course an example of the In­

closed equivariant form. Such a polynomial is characterized by its restriction 
onto the Cartan subalgebra of SO(4), where it must be Weyl-invariant. The 
Cartan subalgebra of S0(4) is two-dimensional. Let us denote the basis in this 
subalgebra corresponding to the decomposition IR4 = IR2 ® IR2 into a orthogo­
nal direct sum of two dimensional planes, by (ei,e2). Under the identification 
Lie(S0(4j) « Lie(SU(2j) ® Lie(SU(2j) these map to (ei + e2,ei - e2). 
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Let us fix in addition a translationally invariant symplectic form UJ on IR4. Its 
choice breaks SO(4) down to 11(2.) - the holonomy group of a Kahler manifold. Let 
us fix this 11(2.) subgroup. Then we have a moment map: 

p-.m4 -^Lie(U(2))*, dp(E) = IV(E)UJ, E £ Lie(U(2)). (2.6) 

And therefore, the form UJ — p(E) is £>-closed. One can find such euclidean coordi­
nates xv, v = 1,2,3,4 that the form UJ reads as follows: 

UJ = dx1 A dx2 + dx3 A dx4. (2.7) 

The Lie algebra of 11(2.) splits as a direct sum of one-dimensional abelian Lie algebra 
of U(l) and the Lie algebra of SU(2). Accordingly, the moment map p, splits as 
(h,p} ,p?,p?). In the xß coordinates 

h = ^2 (*")2 - Pa = \nl^'^v, (2-8) 
p 

where nßV is the anti-self-dual 't Hooft symbol. 
Finally, the choice of u; also defines a complex structure on IR4, thus identifying 

it with C" with complex coordinates Zi,z2 given by: z\ = x1 + ix2, z2 = x3 + ix4. 
For E in the Cartan subalgebra U = p(E) is given by the simple formula: 

H = ei\zi\2 + e2\z2\
2. (2.9) 

After all these preparations we can formulate the correlation function of our interest: 

Z(a,e) = (exp-^ f (UJ A Tr (<j>F + k'<P'<P) - H Tr (F A F)))a (2.10) 

where we have indicated that the vacuum expectation value is calculated in the 
vacuum with the expectation value of the scalar <f> in the vector multiplet given by 
a £ t. More precisely, a will be the central charge of J\J" = 2 algebra corresponding 
to the IF-boson states. 
Remarks . 1) Note that the observable in (2.10) makes the widely separated in­
stantons suppressed. More precisely, if the instantons form clusters around points 
f\,...,fi then they contribute ~ exp — J2m H^m) to the correlation function. 
2) One can expand (2.10) as a sum over different instanton sectors: 

oo 

Z(a,e) = ^2qkZk(a,e) 
k=0 

where q ~ A2N is the dynamically generated scale - for us - simply the generating 
parameter. 
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3) The supersymmetry guarantees that (2.10) is saturated by instantons. 
Moreover, the superspace of instanton zero modes is acted on by a finite dimen­
sional version of the supercharge Q which becomes an equivariant differential on the 
moduli space of framed instantons. Localization with respect to this supercharge 
reduces the computation to the counting of the isolated fixed points and the weights 
of the action of the symmetry groups (a copy of gauge group and 11(2.) of rotations) 
on the tangent spaces. This localization can be understood as a particular case of 
the Duistermaat-Heckman formula [17], as (2.10) calculates essentially the integral 
of the exponent of the Hamiltonian of a torus action (Cartan of G times T2) against 
the symplectic measure. 

The counting of fixed points can be nicely summarized by a contour integral 
(see below). This contour integral also can be obtained by transforming the integral 
over the ADHM moduli space of the observable (2.10) evaluated on the instanton 
configuration, by adding Q-exact terms, as in [7] [6]. It also can be derived from 
Bott's formula [18]. 

2.3. Good observables: I R 

The nice feature of the correlator (2.10) is it simple relation to the prepotential 
of the low-energy effective theory. In order to derive it let us think of the observable 
(2.10) as of a slow varying changing of the microscopic coupling constant. If we could 
completely neglect the fact that U is not constant, then its adding would simply 
renormalize the effective low-energy scale A —t Ae^H. 

However, we should remember that U is not constant, and regard this renor­
malization as valid up to terms in the effective action containing derivatives of U. 
Moreover, U is really a bosonic part of the function %(x,9) on the (chiral part 
of) superspace (in [5] we considered such superspace-dependent deformations of the 
theory on curved four-manifolds): 

%(x,0) = H(x) + \ußve
ß6v. 

Together these terms add up to the making the standard Seiberg-Witten effective 
action determined by the prepotential PF(a; A) to the one with the superspace-
dependent prepotential 

T(a; Ae-n{x'e)) = T(a; \e~H) + UJ hdKT(a; her11) + \UJ2 (AÖA)2 T(a; her11). 
(2.11) 

This prepotential is then integrated over the superspace (together with the conju­
gate terms) to produce the effective action. 

Now, let us go to the extreme infrared, that is let us scale the metric on 
M4 by a very large factor t (keeping UJ intact). On flat M4 the only term which 
may contribute to the correlation function in question in the limit t —¥ oo is the 
last term in (2.10) as the rest will (after integration over superspace) necessarily 
contain couplings to the gauge fields which will require some loop diagrams to get 
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non-trivial contractions, which all will be suppressed by inverse powers of t. The 
last term, on the other hand, gives: 

„ , s I f d2 T(a;i\erH) „ , , , 
Z(a; e) = exp - — ^ UJ A UJ ^ + 0(e) (2.12) 

where we used the fact that the derivatives of U are proportional to ei:2. Recalling 
(2.7) (2.8) the integral in (2.12) reduces to: 

vi \ ^" s*(q;A) + 0(e) 
Z(a;ci,c2) = exp (2.13) 

where 
/*oo 

rnst(a; A) = / d2
HT(a; Ae-

H) HdH, 
Jo >0 

thereby explaining our claim about the analytic properties of Z and T. 

3. Instanton measure and its localization 
3.1. ADHM data 

The moduli space Mk,N of instantons with fixed framing at infinity has di­
mension 4kN. It has the following convenient description. Take two complex vector 
spaces V and W of the complex dimensions k and N respectively. These spaces 
should be viewed as Chan-Paton spaces for D(p — 4) and Dp branes in the brane 
realization of the gauge theory with instantons. 

Let us also denote by L the two dimensional complex vector space, which we 
shall identify with the Euclidean space M4 « C2 where our gauge theory lives. 

Then the ADHM [19] data consists of the following maps between the vector 
spaces: 

V-^ V®L®W^* V®k2L (3.1) 

where 

(Bi B2 I] 

Bi,2 € End(F), I G Ylom(W,V), J £ Ylom(V,W). 

(3.2) 

The ADHM construction represents the moduli space of U(N) instantons on 
M4 of charge k as a hyperkähler quotient [20] of the space of operators (Bi,B2,1, J) 
by the action of the group U(k) for which V is a fundamental representation, Bi,B2 

transform in the adjoint, I in the fundamental, and J in the anti-fundamental 
representations. 
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More precisely, the moduli space of proper instantons is obtained by taking 
the quadruples (Bi:2,1, J) obeying the so-called ADHM equations: 

ßc = 0, Hr = 0, (3.3) 

where: 
ßc = [Bi,B2] + IJ, 

(3 4) 
ßr = [Bi,B\} + [B2,BI} + lf< ^ßj 

and with the additional requirement that the stabilizer of the quadruple in U(k) 
is trivial. This produces a non-compact hyperkähler manifold Af^jv of instantons 
with fixed framing at infinity. 

The framing is really the choice of the basis in W. The group U(W) = U(N) 
acts on these choices, and acts on Af^jv, by transforming I and J in the anti-
fundamental and the fundamental representations respectively. 

This action also preserves the hyperkähler structure of Af^jv and is generated 
by the hyperkähler moment maps: 

mr = ßl - Jß, mc = JI. (3.5) 

Actually, Tri4/mrjC = T r y ^ o thus the central U(l) subgroup ofU(N) acts trivially 
on Mk,N- Therefore it is the group G = SU(N)/1LM which acts non-trivially on 
the moduli space of instantons. 

3.2. Instanton measure 

The supersymmetrie gauge theory measure can be regarded as an infinite-
dimensional version of the equivariant Matthai-Quillen representative of the Thom 
class of the bundle F (Q2'+ ® gp) over the infinite-dimensional space of all gauge 
fields Ap in the principal G-bundle P (summed over the topological types of P). In 
physical terms, in the weak coupling limit we are calculating the supersymmetrie 
delta-function supported on the instanton gauge field configurations. In the back­
ground of the adjoint Higgs vev, this supersymmetrie delta-function is actually an 
equivariant differential form on the moduli space Af^jv of instantons. It can be also 
represented using the finite-dimensional hyperkähler quotient ADHM construction 
of Mk,N (as opposed to the infinite-dimensional quotient of the space of all gauge 
fields by the action of the group of gauge transformations, trivial at infinity) [7]: 

f V<j>V(pVHVxVnV^VBVWJ e
<S(x-«B,/,J)+*-v'W+*,<«) (3-6) 

where, say: 

QBi}2 = * B l , 2 , Q*B l , 2 = [^,-Bi,2]+ei,2-Bi,2, 

QI = * / , Ô * / = cj,I - la, 

QJ = Vj, QVJ = -J<l>+Ja-(e1+e2)J, (3.7) 

QXr = Hr, QHr = [<j),Xr], QXc = Hc, QHC = [<j),Xc] + (ei + e2)xc, 

* • V ($) = Tr hBl [I B\] + * ß 2 fa B\] + * /& If] - * S , Jt] + ec.' 
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(we refer to [7] for more detailed explanations). If the moduli space Mk,N was 
compact and smooth one could interpret (3.6) as a certain topological quantity and 
apply the powerful equivariant localization techniques [21] to calculate it. 

The non-compactness of the moduli space of instantons is of both ultraviolet 
and of infrared nature. The UV non-compactness has to do with the instanton size, 
which can be made arbitrarily small. The IR non-compactness has to do with the 
non-compactness of IR4 which permits the instantons to run away to infinity. 

3.3. Curing non-compactness 

The UV problem can be solved by relaxing the condition on the stabilizer, thus 
adding the so-called point-like instantons. A point of the hyperkähler space Mk,N 
with orbifold singularities which one obtains in this way (Uhlenbeck compactifica­
tion) is an instanton of charge p < k and a set of k — p points on IR4: 

Mk}N = Mk}N U Mfc_i,jv x H 4 U Mfc_2,jv x Sym2(M4) U . . . U Symk(M4). (3.8) 

The resulting space Af^jv is a geodesically complete hyperkähler orbifold. Its 
drawback is the non-existence of the universal bundle with the universal instan­
ton connection over Mk^ x IR4. We actually think that in principle one can still 
work with this space. Fortunately, in the case of SU(N) gauge group there is a 
nice space Mk,N which is obtained from Af^jv by a sequence of blowups (resolu­
tion of singularities) which is smooth, and after some modification of the gauge 
theory (noncommutative[22][23][24][25] deformation) becomes a moduli space with 
the universal instanton. Technically this space is obtained [26] by the same ADHM 
construction except that now one performs the hyperkähler quotient at the non-zero 
level of the moment map: 

Mr = Crll-'j Mc = 0 

(one can also make ßc ^ 0 but this does not give anything new). The cohomology 
theory of Mk,N is richer then that of Af^jv because of the exceptional divisors. 
However, our goal is to study the original gauge theory. Therefore we are going to 
consider the (equivariant) cohomology classes of Mk,N lifted from Mk^-

As we stated in the introduction, we are going to utilize the equivariant sym­
plectic volumes of Mk:N- This is not quite precise. We are going to consider the 
symplectic volumes, calculated using the closed two-form lifted from Mk^- This 
form vanishes when restricted onto the exceptional variety. This property ensures 
that we don't pick up anything not borne in the original gauge theory (don't pick 
up freckle contribution in the terminology of [27]). 

The ADHM construction from the previous section gives rise to the instantons 
with fixed gauge orientation at infinity (fixed framing). The group G = SU(N)/1LM 

acts on their moduli space Mn,k by rotating the gauge orientation. Also, the group 
of Euclidean rotations of H 4 acts on M.N,k- We are going to apply localization 
techniques with respect to both of these groups. 
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In fact, it is easier to localize first with respect to the groups U(k) x G x T 2 

acting on the vector space of ADHM matrices, and then integrate out the U(k) part 
of the localization multiplet, to incorporate the quotient. 

The action of T 2 is free at "infinities" of Mk, thus allowing to apply localiza­
tion techniques without worrying about the IR non-compactness. Physically, the 
integral (2.10) is Gaussian-like and convergent in the IR region. 

3.4 . R e d u c t i o n t o contour integrals 

After all the manipulations as in [7] [6] we end up with the following integral[27]: 

Zjk{a,d,C2) - w (9/!rie^^k f l l . = 1 p(ûAP(A;+A lli<i<j<fc (02. - e 2)(02. _ e | ) 
13 (3.9) 

where: 

1 

k\ 

ek 

(2irieie2)
h Ä 

Q(X): 

P(X) : 

d<pi Q(<pi) 

iP(4>i)P(4>i + c) 

Nf 

= J[(x + nij), 

T T J V 

= lll=1(
x ~ ai)> 

(3.10) 

<pij denotes ^, — <pj and e = ei + e2. 
We went slightly ahead of time and presented the formula which covers the 

case of the gauge theory with Nf fundamental multiplets. In fact, the derivation 
is rather simple if one keeps in mind the relation to the Euler class of the Dirac 
zeromodes bundle over the moduli space of instantons, stated in the introduction. 

3.5. Classification of the residues 

The integrals (3.9) should be viewed as contour integrals. As explained in [6] 
the poles at faj = ei,e2 should be avoided by shifting ei:2 —¥ ci>2 + iO, those at 
<j>i = ai similarly by aj —¥ aj + iO (this case was not considered in [6] but actually 
was considered (implicitly) in [7]). The interested reader should consult [28] for 
more mathematically sound explanations of the contour deformations arising in the 
similar context in the study of symplectic quotients. 

The poles which with non-vanishing contributions to the integral must have 
<j>ij ^ 0, for i ^ j , otherwise the numerator vanishes. This observation simplifies the 
classification of the poles. They are labelled as follows. Let k = fci + k2 +... + fcjv be 
a partition of the instanton charge in N summands which have to be non-negative 
(but may vanish), ki > 0. In turn, for all I such that fcj > 0 let 1/ denote a partition 
of kf. 

h = h,i + ... fcjy.i, fcj,i > fcj,2 > • • • > kiy.i > 0. 

Let v1'1 > v1'2 > ... v1^1-1 > 0 denote the dual partition. Pictorially one represents 
these partitions by the Young diagram with k^i rows of the lengths vt'1,...vt'kl-1. 
This diagram has v1,1 columns of the lengths fc^i,..., kiy.i. 
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In total we have k boxes distributed among N Young tableaux (some of which 
could be empty, i.e. contain zero boxes). Let us label these boxes somehow (the 
ordering is not important as it is cancelled in the end by the factor k\ in (3.9)). Let 
us denote the collection of N Young diagrams by Y = (F i , . . . ,FJV). We denote by 
\Yi | = h the number of boxes in the I'th diagram, and by \Y\ = ^ |T/| = k. 

Then the pole of the integral (3.9) corresponding to Y is at 4>s with s labelling 
the box (a,ß) in the I'th Young tableau (so that 0 < a < v1^, 0 < ß < fcjjQ) equal 
to: 

Y ^<f>s = ai + ei(a^l) + e2(ß^l). (3.11) 

3.6. Res idues and fixed po in t s 

The poles in the integral (3.9) correspond to the fixed points of the action of 
the groups G x T 2 on the resolved moduli space MU,N- Physically they correspond 
to the U(N) (noncommutative) instantons which split as a sum of U(l) noncom­
mutative instantons corresponding to N commuting U(l) subgroups of U(N). The 
instanton charge fcj is the charge of the U(l) instanton in the I'th subgroup. More­
over, these abelian instantons are of special nature - they are fixed by the group 
of space rotations. If they were commutative (and therefore point-like) they had 
to sit on top of each other, and the space of such point-like configurations would 
have been rather singular. Fortunately, upon the noncommutative deformation the 
singularities are resolved. The instantons cannot sit quite on top of each other. In­
stead, they try to get as close to each other as the uncertainty principle lets them. 
The resulting abelian configurations were classified (in the language of torsion free 
sheaves) by H. Nakajima [29]. 

Now let us fix a configuration Y and consider the corresponding contribution 
to the integral over instanton moduli. It is given by the residue of the integral (3.9) 
corresponding to (3.11): 

R* 
1 TTi r f f— Sl(e1(a-l) + e2(ß-l)) 

Y (eie2)
k Y J-=l 1=1 (e(£(s) + 1) - e2h(s))(e2h(s) - e£(s)) 

TT TT TT ( (a'm + €l(a ^ t / " ' j 3 ) + C2(f - /?)) (Q;TO + eia + e2(fc;,a + 1 - / ? ) ) V 

l<m a ! ß=l \ ( a ' r o + €l(X + C 2 ( 1 ~ W ( a ' r o + C l ( a ~ Vmß) + €2(kl>a + 1^W) 
(3.12) 

where we have used the following notations: ajTO = aj — am, 

\Am^l(X + a'm)(x + C + a,m) \Am^l(X + al™)" 

and 
l(s) = kha-ß, h(s) = ki:a + i'l'ß ^a^ß+1. (3.14) 

Now, if we set e\ = n= —e2 the formula (3.12) can be further simplified. After 
some reshuffling of the factors it becomes exactly the summand in (1.7). 
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3.7. T h e first three nonabe l ian ins tantons 

489 

We shall now give the formulae for the first three instanton contributions to 
the prepotential for the general SU(N) case, with Nf < 2N. 

We shall work with ei = h = —e2. It will be sufficient to derive the gauge 
theory prepotential. 

Directly applying the rules (3.9)(3.12) we arrive at the following expressions 
for the moduli integrals: 

Z 

Z2 

eiC2 

( e i e 2 ) 2 j 5 > ($(+/*) + $(-*)) +J £ - r - ^ 4 

V ' 
l*m ( l - - £ 

/ 

Z8_(^(C 
Si (Si(+h)Si(+2h) + Si(-h)Si(-2h) + 4S,(+R)S,(-R)) 

36 

E 
l^m 

•JJ'-'ro 

4 
S,(+^) Si(-h) 

i - 2ft2 

(a;m(a;m+R)) 

•JJ'-'ro'-1» 

1 - 2?i2 

( a I m ( a , m - f t ) ) , / / 

E 

from which we immediately derive: 

Ti = )ßi, 
i 

T2 = E ìs'si2) + E S Ä 

(3.15) 

l^m, a<™ 

0(^2 

5, j(2) 9 ( 2 ) T3 = E | ( 5 4 4 ) + 2S/(1)s/(3) + 35»(2)5. 

+ y ^ | I obi ~ 2aimbl + ctfTOOj I 

i V~* 2<_>J bmbn j 2 , .2 , .2 

^ 3( 

(3.16) 

q / _ ^2 V"*» T J»» T " T O » ; 0(R2 

3.8. Four and five ins tantons 

To collect more "experimental data-points" we have considered the case of 
the gauge groups SU(2) and SU(3) with fundamental matter. We have computed 
explicitly the prepotential for four and five instantons and found a perfect agreement 



490 Nikita A. Nekrasov 

(yet a few typos) with the results of [11]. We should stress that this is a non-trivial 
check. Just as an example, we quote here the expression for T5: 

T5(a,m) = -^(35a12 - 210a10ß2 + a8 (207^1 + 846p4) 

^1210a6^2M4 + a4 (ll31pf + 3698^^2 ) — 5250a2ßlßi + 4471p4), 

where 2a = a,\ —a2, ß2 = rn\ + m | + m| , ^3 = rnirn2rnz, ß4 = (rriirn2)
2 + (rn2rnz)2 + 

(niim3)
2. 

3.9. Adjoint matter and other matters 

So far we were discussing j\f = 2 gauge theories with matter in the fundamental 
representations. Now we shall pass to other representations. It is simpler to start 
with the adjoint representation. The e-integrals (3.9) reflect both the topology of 
the moduli space of instantons and also of the matter bundle. 

The latter is the bundle of the Dirac zero modes in the representation of 
interest. For the adjoint representation, and on M4 this bundle can be identified 
with the tangent bundle to the moduli space of instantons. It has a U(l) symmetry. 
The equivariant Euler class of the tangent bundle (= the Chern polynomial) is the 
instanton measure in the case of massive adjoint matter. This reasoning leads to 
the following e-integral: 

_ 1 /(ci +c2)(ci +m)(c2 +m)\ /-i-rdifo P(</>»+m)P(</>j + e - m ) 
kl \ 97T?' f^ f^ rn (p — rn) I T -»- J-k\ \ 2-ni cic2 m (e — m) J J L_ P(4>ì)P(4>ì 

n <t>Wa - e 2 ) (4 - (£i - ™)2)(4 - (£2 - m)2) 
t<j ( 4 - 4Mj - 4Mj - « 2 ) (4 - (e - m)2) ' 

(3.17) 
Note the similarity of this expression to the contour integrals appearing[6] in the 
calculations of the bulk contribution to the index of the supersymmetrie quantum 
mechanics with 16 supercharges (similarly, (3.9) is related to the one with 8 super­
charges). This is not an accident, of course. 

Proceeding analogously to the pure gauge theory case we arrive at the follow­
ing expressions for the first two instanton contributions to the prepotential (which 
agrees with [11]): 

.T1=m'^Tl, 

^-T.(-3jfn + ^T,T! ^(2! 

I 

, 4 

2~±l ^ ^ ± l ± i J (3.18) 

• m 
l^n 
E^fi 1 1 

afn 2(aln + m)2 2(aln - mf 
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where T{(x) = T\n# ( l - ( ï ^ F ) '
 T« = T«(0)> ^ = d"T'(x)U=o (cf. [30]). 

For generic representation R of the gauge group we should use the equivariant 
Euler class of the corresponding (virtual) vector bundle £R over the moduli space 
of instantons [8]. 

3.10 . Per turbat ive part 

So far we were calculating the nonperturbative part of the prepotential. It 
would be nice to see the perturbative part somewhere in our setup, so as to combine 
the whole expression into something nice. 

One way is to calculate carefully the equivariant Chern character of the tangent 
bundle to Mk along the lines sketched in the end of the previous section [8]. The 
faster way in the ei + e2 = 0 case is to note that the expression (1.5) is a sum 
over partition with the universal denominator, which is not well-defined without 
the non-universal numerator. Nevertheless, let us try to pull it out of the sum. 

We get the infinite product (up to an irrelevant constant): 

nn 
^ , ^ « 1 ™ + ^ - ; ) 

oo ds 
e X P ^ i o T(e*.- l )(e-*.- ir (3'19) 

If we regularize this by cutting the integral at s —¥ 0, we get a finite expression, 
which actually has the form 

Tpert(a,ei,e2) exp , 
ClC2 

with J7pert being analytic in ei,e2 at zero. In fact 

J7pert(a, 0,0) = y j -afTOlog ct/TO + ambiguous quadratic polynomial in ajTO. 
l^m 

The formula (3.19) is a familiar expression for the Schwinger amplitude of a mass 
aim particle in the electromagnetic field 

F oc ci dx1 A dx2 + e2 da;3 A dx4 . (3.20) 

Its appearance be explained in the next section. 
Let us now combine JFms* and JFpert into a single e-deformed prepotential 

T(a,ci,c2) = Tpert(a,ci,c2) + rnst(a,ci,c2) 
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where in general we define: 

V f°° dS g-SQlm 

^ r t ( a , e 1 , e a ) = X ; | T s i n h ( ^ ) sinh ( ^ ) ( 3 ' 2 1 ) 

Ijzm " \ z / \ z / 

with the singular in e part dropped. We define: 

Z(a, ci,c2;q) = exp —'—^—. (3.22) 
ClC2 

4. r-function conjecture 
This conjecture relates the expansion (1.5) to the dynamics of the Seiberg-

Witten curve. 
Consider the theory of a free complex chiral fermion ip,ip*, 

S= [ ip*3ip (4.1) 
Jn 

living on the curve S: 

12JV N 
1 

W + 
A2JV " 

— =P(A), P(A)=JJ(A-«0 (4-2) 
J = l 

embedded into the space C x C* with the coordinates (X,w). This curve has two 
distinguished points w = 0 and iv = oo which play a prominent role in the Toda 
integrable hierarchy [31]. Let us cut out small disks Do and D^, around these two 
points. 

The path integral on the surface S with two discs deleted will give a state in 
the tensor product Ho ® H^ of the Hilbert spaces Ho, Woo associated to dD0 and 
ôDQO respectively. It can also be viewed as an operator Gs : Ho —t Woo-

Choose a vacuum state |0) £ Ho and its dual (0| £ H*^ (we use the global 
coordinate iv to identify Ho and Hoc). Consider 

TS = ( 0 

where: 

exp [ - è S J) Gs exp ( - - <p S J 
hJdD^ J \ hJdDo 

0 ) (4.3) 

J=:ip*ip: 

1 div (4A) 
db = A— 

2-K% w 

and we choose the branch of S near iv = 0, oo such that (cf. [32]) : 

b=^W^7 +0(\-1). 
ZTÏI 
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Let us represent S as a two-fold covering of the A-plane. It has branch points at 
A = ct[ where 

P ( a f ) = ±2AJV. 

Let us choose the cycles A% to encircle the cuts between a~ and af. Of course, in 
U i (S ,Z) , ^ 4 Ai = 0. Then, we define: 

ai = è dS . 
' Ai 

Our final conjecture states: 

Z(a,h, —fi) = TE-
(4.5) 

Note that from this conjecture the fact that To(a,0,0) coincides with the Seiberg-
Witten expression follows as a consequence of the Krichever universal formula [33]. 
The remaining paragraph is devoted to the explanation of the motivation behind 
(4.5). 

Let us assume that we are in the domain where cti—am >• A. Then the surface 
S can be decomposed into two halves £± by N smooth circles Oj which are the lifts 
to S of the cuts connecting a7 and af. The path integral calculating the matrix 
element (4.3) can be evaluated by the cutting and sewing along the Gj's. The path 
integral on £± gives a state in 

(its dual). If we first pull the § S J as close to Gj as possible, we shall get the Hilbert 
space obtained by quantization of the fermions which have aj + \modlL moding: 

ip(w) ~ y j ^ j t u 0 ' +ì 

«GZ 

dm 
(4.6) 

near Gj C S. In addition, the states in Hct of fixed total U(l) charge are labelled 
by the partitions fcj,. We conjecture, that 

e^n^M-M l,-i 
l,i 

J J (aim + h(ki,i-kmj + j-i)). (4.7) 
(M)<(ro,j) 

It is clear that (4.7) implies (4.5). For N = 1 (4.7) is of course a well-known fact 
(with the coefficient given by Tl^j JTTî)- It gives rise to the formula (which can also 
be derived using the Schur identities [34]): 

ZN=i(h, -h) = e^Ä" 

which confirms that in spite of the fact that we worked with the resolved mod­
uli space UkMk,i = Uk(€2fk] the "symplectic" volume we calculated is that of 
UfcMfc.1 = ökSymk(m4). 

file:///modlL
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Affine Weyl Group Approach 
to Painlevé Equations 

M. Noumi* 

Abstract 

An overview is given on recent developments in the affine Weyl group 
approach to Painlevé equations and discrete Painlevé equations, based on the 
joint work with Y. Yaniada and K. Kajiwara. 

2000 Mathematics Subject Classification: 34M55, 39A12, 37K35. 
Keywords and Phrases: Painlevé equation, Affine Weyl group, Discrete 
symmetry. 

1. Introduction 
The purpose of this paper is to give a survey on recent developments in the 

affine Weyl group approach to Painlevé equations and discrete Painlevé equations. 
It is known that each of the Painlevé equations from Pn through Pyi admits 

the action of an affine Weyl group as a group of Bäcklund transformations (see 
a series of works [16] by K. Okamoto, for instance). Furthermore, the Bäcklund 
transformations (or the Schlesinger transformations) for the Painlevé equations can 
already be thought of as discrete Painlevé equations with respect to the parameters. 
The main idea of the affine Weyl group approach to (discrete) Painlevé systems is 
to extend this class of Weyl group actions to general root systems, and to make use 
of them as the common underlying structure that unifies various types of discrete 
system ([10]). In this paper, we discuss several aspects of affine Weyl group sym­
metry in nonlinear systems, based on a series of joint works with Y. Yamada and 
K. Kajiwara. 

Before starting the discussion of (discrete) Painlevé equations, we recall some 
definitions, following the notation of [4]. A (generalized) Cartan matrix is an integer 
matrix A = (ay)j jG j (with a finite indexing set) satisfying the conditions 

an = 2; ay < 0 (i ^ j); a»j = 0 •£=> a^ = 0. (1.1) 

* Department of Mathematics, School of Science and Technology, Kobe University, Rokko, Kobe 
657-8501, Japan. E-mail: noumi@math.kobe-u.ac.jp 

mailto:noumi@math.kobe-u.ac.jp
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The Weyl group W(A) associated with A is defined by the generators s» (i £ I), 
called the simple reflections, and the fundamental relations 

1, (SiSjY i (Mi) , (1.2) 

where roy = 2,3,4,6 or oo, according as ayaj , = 0,1,2,3 or > 4. When the Cartan 

the corresponding lW,pW,...,Df), matrix A = (ay) 'y= 0 is of affine type (of type A\ 
Weyl group is called an affine Weyl group. 

We fix some notation for the case of type A\L' that will be used throughout 

this paper. The Cartan matrix A = (ay) 'y= 0 of type At is defied by 

i(D 

.4: 
2 ^2 

^2 2 d=l), A 

2 - 1 
- 1 2 - 1 

- 1 2 

- 1 

- 1 

'•• - 1 
- 1 2 

(I > 2). (1.3) 

The affine Weyl group W(-AJ 
mental relations: 

(so, si,..., si) is defined by the following funda-

(| = 1) : s2 = s2 = l, 

(I > 2) : s2 = 1, SjSj = SjSj (j ^ i,i± 1), (siSj)3 = 1 (j = i± 1), 
(1.4) 

where we have identified the indexing set with Z/(Z + 1)Z. We also define an 
extension IF(.4j ) = {SQ, ... ,SI,TT) of W(-A[ ) by adjoining a generator TT (rotation 
of indices) such that TTSì = s»+i7r for alH = 0 , 1 , . . . , I; we do not impose the relation 
r « + l 1. 

2. Variations on the theme of Pw 

In this section, we present several examples of affine Weyl group action of 
type A2 to illustrate the role of affine Weyl group symmetry in (discrete) Painlevé 
equations and related integrable systems. 

2.1. Symmetric form of P I V 

Consider the following system of nonlinear differential equations for three un­
known functions tpj = *fij(t) (j = 0,1, 2): 

(N IV) 

V'o = <A)(<AL -ip2) + aQ, 

ip'-i = ipi(ip2 -tpo) + ai, 

<P2 = <P2(*P0 -<Pl) + (X2, 

(2.1) 

where ' = d/dt denotes the derivative with respect to the independent variable t, 
and oy = 0 (j = 0,1,2) are parameters. When cto + cti + a2 = 0, this system 
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provides an integrable deformation of the Lotka-Volterra competition model for 
three species. When cto + cti + a2 = k j^ 0, it is essentially the fourth Painlevé 
equation 

(Pi IV ) y 
i 

( î , ' ) 2 + y3+4ty2 + (t2^a)y + ß 
y 

kt + c. 

(2.2) 

In fact, from (tp0 + fi + ^2)' = k, we have tpo + fi + fi = kt + c. Under the 
renormalization k = 1, c = 0, system (2.1) can be written as a second order equation 
for y = po', it is transformed into Piy with a = ct2 — «i , ß = —2a2, by the change 
of variables t —¥ \/2t, y —¥ —y/\/2. In view of this fact, we call (2.1) the symmetric 
form of the fourth Painlevé equation (N\y). This type of representation for Piy was 
introduced by [19], [1] in the context of nonlinear dressing chains, and by [12] in 
the study of rational solutions of Piy. 

The symmetric form Ariy provides a convenient framework for describing the 
discrete symmetry of Piy. Let K. = <C(a, ip) be the field of rational functions in the 
variables a = (ao,ai,a2) and (p = ((po,<£i,<£2)- We define the derivation ' : K. —t K. 
by using formulas (2.1) together with a'j = 0 (j = 0,1,2); we regard the differential 
field (K., ') as representing the differential system Njy. In this setting, we say that 
an automorphism of K. is a Bäcklund transformation for Njy if it commutes with the 
derivation '. (A Bäcklund transformation as defined above means a birational trans­
formation of the phase space that commutes with the flow defined by the nonlinear 
differential system.) As we will see below, Njy has four fundamental Bäcklund 
transformations that generate the extended affine Weyl group W = (so, si,s2,n) of 
type A\ . Identifying the indexing set {0,1,2} with Z/3Z, we define the automor­
phisms Si (i = 0,1,2) and n of K. by 

Si(aj) = aj - «jay, Si(ipj) = ipj + —IHJ (i, j = 0,1,2), 
fi (2.3) 

7r(ûy) = ûy+i , ir(tpj) = tpj+i (j = 0,1,2). 

Here A = (ay)fy=0 stands for the Cartan matrix of type .4^ , and U = (uy)fy=o 
for the orientation matrix of the Dynkin diagram (triangle) in the positive direction: 

A 
2 -1 -1 

-1 2 -1 
-1 -1 2 

U : 
0 1 -1 

-1 0 1 
1 -1 0 

(2.4) 

These automorphisms s» and IT commute with the derivation ', and satisfy the 
fundamental relations 

1, (SjSj+i 1, Si+i7T (i = 0,1,2) (2.5) 

for the generators of W(^2 )• Hence we obtain a realization of the extended affine 
Weyl group W (A2 ) as a group of Bäcklund transformations for N\y. Notice that 
the action of the affine Weyl group W = (so,si,s2) on the «-variables is identical 
to its canonical action on the simple roots. 
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We remark that the affine Weyl group symmetry is deeply related to the struc­
ture of special solutions of Piy (with the parameters oy as in Njy). Along each re­
flection hyperplane aj = n (j = 0,1,2; n £ Z) in the parameter space, Piy has a one-
parameter family of classical solutions expressed in terms of Toeplitz determinants 
of Hermite-Weber functions; each solution of this class is obtained by Bäcklund 
transformations from a seed solution at aj = 0 which satisfies a Riccati equation. 
Also, at each point of the IF-orbit of the barycenter (ao,ai,a2) = ( | , | , | ) of the 
fundamental alcove, it has a rational solution expressed in terms of Jacobi-Trudi 
determinants of Hermite polynomials. 

2.2. q-Difference analogue of P I V 

We now introduce a multiplicative analogue of the birational realization (2.3) 
of the extended affine Weyl group W = (so,si,s2,ir) ([5]). Taking the field of 
rational functions £ = C(a,f) in the variables a = (ao,ai,a2) and / = (fo,fi,f2), 
we define the automorphisms so,si,s2,ir of £ as follows: 

Si(aj) = aja;
aij, Si(fj) = fj (^+aj) (i,'J = 0,1,2), 

""(a/) = aj+i, ir(fj) = fj+1 (j = 0,1,2), 

where aj are the multiplicative parameters corresponding to the simple roots oy. 
These automorphisms again_satisfy the fundamental relations for the generators of 
W. In the following, the W-invariant aoaia2 = q plays the role of the base for 
^-difference equations. If one parameterizes aj and fj as 

e -
e2a'/2, fj = -e-e,p' (j = 0,1,2) (2.7) 

(ffP iv ; 

with a small parameter e, one can recover the original formulas (2.3) from (2.6) by-
taking the limit e —¥ 0. 

A g-difference analogue of (the symmetric form of) Piy is given by 

m t \ , 1 + a2f2 + a2a0f2fo 
T(fo) = a0aifi— — — - , 

l + a0 /0 + a 0ai /o/ i 
m, r -, , 1 + aofo + aottifofl 
I (hi = aia2f2- ——, 

K ' l + aifi + aia2fif2' (2.8) 
rp,t ^ _ t 1 + a i / i + aia2fif2 

i \h) — a2aojo7—. 7—: T T I 
1 + a2f2 + a2a0f2fo 

^T(aj)=aj (j = 0,1,2), 
where T stands for the discrete time evolution ([5]). Notice that (2.8) implies 
T(fofif2) = (aoaia2)

2fofif2 = q2/0/1/2; hence one can consistently introduce a 
time variable t such that /0/1/2 = t2. If we consider fj as functions of t, the 
discrete time evolution T is identified with the g-shift operator t —¥ qt, so that 
Tfj(t) = fj(qt). In this sense, formula (2.8) defines a system of nonlinear q-
difference equations, which we call the fourth q-Painlevé equation (qPjy). 
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The time evolution T, regarded as an automorphism of C, commutes with the 
action of W that we already described above. Namely, the g-difference system gPiy 
admits the action of the extended affine Weyl group W as a group of Bäcklund 
transformations. Again, by taking the limit as e —¥ 0 under the parametrization 
(2.7), one can show that the g-difference system g Piy, as well as its affine Weyl group 
symmetry, reproduces the differential system Njy. It is known that gPiy defined 
above shares many characteristic properties with the original Piy. For example, 
it has classical solutions expressed by continuous g-Hermite-Weber functions, and 
rational solutions expressed by of continuous g-Hermite polynomials, analogously 
to the case of Piy ([5], [7]). We also remark that, when aoaia2 = 1, one can 
regard gPiy as a discrete integrable system which generalizes a discrete version of 
the Lotka-Volterra equation. 

2.3. Ultra-discretization of P I V 

It should be noticed that the discrete time evolution of gPiy is defined in terms 
of a subtraction-free birational transformation; we say that a rational function is 
subtraction-free if it can be expressed as a ratio of two polynomials with real positive 
coefficients. Recall that there is a standard procedure, called the ultra-discretization, 
of passing from subtraction-free rational functions to piecewise linear functions ([18], 
[2], see also [15]). Roughly, it is the procedure of replacing the operations 

6 - • A + B, a/b -+ A-B, max(A,B). (2.9) 

(«Pi IV) 

Introducing the variables Aj, Fj (j = 0,1,2), from gPiy we obtain the following 
system of piecewise linear difference equations by ultra-discretization: 

{ T(Fo) = A0 + Ai +Fi+ max(0, A2 + F2,A2 + A0 + F2 + F0) 
- max(0, A0 + F0, A0 + Ai+F0 + Fi), 

T(Fi) = Ai + A2 + F2 + max(0, A0 + F0, A0 + A± + F0 + Pi) 
- max(0, Ai + Fi, Ai + A2 + Pi + F2), (2.10) 

T(F2) = A2 + Ao + P0 + max(0, Ax + Fi,Ax + A2 + Pi + F2) 
- max(0, A2 + F2,A2 + A0 + F2 + F0), 

{T(Aj)=Aj (j = 0,1,2), 

which we call the fourth ultra-dis crete Painlevé equation (uPjy). Simultaneously, 
the affine Weyl group symmetry of gPiy is ultra-discretized as follows: 

Si(Aj) = Aj - Aiüij, Si(Fj) = Fj + «y (max(Ai,Fi) - max(0, At + P ) ) , 

K(AJ) = Aj+i, n(Fj) = Fj+i (i,j = 0,1,2). 

This time, the extended affine Weyl group W is realized as a group of piecewise 
linear transformations on the affine space with coordinates (.4, F). We also remark 
that, when A0 + Ai + A2 = Q = 0, uP\y gives rise to an ultra-discrete integrable 
system. It would be an interesting problem to analyze special solutions of the 
ultra-discrete system «Piy. 
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3. Diserete symmetry of Painlevé equations 

In this section, we propose a uniform description of discrete symmetry of 
the Painlevé equations Pj for J = II, IV, V, VI. We also give some remarks on a 
generalization of this class of birational Weyl group action to arbitrary root systems. 

3.1. Hamiltonian system Hj 

It is known that each Painlevé equation Pj (J = II, III,..., VI) is equivalently 
expressed as a Hamiltonian system 

(TJ ) dq__9H_ dp _ ^dH_ , 
( J) : dt~ dp' dt - dq (à ' 

with a polynomial Hamiltonian H = H(q,p,t,a) £ C(t)[q,p,a] depending on pa­
rameters a = ( « i , . . . ,ai) (see [3], for instance). Setting K. = C(q,p,t,a), we define 
the Poisson bracket {-,-}: K. x K. ^ K. and the Hamiltonian vector field ö : K. —¥ K. 
by 

< - ^ t ? - | | - * * = ("•*> + % < ^ * > - w 

In this setting, a Bäcklund transformation for Hj is understood as an automorphism 
iv : K. —¥ K. that commutes with Ö. We also say that iv is canonical if it preserves 
the Poisson bracket: iv({ifi,ip}) = {w(ifi), w(ip)} for any tp,ip £ K.. 

For each J = II, III,... ,VI, it is known that the parameter space for Hj is 
identified with the Cartan subalgebra of a semisimple Lie algebra, and that an 
extension of the corresponding affine Weyl group acts on K. as a group of Bäcklund 
transformations ([16]). A table of fundamental Bäcklund transformations for Hj 
can be found in [9]. 

If the Hamiltonian H is chosen appropriately, the affine Weyl group symmetry 
of Hj for J = II, IV, V, VI can be described in a universal way in terms of root 
systems. With the notation of [4], the type of the affine root system is specified as 
follows1. 

(3-3) 
Hj 

xj1] 
Pn 
.4« 

Hjy 

4] 
Hy 

4 (D 

Hyi 

D? 

^ n the case of H\n, one can use an extension of the affine Weyl group, either of type Cj or of 

2.4j , for describing the same group of Bäcklund transformations. It seems natural to expect that 
the same principle to be discussed below should apply to Hm as well, but we have not completely 
understood the case of flm yet. 
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The corresponding Cartan matrix A = ( ay) - - = 0 is given by 
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4 (D A 

i ( i ) A 

2 
-2 

2 -1 
-1 2 
0 -1 

-1 0 

-2 
2 

0 
-1 
2 

-1 

-1 
0 

-1 
2 

,4, (D 

D (D 

2 - 1 - 1 
A= - 1 2 - 1 

- 1 - 1 2 

^2 0 - 1 0 0 " 
0 2 - 1 0 0 

- 1 - 1 2 - 1 - 1 
0 0 - 1 2 0 
0 0 - 1 0 2 

(3.4) 

respectively. For the description of affine Weyl group symmetry, we make use of 
the following Hamiltonian H = H(q,p,t,a): 

Hu 

Hjy 

Hy 

Hyi 

H = ~jP(p - 2q2 + t) + aiq, 

H = qp(2p — q — 2t) — 2aip — a2q, 

tH = q(q - l)p(p + t) — («i + a3)qp + a.\p + a2tq, '3-5) 

t(t - 1)H = q(q - l)(q - t)p2 - {(a0 - l)q(q - 1) + a4(q - l)(q - t) 

+a3q(q - t)}p + cti(ai + a2)(q - t). 

The parameter a 0 is defined so that ao + ai + • • • + ai = 1 for J = II, IV, V, and 
ao + ai+ 2a2 + a3 + a± = 1 for J = VI. (Conventionally, the null root is normalized 
to be the constant 1.) 

3.2. Discrete symmetry of Hj 
Our main observation concerning the discrete symmetry of Hj can be sum­

marized as follows. 

Theorem 1 Choose the polynomial Hamiltonian H £ C(t)[q,p,a] for Hj (J = 
II, IV, V, VI) as in (3.5). Then there exists a set {ipQ,fi,---,fi} of nonzero ele­
ments in the Poisson algebra TZ = C[q,p,t] with the following properties: 
(1) The elements tpi (i = 0,1,... ,1) satisfy the Serre relations of type XJ; 

ad{ }(^rQ i j +Vi = 0 ( i#j) , (3.6) 

where ad{}(<p) = { w } stands for the adjoint action of Lp by the Poisson bracket. 
(2) For each i = 0 , 1 , . . . , Z, define s» to be the unique automorphism of K. -
C(q,p,t,a) such that 

Si(aj) = aj — a,ay 
,at 

(3 = 0,1,...,I), 

Si(ip) = exp (—ad{}((pi))ip (ip £ll= £[q,p,t]). 
fi 

(3.7) 

Then these s» are canonical Bäcklund transformations for Hj. Furthermore, the 
subgroup W = (so,si,... ,si) of Aut(lC) is isomorphic to the affine Weyl group 
W(X^). 
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Note that, for each ip £ TZ, Sj(ip) is determined as a finite sum 

* WO = '<P + ~{fi,'<P] + 7T,(-Y{fì,{fì,'<P}} + •••, (3-8) 
fi £. <fiì 

since the action of ad{}(y,) on 7?. is locally nilpotent. A choice of the generators y,. 
(i = 0,1,2,..., I) with the properties of Theorem 1 is given as follows: 

P n 

Piv 

P v 

Pvi 

fo = ~P + 2g2 + t, tpi = p. 

<P0 = -P+l+t, <Pl = ~l f2=P- ( 3 J ) 

fo = P + t, ipi= tq, ifi2 = -p, v?3 = t(l - q). 

ipo=q-t, y>i = 1, *fi2 = -p, ip3 = q-l, fi = q-

We remark that, in the case of Hj (J = II, IV, V) of type A\ (I = 1,2,3), we 
also have the Bäcklund transformation n corresponding to the diagram rotation; its 
action is given simply by 7r(oy) = Qy+i, ?r(yy) = fj+i-

If we use the polynomials yy as dependent variables, the Hamiltonian system 
Piy, for example, is rewritten as 

^ = 2yy (yy+i - yy+2) + oy (j = 0,1,2) (3.10) 

with the convention yy+3 = (fj, from which we obtain the symmetric form Njy by a 
simple rescaling of the variables. We remark that the polynomials yy are the factors 
of the "leading term" of the Hamiltonian H. Also, in the context of irreducibility of 
Painlevé equations, the polynomials yy are the fundamental invariant divisors along 
the reflection hyperplanes aj = 0 (see [8], [17], for instance). When aj = 0, the 
specialization of Hj by yy = 0 gives rise to a Riccati equation that reduces to a linear 
equation of hypergeometric type; for J = II, IV, V and VI, the differential equations 
of Airy, Hermite-Weber, Kummer and Gauss appear in this way, respectively. 

Apart from differential equations, this class of birational realization of Weyl 
groups as in Theorem 1 can be formulated for an arbitrary Cartan matrix by means 
of Poisson algebras (see [13], for the details). In this sense, Bäcklund transforma­
tions for Painlevé equations Pj (J = II, IV, V, VI) have a universal nature with 
respect to root systems. In the case where A is of affine type, such a birational 
realization of the affine Weyl group appears as the symmetry of systems of nonlin­
ear partial differential equations of Painlevé type, obtained by similarity reduction 
from the principal Drinfeld-Sokolov hierarchy (of modified type). The case of type 
A\ will be mentioned in the next section. As for the original Painlevé equations, 
Pu, Piy and Py are in fact obtained by similarity reduction from the (1 + l)-reduced 
modified KP hierarchy for Z = 1,2,3, respectively. For Pyi, an 8 x 8 Lax pair is 
constructed in [14] in the framework of the affine Lie algebra so (8). This Lax pair 
is compatible with the affine Weyl group symmetry of Theorem 1. It is not clear, 
however, how this construction should be understood in relation to the Drinfeld-
Sokolov hierarchy of type DA . 
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4. Painlevé systems with W(-4J ') symmetry 
In this section, we introduce Painlevé systems and g-Painlevé systems with 

affine Weyl group symmetry of type A; this part can be regarded as a generalization, 
to higher rank cases, of the variations of Piy discussed in Section 2. In the following, 
we fix two positive integers M, N, and consider a Painlevé system, as well as its 
q-version, attached to (M, TV). 

4.1 . Painlevé sys t em of type (M,N) 

We investigate the compatibility condition for a system of linear differential 
equations 

Nzdzt/J=At/J, dtJ=BmiP (m = l,...,M), (4.1) 

where ip = (ipi,... ,IPN)^ is the column vector of unknown functions, and A, Bm 

are N x N matrices, both depending on (z,t) = (z,t\,...,ìM)- We assume that 

m—1 

Bm=Y^ diag(b(m'k))Ak + A™, (m = 1 , . . . , M), (4.2) 
k=0 

, J V - 1 
where A = Y_]i=1 Pj,j+i + ZPJV,I denotes the cyclic matrix, Py = (<îo,«^6,j)a,6 being 
the matrix units, and ir"1' ' = (bj"1' ,..., b^' ) are N- vectors depending only on 
t. Note that the compatibility condition 

dtn(Brn)-atm(Bn) + [Bm,Bn]=0 (m,n = l,...,M) (4.3) 

is the Zakharov-Shabat equation of the Ar-reduced modified KP hierarchy (restricted 
to the first M time variables). As for the matrix A, we set 

M 

A = ^diag(p) + J2ktkBk, p=(N^l,N^2,...,0). (4.4) 

Then the compatibility condition 

dtm(A)-Nzdz(Bm) + [A,Bm] = 0 (m=l,...,M), (4.5) 

reduces to the homogeneity condition 

M 

Y^ ntndtn (b(m'k)) = (k - m)b(m'k) (l<k<m<M) (4.6) 
ra=l 

for the coefficients of the B matrices. We define the Painlevé system of type (M, N) 
to be the system of nonlinear partial differential equations (4.3) with the similarity-
constraint (4.6). 

We remark that, when (M, N) = (3,2), (2,3), (2,4), this system reduces essen­
tially to the Painlevé equations Pn,Piy,Py, respectively. When (M,N) = (2,7V) 
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(TV > 2), it corresponds to the higher order Painlevé equation of type A^'^ dis­
cussed in [11]. Note that the linear problem (4.1) defines a monodromy preserving 
deformation of linear ordinary differential system of order TV on P1 , with one regular 
singularity at z = 0 and one irregular singularity at z = oo. 

The Painlevé system of type (M, TV) admits the action of the affine Weyl group 

W = (SQ,SI,...,SN-I) of type A^'^ as a group of Bäcklund transformations. 
Expressing the matrix A as 

M M 

-A = diag(p) - ^2 kBk = diag(e) + ^diag(<p(k ))Ak , (4.7) 
k=i k=i 

we set «o = TV^£i+£jv, o^ = £ j^£ i + i and y0 = fN, fi = f\ for i = 1 , . . . , TV —1. 
(Note that all the exponents ^£, at z = 0 are constant.) Then, for each i = 
0,..., TV — 1, the Bäcklund transformation Si is obtained as the compatibility of the 
gauge transformation 

™+ ~~» ry • 

Si'iP = Gi'ip, Gi = l + —Fi (i = 0,l,...,N-l), (4.8) 
fi 

where F0 = z^1Ei:jy and P, = Pj+i,» (z = 1,. ..,7V — 1). If we regard a, and 

y • as coordinates for the matrix —A, the ring TZ of polynomials in the y-variables 
has a natural structure of Poisson algebra. In these coordinates, the Bäcklund 
transformation Si is determined by the universal formula 

Si(aj) = ctj — ctidij, Si('ip) = exp (—adsj^i))'^ (ip £ TZ). (4.9) 
fi 

4.2. q-Painlevé system of type (M, N) 
We construct the g-Painlevé system of type (M, TV) in an analogous way ([7]). 

With the time variables tm and the g-shift operators Tm = Tq^m (i = 1, • • •, M), we 
investigate the compatibility condition for a system of linear g-difference equations 

TqN,ziP = AiP, TmiP = BmiP (m=l,...,M), (4.10) 

where A, B are N x N matrices depending on (z,i). We assume that 

Bm = diag(u^)+tmA, «(™) = (4 r o ) , . . . ,«(™ ) ) (m=l,...,M), (4.11) 

with compatibility condition 

Tn(Bm)Bn = Tm(Bn)Bm (m,n = l,...,M). (4.12) 

We consider this condition as the Zakharov-Shabat equation for the TV-reduced 
modified g-KP hierarchy; in this formulation, all the time variables ti,...,tu are 
treated equally. Note that, as to the Euler operator T = T\ • • • TM, we have 

TiP = BTiP, BT = T2---TM(BI)TZ---TM(B2)---TM(BM-I)BM- (4.13) 
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In the linear g-difference system (4.10), we choose the following matrix for A: 

A = diag(n)-1 BT, K = (qN-\qN-2,..., 1). (4.14) 

Then the compatibility condition 

Tro(-4)Pro = TqNJBm)A (m=l,...,M) (4.15) 

is equivalent to the homogeneity condition 

Ti---TM(v{
i
m)) = v{

i
m) (i=l,...,N;m=l,...,M). (4.16) 

We define the q-Painlevé system of type (M, TV) to be the system of nonlinear g-
difference equations (4.12) for M x TV unknown functions u\ (m = 1,...,M; 
i = 1 , . . . , TV) with the similarity constraint (4.16). This system can be written in 
the form 

Tm(uf) = F^n)(t,u) (m,n=l,...,M;i=l,...N); (4.17) 

in general, these F-m (t,u) are complicated rational functions. It turns out, how­
ever, that by introducing new variables 

x) =-Ti+iTi+2---TM(uf) (i=l,...,M;j = 1,...,N), (4.18) 
ti 

the time evolution of the g-Painlevé system can be described explicitly by means of 
a birational affine Weyl group action on the ^-variables. 

4.3. A birational Weyl group action on the matrix space 
For describing the time evolution Tt of the g-Painlevé system, we introduce 

a birational action of the direct product W(AfJ_x) x I F ^ ^ ^ ) of two extended 
affine Weyl groups. In the following, we use the notation 

WM = (r0,ri,...,rM-i,u}), WN = (s0, «i, • • •, sN-i,n) (4.19) 

for the two extend affine Weyl groups. Introducing two parameters q, p, we take 
K = C(q,p) as the ground field. Let K. = K(x) be the field of rational functions in 
the MN variables #*• (1 < i < M; 1 < j < TV); we regard the a;-variables as the 
canonical coordinates of the affine space of M x TV matrices. For convenience, we 
extend the indices i,j of x^ to Z by setting x%^M = qxp xl,+N = px%y 

We define the automorphisms rk (k £ Z/MZ), u, s/ (Z £ Z/7VZ), n of K. as 
follows: 

pi pi 
,''k(xtj) = P^t1^-, ,''k(xtj^1) = P^lxtj~Bf— (i = k mod M); 

rk(x%j) = x%j (i ^ k mod M); OJ(X%J) x 
*+i. 

(4-20) 
si(x)) = qx)+i^—, si(x)+1) = q^x)—^ (j = I mod TV); 

U!j Qj 

si(x%j) = x%j (j ^ Z mod TV); n(xtj) = x*-+1, 
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where 
JV fc-l JV M k-1 M 

pj=zZExUa n »st1.. Q)=zZE^a n »&Î- (4-21) 
fc=l O=0 a=fc+l fc=l 0 = 0 a=fc+l 

Note that all these automorphisms represent subtraction-free birational transfor­
mations on the affine space of M x TV matrices. 

Theo rem 2 The automorphisms r0, • • •, ì'M-I,oj and so, • • •, SM-I,n of K. defined 
as above give a realization of the product WM x WM of extended affine Weyl groups. 

By using this birational action of affine Weyl group WM = (r0, • • •, rM-i,w) 
we define 7 1 , . . . , 7 M by 

j k = rk^i---riurM---rk (k=l,...,M). (4.22) 

We remark that these elements 7^ generate a free abelian subgroup L ~ Z M , and 
that the extended affine Weyl group WM decomposes into the semidirect product 
L x SM of L and the symmetric group of degree M that acts on L by permuting 
the indices for 7*.. 

Theo rem 3 In terms of the variables #*• defined by (4.18), the time evolution of 
the q-Painlevé system of type (M, TV) is described by 

Tk(x
ij) = lk

1(xij) (l<i<MA<j<N) (4.23) 

for all k = 1 , . . . , M, where ^k is defined by (4.22) through the birational action of 
WM withp= 1. 

This theorem means that the discrete time evolutions Tk (k = 1 , . . . , M) of 
the g-Painlevé system of type (M, TV) coincides with the commuting discrete flows 
TJT1 (k = !)•••) M) arising from the affine Weyl group action of WM with p = 1. 
Furthermore the g-Painlevé system admits the action of extended affine Weyl group 
WN of type Ajy'^ as a group of Bäcklund transformations. One can show that the 
fourth g-Painlevé equation gPiy discussed in Section 2 arises from the g-Painlevé 
system of type (M, TV) = (2,3), consistently with the differential case. 

Finally we give some remarks on the ultra-discretization. From the birational 
action of WM x WM with two parameters q, p, we obtain a piecewise linear action 
of the same group on the space of M x TV matrices, with two parameters Q , P 
corresponding to q,p. When P = 0, the commuting piecewise linear flows 7^ £ WM 

may be called the ultra-dis crete Painlevé system of type (M, TV). When P = Q = 0, 
it specializes to an integrable ultra-discrete system; it gives rise to an M -periodic 
version of the box-ball system. 

This class of piecewise linear action is tightly related to the combinatorics of 
crystal bases. The coordinates of the M x TV matrix space can be identified with 
the coordinates for the tensor product B®M of M copies of the crystal basis B for 
the symmetric tensor representation of GLM- Under this identification, it turns out 
that the piecewise linear transformations rk and sj with P = Q = 0 represent the 
action of the combinatorial R matrices and the Kashiwara's Weyl group action on 
B®M, respectively (see [15]). 
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Abstract 
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A relation between Weyl connections and Gaussian t he rmos t a t s is ex­
posed and exploited. 
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1. Introduction 
We consider a class of mechanical dynamical systems with forcing and a ther-

mostating term based on the Gauss' Least Constraint Principle for nonholonomic 
constraints, [G99]. It was originally proposed as a model for systems out of equi­
librium, [HHP87], [GR97], [G99'], [R99]. 

Let us consider a mechanical system of the form 

dW „ 
q = v, v=—— + E, 

aq 

where q, v from R" are the configuration and velocity coordinates, W = W(q) is 
a potential function describing the interactions in the system and E = E(q) is an 
external field acting on the system. The total energy H = \v2 + W does change 
because of the effect of the field E. We modify the system by applying the Gauss' 
Principle to the constraint H = h to obtain the isoenergetic dynamical system 

ÔW _, (E,v) 
q = v, v = ^— + E ^ ^ ^ v , (1.1) 

ag vl 

with possible singularities where v = 0. In the special case when W = 0 we have 
the isokinetic dynamics. The thermostating term in the equations (1.1) is called 
the Gaussian thermostat. The numerical discovery, [ECM90] that the Lyapunov 
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spectrum, at least in the isokinetic case, has the shifted hamiltonian symmetry-
raised the issue of the mathematical nature of the equations (1.1). 

On every energy level H = h the equations (1.1) define a dynamical system. 
In the isokinetic case the change in h is equivalent to the appropriate rescaling of 
time and the multiplication of the external field E by a scalar. 

Example 1.2. 

Let T2 be the flat torus with coordinates (x,y) £ R2 and E = (a,Ö) be the 
constant vector field on T2. The Gaussian thermostat equations on the energy level 
x2+y2 = l, 

x = ay2, y=-axy, 

can be integrated and we obtain as trajectories translations of the curve 

ax = —In cos ay 

or the horizontal lines. Assuming that E has an irrational direction on T2 we obtain 
the following global phase portrait for the isokinetic dynamics. In the unit tangent 
bundle ST2 = T3 we have two invariant tori A and R with minimal quasiperiodic 
motions, A contains the unit vectors in the direction of E and it is a global attractor 
and R contains the unit vectors opposite to E and it is a global repellor. It can be 
established ([WOO]) that these invariant submanifolds are normally hyperbolic so 
that the phase portrait is preserved under perturbations. This example reveals that 
Gaussian thermostats, even in the most restricted isokinetic case are not in general 
hamiltonian with respect to any symplectic structure. In part of the phase space 
they may contract phase volume and hence have no absolutely continuous invariant 
measure. 

The involution I(q, v) = (q, —v) conjugates the forward and backward in time 
dynamics, i.e., the system is reversible. Reversibility is close to the hamiltonian 
property, for instance, when accompanied by enough recurrence it can replace sym-
plecticity in KAM theory, [Se98]. 

Dettmann and Morriss, [DM96], proved the shifted symmetry of the Lyapunov 
spectrum, in the case of isokinetic dynamics with a locally potential field E by-
exposing the locally hamiltonian nature of the equations. For the system (1.1) with 
W = 0 and E = — W- the change of variables 

e form 

dq _ dH 
dr dp ' 

—U at u 
p = e v, — = e , 

dT 

(AIJJ 022 J. tyjj 9 1 , 
= 2V 

Under the same assumptions, Choquard, [Ch97], found a variational principle, also 
involving the factor eu which in the physically interesting examples is multivalued, 
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thus making the whole description only local. Liverani and Wojtkowski, [WL98], 
made the observation that although the form 

^2dpAdq = eru (^dv A dq - dU A ( ^ vdq) 

like the coordinate system (p, q) is defined only locally, the globally defined form 
UJ = YI dv A dq — dU A (V_] vdq) can be used to develop hamiltonian-like formalism. 

The three formulations above ([DM96],[Ch97],[WL98]) apply only to isokinetic 
dynamics with a locally potential field E = —VU. In [WOO] a geometric setup was 
proposed that covers all cases, i.e., isoenergetic and isokinetic, with a potential 
vector field E and nonpotential as well. We will describe now this setup in detail. 

2. Weyl manifolds and W-flows 
Let us consider a compact n-dimensional riemannian manifold M and its tan­

gent bundle TM. The metric g will be also denoted by (•,•). For a smooth vector 
field E on M the equations of isokinetic dynamics (the Gaussian thermostat) on 
the energy level v2 = 1 have the coordinate free form 

- = v , - = E-(E,v)v, (2..1) 

where ^ denotes the covariant derivative, i.e., ^ = V„ and V is the Levi-Civita 
connection. We obtain a flow on the unit tangent bundle SM of M. 

Let (p be the 1-form associated with the vector field E, i.e., ip(-) = (E, •). The 
form Lp and the riemannian metric g define a Weyl structure on M, which is a linear 
symmetric connection V given by the formula (cf. [F70]) 

Vx Y = VxY + <p(Y)X + <p(X)Y - (X, Y)E, 

for any vector fields X, Y on M. The Weyl structure is usually introduced on the 
basis of the conformai class of g rather than g itself, but in our study we fix the 
riemannian metric g, which plays the role of a physical space. If we change the 
metric gtog = e^2Ug, then the 1-form (p is replaced by ip = ip + dU. Hence if the 
vector field E has a potential, i.e., E = —VU then the Weyl structure coincides 
with the Levi-Civita connection of the rescaled metric g. 

The defining property of the Weyl connection is that it is a symmetric linear 
connection V such that (cf. [F70]) 

Vxg = -MX)g, (2.2) 

for any vector field X on M, which is equivalent to the requirement that the par­
allel transport defined by the linear connection preserves angles. We consider the 
geodesies of the Weyl connection. They are given by the equations in TM 

dq Dw 
ds-=W> ^ = °' (2'3) 
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where ^ = Vw. These equations provide geodesies with a distinguished parameter 
s defined uniquely up to scale. It follows from (2.2) and (2.3) that -^ = —tp(w)\w\. 
Assuming that at the initial point g(0) we have \w\ = 1 we obtain 

i i _ r<»> „, 
\w\ = e J«<0) . 

This formula shows that unless the form ip is exact we should not expect the geodesic 
flow in TM of a Weyl connection to preserve any sphere bundle. We introduce the 
flow 

¥ : SM -r SM, 

which we call the W-flow for the field E, by parametrizing the geodesies of the 
Weyl connection with the arc length given by g. In other words the projection of 
a trajectory of $* to M is a geodesic of the Weyl connection, t is the arc length 
parameter defined by the metric g and the trajectory itself is the natural lift of the 
geodesic to SM. By direct calculation we obtain 

Theorem 2.4. The isoenergetic dynamics 

dq Dv _ T „ ,_, (E, v) 

on the energy level \v2 + W = h, reparametrized by the arc length defines a flow on 
SM which coincides with the W-flow for the vector field 

~ -VW + E 

2(h - W) • 

(We assumed implicitly that v2 does not vanish on the energy level set.) In particular 
in the isokinetic case on the energy level v2 = 1 we obtain that the equations (2.1) 
define the W-flow for the field E itself. 

This theorem can be interpreted as a generalization of the Maupertuis met­
ric, [A89]. Indeed, in the case of E = 0 we have 

~ -VW ( 1 w 

-V --ln(h - W 2(h-W) V 2 

and hence the Weyl connection for the field E is the Levi-Civita connection for the 
Maupertuis metric (h — W)g. 

In this formulation it becomes transparent how the isoenergetic case differs 
from the isokinetic. In the former case, if E = —VU has a (local) potential, the 
vector field E = ~2(h-w) c ' o e s n o t n a v e a potential unless dW AdU = 0, i.e., unless 
W and U are functionally dependent. It fits well with the result of Bonetto,Cohen 
and Pugh [BCP99] that the isoenergetic dynamics does not in general posses the 
shifted hamiltonian symmetry of the Lyapunov spectrum. This result implies that 
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the W-flows for nonpotential vector fields are not in general conformally symplectic 
for any choice of the conformally symplectic structure, [WL98]. 

3. Jacobi equations, curvature of Weyl connec­
tions and linearizations of W-flows 

We are interested in studying hyperbolicity of the dynamical system (2.1) on 
SM. Since it was revealed to be a modification of the geodesic flow of a connection, 
it is natural to check if the Anosov theory of riemannian geodesic flows can be ex­
tended in this direction. The first step in such a study must be the investigation of 
linearized equations of (2.1). For riemannian geodesic flows a very useful lineariza­
tion is furnished by the Jacobi equations. The Jacobi equations are valid not only 
for a Levi-Civita connection but for any symmetric connection. To describe them 
let us consider a one parameter family of geodesies of the Weyl connection, i.e., a 
family of solutions of (2.3) parametrized by the parameter u close to zero, 

i \ i \ dq . . q(s,u),iv(s,u) = —, \u\ < e. 
QiS 

We introduce the Jacobi field 

£ = — and rj=V?tv. 
du 

The Jacobi equations read 

D£ ^ Drj - , , , 

dH' ~i=^w)w> (3-1} 

where for any tangent vector fields X, Y, 

R(X,Y) = VxVy - VyVx - V[x,y] 

is the curvature tensor of the Weyl connection. 
Let us split the vector field fj = fj0 + % into the component fji orthogonal to 

iv and the component fj0 parallel to iv. The equations (3.1) can be split accordingly 

^ = -Ra(ç,w)w, ^ = -Ra(çiW)Wi (3.2) 

where Ra (X, Y) is the antisymmetric and Rs (X, Y) the symmetric part of the Weyl 
curvature operator R(X,Y) = Ra(X,Y) + RS(X,Y) (Rs is called the distance 
curvature and Ra the direction curvature, cf. [F70]). 

We are faced now with two tasks, to derive the linearization of (2.1) from the 
equations (3.1) and to study the curvature tensor of the Weyl connection. 
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Together with the family of Weyl geodesies let us consider the respective family 
of trajectories of the W-low (2.1) 

/ \ i ^ dq . . 
q(t,u),v(t,u) = —, \u\ < e. 

We define again the Jacobi field by £ = ^ . Letting n = V(_v = V„£ we can consider 
(£, n) as coordinates in the tangent space of SM, which is described by (v,n) = 0. 
Further we replace n with \, t n e component of V^v orthogonal to v. It can be 
calculated that 

X = n+(E,v)Ç-(Ç,v)E 

and hence we can use (£, x) as linear coordinates in the tangent bundle of SM. 
Note that (v,n) = 0 is equivalent to (v,x) = 0 and in these new coordinates the 
velocity vector field of the W-flow (2.1) is simply (v,0). Now the linearization of 
(2.1) can be written as 

Df Dy 
-^ = X + f(0'o, -£ = -Ra(Ç,v)v + <p(v)X. (3.3) 

We will rewrite the equations (3.3) as ordinary linear differential equations with time 
dependent coefficients. To achieve that we need to choose frames in the tangent 
spaces of M along the trajectory where we linearize the W-flow. The Weyl parallel 
transport along a path is a conformai linear mapping and the coefficient of dilation 
is equal to e~fv. We choose an orthonormal frame v,e±,... ,en_i in an initial 
tangent space TqoM and parallel transport it along a trajectory of our W-flow in 
the direction v £ SM. We obtain the orthogonal frames which we normalize by 
the coefficient eJ v and denote them byv(t),e±(t),... ,en-\(t). Let (£o>£i>- • • >£n-i) 
and (0, xi, • • •, Xn-i) be the components of £ and x respectively in these frames. Let 
further £ = (£i , . . . ,£n_i) £ R"_1 and x = (Xi, • • •, Xn-i) € R"_ 1 . The equations 
(3.3) will read then 

§ = *>(£-&">")> § = - ¥ « +X, % = -'*£ (3-4) 

where the operator 7i£ = Ra(Ç,v)v £ R"_1 (the vector Ra(Ç,v)v, being orthog­
onal to v, is considered as an element in R"_1 by the expansion in the basis 
ei(t),... ,en-i(tj). Note that Ra(Ç,v)v and </?(£ — (Ç,v)v) depend £ £ R"_1 alone. 

The linearized equations (3.4) for (£, x) differ from the Jacobi equations in the 
riemannian case by the presence of the "nonconservative" term —p(v)Ç in the first 
equation and the properties of the operator TZ, which although defined analogously 
in terms of the curvature tensor is not in general symmetric. The curvature tensor 
can be calculated directly, [WOO], but the result is somewhat cumbersome. However 
the sectional curvatures ÂT(II) of the Weyl connection in the direction of a plane II 
defined as 

k(U) = (Ra(X,Y)Y,X), 
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for any orthonormal basis {X, Y} of II, are pleasantly transparent 

K(W) = K(U) - E l - divnE, (3.5) 

where K(Il) is the riemannian sectional curvature in the direction of II, the vector 
field E± is the component of E orthogonal to II and divnE = (V xE, X) + (VyE, Y), 
the partial divergence of the vector field E, i.e., the exponential rate of growth of 
the area in the direction II under the flow in M of the vector field E. 

There is a problem with this sectional curvature. It does not depend on the 
Weyl connection alone, it is also effected by the choice of the riemannian metric g 
in the conformai class. However the sign of sectional curvatures is well defined. 

If M is 2-dimensional then E± = 0. Moreover on a compact manifold M 
with a Weyl connection there is a unique metric in the conformai class, called the 
Gauduchon gauge, [Ga84], such that the vector field E is divergence free. We 
obtain that in dimension 2 the curvature of a Weyl connection with respect to the 
Gauduchon gauge is equal to the gaussian curvature of the Gauduchon gauge. 

Let us summarize our discussion. We have a workable linearization (3.4) of the 
dynamical system (2.1) and a geometric tool (the sectional Weyl curvature (3.5)) to 
describe its properties. We are ready to draw conclusions about hyperbolic proper­
ties of the W-flows under the assumption of negative Weyl sectional curvature. 

4. Hyperbolic properties of W-flows 
We obtain the information about hyperbolicity of W-flows studying the qua­

dratic form J in the tangent spaces of the phase space SM, defined by J((,, x) = 
(£, x)- The form J factors naturally to the quotient bundle (the quotient by the 
span of the vector field (2.1), i.e., in the (£, x) coordinates the quotient by the span 
of (v,0j). The quotient space can be represented by the subspace (Ç,v) = 0, but 
this subspace is not invariant under the linearization (3.4) of the flow. The form 
J in the quotient space is nondegenerate and it has equal positive and negative 
indices of inertia. 

We take the Lie derivative of J and obtain 

jtJ = X2 ̂ f(v)J-K(W)e, (4.1) 

where II is the plane spanned by v and £. Because of the middle term, which is 
absent in the riemannian case, the negativity of the sectional curvature does not 
guarantee that (4.1) is positive definite. However it does have a weaker property 
that it is positive where J = 0. We call a flow with this property strictly J-
separated,[WO 1]. A strictly J-separated flow has a dominated splitting, [M84], i.e., 
it has a continuous splitting into "weakly stable" and "weakly unstable" subspaces 
on which the rates of growth are uniformly separated, but which are not necessarily 
decay and growth respectively. For example the dominated splitting allows exponen­
tial growth in the "weakly stable" subspace, but then all of the "weakly unstable" 
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subspace grows with a bigger exponent. It needs to be stressed that the splitting is 
done in the quotient space, because in contrast to the riemannian/contact case we 
do not have a priori any invariant subspaces transversal to the flow direction. 

It turns out that negative sectional Weyl curvatures guarantee even more hy­
perbolicity. 

Theorem 4.2. If the sectional curvatures of the Weyl structure are negative every­
where in M then the W-flow is strictly J-separated and hence it has the dominated 
splitting into the invariant subspaces £+ and £^. Moreover there is uniform expo­
nential growth of volume on £+ and uniform exponential decay of volume on £^. 

Corollary 4.3. If the sectional curvatures of the Weyl structure are negative ev­
erywhere in M then for any ergodic invariant measure of the W-flow the largest 
Lyapunov exponent is positive and the smallest Lyapunov exponent is negative. 

We can apply this corollary to an individual periodic orbit and we obtain 
linear instability. Moreover there are also no repelling periodic orbits under the 
assumption of negative sectional Weyl curvature. 

The 2-dimensional case is special. We have 

Theorem 4.4. For a 2-dimensional compact surface M if the curvature of the 
Weyl structure is negative, i.e, K = K — div E < 0 on M, then the W-flow is a 
transitive Anosov flow. 

For a locally potential vector field divE = —AU and we get 

Corollary 4.5. If K < —AU on a 2-dimensional surface M then the W-flow is a 
transitive Anosov flow. 

Corollary 4.6. If the local potential is harmonic and the Gaussian curvature K < 0 
on M then the W-flow is a transitive Anosov flow. 

We conclude that in the case of fields given by automorphic forms on surfaces 
of constant negative curvature, which were studied by Bonetto, Gentile and Mas-
tropietro, [BGMOO], the flow is always Anosov. Further it follows from the theory of 
SRB measures that if such a flow is Anosov then it is also automatically dissipative, 
i.e., the SRB measure is singular, [WOO']. 

Note that in this situation we can multiply the vector field E by an arbitrary-
scalar À and we still get a transitive Anosov flow. It would be interesting to under­
stand the asymptotics of the SRB measure as À —¥ oo. Is the limit supported on 
the union of the integral curves of El Let us stress that this scenario differs from 
the perturbative conditions in [Go97], [Gr99], [WOO'], where the geodesic curvature 
of the trajectories cannot be too large. Our trajectories may have arbitrarily large 
geodesic curvatures and yet they form a transitive Anosov flow. 

5. Examples, extensions, open problems and disa­
ppointments 
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A. In view of Theorems 4.2 and 4.4 it is natural to ask, if the negative sectional 
Weyl curvature is enough to guarantee the Anosov property for the W-flow. It 
follows immediately from (4.1) and (3.5) that if for every plane II the sectional 
Weyl curvatures satisfy 

K(n) + -E2, = K(tt) - divnE - E2 + -E2, < 0, 
4 

then the W-flow is Anosov. We propose 

Conjecture 5.1. There are manifolds of dimension > 3 and tangent vector fields 
E such that the Weyl sectional curvatures are negative everywhere but the W-flow 
is not Anosov. 

It is also plausible that under the assumption of negative sectional curvatures 
we can obtain W-flows which are nontransitive Anosov flows, as in the examples of 
Franks and Williams, [FW80]. 

To resolve these issues we would like to construct examples of Weyl manifolds 
with negative sectional curvatures which are not small deformations of riemannian 
metrics of negative sectional curvature. In that direction we found some obstruc­
tions. 

Proposition 5.2. There are no Weyl structures with negative sectional curvatures 
in a small neighborhood of the homogeneous Weyl structure on an n-dimensional 
torus (as in Example 1.2). 

Conjecture 5.3. There are no Weyl structures of negative sectional curvature on 
n-dimensional tori. 

It is so for n = 2 since for 2-dimensional manifolds the Weyl curvature is equal 
to the gaussian curvature of the Gauduchon gauge. 

The presence of a negative term in the formula for the Weyl sectional curvature 
(3.5) gives the impression that it is easier to find manifolds with negative Weyl 
curvature than with negative riemannian curvature. The following two observations 
suggest that it is not necessarily so. 

If (Mi,gi, Ei),i = 1,2 are two Weyl manifolds then their cartesian product has 
a natural Weyl structure, and the Weyl sectional curvature in the direction of the 
plane spanned by (£"1,0) and (0, E2) is either mixed (positive, negative and zero) 
or always zero (iff \Ei\ = const, i = 1,2). Hence just like in the riemannian case, 
product manifolds cannot have negative sectional curvature. 

Secondly, if we look for interesting homogeneous Weyl structures we are con­
fronted with the phenomenon that on symmetric spaces of noncompact type, [H78], 
there are no homogeneous Weyl structures at all (except for the riemannian met­
ric itself). The only simply connected homogeneous riemannian manifolds with a 
compact factor and nonpositive sectional curvature are symmetric spaces,[AW76]. 
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Conjecture 5.4. The only simply connected homogeneous Weyl manifolds with a 
compact factor and negative Weyl sectional curvatures are riemannian symmetric 
spaces. 

We obtain a homogeneous Weyl manifold by taking a left invariant metric g 
on a Lie group and a left invariant vector field E. It is known that on unimodular 
Lie groups the only left invariant metrics with nonpositive riemannian sectional 
curvature are metrics with zero curvature, [AW76],[M76]. In contrast, by (3.5) 
the n-dimensional torus, n > 3, with a constant vector field E has negative Weyl 
sectional curvature in the direction of any plane except for the planes that contain 
E, where it vanishes. 

Another instructive example is the 3-dimensional Lie group SOL,[T98], which 
has mixed riemannian sectional curvatures, but for one of the left invariant fields 
the Weyl sectional curvature is nonpositive, with some negative curvature. 

A weaker version of Conjecture 5.4 is 

Conjecture 5.5. There are no left invariant Weyl structures with negative Weyl 
sectional curvatures on unimodular Lie groups. 

B. Billiard systems are a natural extension of geodesic flows. Similarly we can 
consider billard W-flows on Weyl manifolds with boundaries by augmenting the 
continuous time dynamics with elastic reflections in the boundaries. For example 
we can remove from a Weyl manifold some subsets ("obstacles"). In case of convex 
obstacles in a cube (or a flat torus), we obtain Sinai billiards, which have good 
statistical properties. 

We can introduce Weyl strict convexity of the obstacles by requiring that the 
Weyl geodesies in the exterior of the obstacle can have locally at most one point 
in common with the obstacle. It can be calculated that this property has the 
following infinitesimal description. Let N be the field of unit vectors orthogonal 
to the obstacle and pointing out of it. The riemannian convexity of the obstacle 
at a point is defined by the positive definiteness of the riemannian shape operator 
KÇo = Vç0A

r, where £o is from the tangent subspace to the obstacle. Similarly we 
introduce the operator 

KÇ0 = KÇ0 + (N,E)Ç0, (5.6) 

which is the orthogonal projection of the " Weyl shape operator" V^0N to the 
tangent subspace. An obstacle is (strictly) Weyl convex if K is positive (definite) 
semidefinite. 

Assuming that the obstacles are Weyl convex we obtain hyperbolic properties 
of the billiard W-flows, [WOO], in parallel with Section 4. 

Two dimensional Lorentz gas with round scatterers of radius r, a constant 
electric field E and the Gaussian thermostat is a model of this kind. It was studied 
numerically by Moran and Hoover, [MH87]. Chernov et al,[CELS92], obtained 
exaustive rigorous results about its SRB measures in the case of small fields and 
finite horizon. We can prove the uniform hyperbolicity of the model when r\E\ < 1 
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and this inequality is sharp. Indeed, the exponential map F(z) = e)E^z, takes the 
trajectories of the W-flow onto the straight lines and being conformai it respects 
the reflections from the boundary. Hence the mapping F takes the billiard W-flow 
into a billiard flow, at least locally (globally we get billiards on the Riemann surface 
of the logarithm). However the image of a disk of radius r under the exponential 
mapping is strictly convex if and only if r\E\ < 1. Once the obstacles loose convexity 
we readily find elliptic periodic orbits which rules out global hyperbolicity, [WOO]. 

C. For obscure reasons in hamiltonian systems of many particles interacting 
by a pair potential, which are expected to have in general good statistical properties 
(and do have them in numerical experiments), hyperbolicity in all of the phase space 
is rarely encountered. The notable exceptions are the Boltzmann-Sinai gas of hard 
spheres,[S00], and also the one dimensional systems of falling balls, [W98],[W99]. 
In particular, beyond the 2 dimensional examples of Knauf, [K88],(which have Weyl 
counterparts, [WOO]), we do not know of systems equivalent to geodesic flows on 
manifolds with negative sectional curvatures. 

For systems of particles in an external field the Gaussian thermostat provides 
additional interactions and the resulting system is not hamiltonian. Examining the 
simplest examples we find that also in this case the zero and positive Weyl sectional 
curvatures are common. 

For noninteracting particles we get a cartesian product of Weyl manifolds and 
hence we get zero sectional curvature in some directions, as in A. 

When we consider the system of two elastic disks in the 2-dimensional torus, 
the cylinders that are cut out from the four dimensional configuration space are 
Weyl convex, but the zero Weyl curvature is enough to allow the presence of local 
simple attractors of the type of Example 1.2, which rules out global fast mixing and 
decay of correlations. 

For the Lorentz gas of two noninteracting point particles in a 2 dimensional 
torus with round scaterrers, an external field and the Gaussian thermostat, the cal­
culation of (5.6) shows that the obstacles (products of disks) in the four dimensional 
torus of configurations are not Weyl convex everywhere. 

These examples indicate that in the setup of Weyl geometry there is no more 
freedom for the occurence of global hyperbolicity then in the riemannian realm. 
The difficulty in constructing natural examples satisfying the Chaotic Hypothesis 
of Gallavotti,[G01], seems to be parallel to the scarcity of multidimensional hamil­
tonian systems with strong mixing properties, [LOO]. 
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Random Points, Convex Bodies, Lattices 

Imre Bar any* 

A b s t r a c t 

Assume if is a convex body in Rd, and X is a (large) finite subset of K. 
How many convex polytopes are there whose vertices come from X'i What 
is the typical shape of such a polytope? How well the largest such polytope 
(which is actually conv X) approximates K'i We are interested in these ques­
tions mainly in two cases. The first is when X is a random sample of n uniform, 
independent points from K and is motivated by Sylvester's four-point problem, 
and by the theory of random polytopes. The second case is when X = K n Zd 

where Zd is the lattice of integer points in Rd. Motivation comes from integer 
programming and geometry of numbers. The two cases behave quite similarly. 

2000 Mathematics Subject Classification: 52A22, 05A16, 52C07. 
Keywords and Phrases: Convex bodies, Lattices, Random samples, Convex 
polytopes, Limit shape. 

1. Sylvester's question 
In the 1864 April issue of the Educational Times J. J. Sylvester [26] posed the 

innocent looking question tha t read: "Show that the chance of four points forming 

the apices of a reentrant quadrilateral is 1/4 if they be taken at random in an 

indefinite plane. " It was understood within a year tha t the question is ill-posed. 

(The culprit is, as we all know by now, the "indefinite plane" without a properly-

defined probability measure on it.) So Sylvester modified the question: let K c R2 

be a convex body (that is, a compact, convex set with nonempty interior) and 

choose four random, independent points uniformly from K, and write P(K) for the 

probability tha t the four points form the apices of a reentrant quadrilateral, or, in 

more modern terminology, tha t their convex hull is a triangle. How large is P(K), 

and for what K is P(K) the largest and the smallest? This question became known 

as Sylvester's four-point problem. It took fifty years to find the answer: Blaschke 

[16] showed tha t for all convex bodies K c R2 

P(disk) < P(K) < P( t r iangle) . 
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Assume now, more generally, that Xn = {xi,... ,xn} is a random sample 
of n uniform, independent points from the convex body K and write p(n, K) for 
the probability that Xn is in convex position, that is, no Xi is in the convex hull 
of the others. Sylvester's question is just the complementary problem for n = 4: 
P(K) = 1 —p(4, K). The probability p(n, K) has been determined in various special 
cases (see [22, 17, 9, 27]). The following result from [7] describes the asymptotic 
behaviour of p(n, K). 

Theorem 1.1. For every convex body K c R2 of unit area 

e 2 
lim n2 yp(n,K) = —A3(K) 

n—>oo 4 

where A(K) is the supremum of the affine perimeter of all convex sets S C K. 
The affine perimeter, AP(K) can be defined in many ways (see [23]), for 

instance AP(K) = JdK n^^ds where K is the curvature and integration goes by 
arc-length. (This definition works for smooth convex bodies, the extension for all 
convex bodies can be found in [23].) Theorem 1 of [6] says that there is a unique 
convex compact set K0 C K with AP(K0) = A(K). The proof of Theorem 1.1 gives 
more than just the asymptotic behaviour of p(n, K), namely, if the random points 
X\,...,xn are in convex position, then their convex hull is, with high probability, 
very close to K0. For the precise formulation see [7]. 

Define Q(Xn) as the collection of all convex polygons spanned by the points of 
Xn, that is, P £ Q(Xn) iff P = convjarjj,... ,Xik} for some /«-tuple of points from 
Xn that is in convex position (k > 3). Clearly, Q(Xn) is a random collection as it 
depends on the random sample Xn. How many polygons are there in Q(Xn)'i The 
answer is given in [7]. Write E\Q(Xn)\ for the expectation of the size of Q(Xn). 

Theorem 1.2. For every convex body K c R2 of unit area 

lim n-
1/3 logE\Q(Xn)\ = 3 • 2-2/3A(K). 

T-OO 

Further, there is a limit shape to the polygons in Q(Xn), meaning that all but 
a small fraction of the polygons in Q(Xn) are very close to K0. We use ö(S,T) to 
denote the Haussdorf distance of S, T c R2 • 

T h e o r e m 1.3. For every convex body K c R2 and for every e > 0 

E\{P£Q(Xn):ô(P,Ko)>e}\ = 

»^<x> E\Q(Xn)\ 

We will see in Section 3 that similar phenomena hold for the lattice case. In 
general, lattice points and random points, in relation to convex bodies, behave very-
much alike. Quite often one understands in the random case what to expect for 
lattice points, or the other way around. The proofs are quite different and are 
omitted in this survey. 
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2. Higher dimensions 
Much less is known in higher dimensions. One reason is that the unicity of 

the convex subset of K with maximal affine surface area is not known. It is a 
mystery, for instance, which convex subset of the unit cube in R3 has maximal 
affine surface area. But there are other reasons as well, connected to the lack of 
the multiplicative rule (5.3) from [7]. Yet one can prove the following asymptotic 
formula [8]. Here Cd denotes the set of all convex bodies in Rd, and p(n, K) denotes, 
as before, the probability that the random sample Xn = {x\,... ,xn} from K is in 
convex position, that is, no Xi is in the convex hull of the others. 

Theo rem 2 .1 . For every K £ Cd, and for all n > no 

ci < n2/{d 1] \/p(n, K) < c2 

where nQ,ci,c2 are positive constants that depend only on d. 
With Vinogradov's convenient -C or -Cd notation this says that 

1 « r f n2/(d-^ S/p(n, K) « r f 1. 

From this one can estimate the size of E\Q(Xn)\ when K £ Cd: 

n(d-i)/(d+i) <<rf ìogEÌQ{Xn)ì <<rf „(d-DAd+i). 

For comparison let us have a look at lattice polytopes contained in some fixed 
K c Cd. So let Zd be the lattice of the integers in Rd and consider, for a large 
integer m, the lattice -^Zd. Assume K contains n points from this lattice. As m 
is large, n = (1 + o(lj)md Vol K. Write Vm(K) for the collection of all -^tZ

d-lat\\ze 
polytopes contained in K. The next theorem, which follows easily from the results 
of [12], shows a very strong analogy between Vm(K) and Q(Xn). 

Theorem 2.2. For every K £ Cd 

n(d-i)/(d+i) <<rf i o g | p r o ( i f ) | « r f n(<f-D/(<f+D. 

The result shows that when K £ Cd contains n lattice points, these lattice 
points span (essentially) exp{cn( r f -1^ r f+1^} convex polytopes, the same number as 
in the random case. Lattice points and random points in convex bodies behave 
similarly: this is the moral. 

3. Lattice polygons and limit shape 
In the plane Theorem 2.2 can be proved in stronger form (see [5], [6], and [28]): 
Theorem 3.1. For every K £ C2 

limn-
2/3log\Vn(K)\=3^^)A(K). 



530 I. Bârâny 

Here ((.) stands for Riemann ( function. Note that this result is in complete 
analogy with Theorem 1.2: just the constant is different. (Also, n is in power —2/3 
instead of —1/3 as K contains (1 + o(l))n2 Areaif lattice points.) The analogy-
carries over to Theorem 1.3 as well: 

Theorem 3.2. For every convex body K £ C2 and for every e > 0 

,. \{P£V„(K)):ö(P,Ko)>e}\ lim wm\ =0-
This shows again that all but a tiny fraction of the polygons in Vn(K) are very-

close to K0. In other words, these polygons have a limit shape. Theorems of this 
type were first proved by Bârâny [5], Vershik [28] (for the case when K is the unit 
square). Sinai [25] found a different proof which uses probability theory and gives a 
central limit theorems about how small that tiny fraction of polygons is. This has 
been generalized by Vershik and Zeitouni [29] to all convex bodies in R2. A central 
limit theorem of this type holds for the random sample case as well, see [14] for the 
precise statement. 

4. The integer convex hull 
The integer convex hull, I(K), of a convex body K £ Cd is, by definition, the 

convex hull of the lattice points contained in K: 

I(K) = conv(ZdnK). 

I(K) is clearly a convex polytope. How many vertices does it have? Motivation 
for the question comes from integer programming, classical enumeration questions 
(like the circle problem), and from the theory of random polytopes. In integer pro­
gramming one wants to know that I(K) does not have too many vertices, assuming, 
say, that if is a nice rational polytope. The latter means that K can be given by 
m inequalities with integral coefficients; the size of such an inequality is the num­
ber of bits necessary to encode it as a binary string. Then the size of the rational 
polytope is the sum of the sizes of the defining inequalities. Strengthening earlier 
results by Shevchenko [24], and Hayes and Larman [21], Cook, Hartman, Kannan, 
and McDiarmid [18] showed that for a rational polytope K of size <j> 

fo(I(K)) < 2md(12d2<j>)d-1. 

Here, as usual, fi(P) stands for the number of i-dimensional faces of the polytope 
P . Thus fo(P) is the number of vertices of P . Most likely, the same inequality-
holds for all z = 0 , 1 , . . . , d — 1: 

fi(I(K)) « cjj"-1 

where the implied constant depends on d and m as well. 



Random Points, Convex Bodies, Lattices 531 

The above inequality for f0(I(Kj) is best possible, as is shown Bârâny, Howe, 
and Lovâsz in [11]: 

Theo rem 4 .1 . For fixed d > 2 and for every <f> > 0 there exists a rational 
simplex P C Rd of size at most <f> such that I(P) has ^>a 4>d^1 vertices. 

The construction uses algebraic number theory. It shows further that the 
estimate fi(I(Kj) -C #*_1 for all i is best possible, if true. 

What about the integer convex hull of other convex bodies? Balog and Bârâny 
[3] considered case K = rB2 where P 2 is the Euclidean unit ball centered at the 
origin and r is large and showed that 

0 3r2/3 < y 0 ( / ( r B 2)) < 5.5r2/3^ 

Later Balog and Deshoullier [4] determined the average of fo(I(rB2j) on an interval 
[R, R + H] which turned out to be very close to 3.453P2/3 as R goes to infinity (H 
has to be large). Bârâny and Larman [13] determined the order of magnitude of 
fi(I(rBdj). (The method, and the result, apply not only to the unit ball but to 
smooth enough convex bodies as well.) 

Theo rem 4.2. For every d>2 and every i = 0,1,... ,d — 1 

r 'C-D/C+D « r f fi(I(rBd)) « r f r ^ - D / ^ + D . 

This result is related to a beautiful theorem of G. E. Andrews [1] stating 
that a lattice polytope P in Rd with volume V > 0 has -Cd y ^ - 1 ) / ^ 1 ) vertices. 
The above theorem shows that Andrews' estimate is best possible (apart from the 
constant implied by -Cd). A similar (perhaps less compact) example was given 
earlier V. I. Arnol'd [2]. 

This kind of question can be considered in a more general setting. Let G be 
the group of all isometries of Rd with translations by elements of Zd factored out. 
G is a compact topological group with a Haar measure which is a unique invariant 
probability measure when normalized properly. Assume g £ G is chosen according 
to this probability measure. Then gK is a random copy of K and we can talk about 
the expectation of the random variable fo(I(gKj). 

For the next result we assume K £ Cd and define the function u : K —r R by 

u(x) = Vol(Kn(2x-K)), 

that is, u(x) is the volume of the intersection of K with K reflected about x. Set, 
finally, K(u < t) = {x £ K: u(x) < t}. The following is an unpublished result of 
Bârâny and Matousek: 

Theo rem 4.3. Consider all K £ Cd with the ratio of the radii of the smallest 
circumscribed and the largest inscribed balls to K bounded by D. Then, as Vol if 
goes to infinity, 

Vol K(u < 1) -C Efo(I(gK)) « Vol if(u < 1) 



532 I. Bârâny 

where the constants implied by -C depend only on d and D. 
It follows easily from Minkowski's classical theorem that all vertices of I(K) 

belong to K(u < 2d). (This is the first step in proving the upper bound.) It is not 
hard to see that Vol K(u < 2d) -C Vol K(u < 1). So the meaning of the theorem is 
that the average number of vertices of I(gK) is essentially the volume of K(u < 2d). 
Probably the same is true for the expected number of z-dimensional faces of I(gK) 
but there is no proof in sight. 

The behaviour of Vol K(u < 1) is more or less known (from [10], say, but 
more precise results are known as well): it is of order (VolK)^1^^1^ for smooth 
enough convex bodies and of order (logVolif)rf_1 for polytopes, and it is between 
these bounds for all convex bodies. 

We mention further that Theorem 4.3 is quite analogous to a result in the 
theory of random polytopes. Given K £ Cd, and a random sample of n points, 
Xn, from K, Kn = convX„ is called a random polytope on n points. It is shown 
in [10] that, assuming Vol K = n (which is the proper scaling for comparison with 
Theorem 4.3), for all z = 0 , 1 , . . . , d — 1 

VolK(u < 1) -C Efi(Kn) -C Vol if(u < 1) 

where the implied constants depend only on dimension. 
Note that, unlike Theorem 4.3, this result works for alH = 0 , . . . , d— 1 (without 

any condition on the ratio of radii of the circumscribed and inscribed balls). Most 
likely, Theorem 4.3 also holds for all i, which would make the analogy even more 
complete. 

There is, however, a point here where the analogy breaks down. Let K c R2 

be the square of area n, so Kn is a random polytope, and I(gK) is the integer 
hull of a random copy of K. The expectation of Area(if \ Kn) is of order logn 
(see [10], say), while the expectation of Area(if \ I(gKj) is of order (logn)2. (The 
latter result comes again from the unpublished work of Bârâny and Matousek.) 
The reason is that the boundary of Kn contains no points from Xn apart from its 
vertices, while the boundary of I(gK) does. A further reason is that what we are 
measuring here is a metric property, and not a combinatorial one. We think that 
the same phenomena is bound to happen in higher dimension. 

5. Random 0-1 polytopes 
Finally we mention a recent development, prompted by a question of K. 

Fukuda and G. M. Ziegler [30]. They asked how many facets a 0-1 polytope in 
Rd can have; a 0-1 polytope is a polytope whose vertices only have 0 or 1 coordi­
nates. So such a polytope is the convex hull of a subset of the vertices of the unit 
cube, Qd, in Rd. 0-1 polytopes play an important role in combinatorial optimization 
where the target is, very often, a concise description of the facets of the polytope. 
This task has turned out to be difficult for several classes of 0-1 polytopes. 
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Write G(d) for the maximal number of facets a 0-1 polytope can have. It is 
not hard to see that 2d < G(d) < 2d!. The upper and lower bounds have been 
improved slightly: the lower bound by a construction of Christoff (see [30]), and 
the upper bound by Fleiner, Kaibel, and Rote [20]. 

The vertices of every 0-1 polytope are on a sphere (centered at (1 /2 , . . . , 1/2)). 
There is a formula (see for instance [9]) for the expected number of facets of a 
random polytope with n uniform independent points from the (unit) sphere in Rd. 
It says that, in the range when 2d < n < 2d, the expected number of facets is 
of order (logn/d)rf/2. So if the analogy between random points and lattice points 
carries over the 0-1 case one should expect G(d) to be of order ddl2. This is too 
much to ask for at the moment, yet the following is true (see [15]). 

Theo rem 5.1. There is a constant c > 0 such that for all d>2 

d ^ / 4 

G(d) > c 
logd 

The construction giving this estimate is random. Write Kn for the convex hull 
of n random, uniform, and independent 0-1 vectors. Assume a; is a point from Qd, 
and define 

p(x,n) = Probfa; £ K„]. 

General principles would tell that, for most x £ Qd, p(x, n) is either close to one or 
close to zero. To be more specific, set 

P(t) = {x £ Qd :p(x,n) >t}. 

The proof of Theorem 5.1 is based on the fact that for all small e > 0 and large 
enough d P ( l — e) C P(e), of course, but the drop from 1 — e to e is very abrupt: 
P(e) is in a small neighbourhood of P ( l — e). This shows that P ( l — e) C Kn with 
high probability. But only a tiny fraction of Kn lies outside P(e) : most of the 
boundary of P(e) is outside Kn. Thus most of the boundary of P(e) is cut off by-
facets of Kn. These facets lie outside P ( l — e). Comparing the surface area of P(e) 
with the amount a facet can cut off from it gives the lower bound. 

The actual proof is technical, difficult, and makes extensive use a beautiful 
result of Dyer, Füredi, and McDiarmid [19]. Their target was to determine the 
threshold n = n(d) such that Kn contains most of the volume of Qd. As they prove, 
this happens at n = (2/s/ë)d. Their method describes where p(x,n) drops from one 
to zero as d —¥ oo. The analysis carries over for other values of n. In our case higher 
precision is required as we need a good estimate on how fast p(x, n) drops from one 
to zero. We were able to control this only where the curvature of the boundary 
of P(e) behaves nicely. This is perhaps the spot where the exponent d/2 (for the 
random spherical polytope) is lost and we only get d/4 for Kn. 
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Abstract 

We describe some combinatorial problems in finite projective planes and 
indicate how Rédei's theory of lacunary polynomials can be applied to them. 
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1. Introduction 
In 19911 wrote a survey paper called Extremal Problems in Finite Geometries 

[7]. It concerns among others problems of the following type: 
Given a set B of points in a finite projective plane II, with the property that 

there is a restricted number of possibilities for the size of the intersection of a line 
with P . What can be concluded about the size and the structure of P . 

The archetypal result is Segre's theorem [27]: 
If n = PG(2,q), q odd, and B has at most two points on a line, then \B\ < 

q+1 (this part is easy), and in case of equality B consists of the points of a conic. 
The problem becomes much more difficult when larger intersections are al­

lowed. A subset P of PG(2,q) of size k having at most n points on a line, is called 
a (k, n)-arc. 

A simple counting argument going back to Barlotti [5] gives that if P is a 
(fc,n)-arc, then k < (n — l)(q + 1) + 1 = nq — q + n, and equality implies that n\q 
and all lines intersect P in 0 or n points. 

An arc P meeting the above upper bound is called a maximal arc. The first 
non trivial case is n = 2, and q is even. In this case \B\ = q + 2 is possible and the 
maximal arc is called a hyperoval. In fact every (q + l)-arc can be extended to a 
hyperoval by adding one point and classifying or trying to find new hyperovals is 
one of the very active areas in finite geometry. For a survey on the current situation 
we refer to the two papers by Hirschfeld and Storme [20, 21]. 
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aartb@win.tue.nl 

mailto:aartb@win.tue.nl


538 Aart Blokhuis 

For n = 3 non-existence of maximal arcs in PG(2,9) was shown by Cossu [16], 
and later by Thas for general q [29]. Very little is known however in this case. In 
fact, if k(q) stands for the maximal size of a (k, 3)-arc in PG(2, q) then it is unknown 
whether limsup k(q)/q > 2 or liminf k(q) < 3. 

For n = 4, and in fact for all n = 2a and q = 2b, b > a examples are known, 
most of them due to Denniston [17] and Thas [30, 31]. 

For odd n it was conjectured in [29] that maximal arcs don't exist. This 
was finally proved by Ball, Blokhuis and Mazzocca in 1996 [1]. A simplified proof 
appeared a year later [2]. 

Now we turn to the case where P intersects every line in at least one point. 
Such a set is called a blocking set. It is called non-trivial if it does not contain a 
line. Here the classical result is due to Bruen [14]: 

A non-trivial blocking set B in a projective plane of order q has size at least 
q + yfq+ 1, with equality if and only if q is a square, and B is a Baer subplane. 

Our understanding of the situation when q is not a square has increased dra­
matically in the last 10 years, from knowing very little to more or less complete 
knowledge. 

Starting point was the unexpectedly simple proof (in 1993) [8] that a non-
trivial blocking set in PG(2,p), p prime, has size at least 3(p+ l ) /2 . 

The proof is based on properties of a certain kind of lacunary polynomial 
(as introduced and studied by Rédei in [26]) associated to the blocking set. The 
importance of Rédei's work in this area was realized soon after the appearance of 
his book in 1970 notably in papers by Bruen and Thas, [15], where his result on 
the number of directions determined by the graph of a function on a finite field was 
used. 

In contrast to the case that P is an arc, we can still say something if we require 
that P intersects every line of the plane in at least t points, for some t > 1. If q is 
a square then a natural candidate for P is the union of t disjoint Baer subplanes. 
These can be found for all appropriate values of t because it is possible to partition 
PG(2,q) in q — ^/q + 1 disjoint Baer subplanes. 

Building on earlier work by Ball [3], Gâcs, Szönyi [19] and others Blokhuis, 
Storme and Szönyi showed that for t < q1/6 a Mold blocking set in PG(2,q) has 
size at least t(q + yfq + 1) with equality if and only if P is the union of t disjoint 
Baer subplanes [6]. 

2. Directions 

Let / : GF(q) —r GF(q). Define the set of directions determined by / to be 

Df := \fiv)^fiv)\u,v£ GF(q),u # v\ . 

We are interested in functions / for which the set Df is small. If / is linear, then 
Df just consists of the slope of the line defined by the graph of / . Our starting 
point will be the following important result of Rédei [26], p. 237, Satz 24. 
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Theorem 2.1 [Rédei, 1970] Let f : GF(q) —r GF(q) be a nonlinear function, where 
q = pn, p prime. Then | P / | is contained in one of the intervals 

I + ^ ï . ^ T ) - ' W ^ ' 
Examples of functions determining relatively few directions are given by: 

1. f(x) = x^7, q odd, \Df\ = (q + 3)/2; 
2. f(x) = xf, where e\n, | P / | = (q — l)/(pe — 1); 
3. f(x) = Ti(GF(q) - • GF(pe))(x), \Df\ = (q/pe) + 1. 

In all the examples | P / | is contained in one of the Rédei intervals corresponding 
to a subfield oïGF(q), i.e., e\n, and the obvious question was whether this could be 
proved. In [12] Blokhuis, Brouwer and Szönyi slightly improved Rédei's result but 
the real progress came with the paper [13] where not only it was proved that only 
the intervals with e\n occur, but the functions for which \Df\ < (q + 3)/2 where 
essentially characterized: 

Theorem 2.2 [Ball, Blokhuis, Brouwer, Storme, Szönyi, 1999] Let f : GF(q) —r 
GF(q), where q = ph, p prime, /(0) = 0. Let N = | P / | . Let e (with (0 < e < n) 
be the largest integer such that each line with slope in Df meets the graph of f in a 
multiple of pe points. Then we have one of the following: 

1. e = 0 and (q + 3)/2 < N < q + 1, 
2. e = 1, p = 2 and (q + 5)/3 < N < q - 1, 
3. pe > 2, e | n, and q/pe + 1 < N < (q - l)/(pe - 1), 
4- e = n and N = 1. 

Moreover, if pe > 3 or (pe = 3 and N = q/3 + 1), then f is a linear map on GF(q) 
viewed as a vector space over GF(pe). 

Very recently this result has been perfected by Simeon Ball, removing the 
condition pe > 2 in the third case (and thus getting rid of the second). 

When we consider the set P formed by the q points of the graph of / together 
with the N = \Df\ points on the line at infinity corresponding to the directions 
determined by / , we get a blocking set. For if Z has a slope determined by / then 
the infinite point of Z belongs to P , and if not, then Z and its parallels all contain 
precisely one point of the graph of / . 

Conversely, if P is a blocking set in PG(2, q) of size q + N, and there is a line 
intersecting P in N points, then it arises from this construction. The blocking set 
is then called of Rédei type. 

As mentioned in the introduction, the smallest non-trivial blocking sets were 
characterized by Bruen [14] to be Baer subplanes. They are of Rédei type and 
correspond to the function x >-¥ x^. 

If the blocking set P is of Rédei type, then as a consequence of the direction 
theorem above the structure is very special if N < (q + 3)/2, or equivalently if 
\B\ < 2(q + 1)- An important step towards showing that this is true in general is 
the following result for planes of prime order already mentioned in the introduction 
[8]. 
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Theo rem 2.3 [Blokhuis, 1994] Let B be a blocking set in PG(2,p), p prime, not 
containing a line. Then 

\B\>^(p+l). 

The proof is based on properties of lacunary polynomials, introduced and 
studied by Rédei in [26]. In the same paper it is proved that a blocking set in 
PG(2,p3) has size at least p3 +p2 + 1. Recently Polverino [24] has shown that small 
blocking sets in PG(2,p3) are all of Rédei type, and the possible sizes are p3 +p2 +1 
and p3 + p2 + p+ 1 (corresponding to examples 2 and 3 above). When mentioning 
possible sizes of blocking sets we will always tacitly assume that they are minimal, 
so deleting a point destroys the blocking property. 

A very interesting and probably feasible problem is to characterize the sets 
that give equality in the bound for PG(2,p). For all (odd) p the graph of the 
function 

/ : x^x{p+1)'2, 

(the first example) together with it's (p + 3)/2 directions is an example, and it is 
the essentially unique one of Rédei type (this was proved already in 1981 by Lovâsz 
and Schrijver [23] who also gave an elementary proof of Rédei's result for the case 
that q = p is prime). Only two examples (of size 3(p+ l)/2) are known that are 
not of Rédei type, one (with 12 points) in the plane of order 7, it looks like a dual 
affine plane of order 3. The other (with 21 points) in the plane of order 13 was only-
found last year by Blokhuis, Brouwer and Wilbrink. Both are unique [11]. In the 
same paper it is shown that no other examples exist in planes of (prime) order less 
than 37, and it is extremely unlikely that this is different later on. 

Motivated by these results we call blocking sets of size < | (g + 1) small, so 
small blocking sets only exist in planes of non-prime order. The structure of small 
blocking sets is restricted by the following theorem of Szönyi [28] : 

Theo rem 2.4 [Szönyi, 1997] Let B be a (minimal) small blocking set in PG(2,q), 
where q is a power of the prime p. Then \B n l\ = 1 mod p for every line I. 

For a long time I was convinced, and even conjectured that small blocking sets 
were necessarily of Rédei type, but this turned out to be false. Nice examples of 
small non-Rédei type blocking sets were found by Polito and Polverino [25]. 

The basic idea is very simple. Consider PG(2, qs). By definition its points and 
lines are the 1- and 2-dimensional subspaces of V = V(3, qs), a 3 dimensional vector 
space over GF(qs). When we consider V which is just V as 3«-dimensional over 
GF(q) then points and lines correspond to certain s-, and 2«-dimensional subspaces 
of V. Now let W be any s + 1-dimensional subspace of V. Let B(W) be the 
collection of points in PG(2,qs) for which the corresponding «-space in V intersects 
W non-trivially. One readily checks that B(W) is a blocking set (of size at most 
(qs+1 — l)/(q — 1)), because in the 3s dimensional vector space V an (s + l)-space 
and a (2«)-space must intersect in at least a 1-space. Polito and Polverino give 
examples that are not of Rédei type in all planes PG(2,pn), n > 3. The examples 
of small blocking sets of Rédei type also fall under this more general construction, 
by the direction theorem. 
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Next we consider multiple blocking sets. P is called a Mold blocking set if 
every line intersects P in at least t points. If q is a square, then PG(2,q) can 
be partitioned into Baer subplanes, and taking t of them produces a set with the 
property that every line intersects it in either t or t + yfq points (this makes it 
a two-intersection set). Again using the theory of lacunary polynomials it can be 
shown that for small t these are the minimal examples [6]. Our knowledge on the 
structure of (relatively) small multiple blocking sets is summarized in the following 

Theorem 2.5 [Blokhuis, Storme, Szönyi, 1998] Let B be a t-fold blocking set in 
PG(2, q) of size t(q + 1) + c. Let c2= c^= 2~1/3 and cp = 1 for p > 3. 

1. If q = p2d+1 and t < q/2 - cpq
2/3/2 then c > cpq

2/3. 
2. If 4 < q is a square, t < qxl4j2 and c < cpq

2/3, then c > t^fq and B contains 
the union of t disjoint Baer subplanes. 

3. If q = p2 and s < q1/4 /2 and c < p[\ + \ / (p + l ) /2 ] , then c > t^fq and B 
contains the union of t disjoint Baer subplanes. 

What it essentially says is that for t < q1^6 a t-fold blocking set has at least 
the size of t disjoint Baer subplanes, and equality implies that it is just that. In the 
special case that q is the square of a prime, then the same is true for t < q1/4 /2. 

This result appears to be rather sharp in the following sense: In [4] Ball, 
Blokhuis and Lavrauw construct a two-intersection set with the same parameters 
as, but different from the union of q1/4 + 1 disjoint Baer subplanes, so the above 
characterization does no longer apply if t > q1/4. 

The construction is based on the Polito-Polverino idea. So the plane is PG(2, qs) 
and V = V(3,qs) and V = V(3s,q). Now we take for W an s + 2-dimensional 
subspace of V. If this has the additional property that intersections with the 
«-dimensional subspaces of V corresponding to projective points are at most 1-
dimensional, then the corresponding set B(W) is a (q + l)-fold blocking set. To 
see this note that if L is a 2«-dimensional subspace of V corresponding to a line, 
then W fl L is at least 2-dimensional, but by assumption W intersects «-spaces cor­
responding to points in at most 1 dimension, so it has to intersect at least q + 1 of 
them. 

The question of whether it is possible to find such subspaces lead to the notion 
of scattered subspaces with respect to spreads. An «-spread in a vector space V is a 
collection of «-dimensional subspaces partioning the nonzero vectors of V. In order 
for V to admit an «-spread it is necessary and sufficient that its dimension is a 
multiple of «. So in the above example the «-spaces in V corresponding to points 
of PG(2,qs) define an «-spread. Given a vector space V together with an «-spread 
S we say that the subspace W is scattered by S if W intersect each spread element 
in an at most 1-dimensional subspace. A natural question is what the maximal 
dimension is of a scattered subspace. Results on this question and related problems 
can be found in the thesis of Lavrauw [22]. 

A detailed survey of the many recent results on blocking sets and multiple 
blocking sets is contained in the paper by Hirschfeld and Storme [21]. Blocking sets 
of projective planes can also be considered as a special case of the more general 
concept of covers in hypergraphs, extensively treated in the excellent (but not too 
recent) survey by Füredi [18]. 
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To conclude this section let me mention two attractive problems (on which no 
progress has been made in the last 10 years). 

The first concerns double blocking sets in PG(2,p). A lower bound due to 
Blokhuis and Ball gives \B\ > 5(p+ l ) /2 . A trivial example is formed by the union 
of three lines, of size 3p. Could it be that this is the minimal size? It is true for 
p= 2,3,5,7, but it might already be false for p = 11. 

The second question has repeatedly been asked to me by Paul Erdös. Is there 
a universal constant c (10 say), such that in any plane (or any PG(2,p) say) there 
is a blocking set with at most c points on every line. In all of the known examples 
there are some lines with many points of the blocking set. Results by Ughi show 
that it does not work to use for P the union of a small set of algebraic curves of 
bounded degree [32], using for instance a union of conies one obtains blocking sets 
with clog(q) points on a line. On the other hand, in PG(2,pn) there is a blocking 
set with at most p + 1 point on every line. 

3. Lacunary polynomials 
We now turn to the main tool in the recent investigations on (multiple) block­

ing sets. 
Let f(X) £ GF(q)[X] be fully reducible, in other words, f(X) factors into 

linear factors over GF(q). In [26] Rédei investigates the case f(X) = Xq+g(X) with 
deg(#) < q — 1, and calls the polynomial lacunary. The problem is to characterize 
those / where the degree of g is small. As an easy example we prove: 

Theorem 3.1 [Rédei, 1970] Let f(X) = Xq + g(X) be fully reducible in GF(q)[X], 
where q = pn is prime. Then either f(X) £ GF(q)[Xp], or g(X) = —X or deg(g) > 
(q+l)/2. 

Proof: Write / = s.r, where « has the same zeroes as / , but with multiplicity-
one, and r consists of the remaining factors. Then « | Xq — X, as well as / , so 
« | X + g, and r\f' = g'. Hence / = s.r\(X + g)g' so either (X + g)g' = 0 or 
àeg(g) + deg(g') < deg(f) = q. 

If q = p is prime, then g' = 0 together with deg(g) < p imply that g is constant. 
Much of Rédei's book is devoted to the classification of those / with deg(g) = 

(q + l ) /2 . For us the case g' = 0 (and hence / £ GF(q)[Xp] is more interesting 
however, also for our applications we need to consider polynomials of the form 
f(X) = Xqg(X) + h(X), where both g and h have degree less than q. 

The following theorem summarizes what we know in this case [6]: 

Theo rem 3.2 [Blokhuis, Storme, Szönyi, 1998] Let f £ GF(q)[X], q = pn, p 
prime, be fully reducible, f(X) = Xqg(X) + h(X), where (g,h) = 1. Let k = 
max(deg(#),deg(/i) < q. Let e be maximal such that f is a pe-th power (so f £ 
GF(q)[Xp ]). Then we have one of the following possibilities: 

1. e = n and k = 0; 
2. e > 2n/3 and k > pe; 
3. 2n/3 > e > n/2 and k > pn-e/2 - §p" - e ; 
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4- e = n/2 andk = pe and f(X) = aTr(bX + c) + d or f(X) = aNorm(6X + c) + d 
for suitable constants a, b, c, d. Here Tr and Norm respectively denote the trace 
and norm function from Fq to F^; 

5. e = n/2 and k > pe \\ + ^(pe + 1)/2~| ; 

6. n/2 > e > n /3 and k > p("+eV2 — pn^e — pe/2, or if 3e = n + 1 and p < 3, 
then k > pe(pe + l)/2; 

7. n /3 > e > 0 and k>pe[(pn-e + l)/(pe + 1)]; 
8. e = 0 andk>(q+ l ) /2 ; 
9. e = 0, k = 1 and f(X) = a(Xq - X). 

It would be very pleasant to have stronger information in the case n /3 < e < 
n/2, this would have very useful applications. 

4. The connection 
In this section we will illustrate the connection between the direction problem, 

(multiple) blocking sets, and lacunary polynomials. 
Let / : GF(q) —r GF(q) be any map, and let Df be its set of directions. 

Consider the auxiliary (Rédei) polynomial 

R(X,Y)= JJ (X-wY + f(ivj), 
weGF(q) 

introduced by Rédei. Let y and v ^ iv £ GF(q). Then vy — f(v) = ivy — f(w) if and 
only if (f(v) — f(ivj)/(v — iv) = y. It follows that for y $ Df the map iv >-¥ ivy — f(w) 
is a bijection, and hence R(X,y) = Y\zeQFiq-)(X — z) = Xq — X. Write 

R(X,Y) = Xq + r1(Y)X9~1 + ••• + rq-X(Y)X + rq(Y), 

where rt is a polynomial of degree < i in Y (with the exception of rg_i of degree 
q — 1: it is clear that rt has degree at most i, but the coefficient of Y% is the 
i-tli elementary symmetric polynomial in the elements of GF(q), so this is 0 for 
0 < i r^ q — 1). If y $ Df and i ^ q — 1 then ri(y) = 0. So rt is identically zero 
for i < \Df\. As a consequence we have for y £ Df that R(X,y) = Xq + g(X) for 
some g depending on y with deg(#) < q — | P / | — 1. So the Rédei polynomial when 
specialized for Y = y £ Df is a lacunary polynomial and information on deg(#) 
gives results for | P / | . 

The extension of the Rédei polynomial from the graph of a function to point 
sets in general can be illustrated best in the case of an ordinary blocking set P of 
PG(2,q). We may coordinatize our plane in such a way that the line at infinity-
becomes a tangent, containing the point (1 : 0 : 0) of the blocking set. 

Let \B\ = g+1+dthen the remaining q+d points have certain affine coordinates 
(a,,6,) and the Rédei polynomial associated to P (in this position) can be defined 
as: 

R[X,Y] := J J ( X - aiY + bt) = Xq+d + n(Y)Xq+d-1 + ••• + rq+d(Y). 
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For y,c £ GF(q) consider the line {(U, V) : V = yU + c}. It contains an affine point 
(a, b) of the blocking set: c = b — ay. Hence R[X, y] is divisible by (X — c) for all 
c £ GF(q), in other words Xq — X divides R[X,y]. It follows as before that rt is 
identically zero for i = d + 1,..., q — 2. As a consequence we obtain the lacunary 
polynomial 

f(X) = H(X - at) = Xqg(X) + h(X), 

with g of degree d and h of degree at most d + 1, and information on / translates 
to information on P . For the case that q = p is prime it not only gives that 
|-B| > 3(p+ l ) /2 , but in case of equality it also gives that each point of the blocking 
set is on exactly (p — l ) /2 tangents, and by classifying the possible polynomials 
it gives all possibilities for the configuration of the tangents through a particular 
point. For small p (at most 37) the number of possibilities is sufficiently small to 
be handled by a computer, and to prove uniqueness of the minimal example (for 
p # 7 , 1 3 ) . 
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The Strong Perfect Graph Conjecture* 

Gérard Cornuéjols 

Abstract 

A graph is perfect if, in all its induced subgraphs, the size of a largest 
clique is equal to the chromatic number. Examples of perfect graphs include 
bipartite graphs, line graphs of bipartite graphs and the complements of such 
graphs. These four classes of perfect graphs will be called basic. In 1960, 
Berge formulated two conjectures about perfect graphs, one stronger than the 
other. The weak perfect graph conjecture, which states that a graph is perfect 
if and only if its complement is perfect, was proved in 1972 by Lovâsz. This 
result is now known as the perfect graph theorem. The strong perfect graph 
conjecture (SPGC) states that a graph is perfect if and only if it does not 
contain an odd hole or its complement. The SPGC has attracted a lot of at­
tention. It was proved recently (May 2002) in a remarkable sequence of results 
by Chudnovsky, Robertson, Seymour and Thomas. The proof is difficult and, 
as of this writing, they are still checking the details. Here we give a flavor 
of the proof. Let us call Berge graph a graph that does not contain an odd 
hole or its complement. Conforti, Cornuéjols, Robertson, Seymour, Thomas 
and Vuskovic (2001) conjectured a structural property of Berge graphs that 
implies the SPGC: Every Berge graph G is basic or has a skew partition or a 
homogeneous pair, or G or its complement has a 2-join. A skew partition is a 
partition of the vertices into nonempty sets A,B,C,D such that every vertex 
of A is adjacent to every vertex of B and there is no edge between C and D. 
Chvâtal introduced this concept in 1985 and conjectured that no minimally 
imperfect graph has a skew partition. This conjecture was proved recently by 
Chudnovsky and Seymour (May 2002). Cornuéjols and Cunningham intro­
duced 2-joins in 1985 and showed that they cannot occur in a minimally im­
perfect graph different from an odd hole. Homogeneous pairs were introduced 
in 1987 by Chvâtal and Sbihi, who proved that they cannot occur in mini­
mally imperfect graphs. Since skew partitions, 2-joins and homogeneous pairs 
cannot occur in minimally imperfect Berge graphs, the structural property of 
Berge graphs stated above implies the SPGC. This structural property was 
proved: (i) When G contains the line graph of a bipartite subdivision of a 3-
connected graph (Chudnovsky, Robertson, Seymour and Thomas (September 
2001)); (ii) When G contains a stretcher (Chudnovsky and Seymour (January 

*This work was supported in part by NSF grant DMI-0098427 and ONR grant N00014-97-1-
0196. 

tGSIA, Carnegie Mellon University, Schenley Park, Pittsburgh, PA 15213, USA. E-mail: 
gc0v@andrew.cmu.edu 

mailto:gc0v@andrew.cmu.edu


548 Gérard Cornuéjols 

2002)); (iii) When G contains no proper wheels, stretchers or their comple­
ments (Conforti, Cornuéjols and Zambelli (May 2002)); (iv) When G contains 
a proper wheel, but no stretchers or their complements (Chudnovsky and 
Seymour (May 2002)). (ii), (iii) and (iv) prove the SPGC. 

2000 Mathematics Subject Classification: 05C17. 
Keywords and Phrases: Perfect graph, Odd hole, Strong Perfect Graph 
Conjecture, Strong Perfect Graph Theorem, Berge graph, Decomposition, 2-
join, Skew partition, Homogeneous pair. 

1. Introduction 

In this paper, all graphs are simple (no loops or multiple edges) and finite. 
The vertex set of graph G is denoted by V(G) and its edge set by E(G). A stable 
set is a set of vertices no two of which are adjacent. A clique is a set of vertices 
every pair of which are adjacent. The cardinality of a largest clique in graph G is 
denoted by OJ(G). The cardinality of a largest stable set is denoted by a(G). A 
k-coloring is a partition of the vertices into k stable sets (these stable sets are called 
color classes). The chromatic number x(G) is the smallest value of k for which there 
exists a fc-coloring. Obviously, OJ(G) < x(G) since the vertices of a clique must be 
in distinct color classes of the fc-coloring. An induced subgraph of G is a graph with 
vertex set S Ç V(G) and edge set comprising all the edges of G with both ends in S. 
It is denoted by G(S). The graph G(V(G) — S) is denoted by G\S. A graph G is 
perfect if UJ(H) = x(H) for every induced subgraphs H of G. A graph is minimally 
imperfect if it is not perfect but all its proper induced subgraphs are. 

A hole is a graph induced by a chordless cycle of length at least 4. A hole is 
odd if it contains an odd number of vertices. Odd holes are not perfect since their 
chromatic number is 3 whereas the size of their largest clique is 2. It is easy to 
check that odd holes are minimally imperfect. The complement of a graph G is the 
graph G with the same vertex set as G, and uv is an edge of G if and only if it is not 
an edge of G. The odd holes and their complements are the only known minimally-
imperfect graphs. In 1960 Berge [3] proposed the following conjecture, known as 
the Strong Perfect Graph Conjecture. 

Conjecture 1.1 (Strong Perfect Graph Conjecture) (Berge [3]) The only 
minimally imperfect graphs are the odd holes and their complements. 

At the same time, Berge also made a weaker conjecture, which states that a 
graph G is perfect if and only if its complement G is perfect. This conjecture was 
proved by Lovâsz [29] in 1972 and is known as the Perfect Graph Theorem. 

Theorem 1.2 (Perfect Graph Theorem) (Lovâsz [29]) Graph G is perfect if 
and only if graph G is perfect. 
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Proof: Lovâsz [30] proved the following stronger result. 
Claim 1: A graph G is perfect if and only if, for every induced subgraph H, the 
number of vertices of H is at most a(H)oj(H). 

Since a(H) = uj(H) and UJ(H) = a(H), Claim 1 implies Theorem 1.2. 
Proof of Claim 1: We give a proof of this result due to Gasparyan [25]. First 
assume that G is perfect. Then, for every induced subgraph H, uj(H) = x(H)-
Since the number of vertices of H is at most a(H)x(H), the inequality follows. 

Conversely, assume that G is not perfect. Let H be a minimally imperfect 
subgraph of G and let n be the number of vertices of H. Let a = a(H) and 
UJ = (jj(H). Then H satisfies 

UJ = x(H\v) for every vertex v £ V(H) 

and UJ = UJ(H\S) for every stable set S Ç V(H). 

Let A0 be an a-stable set of H. Fix an w-coloring of each of the a graphs H\s 
for s £ Ao, let A\,...,Aai0 be the stable sets occuring as a color class in one of 
these colorings and let A := {A0, Ai,..., Aai0}. Let A be the corresponding stable 
set versus vertex incidence matrix. Define B := {BQ, P i , . . . , Bai0} where P , is an 
w-clique of H\Ai. Let B be the corresponding clique versus vertex incidence matrix. 

Claim 2: Every uj-clique of H intersects all but one of the stables sets in A. 

Proof of Claim 2: Let Si,... ,SU be any w-coloring of H \ v. Since any 
w-clique C of H has at most one vertex in each Si, C intersects all Si's if v $ C 
and all but one if v £ C. Since C has at most one vertex in A0, Claim 2 follows. 

In particular, it follows that A B T = J — I. Since J — I is nonsingular, A and 
B have at least as many columns as rows, that is n > auj + 1. This completes the 
proof of Claim 1. 

2. Four Basic Classes of Perfect Graphs 
Bipartite graphs are perfect since, for any induced subgraph H, the bipartition 

implies that x(H) < 2 and therefore UJ(H) = x(H)-
A graph L is the line graph of a graph G if V(L) = E(G) and two vertices of 

L are adjacent if and only if the corresponding edges of G are adjacent. 

Proposition 2.1 Line graphs of bipartite graphs are perfect. 

Proof: If G is bipartite, x'(G) = A(G) by a theorem of König [28], where x' 
denotes the edge-chromatic number and A the largest vertex degree. 

If L is the line graph of a bipartite graph G, then x(L) = x'(G) and UJ(L) = 
A(G). Therefore x(L) = UJ(L). Since induced subgraphs of L are also line graphs 
of bipartite graphs, the result follows. 

Since bipartite graphs and line graphs of bipartite graphs are perfect, it fol­
lows from Lovâsz's perfect graph theorem (Theorem 1.2) that the complements of 
bipartite graphs and of line graphs of bipartite graphs are perfect. This can also be 
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verified directly, without using the perfect graph theorem. To summarize, in this 
section we have introduced four basic classes of perfect graphs: 

• bipartite graphs and their complements, and 
• line graphs of bipartite graphs and their complements. 

3. 2-Join 
A graph G has a 2-join if its vertices can be partitioned into sets V\ and V2, 

each of cardinality at least three, with nonempty disjoint subsets Ai,Bi C V\ and 
A2, B2 C V2, such that all the vertices of Ai are adjacent to all the vertices of A2, 
all the vertices of Pi are adjacent to all the vertices of B2 and these are the only-
adjacencies between V\ and V2. There is an 0( |F(G) |2 |P(G) |2) algorithm to find 
whether a graph G has a 2-join [23]. 

When G contains a 2-join, we can decompose G into two blocks Gi and G2 

defined as follows. 

Definition 3.1 If A2 and B2 are in different connected components of G(V2), de­
fine block Gi to be G(Vi U {pi,qi}), where pi £ A2 and qi £ B2. Otherwise, let Pi 
be a shortest path from A2 to B2 and define block Gi to be G(Vi U V(Pij). Block 
G2 is defined similarly. 

Next we show that the 2-join decomposition preserves perfection (Cornuéjols 
and Cunningham [23]; see also Kapoor [27] Chapter 8). Earlier, Bixby [4] had 
shown that the simpler join decomposition preserves perfection. 

Theorem 3.2 Graph G is perfect if and only if its blocks Gi and G2 are perfect. 

Proof: By definition, Gi and G2 are induced subgraphs of G. It follows that, if G 
is perfect, so are Gi and G2. Now we prove the converse: If Gi and G2 are perfect, 
then so is G. Let G* be an induced subgraph of G. We must show 

(*) UJ(G*) = x(G*)-

For i = 1,2, let V* = Vi n V(G*). The proof of (*) is based on a coloring argu­
ment, combining u;(G*)-colorings of the perfect graphs G(V~i) and G(V2) (Claim 3) 
into an u;(G*)-coloring of G* (Claim 4). To prove Claim 3, we will use the following 
results. 
Claim 1: (Lovâsz's Replication Lemma [29]) Let F be a perfect graph and v £ 
V(T). Create a new vertex v' adjacent to v and to all the neighbors of v. Then the 
resulting graph V is perfect. 
Proof of Claim 1: It suffices to show that UJ(T') = x(F') since, for induced 
subgraphs, the proof follows similarly. We distinguish two cases. Suppose first that 
v is contained in some u;(r)-clique of F. Then UJ(T') = UJ(T) + 1. Since at most one 
new color is needed in F', UJ(T') = x( r ' ) follows. 

Now suppose that v is not contained in any u;(r)-clique of F. Consider any 
u;(r)-coloring of F and let A be the color class containing v. Then, u;(r\(.4^{u})) = 



The Strong Perfect Graph Conjecture 551 

UJ(T) — 1, since every w(r)-clique of F meets A — {v}. By the perfection of F, the 
graph F \ (.4 — {v}) can be colored with UJ(Y) — 1 colors. Using one additional color 
for the vertices (.4 — {v}) U {v'}, we obtain an u;(r)-coloring of F'. This proves 
Claim 1. 

We say that F' is obtained from F by replicating v. Replication can be applied 
recursively. We say that v is replicated k times if k copies of v are made, including v. 

Claim 2: Let T be a graph and uv an edge of Y such that the vertices u and v have 
no common neighbor. Let F' be the graph obtained from Y by replicating vertex v 
into v'. Let H be the graph obtained from Y1 by deleting edge uv'. Then Y is perfect 
if and only if H is perfect. 

Proof of Claim 2: If H is perfect, then so is F since F is an induced subgraph of 
H. 

Conversely, suppose that F is perfect and H is not. Let H* be a minimally-
imperfect subgraph of H. Let F* be the subgraph of F' induced by the vertices of 
H*. Since F* is perfect but H* is not, V(H*) must contain vertices u and v'. Also 
x(F*) = x(H*) a n d w(r*) = UJ(H*) + 1. Therefore uvv' is the unique maximum 
clique in F* and UJ(H*) = 2. The only neighbor of v in H* is u since otherwise v,v' 
would be in a clique of cardinality three in H*. Now v' is a vertex of degree 1 in 
H*, a contradiction to the assumption that H* is minimally imperfect. This proves 
Claim 2. 

For i = 1,2, let A* = Ai n V(G*), B* = Bt n V(G*), at = UJ(A*) and 
6, = UJ(B*). Let G* = G, \ (V* - V*) and UJ > UJ(G*). In an w-coloring of G*, let 
C(A*) and C(B*) denote the sets of colors in A* and P* respectively. 
Claim 3: There exists an UJ-coloring ofV* such that \C(A*)\ = ai and |G(P*)| = 6,. 
Furthermore, if Gi contains path Pi and 

(i) if Pi has an odd number of edges, then |C(.4*)nC(P*)| = max(0,aj+6—w), 
(ii) if Pi has an even number of edges, then \C(A*) n G(P*)| = min(a,,6j). 

Proof of Claim 3: First assume that block G, is induced by V» U {pi,qi}. In G*, 
replicate pi UJ — ai times and qi UJ — bi times. By Claim 1, this new graph H is 
perfect and UJ(H) = UJ. Therefore an w-coloring of H exists. This coloring induces 
an w-coloring of V* with |G(.4*)| = a, and |G(P*)| = 6,. Now assume that G, 
contains path Pj. We consider two cases. 

(i) p has an odd number of edges. 
Let p = xi,...,#2fc- In G*, replicate vertex x2% into x'2k and remove edge 

x2k-ix'2k. By Claim 2, the new graph is perfect. For i odd, 1 < i < 2k, replicate 
vertex x» UJ — ai times. For i even, 1 < i < 2k — 2, replicate vertex x» a, times. 

If a, + bi < UJ, replicate x2% ai times and replicate x'2k UJ — ai — bi times. 
By Claim 1, this new graph H is perfect. Since UJ(H) = UJ, H has an w-coloring. 
Note that |G(.4*)| = a, and |G(P*)| = 6, and every vertex of P, belongs to two 
cliques of size UJ. SO the colors that appear in the replicates of x2% are precisely 
C(Ai). Therefore P* is colored with colors that do not appear in C(A*). Thus 
|C(.4*)nC(P*) | = 0. 
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If a, + bi > UJ, replicate x2% UJ — bi times and remove x'2k. The new graph H 
is perfect and uj(H) = UJ. Therefore H has an w-coloring. Again |G(.4*)| = a, and 
|G(P*)| = bi, and the UJ — bi colors that appear in the replicates of x2% belong to 
C(A\). Since these colors cannot appear in C(B*), the number of common colors 
in C(A*) and C(B*) is a, + 6, - UJ. 

(ii) Pi has an even number of edges. 
Assume w.l.o.g. that a, < 6,. Let p . = x\,... ,x2u+i- In G*, replicate vertex 

xi UJ — ai times for i odd, 1 < i < 2k — 1, and replicate vertex x» a, times for i even, 
1 < i < 2k. Finally, replicate x2k+i UJ — bi times. By Claim 1, the new graph H is 
perfect and UJ(H) = UJ. In an w-coloring of H, \C(A*)\ = ai and |G(P*)| = 6, and 
the colors that appear in the replicates of x2% are precisely C(A*). But then these 
colors do not appear in the replicates of x2k+i and consequently they must appear 
in C(Bi). Thus \C(Ai) n G(P,) | = min(a,,6j). This proves Claim 3. 

Claim 4: G* has an UJ(G*)-coloring. 

Proof of Claim 4: Let UJ = UJ(G*). Clearly, UJ > a,\ + a2 and UJ > bi + b2. To 
prove the claim, we will combine w-colorings of V{ and V2 . 

If at least one of the sets A\, A2, B{, Pf is empty, one can easily construct the 
desired w-coloring of G*. So we assume now that these sets are nonempty. This 
implies that UJ > UJ(GI) and UJ > UJ(G2). By Claim 3, there exist w-colorings of 
V* such that |C(A*)| = a, and |G(P*)| = 6,. Thus, if A2 and Pf are in different 
connected components of G(V2), an w-coloring of VJ* can be combined with UJ-
colorings of the components of G(I'2*) into an w-coloring of G*. So we can assume 
that both Pi and P2 exist. Since Gi contains no odd hole, every chordless path 
from .4i to Pi has the same parity as Pi. It follows from the definition of 2-join 
decomposition that Pi and P2 have the same parity. 

(i) Pi and P2 both have an odd number of edges. 
Then by Claim 3 (i), there exists an w-coloring of V* with |G(.4*) n G(P*)| = 

max(0,a, + 6, — UJ). In the coloring of VJ*, label by 1 through a,\ the colors that 
occur in A\ and by UJ through UJ — b\ + 1 the colors that occur in Bf. In the coloring 
of V2 , label by UJ through UJ — a2 + 1 the colors that occur in A2 and by 1 through 
b2 the colors that occur in Pf. If this is not an w-coloring of G*, there must exist a 
common color in A\ and A2 or in PJ and Pf. But then either a,\ > UJ — a2 + 1 or 
b2 > UJ — 6i + 1, a contradiction. 

(ii) Pi and P2 both have an even number of edges. 
Then by Claim 3 (ii), there exists an w-coloring of V* with |G(.4*) nC(B*)\ = 

min(a,,6j). In the coloring of V{, label by 1 through ai the colors that occur in 
Al and by 1 through 61 the colors that occur in Bf. In the coloring of V2 , label 
by UJ through UJ — a2 + 1 the colors that occur in .4f and by UJ through UJ — b2 + 1 
the colors that occur in Pf. If this is not an w-coloring of G, there must exist a 
common color in A\ and A2 or in Bf and Pf. But then either ai > UJ — a2 + 1 or 
61 > UJ — 62 + 1, a contradiction. 

Corollary 3.3 / / a minimally imperfect graph G has a 2-join, then G is an odd 
hole. 
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Proof: Since G is not perfect, Theorem 3.2 implies that block G\ or G2 is not 
perfect, say G\. Since G\ is an induced subgraph of G and G is minimally imperfect, 
it follows that G = Gi. Since \V2\ > 3, V2 induces a chordless path. Thus G is a 
minimally imperfect graph with a vertex of degree 2. This implies that G is an odd 
hole [32]. 

We end this section with another decomposition that preserves perfection. 
A graph G has a 6-join if V(G) can be partitioned into eight nonempty sets 
X\,X2,XZ,XI,Y\,Y2,YZ,Y/L with the property that, for any x» £ Xi (i = 1,2,3) 
and ijj £ Yj (j = 1,2,3), the graph induced by xi,yi,x2,y2,xz,yz is a 6-hole and 
these kinds of edges are the only adjacencies between X = X\ U X2 U X3 U X4 and 
Y = Yi UY2 UI3 UF4 . 

Theorem 3.4 (Aossey and Vuskovic [2]) No minimally imperfect graph contains a 
6-join. 

If G contains a 6-join, define blocks Gx and Gy as follows. Gx is the graph 
induced by X U {2/1,2/2,2/3} where yj £ Yj (j = 1,2,3). Similarly G y is the graph 
induced by Y U {xi,X2,X3} where x» £ Xt (i = 1,2,3). It can be shown [1] that G 
is perfect if and only if its blocks Gx and Gy are perfect. 

4. Skew Partition and Homogeneous Pair 
A graph has a skew partition if its vertices can be partitioned into four nonempty-

sets A, B, C, D such that there are all the possible edges between A and P and no 
edges from G to P . It is easy to verify that the odd holes and their complements 
do not have a skew partition. Chvâtal [6] conjectured that no minimally imperfect 
graph has a skew partition. 

Theorem 4.1 (Skew Partition Theorem) (Chudnovsky and Seymour [13]) No 
minimally imperfect graph has a skew partition. 

Chudnovsky and Seymour obtained this result as a consequence of their proof 
of the SPGC. In order to prove the SPGC, they first proved the following weaker 
result. 

Theorem 4.2 (Chudnovsky and Seymour [12]) A minimally imperfect Berge graph 
with smallest number of vertices does not have a skew partition. 

We do not give the proof of this difficult theorem here. Instead, we prove 
results due to Hoàng [26] on two special skew partitions called T-cutset and U-
cutset respectively. 

Assume that G is a minimally imperfect graph with skew partition A, B, C, D. 
Let a = UJ(A), b = UJ(B), UJ = UJ(G) and a = a(G). The vertex sets A U P U C and 
Aö Bö D induce perfect graphs G\ and G2 respectively and both of these graphs 
contain an w-clique. Indeed, each vertex of a minimally imperfect graph belongs to 
UJ w-cliques [32] and, for u £ C, these w-cliques are contained in G\. For u £ D, 
they are contained in G2. 
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Lemma 4.3 (Hoàng [26]) Let Ci be an UJ-coloring of Gì, fori = 1,2. Then Ci and 
C2 cannot have the same number of colors in A. 

Proof: Suppose C\ and C2 have the same number of colors in A and assume w.l.o.g. 
that these colors are 1,2,.. . , k. Let K be the subgraph of G induced by the vertices 
with colors 1,2,.. . , k and let H = G \ K. Since every w-clique of G is in G\ or G2, 
the largest clique in K has size k and the largest clique in H has size UJ — k. The 
graphs H and K are perfect since they are proper subgraphs of G. Color K with k 
colors and H with UJ — k colors. Now G is colored with UJ colors, a contradiction to 
the assumption that G is minimally imperfect. 

Lemma 4.4 No uj-clique is contained in A U P . 

Proof: Suppose that a w-clique were contained in A U P . Then any w-coloring of 
Gì, for i = 1,2, would contain a colors in A and 6 = UJ —a colors in P , contradicting 
Lemma 4.3. 

Lemma 4.5 Every astable set intersects A U P . 

Proof: By Lemma 4.4 applied to the complement graph, no a-stable set is contained 
in C U D. 

Lemma 4.6 / / some u £ A has no neighbor in C, then there exists an uj-coloring 
of Gi with b colors in B. 

proof: Let Ci be an w-coloring of Gi with minimum number k of colors in P and 
suppose that this number is strictly greater than 6. Consider the subgraph H of Gi 
induced by the vertices colored with the colors of Ci that appear in P . The graph 
P U « can be colored with k colors since it is perfect and has no clique of size greater 
than k. Keeping the other colors of Ci in Gi \ (H U u), we get an w-coloring of Gi 
with fewer colors on P than C\, a contradiction. 

Lemma 4.7 / / some u £ A has no neighbor in C, then every vertex of A has a 
neighbor in D and every vertex of B has a neighbor in C. 

Proof: By Lemma 4.6, there exists an w-coloring of Gi with 6 colors in P . Thus, 
by Lemma 4.3, there exists no w-coloring of G2 with 6 colors in P . By Lemma 4.6, 
this implies that every vertex of A has a neighbor in D. 

Suppose that v £ B has no neighbor in C. In the complement graph, u and 
v are adjacent to all the vertices of C. By Lemma 4.3, |.4| > 2 and \B\ > 2. So 
A' = A — u, B' = B — v, C = C, D' = D U {u,v} form a skew partition. But u 
has no neighbor in P and v has no neighbor in A, contradicting the first part of the 
lemma. So every v £ B has a neighbor in C. 

A T-cutset is a skew partition with u £ C and v £ D such that every vertex 
of A is adjacent to both u and v. 

Lemma 4.8 (Hoàng [26]) No minimally imperfect graph contains a T-cutset. 
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Proof: In the complement, u and v contradict Lemma 4.7. 
A U-cutset is a skew partition with u,v £ C such that every vertex of A is 

adjacent to u and every vertex of P is adjacent to v. 

Lemma 4.9 (Hoàng [26]) No minimally imperfect graph contains a U-cutset. 

Proof: In the complement, u and v contradict Lemma 4.7. 
We conclude this section with the notion of homogeneous pair introduced by 

Chvâtal and Sbihi [8]. A graph G has a homogeneous pair if V(G) can be partitioned 
into subsets Ai, A2 and P , such that: 

• |.4i| + |.42| > 3 and \B\ > 2. 
• If a node of P is adjacent to a node of .4i (.42) then it is adjacent to all the 

nodes of .4i (.42). 

Theorem 4.10 (Chvâtal and Sbihi [8]) No minimally imperfect graph contains a 
homogeneous pair. 

5. Decomposition of Berge Graphs 
A graph is a Berge graph if it does not contain an odd hole or its complement. 

Clearly, all perfect graphs are Berge graphs. The SPGC states that the converse is 
also true. 

Conjecture 5.1 (Decomposition Conjecture) (Conforti, Cornuéjols, Robert­
son, Seymour, Thomas and Vuskovic (2001)) Every Berge graph G is basic or has 
a skew partition or a homogeneous pair, or G or G has a 2-join. 

This conjecture implies the SPGC. Indeed, suppose that the Decomposition 
Conjecture holds but not the SPGC. Then there exists a minimally imperfect graph 
G distinct from an odd hole or its complement. Choose G with the smallest number 
of vertices. G is a Berge graph and it cannot have a skew partition by Theorem 4.2. 
G cannot have an homogeneous pair by Theorem 4.10. Neither G nor G can have 
a 2-join by Corollary 3.3. So G must be basic by the Decomposition Conjecture. 
Therefore G is perfect, a contradiction. 

Note that there are other decompositions that cannot occur in minimally im­
perfect Berge graphs, such as 6-joins (Theorem 3.4) or universal 2-amalgams [15] 
(universal 2-amalgams generalize both 2-joins and homogeneous pairs). These de­
compositions could be added to the statement of Conjecture 5.1 while still implying 
the SPGC. However they do not appear to be needed. Paul Seymour commented 
that homogeneous pairs might not be necessary either. In fact, we had initially for­
mulated Conjecture 5.1 without homogeneous pairs. I added them to the statement 
to be on the safe side since they currently come up in the proof of the SPGC (see 
below). 

Several special cases of Conjecture 5.1 are known. For example, it holds when 
G is a Meyniel graph (Burlet and Fonlupt [5] in 1984), when G is claw-free (Chvatal 
and Sbihi [9] in 1988 and Maffray and Reed [31] in 1999), diamond-free (Fonlupt 
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and Zemirline [24] in 1987), bull-free (Chvâtal and Sbihi [8] in 1987), or dart-free 
(Chvâtal, Fonlupt, Sun and Zemirline [7] in 2000). All these results involve special 
types of skew partitions (such as star cutsets) and, in some cases, homogeneous pairs 
[8]. A special case of 2-join called augmentation of a flat edge appears in [31]. In 
1999, Conforti and Cornuéjols [14] used more general 2-joins to prove Conjecture 5.1 
for WP-free Berge graphs, a class of graphs that contains all bipartite graphs and 
all line graphs of bipartite graphs. This paper was the precursor of a sequence of 
decomposition results involving 2-joins: 

Theo rem 5.2 (Conforti, Cornuéjols and Vuskovic [18]) A square-free Berge graph 
is bipartite, the line graph of a bipartite graph, or has a 2-join or a star cutset. 

Theorem 5.3 (Chudnovsky, Robertson, Seymour and Thomas [10]) If G is a Berge 
graph that contains the line graph of a bipartite subdivision of a 3-connected graph, 
then G has a skew partition, or G or G has a 2-join or is the line graph of a bipartite 
graph. 

Given two vertex disjoint triangles ai,a2,as and 61,62,63, a stretcher is a 
graph induced by three chordless paths, P 1 = a\,...,b\, P2 = a2,... ,b2 and P3 = 
0 3 , . . . , 63, at least one of which has length greater than one, such that P1 ,P2, P3 

have no common vertices and the only adjacencies between the vertices of distinct 
paths are the edges of the two triangles. The next result is a real tour-de-force and 
a key step in the proof of the SPGC. 

Theo rem 5.4 (Chudnovsky and Seymour [12]) If G is a Berge graph that contains 
a stretcher, then G is the line graph of a bipartite graph or G has a skew partition 
or a homogeneous pair, or G or G has a 2-join. 

A wheel (H, v) consists of a hole H together with a vertex v, called the center, 
with at least three neighbors in H. If v has k neighbors in H, the wheel is called 
a k-wheel. A line wheel is a 4-wheel (H, v) that contains exactly two triangles and 
these two triangles have only the center v in common. A twin wheel is a 3-wheel 
containing exactly two triangles. A universal wheel is a wheel (H, v) where the center 
v is adjacent to all the vertices of H. A triangle-free wheel is a wheel containing no 
triangle. A proper wheel is a wheel that is not any of the above four types. These 
concepts were first introduced in [14]. The following theorem generalizes an earlier 
result by Conforti, Cornuéjols and Zambelli [21] and Thomas [35]. 

Theo rem 5.5 (Conforti, Cornuéjols and Zambelli [22]) If G is a Berge graph that 
contains no proper wheels, stretchers or their complements, then G is basic or has 
a skew partition. 

The last step in proving the SPGC is the following difficult theorem. 

Theo rem 5.6 (Chudnovsky and Seymour [13]) If G is a Berge graph that contains 
a proper wheel, but no stretchers or their complements, then G has a skew partition, 
or G or G has a 2-join. 
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A monumental paper containing these results is forthcoming [11]. Indepen­
dently, Conforti, Cornuéjols, Vuskovic and Zambelli [20] proved that the Decompo­
sition Conjecture holds for Berge graphs containing a large class of proper wheels 
but, as of May 2002, they could not prove it for all proper wheels. Theorems 5.4, 
5.5 and 5.6 imply that Conjecture 5.1 holds, and therefore the SPGC is true. 

Corollary 5.7 (Strong Perfect Graph Theorem) The only minimally imper­
fect graphs are the odd holes and their complements. 

Conforti, Cornuéjols and Vuskovic [19] proved a weaker version of the Decom­
position Conjecture where "skew partition" is replaced by "double star cutset". A 
double star is a vertex set S that contains two adjacent vertices u, v and a subset 
of the vertices adjacent to u or v. Clearly, if G has a skew partition, then G has a 
double star cutset: Take S = A UP, u £ A and v £ B. Although the decomposition 
result in [19] is weaker than Conjecture 5.1 for Berge graphs, it holds for a larger 
class of graphs than Berge graphs: By changing the decomposition from "skew 
partition" to "double star cutset", the result can be obtained for all odd-hole-free 
graphs instead of just Berge graphs. 

Theorem 5.8 (Conforti, Cornuéjols and Vuskovic [19]) / / G is an odd-hole-free 
graph, then G is a bipartite graph or the line graph of a bipartite graph or the 
complement of the line graph of a bipartite graph, or G has a double star cutset or 
a 2-join. 

One might try to use Theorem 5.8 to construct a polynomial time recognition 
algorithm for odd-hole-free graphs. Conforti, Cornuéjols, Kapoor and Vuskovic [17] 
obtained a polynomial time recognition algorithm for the class of even-hole-free 
graphs. This algorithm is based on the decomposition of even-hole-free graphs by 
2-joins, double star and triple star cutsets obtained in [16]. 

A useful tool for studying Berge graphs is due to Roussel and Rubio [34]. This 
lemma was proved independently by Robertson, Seymour and Thomas [33], who 
popularized it and named it The Wonderful Lemma. It is used repeatedly in the 
proofs of Theorems 5.3-5.6. 

Lemma 5.9 (The Wonderful Lemma) (Roussel and Rubio [34]) Let G be a 
Berge graph and assume that V(G) can be partitioned into a set S and an odd 
chordless path P = u,u',... ,v',v of length at least 3 such that u, v are both adjacent 
to all the vertices in S and G(S) is connected. Then one of the following holds: 

(i) An odd number of edges of P have both ends adjacent to all the vertices in S. 
(ii) P has length 3 and G(Sö {u',v'}) contains an odd chordless path between u! 

and v'. 
(iii) P has length at least 5 and there exist two nonadjacent vertices x, x' in S 

such that (V(P) \ {u,v}) U {x, x'} induces a path. 
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Singular Combinatories^ 

Philippe Flajolet1' 

Abstract 

Combinatorial enumeration leads to counting generating functions pre­
senting a wide variety of analytic types. Properties of generating functions at 
singularities encode valuable information regarding asymptotic counting and 
limit probability distributions present in large random structures. "Singular­
ity analysis" reviewed here provides constructive estimates that are applicable 
in several areas of combinatorics. It constitutes a complex-analytic Tauberian 
procedure by which combinatorial constructions and asymptotic^probabilistic 
laws can be systematically related. 
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1. Introduction 
Large random combinatorial structures tend to exhibit great statistical reg­

ularity. For instance, an overwhelming proportion of the graphs of a given large 
size are connected, and a fixed pat tern is almost surely contained in a long random 
string, with its number of occurrences satisfying central and local limit laws. The 
objects considered (typically, words, trees, graphs, or permutations) are given by-
construction rules of the kind classically studied by combinatorial analysts via gen­
erating functions (abbreviated as GFS) . A fundamental problem is then to extract 
asymptotic information on coefficients of a GF either explicitly given by a formula 
or implicitly determined by a functional equation. In the univariate case, asymp­
totic counting estimates are derived; in the multivariate case, moments and limit 
probability laws of characteristic parameters will be obtained. 

*Work supported in part by the 1ST Programme of the EU under contract number IST-1999-
14186 (ALCOM-FT). 

t Algorithms Project, INRIA-Rocquencourt, 78153 Le Chesnay, France. E-mail: 
Philippe.Flajolet@inria.fr 

mailto:Philippe.Flajolet@inria.fr


562 P. Flajolet 

In what follows, given a combinatorial class C, we let Cn denote the number 
of objects in C of size n and introduce the ordinary and exponential GF ( O G F , E G F ) , 

OGF: : C(z):=J2Cn EGF: : C(z):=Y,C, 
»>o »>o 

z'-
1 ' 

rv. 

Generally, EGFS and OGFs serve for the enumeration of labelled classes (atoms com­
posing objects are distinguished by labels) and unlabelled classes, respectively. One 
writes Cn = [zn]C(z) = n\ [zn] C(z), with [z"](-) the coefficient extractor. 

General rules for deriving GFS from combinatorial specifications have been 
widely developed by various schools start ing from the 1970's and these lie at the 
heart of contemporary combinatorial analysis. They are excellently surveyed in 
books of Foata & Schiitzenberger (1970), Comtet (1974), Goulden & Jackson (1983), 
Stanley (1986, 1998), Bergeron, Labelle & Leroux (1998). We shall retain here the 
following simplified scheme relating combinatorial constructions and operations over 
GFs: 

Construction 

Disjoint union T + G 
Product TxÇ,T*Ç 
Sequence ©{^"l 
Set ^{T} 
Cycle €{T} 

Labelled case Unlabelled case 

f(z)+g(z) 
f(z) -g(z) 
( 1 - / W ) ) " 1 

exp(/(z)) 
log(l - }{z)Y 

fp)+g(z) 
î(z) • g(z) 
(i-ZW))-1 

exp( / ( Z ) + | / ( Z
2 ) + . 

log(l-f(z))-i + ... 

(1.1) 

Such operations on GFS yield a wide variety of analytic functions, either given 
explicitly or as solutions to functional equations in the case of recursively defined 
classes. It is precisely the goal of singularity analysis to provide means for extracting 
asymptotic informations. Wha t we termed "singular combinatorics" aims at relat­
ing combinatorial form and asymptotic-probabilistic form by exploiting complex-
analytic properties of generating functions. Classical approaches [2] are Tauberian 
theory and Darboux's method, an offspring of elementary Fourier analysis largely-
developed by Pólya for his programme of combinatorial chemistry [17]. The path 
followed here, called "singularity analysis" after [7], consists in developing a system­
atic correspondence between the local behaviour of a function near its singularities 
and the asymptotic form of its coefficients. (An excellent survey of central aspects 
of the theory is offered by Odlyzko in [15].) 

2. Basic singularity analysis 
Perhaps the simplest coefficient estimate is [zn](l — z)^a ~ n a - 1 / r ( o : ) , a 

consequence of the binomial expansion and Stirling's formula. For the basic scale 

*a,ß(z) = (1 - z)~a (±log(l - z)-1^ , 

much more is available and one has a fundamental translation mechanism [7]: 
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Figure 1: The Hankel contours, H and H('ff), and a A-domain. 

Theorem 1 (Coefficients of the basic scale) Fora £ <C\Z<o, ß £ C, one has 

n a - l 
[«>a ,^ (« ) ~ - y — ( l o g n f . (2.1) 

Proof. The estimate is derived starting from Cauchy's coefficient formula, 

1 f ,, . dz 
z ']/(*) ~ 77- / / ( * 2ÌTX . / 7 0"+! ' 

instantiated with / = <ra,/3- The idea is then to select for 7 a contour H that is of 
Hankel type and follows the half-line (1, +00) at distance exactly 1/n (Fig. 1). This 
superficially resembles a saddle-point contour, but with the integral normalizing to 
Hankel's representation of the Gamma function, hence the factor F ( a ) _ 1 . D 

The method of proof is very flexible: it applies for instance to iterated logarithmic 
terms (log log) while providing full asymptotic expansions; see [7] for details. 

A remarkable fact, illustrated by Theorem 1, is that larger functions near 
the singularity z = 1 give rise to larger coefficients as n —¥ 00. This is a general 
phenomenon under some suitable auxiliary conditions, expressed here in terms of 
analytic continuation: a A-domain is an indented disc defined by (r > 1, t? < n/2) 

A(t?,r) := { z j \z\ < r, ê < Arg(z - 1) < 2ir - ê, z # 1 } . 

Theorem 2 (O-transfer) With f(z) continuable to a A-domain and a $ Z<0 ; 

f(z) = 0(aa,ß(z)) = • [zn]f(z) = 0([zn]aa,ß(z)). 

Proof. In Cauchy's coefficient formula, adopt an integration contour H^ff) passing 
at distance 1/n left of the singularity z = 1, then escaping outside of the unit disc 
within A. Upon setting z = 1 + t/n, careful approximations yield the result [7]. D 

This theorem allows one to transfer error terms in the asymptotic expansion 
of a function at its singularity (here z = 1) to asymptotics of the coefficients. The 
Hankel contour technique is quite versatile and a statement similar to Theorem 2 
holds with o(-)-conditions. replacing 0(-)-conditions. The case of a being a nega­
tive integer is covered by minor adjustments due to 1/Y(a) = 0; see [7]. In concrete 
terms: Hankel contours combined with Cauchy coefficient integrals accurately "cap­
ture " the singular behaviour of a function. 
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By Theorems 1 and 2, whenever a function admits an asymptotic expansion 
near z = 1 in the basic scale, one has the implication, with a > T > .. .> UJ, 

f(z) = \o(z)+p,T(z)-\ VO(uj(z)) => fn = ^0~n + p,Tn-\ VO(uJn), 

where / „ = [zn]f(z). In other words, a dictionary t ranslates singular expansions 
of functions into the asymptotic forms of coefficients. Analytic continuation and 
validity of functions' expansions outside of the unit circle is a logical necessity, but 
once granted, application of the method becomes quite mechanical. 

For combinatorics, singularities need not be placed at z = 1. But since 
[zn]f(z) = p^n[zn]f(zp), the dictionary can be used for (dominant) singularities 
tha t lie anywhere in the complex plane. The case of finitely many dominant sin­
gularities can also be dealt with (via composite Hankel contours) to the effect tha t 
the translations of local singular expansions get composed additively. In summary-
one has from function to coefficients: 

location+nature of singularity (fn.) = > exponential+polynomial asymptotics (coeff.) 

Example 1. 2-Regular graphs (Comtet, 1974). The class G of (labelled) 2-regular graphs 
can be specified as sets of unordered cycles each of length at least 3. Symbolically: 

G = n7£>z{Z}} so that G(z)=exp(-log(l-z)-1---

Z represents a single atomic node. The function G(z) is singular at z = 1, and 

G(z) ~ e-3/4(l-z)-^2 =4> % ~ ?-=. 
z-*l n! n-Kxi s/Tin 

This example can be alternatively treated by Darboux's method. D 

Example 2. The diversity index of a tree (Flajolet, Sipala & Steyaert, 1990) is the number 
of non-isomorphic terminal subtrees, a quantity also equal to the size of maximally compact 
representation of the tree as a directed acyclic graph and related to common subexpression 
sharing in computer science applications. The mean index of a random binary tree of 
size 2n + 1 is asymptotic to Cn/^/logn, where C = A/8 log 2/-7T. This results from an exact 
GF obtained by inclusion-exclusion: 

*>0 \ 

2fc ) ( A/1 - Az + 4zk+1 - Vl-4z 

Singularities accumulate geometrically to the right of 1/4 while K(z) is A-continuable. 
The unusual singularity type (1 / i /X logX) precludes the use of Darboux's method. D 

Rules like those of Table (1.1) preserve analyticity and analytic continuation. 
Accordingly, generating functions associated with combinatorial objects described 
by simple construction rules usually have GFs amenable to singularity analysis. The 
method is systematic enough, so tha t an implementation within computer algebra 
systems is even possible as was first demonstrated by Salvy [18]. 

3. Closure properties 
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In what follows, we say that a function is amenable to singularity analysis, or 
" of S.A. type" for short, if it is A-continuable and admits there a singular expansion 
in the scale S = {aa:ß(z)}. First, functions of S.A. type include poly-logarithms: 

Theo rem 3 The generalized polylogarithms LiQjj; are of S.A. type, where Yia^(z) '•= 

YJn>i(\ogn)knrazn,k£l>o-

The proof makes use of the Lindelöf representation 

-, rl/2+oo 

in a way already explored by Ford [10], with Mellin transform techniques providing 
validity of the singular expansion in a A-domain [5]. 

Example 3. Entropy computations. The GF of {log(fc!)} is (1 — z ) _ 1 Lio,i(z), which is of 
S.A. type. The entropy of the binomial distribution, Tin,k = Q)pk(l —p)n^k, results: 

Hn := -y^TTn.k l0g7Tn,jt; ~ - log n + - + log A/27T|)(1 -p)-\ . 

Such problems are of interest in information theory, where redundancy estimates 
precisely depend on higher order asymptotic properties (Jacquet-Szpankowski, 1998). Full 
expansions for functionals of the Bernoulli distribution are also obtained systematically [5]. 
D 

As it is well-known, asymptotic expansions can be integrated while differenti­
ation of asymptotic expansions is permissible for functions analytic in sectors: 

Theo rem 4 Functions of S.A. type are closed under differentiation and integration. 

Finally, the Hadamard product of two series, / © o is defined as the term wise 
product: f(z)®g(z) = Y.nfn9nZn, if /(z) = T,nfnZn, g(z) = Y,nfnZn. Hadamard 
(1898) proved that singularities get composed multiplicatively. Finer composition 
properties [4] result from an adaptation of Hankel contours to Hadamard's formula 

1 f ., , rw\ dt "•«•^//""(i)* 
T h e o r e m 5 Functions of S.A. type are closed under Hadamard product. 

Example 4. Divide-and-conquer algorithms solve recursively a problem of size n by split­
ting it into two subproblems and recombining the partial solutions. Under the assumption 
of randomness preservation, the expected costs /„ satisfy a "tree recurrence" of the form 

fn = tn + ̂ 2 7r".* (/* + fn-k-a) , a f= {0, 1}, 

where the "toll" sequence t„ usually has a simple form (e.g., n^,logn) and the %ntk char­
acterize the stochastic splitting process. The corresponding GFS then satisfy an equa­
tion f(z) = t(z) + C[f](z), where the linear operator C reflects the splitting proba­
bilities. For instance, binary search trees and the Quicksort algorithm have C[f(z)] = 
2 So f(x)dx/(l — x). One then has in operator notation f(z) = (I — £) - 1[f](z), where the 
quasi-inverse acts as a "singularity transformer". Closure theorems allow for an asymp­
totic classification of the cost functions induced by various tolls under various probabilistic 
models mirrored by the splitting probabilities [4]. D 
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4. Functional equations 

Algebraic functions have expansions at singularities that are expressed by frac­
tional power series (Newton-Puiseux). Consequently, they are of S.A. type with 
rational exponents; accordingly their coefficient expansions are linear combinations 
of algebraic elements of the form ujnnr/s, with UJ and algebraic number and r/s £ Q. 
By Weierstrass preparation, such properties extend to many implicit GFs. For in­
stance, GFs of combinatorial families of trees constrained to have degrees in a finite 
set have a branch point of type \[X at their dominant singularity, which in turn cor­
responds to the "universal" asymptotic form Tn ~ cujnnr3/2 for coefficients (Pólya, 
1937; Otter 1948; Meir-Moon, 1978). 

Order constraints in labelled classes are known to correspond to integral oper­
ators and, in the recursive case, there result GFs determined by ordinary differential 
equations. Furthermore, moments (i.e., cumulative values) of additive functionals of 
combinatorial structures defined by recursion and order constraints have GFs that 
satisfy linear differential equations, for which there is a well-established classifica­
tion theory going back to the nineteenth century. In particular, in the Fuchsian 
case, singularity analysis applies unconditionally, so that the resulting coefficient 
estimates are linear combinations of terms ujnna(logn)k, with uj,a algebraic and 
k £ Z>o- This covers a large subset of the class of "holonomic" functions, of which 
Zeilberger has extensively demonstrated the expressive power in combinatorial anal­
ysis [23, 24]. 

Example 5. Quadtrees are a way to superimpose a hierarchical partitioning on sequences 
of points in <i-dimensional space: the first point is taken as the root of the tree and 
it partitions the whole space in 2d orthants in which successive points are placed and 
then made to refine the partition [13]. The problem is expressed by a linear differential 
equation with coefficients in C(z). The average cost of finding a point knowing only k of 
its coordinates is of the asymptotic form cna with a. = a.(k.,d) an algebraic number of 
degree d. For instance k = 1 and d = 2 yield a solution involving a 2F1 hypergeometric 
function as well as a = (VÏ7 — 3)/2 = 0.56155, in contrast to an exponent | that would 
correspond to a perfect partitioning, i.e., a regular grid (Flajolet, Gönnet, Puech & Robson, 
1993). D 

Substitution equations correspond to "balanced structures" of combinatorics. 
An important rôle in the development of the theory has been played by Odlyzko's 
analysis [14] of 2-3 trees (such trees have internal nodes of degree 2 and 3 only and 
leaves are all at the same depth). The OGF satisfies the equation T(z) = Z + T(T(Z)), 

with T(Z) := z2 + z3, and has a singularity at z = l/4>, a fixed point of r , (<f> = 
(1 + v /5)/2). The singular expansion involves periodic oscillations, corresponding to 
infinitely many singular exponents having a common real part. Singularity analysis 
extends to this case and the number of balanced 2-3 trees is found to be of the form 
Tn ~ ^ " Q ( l o g n ) , for some nonconstant smooth periodic function Q. 

A similar problem of singular iteration arises in the analysis of the height of 
binary trees [6]. The GF yh(z) of trees of height at most h satisfies the Mandelbrot 
recurrence yu = z + yli_1, with y0 = z. The fixed point is the GF of binary trees, that 
is, of Catalan numbers, t/00 = (1 — \/l — 4z)/2 which has its dominant singularity 
at 1/4. The analysis of moments of the distribution of height turns out to be 
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equivalent to developing uniform approximations to yh(z) a s z - l 1/4 and h —¥ oo 
simultaneously, this for z in a A-domain. The end result, by singularity analysis 
and the moment method, is: the height of a random binary tree with n external 
nodes when normalized by a factor of l/(2s/ri) converges in distribution to a theta 
law defined by the density 4x^k>1 k2(2k2x2 — 3)e^k x . The result extends to all 
simple families of trees in the sense of Meir and Moon and it provides pointwise 
estimates of the proportion of trees of given height, that is, a local limit law. 

Generalized digital trees (Flajolet & Richmond, 1992) correspond to a differ­
ence differential equation, dktp(z) = t(z)+2ez>2tp(z/2), whose solution involves basic 
hypergeometric functions. Catalan sums of the form ^ f c (~'™k)v(k), with v an arith­
metical function, arise in the statistics of "order" (also known as Horton-Strahler 
number) of trees (Flajolet & Prodinger, 1986). Both cases are first subjected to a 
Mellin transform analysis, which provides the relevant singular expansions. Peri­
odic fluctuations similar to the case of balanced trees then result from singularity-
analysis. 

A notable parallel to the paradigm of generating functions and singularity-
analysis has been developed by Vallée in a series of papers. In her framework, 
singularities of certain transfer operators (of Ruelle type) replace singularities of 
generating functions. See, e.g., [21, 22] for applications to Euclidean algorithms 
and statistics on sequences produced by a general model of dynamical sources. 

5. Limit laws 
One of the important features of singularity analysis, in contrast with Dar­

boux's method or (real) Tauberian theory, is to allow for uniform estimates. This 
makes it possible to analyse asymptotically coefficients of multivariate generating 
functions, f(z,u), where the auxiliary variable u marks some combinatorial param­
eter x- One first proceeds to extract /»(«) := [zn]f(z,u) by considering f(z,u) as 
a parameterized family of univariate GFs to which singularity analysis is applied. 
(The coefficients /»(«) are, up to normalization, probability generating functions of 
X-) A second level of inversion is then achieved by the standard continuity theorems 
for probability characteristic functions (equivalently Fourier transforms). Techni­
cally, consideration of a (small) neighbourhood of u = 1 is normally sufficient for 
extracting central limit laws. 

Two important cases are those of a smoothly varying singularity and of a 
smoothly varying exponent. In the first case, f(z,u) has a constant singular ex­
ponent «o and one has f(z,u) ~ c(«)(l — z/p(uj)^a°. Then, uniformity of singu­
larity analysis implies the estimate /»(«)/ /»(!) ~ (p(l)/p(u))"- I n other words, 
the probability generating function of \ o v e r objects of size n is analytically sim­
ilar to the GF of a sum of independent random variables—this situation is de­
scribed as a "quasi-powers" approximation. A Gaussian limit law for \ results 
from the continuity theorem, with mean and variance that grow in proportion to n. 
The other case of a smoothly varying exponent is dealt with similarly: one has 
f(z,u) ~ c(«)(l — z/p)^a^ implying fn(u)/fn(l) ~ naiu)-ai1)-i this is once more a 
quasi-power approximation, but with the parameter now in the scale of logn. (See 
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Gao & Richmond, 1992, for hybrid cases.) 
The technology above builds on early works of Bender [1], continued by Flajo­

let & Soria [9, 19], and H. K. Hwang [11]. In particular, under general conditions, 
the following hold: a local limit law expresses convergence to the Gaussian density; 
speed of convergence estimates result from the Berry-Esseen inequalities; large de­
viation estimates derive from singularity analysis applied at fixed real values u ^ 1. 

Example 6. Polynomials over finite fields. Consider the family V of all polynomials 
with coefficients in the Galois field ¥q. A polynomial being determined by its sequence 
of coefficients, the GF P(z) of all polynomials has a polar singularity. Furthermore, the 
unique factorization property implies that V is isomorphic to the class of all multisets 
(9Jt) of the irreducible polynomials I: V ~ 9Jl{X}. Since taking multisets corresponds 
to exponentiating singularities of GFs, the singularity of the GF I(z) is logarithmic. By 
singularity analysis, the number of irreducible polynomials is asymptotic to qn jn—this 
is an analogue of the prime number theorem, which was already known to Gauß. The 
bivariate GF of the number of irreducible factors in polynomials turns out to be of the 
singular type (1 — qz)~w, with a smooth variable exponent, so that: the number of irre­
ducible factors of a random polynomial over Fq is asymptotically Gaussian. This parallels 
the Erdös-Kac theorem for integers. Similar developments lead to a complete analysis of 
a major polynomial factorization algorithm (Flajolet, Gourdon & Panario, 2001). D 

Movable singularities and exponents occur frequently in the analysis of pa­
rameters defined by recursion, leading to algebraic or differential equations, which 
"normally" admit a smooth perturbative analysis. 

Example 7. Patterns in random strings. Let fl be the total number of occurrences of a 
fixed pattern (as a contiguous block) in a random string over a finite alphabet. For either 
the Bernoulli model, where letters are independently identically distributed, or the Markov 
model, the bivariate GF, with z marking the length of the random string and u the number 
fl of occurrences, is a rational function, as it corresponds to a finite-state device. Perron-
Frobenius properties apply for positive u. Therefore the bivariate GF viewed as a function 
of z has a simple dominant pole at some p(u) that is an algebraic (and holomorphic) 
function of u, for u > 0. Quasi-powers approximations therefore hold and the limit law of 
fl in random strings of length n is Gaussian. Such facts holds for very general notions of 
patterns and are developed systematically in Szpankowski's book [20]. D 

Example 8. Non-crossing graphs. Consider graphs with vertex set the nth roots of unity, 
constrained to have only non-crossing edges; let the parameter \ be the number of con­
nected components. The bivariate GF G(z,u) is an algebraic function satisfying 

G3 + ( 2 w V - 3w2z + w- 3)G2 + (3w2z - 2w + 3)G + w - 1 = 0. 

G(z, 1) has a dominant singularity at p(l) = 3/2 — A/2 which gets smoothly perturbed 
to p(u) for u near 1. The singularity type is consistently of the form (1 — zjpiu))1'2. 
A central limit law results for the number of components in such graphs (Flajolet^Noy, 
1999). Drmota has given general conditions ensuring Gaussian laws for problems similarly 
modelled by multivariate algebraic functions [3]. • 

Example 9. Profile of quadtrees. Refer to Example 5. The bivariate GF f(z, u) of node 
levels in quadtrees satisfies an equation, which, for dimension d = 3 reads 

•JO ^ H 1 — xl) JO X-2(t - X-2) Jo t - X3 
This corresponds to a linear differential equation with coefficients in C(z, u) and a fixed 
singularity at z = 1. The indicial equation is an algebraic one parameterized by u and, 
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when 11 Kl 1, there is a unique largest branch a(u) that determines the dominant regime of 
the form (1 — z)~a-u>. This is the case of a movable exponent inducing a central limit law: 
The level profile of a d- dimensional quadtree is asymptotically Gaussian. Such properties 
are expected in general for models that are perturbations of linear differential equations 
with a fixed Fuchsian singularity (Flajolet & Lafforgue, 1994). D 

Finally, singularity analysis also intervenes by making it possible to "pump" 
moments of combinatorial distributions. Examples include the height of trees dis­
cussed earlier, as well as tree path length (Louchard 1983, Takâcs 1991) and the 
construction cost of hashing tables (Flajolet, Poblete & Viola, 1998). The latter 
problems were first shown in this way to converge to Brownian Excursion Area. 

6. Conclusions 
Elementary combinatorial structures are enumerated by generating functions 

that satisfy a rich variety of functional relations. However, the singular types that 
are observed are usually somewhat restricted, and driven by combinatorics. In 
simpler cases, the generating functions are explicit combinations of a standard set 
of special functions. Next, implicitly defined functions (associated with recursion) 
have singularities that arise from failures of the implicit function theorem and are 
consequently of the algebraic type, often with exponent | . Linear differential equa­
tions have a well-established classification theory that, in the Fuchsian case, leads 
to algebraic-logarithmic singularities. In all such cases, the singular expansion is 
known to be valid outside of the original disc of convergence of the generating func­
tion. This means that singularity analysis is automatically applicable, and precise 
asymptotic expansions of coefficients result. 

Parameters of combinatorial structures, provided they remain "simple" enough, 
lead to local deformations (via an auxiliary variable u considered near 1) of the 
functional relations defining univariate counting generating functions. Under fairly-
general conditions, such deformations are amenable to perturbation theory and ad­
mit of uniform expansions near singularities. Then, since the singularity analysis 
process preserves uniformity, limit laws result via the continuity theorem for char­
acteristic functions. In this way, the behaviour of a large number of parameters of 
elementary combinatorial structures becomes predictable. (The theory of functions 
of several complex variables is thus bypassed. See Pemantle's recent work [16] based 
on this theory for a global characterization of all the asymptotic regimes involved.) 

The generality of the singular approach makes it even possible to discuss com­
binatorial schémas at a fair level of generality [8, 9, 11, 19], the case of polynomial 
factorization (Ex. 6) being typical. Roughly, combinatorial constructions viewed 
as "singularity transformers" dictate asymptotic regimes and probabilistic laws. 
Analytic combinatorics then represents an attractive alternative to probabilistic 
methods, whenever a strong analytic structure is present—this is the case for most 
combinatorial problems that are "decomposable" and amenable to the generating 
function methodology. Very precise asymptotic information on the randomness 
properties of large random combinatorial objects results from there. This in turn 
has useful implications in the analysis of many fundamental algorithms and data 
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structures of computer science, following the steps of Knuth's pioneering works [12]. 
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Finite Metric Spaces—Combinatories. 
Geometry and Algorithms 

Nathan Linial* 

Abstract 

Finite metric spaces arise in many different contexts. Enormous bodies 
of data, scientific, commercial and others can often be viewed as large metric 
spaces. It turns out that the metric of graphs reveals a lot of interesting 
information. Metric spaces also come up in many recent advances in the 
theory of algorithms. Finally, finite submetrics of classical geometric objects 
such as normed spaces or manifolds reflect many important properties of the 
underlying structure. In this paper we review some of the recent advances in 
this area. 

2000 Mathematics Subject Classification: Combinatorics, Algorithms, 
Geometry. 
Keywords and Phrases: Finite metric spaces, Distortion, graph, Normed 
space, Approximation algorithms. 

1. Introduction 
The constantly intensifying ties between combinatorics and geometry are among 

the most significant developments in Discrete Mathematics in recent years. These 
connections are manifold, and it is, perhaps, still too early to fully evaluate this 
relationship. This article deals only with what might be called the geometrization 
of combinatorics. Namely, the idea tha t viewing combinatorial objects from a ge­
ometric perspective often yields unexpected insights. Even more concretely, we 
concentrate on finite metric spaces and their embeddings. 

To illustrate the underlying idea, it may be best to begin with a practical 
problem. There are many disciplines, scientific, technological, economic and oth­
ers, which crucially depend on the analysis of large bodies of data . Technological 
advances have made it possible to collect enormous amounts of interesting data , 
and further progress depends on our ability to organize and classify these da ta so 
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as to allow meaningful and insightful analysis. A case in point is bioinformatics 
where huge bodies of data - DNA sequences, protein sequences, information about 
expression levels etc. all await analysis. Let us consider, for example, the space of 
all proteins. For the purpose of the current discussion, a protein may be viewed as 
a word in an alphabet of 20 letters (amino acids). Word lengths vary from under 
fifty to several thousands, the most typical length being several hundred letters. At 
this writing, there are about half a million proteins whose sequence is known. Algo­
rithms were developed over the years to evaluate the similarity of different proteins, 
and there are standard computer programs that calculate distances among proteins 
very efficiently. This turns the collection of all known proteins into a metric space of 
about half a million elements. Proper analysis of this space is of great importance 
for the biological sciences. Thus, this huge body of sequence data takes a geomet­
ric form, namely, a finite metric space, and it becomes feasible to use geometric 
concepts and tools in the analysis of this data. 

In the combinatorial realm proper, and in the design and analysis of algo­
rithms, similar ideas have proved very useful as well. A graph is completely char­
acterized by its (shortest path, or geodesic) metric. The analysis of this metric 
provides a lot of useful information about the graph. Moreover, given a graph 
G, one may modify G's metric by assigning nonnegative lengths to G's edges. By-
varying these edge lengths, a family of finite metrics is obtained, the properties of 
which reflect a good deal of structural information about G. We mention in passing 
that there are other useful and interesting geometric viewpoints of graphs. Thus, 
it is useful to geometrically realize a graph by assigning vectors to the vertices and 
posit that adjacent vertices correspond to orthogonal vectors. Graphs can encode 
the intersection patterns of geometric objects. These are all interesting instances of 
our basic paradigm: In the study of combinatorial objects, and especially graphs, 
it is often beneficial to develop a perspective from which the graph is perceived 
geometrically. 

Aside from what has already been thus accomplished, this approach holds a 
great promise. Combinatorics as we know it, is still a very young subject. (There is 
no official date of birth, and Euler was undoubtedly a giant in our field, but I think 
that the dawn of modern combinatorics can be dated to the 1930's). Discrete Math­
ematics stands to gain a lot from interactions with older, better established fields. 
This geometrization of combinatorics indeed creates clear and tangible connections 
with various subfields of geometry. So far the study of finite metric spaces has 
had substantial connections with the theory of finite-dimensional normed spaces, 
but it seems safe to predict that useful ties with differential geometry will soon 
emerge. With the possible incorporation of probabilistic tools, now commonplace 
in combinatorics, we can expect very exciting outcomes. 

A good sign for the vitality of this area is the large number of intriguing open 
problems. We will present here some of those that we particularly like. In a recent 
meeting (Haifa, March '02), a list of open problems in this area has been collected, 
see http://www.kam.mff.cuni.cz/matousek/haifaop.ps. More extensive surveys of 
this area can be found in [Mat02] Chapter 15, and [IndOl]. 

In view of this description, it should not come as a surprise to the reader that 

http://www.kam.mff.cuni.cz/matousek/haifaop.ps
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this theory is characterized as being 

• Asymptotic: We are mostly interested in analyzing large, finite metric spaces, 
graphs and data sets. 

• Approximate: While it is possible to postulate that the geometric situation 
agrees perfectly with the combinatorics, it is much more beneficial to investi­
gate the approximate version. This leads to a richer theory that is quantitative 
in nature. Rather than a binary question whether perfect mimicking is possi­
ble or not, we ask how well a given combinatorial object can be approximated 
geometrically. 

• Algorithmic: Existential results are very important and interesting in this 
area, but we always prefer it when such a result is accompanied by an efficient 
algorithm. 

• It is mostly comparative: There are certain classes of finite metric spaces 
that we favor. These may have a particularly simple structure or be very-
well understood. Other, less well behaved spaces are being compared to, and 
approximated by, these "nice" metrics. 

So, how should we compare between two metrics? Let (X,d) and (Y,p) be 
two metric spaces and let uo : X —r Y be a mapping between them. We quan­
tify the extent to which uo expands, resp. contracts distances: expansion(<p) = 
suPx,yex PiVdX(l^)y)) and contraction (up) = sujj,x^yeX p{lf^'^yìì • 

Finally, the main definition is: distortion (uo) = expansion(<p) • contraction^). 
In other words, we consider the tightest constants a > ß for which a > 

d(xv) — ß a l w a y s holds, and define distortion (uo) as %. We call uo an isometry 
when distortion^) = 1. This deviates somewhat from the conventional definition, 
and a map that multiplies all distances by a constant (not necessarily 1) is being 
considered here as an isometry. 

The least distortion with which (X,d) can be embedded in (Y,p) is denoted 
cy(X) = cy(X,d). If C is a class of metric spaces, then the infimum of cy(X) over 
all Y £ C is denoted by cc(X). When C is the class of finite-dimensional lp spaces 
{lp\n = 1,2,...} we denote cc(X) by cp(X). 

One of the major problems in this area is: 

Problem 1. Given a finite metric space (X,d) and a class of metrics C, find the 
(nearly) best approximation for X by a metric from C. In other words, find a metric 
space Y £ C and a map uo : X —r Y such that distortion (uo) (nearly) equals cc(X). 

The classes of metric spaces C for which this problem has so far been studied 
are: (i) Metrics of normed spaces, especially Z™ for oo > p > 1 and n = 1,2, 
(ii) Metrics of special families of graphs, most notably trees, as well as convex 
combinations thereof. 

One more convention: Speaking of lp, either means infinite dimensional lp, or, 
what is often the same, that we do not care about the dimension of the space in 
which we embed a given metric. 

To get a first feeling for this subject, let us consider the smallest nontrivial 
example. Every 3-point metric embeds isometrically into the plane, but as we show 
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now, the metric of Äi,3, the 4-vertex tree with a root and three leaves, has no 
isometric embedding into l2. Let x, resp. y, be the image of the root and the leaves 
of this tree. Since d(x, yi) = 1 and d(yi, yj) = 2 for all i ^ j , it follows that the three 
points x, iji,yj are colinear for every i ^ j . Thus, all four points are colinear, leading 
to a contradiction. It can be shown that the least distorted image of this graph in 
l2 is in the plane with 120° degree angle among the edges. Below (Section 2.) we 
present a polynomial-time algorithm that determines c2(X), the least l2 distortion 
for any finite metric (X,d). 

Another easy fact which belongs into this warm-up section is that CQO(X) = 1 
for every finite metric (X,d). That is, the space Zoo space contains an isometric 
copy of every finite metric space. 
Acknowledgment: Helpful remarks on this article by R. Krauthgamer, A. Magen, 
J. Matousek, and Yu. Rabinovich are gratefully acknowledged. 

2. Embedding into I2 

This is by far the most developed part of the theory. There are several good 
reasons for this part of the theory to have attracted the most attention so far. 
Consider the practical context, where a metric space represents some large data 
set, and where the major driving force is the search for good algorithms for data 
analysis. If the data set you need to analyze happens to be a large set of points 
in l2, there are many tools at your disposal, from geometry, algebra and analysis. 
So if your data can be well approximated in l2, this is of great practical advantage. 
There is another reason for the special status of l2 in this area. To explain it, we 
need to introduce some terminology from Banach space theory. The Banach-Mazur 
distance among two normed spaces X and Y, is said to be < c, if there is a linear 
map uo : X —r Y with distortion(<p) < c. What we are doing here may very well 
be described as a search for the metric counterpart of this highly developed linear 
theory. See [MS86] for an introduction to this field and [BL00] for a comprehensive 
cover of the nonlinear theory. The grandfather of the linear theory is the celebrated 
theorem of Dvoretzky [Dvo61]. 

Theorem 1 (Dvoretzky). For every n and e > 0, every n-dimensional normed 
space contains a k = 0(e2 • logn)-dimensional space whose Banach-Mazur distance 
from l2 is < 1 + e. 

Thus, among embeddings into normed spaces, embeddings into l2 are the hard­
est to come by. 

We begin our story with an important theorem of Bourgain [Bou85]. 

Theorem 2. Every n-point metric space 1 embeds in l2 with distortion < O(logn). 

Not only is this a fundamental result, Bourgain's proof of the theorem readily 
translates into an efficient randomized algorithm that finds, for any given finite 

1Here and elsewhere, unless otherwise stated, n = \X\, the cardinality of the metric space in 
question. 
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(X,d) an embedding in l2 of distortion < O(logn). The algorithm is so simple that 
we record it here. Given the metric space (X,d), we map every point i € I to 
uo(x), an 0(log" n)-dimensional vector. Coordinates in uo(-) correspond to subsets 
S C I , and the S-th coordinate in uo(x) is simply d(x, S), the minimum of d(x,y) 
over all y £ S. To define the map uo, we need to specify, then, the collection of 
subsets S that we utilize. These sets are selected randomly. Namely, you randomly-
select O(logn) sets of size 1, another O(logn) sets of size 2, of size 4,8..., f. 

In view of Bourgain's Theorem, several questions suggest themselves naturally: 

• Is this bound tight? The answer is positive, see Theorem 3. 
• Given that maxc2(X) over all n-point metrics is 0(logn), what about metrics 

that are closer to Z2? Is there a polynomial-time algorithm to compute c2 (X, d) 
(That is, the least distortion in an embedding of X into Z2)? Again the answer 
is affirmative, see below and Theorem 4. 

• Are there interesting families of metric spaces for which C2 is substantially-
smaller than logn? Indeed, there are, see, e.g., Theorem 5. 

So let us proceed with the answers to these questions. Expanders are graphs 
which cannot be disconnected into two large subgraphs by removing relatively few 
edges. Specifically, a graph G on n vertices is said to be an e- (edge)-expander if, 
for every set S of < n/2 vertices, there are at least e\S\ edges between S and its 
complement. It is said to be k-regular if every vertex has exactly k neighbors. 
The theory of expander graphs is a fascinating chapter in discrete mathematics 
and theoretical computer science. It is not obvious that arbitrarily large /«-regular 
graphs exist with expansion e bounded away from zero. In fact, in the early days of 
this area, conjectures to the contrary had been made. It turns out, however, that 
expanders are rather ubiquitous. For every k > 3, the probability that a randomly-
chosen /«-regular graph has expansion e > k/10 tends to 1 as the number of vertices 
n tends to 00. It turns out that the metrics of expander graphs are as far from Z2 
as possible. 2 

Theorem 3 ([LLR95], see also [Mat97, LMOO]). Let G be an n-vertex k-regular 
e-expander graph (k > 3, e > 0). Then c2(G) > clogn where c depends only on k 
and e. 

Metric geometry is by no means a new subject, and indeed metrics that embed 
isometrically into Z2 were characterized long ago (see e.g. [Blu70]). This is a special 
case of the more recent results. Let uo : X —r l2 be an embedding. The condition 
that distortion (uo) < c can be expressed as a system of linear inequalities in the 
entries of the Gram matrix corresponding to the vectors in uo(X). Therefore, the 
computation of c2(X) is an instance of semidefinite quadratic programming and can 
be found in polynomial time. 3 This formulation of the problem has, however, 
other useful consequences. The duality principle of convex programming yields a 
max-min formula for C2. 

2We freely interchange between a graph and its (shortest path) metric. 
3This is not quite accurate. Given an n-point space (X, d) and e > 0, the algorithm can 

determine Cì{X,d) with relative error < e in time polynomial in n and - . 
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Theo rem 4 ([LLR95]). For every finite metric space (X,d), 

c2 (X, d) = max, 
Ei,,':«,,,>od2(^i)%, 

^Ei,y.qì,]<od2(i,j)h,j\
, 

where the maximum is over all matrices Q so that 

1. Q is positive semidefinite, and 
2. The entries in every row in Q sum to zero. 

Consider the metric of the r-dimensional cube. As shown by Enfio [Enf69], the 
least distorted embedding of this metric is simply the identity map into l2, which 
has distortion -Jr. Our first illustration for the power of the quadratic programming 
method is that we provide a quick elementary proof for this fact, earlier proofs of 
which required heavier machinery. The rows and columns of the matrix Q are 
indexed by the 2r vertices of the r-dimensional cube. The (x, y) entry of Q is: (i) 
r — 1 if x = y, (ii) It is —1 if x and y are neighbors (they are represented by two 0,1 
vectors that differ in exactly one coordinate, and (iii) It is 1 if x and y are antipodal, 
i.e., they differ in all r coordinates, (iv) All other entries of Q are zero. We leave 
out the details and only indicate how to prove that Q is positive semidefinite. It 
is possible to express Q = (r — 1)1 — A + P, where A is the adjacency matrix of 
the r-cube and P is the (permutation) matrix corresponding to being antipodal. 
The eigenfunctions of A are well known, namely, they are the 2r Walsh functions. 
The same vectors happen to be also the eigenvectors of Q and all have nonnegative 
eigenvalues. 

As another application of this method (also from [LM00]), here is a quick proof 
of Theorem 3. It is known [AI086] that if G is a /«-regular e-expander graph and 
A is G's adjacency matrix, then the second eigenvalue of A is < k — Ö for some 
Ö that depends on k and e, but not on the size of the graph 4. It is not hard to 
show that the vertices of a graph with bounded degrees can be paired up so that 
every two paired vertices are at distance O(logn). Let P be the permutation matrix 
corresponding to such a pairing. It is not hard to establish Theorem 3 using the 
matrix Q = kl — A+ f (P — I). More sophisticated applications of this method will 
be described below (Theorem 7). 

3. Specific families of graph metrics 
For various graph families, it is possible find embeddings into Z2 with distortion 

asymptotically smaller than log n. This often applies as well to graphs with arbitrary 
nonnegative edge lengths. 

3.1. Trees 

4 .4's first eigenvalue is clearly k. This is the combinatorial analogue of Cheeger's Theo­
rem [Che70] about the spectrum of the Laplacian. 
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The metrics of trees are quite restricted. They can be characterized through a 
four-term inequality (e.g. [DL97]). It is also not hard to see that every tree metric 
embeds isometrically into l\. They can also be embedded into Z2 with a relatively-
low distortion. 

Theorem 5 (Matousek [Mat99]). Every tree on n vertices can be embedded into 
l2 with distortion < 0(\/loglogn). 

Bourgain [Bou86] had earlier shown that this bound is attained for complete 
binary trees. (See [LS] for an elementary proof of this.) 

3.2. Planar graphs 
It turns out that the metrics of planar graphs have good embedding into Z2. 

Rao [Rao99] showed: 

Theorem 6. Every planar graph embeds in l2 with distortion 0(s/logn). 

A recent construction of Newman and Rabinovich [NR02] shows that this 
bound is tight. 

3.3. Graphs of high girth 
The girth of a graph is the length of the shortest cycle in the graph. If you 

restrict your attention (as we do in this section) to graphs in which all vertex 
degrees are > 3, then it is still a major challenge to construct graphs with very high 
girth, i.e., having no short cycles. The metrics of such graphs seem far from Z2, so 
in [LLR95] it was conjectured that c2(G) > ii(g) for every graph G of girth g in 
which all vertex degrees are > 3. There are known examples of n-vertex /«-regular 
expanders whose girth is O(logn). In view of Theorem 2, such graphs show that 
this conjecture, if true, is best possible. Recently, the following was shown: 

Theorem 7 ([LMN]). Let G be a k-regular graph k > 3 with girth g. Then 
c2(G) > iiiy/g). 

Two proofs of this theorem are given in [LMN]. One is based on the notion of 
Markov Type due to Ball [Bal92]. The underlying idea of this proof is that a random 
walk on a graph with girth g and all vertex degree > 3 drifts at a constant speed 
away from its starting point for time ii(g). On the other hand, in an appropriately-
defined class of random walks in Euclidean space, at time T the walk is expected 
to be only 0(VT) away from its origin. If we compare between the graph itself and 
its image under an embedding in Z2, this discrepancy must be accounted for by a 
metrical distortion. The comparison at time T = Q(g) yields a distortion of Q(yfg). 

The other proof again employs semidefinite programming, using the matrix 
Q = al — A + ßB. Here A is the graph's adjacency matrix, and B is a 0,1 matrix 
where Bxy = 1 if x and y are at distance g/2 in G. The parameters a and ß have to 
satisfy the two conditions from Theorem 4. A key observation is that due to the high 
girth, B can be expressed as Pg/2(A) where Pj is the j - th Geronimus Polynomial, 
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a known family of orthogonal polynomials. The proof depends on the distribution 
of zeros for these polynomials, and other analytical properties that they have. 

Our present state of knowledge leads us to ask: 

Open Problem 1. How small can c2(G) be for a a graph G of girth g in which all 
vertices have degree > 3? The answer lies between ii(yfg) and 0(g). 

An earlier result of Rabinovich and Raz [RR98] reveals another connection 
between high girth and distortion. Let uo be a map from a graph of girth g to a 
graph of smaller Euler characteristic (\E\ — \V\ + 1). Then distortion^) > ii(g). 

4. Algorithmic applications 
Among the most pleasing aspects of this field, are the many beautiful appli­

cations it has to the design of new algorithms. 

4.1. Mult icommodity flow and sparsest cuts 

Flows in networks are a classical subject in discrete optimization and a topic 
of many investigations (see [Sch02] for a comprehensive coverage). You are given 
a network i.e., a graph with two specified vertices: The source s and the sink t. 
Edges have nonnegative capacities. The objective is to ship as much of a given 
commodity between s and t, subject to two conditions: (i) In every vertex other 
than s and t, matter is conserved, (ii) The flow through any edge must not exceed 
the edge capacity. Let the set S separate the vertices s and t, i.e., it contains 
exactly one of them. Define S's capacity as the sum of edge capacities over those 
edges that connect S to its complement. The Max-flow Min-cut Theorem states 
that the largest possible flow equals the minimum such capacity. 

Here we consider the k-commodity version: Now there are k source-sink pairs 
Si,ti,i = 1,2,...,/« for the z'-th commodity, and the z'-th demand is £>, > 0. We seek 
to determine the largest <j> > 0 for which it is possible to flow <j> • £>, of the z'-th 
commodity between Si and ti, simultaneously for all k > i > 1 subject to conditions 
(i) and (ii) above where in (ii) the total flow through an edge should not exceed 
its capacity. With every subset of the vertices S we associate j(S) = , ,„, • As 

before, cap(S) is the sum of the capacities of edges between S and its complement. 
The denominator dem(S') is ^ D » over all indices i so that S separates s» and £,. 
It is trivially true that <j> < "f(S), for every flow and every set S, but unlike the 
one-commodity case, min7(5) (the sparsest cut) need not equal maxcf>. As for the 
algorithmic perspective, finding max <j> is a linear program, so it can be computed 
in polynomial time. However, it is NP-hard to determine the sparsest cut. Also, 
it is interesting to find out how far maxcf> and min 7(5) can be. Consider the case 
where the underlying graph is an expander, edges have unit capacities and every 
pair of vertices form a source-sink pair with a unit demand. It is not hard to see 
that in this case <j> < Q(m'i"J„ )• O n the other hand, 



Finite Metrie Spaces—Combinatorics, Geometry and Algorithms 581 

Theorem 8 ([LLR95], see also [AR98]). In the k-commodity problem 

min-f(S) 
maxç) > il(— — ) . 

log/« 
We will be able to review the proof in Section 5.. 

4.2. Graph bandwidth 
In this computational problem, we are presented with an n-vertex graph G. 

It is required to label the vertices with distinct labels from { 1 , . . . ,n) so that the 
difference between the labels of any two adjacent vertices is not too big. Namely, 

bw(G) = min max \ip(x) — ip(y)\, 
V xyeE(G) 

where the minimum is over all 1 : 1 maps ip : V —¥ { 1 , . . . , n}. 
It is ArF-hard to compute this parameter, and for many years no decent ap­

proximation algorithm was known. However, a recent paper by Feige [FeiOO] pro­
vides a polylogarithmic approximation for the bandwidth. The statement of his 
algorithm is simple enough to be recorded here: 

1. Compute (a slight modification of) the embedding uo : G —¥ l2 that appears in 
the proof of Bourgain's Theorem 2. 

2. Select a random line Z and project uo(G) onto it. 
3. Label the vertices of G by the order at which their images appear along the 

line Z. 

Let ß(G) := maxXir ' r
r
(a)' where Br(x) is the set of those vertices in G at distance 

< r from x. It's easy to see that bw(G) > ii(ß(Gj) and an interesting feature of 
Feige's proof is that it shows that bw(G) < 0(ß(G) logc n). His paper gives c = 3.5 
which was later [DV99] improved to c = 3. 

Open Problem 2. Is it true that bw(G) < O (/3(G) logn)? 

It is not hard to see that this bound would be tight for expanders. 

4.3. Bartal's method 
The following general structure theorem of Bartal [Bar98] has numerous algo­

rithmic applications: 

Theorem 9. For every finite metric space (X,d) there is a collection of trees 
{Ti | i £ I}, each of which has X as its set of leaves, and positive weights {pi \ i £ 1} 
with Y^iPi = 1- Each of these tree metrics dominates d, i.e., distri (x,y) > d(x,y) 
for every i and every x,y £ X. On the other hand, for every x,y £ X, 

2_.Pì ' distTi(x,y) < 0(logn • log logn • d(x,y)). 
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Bartal's algorithmic paradigm is a general principle underlying the numerous 
algorithmic applications of this theorem: Given an algorithmic problem on input 
a graph or a general metric space (X,d), find a collection of tree metrics Tt and 
weights Pi as in Theorem 9. Select one of the trees at random, where Tt is selected 
with probability p». Now solve the problem for input Tt. (This description assumes, 
and this is often the case, that the original optimization problem is NP-hard in 
general, but feasible for tree metrics. 

There are two features of the proof that we'd like to mention: 
The trees Tt are HSTs. In such trees, edge lengths decrease exponentially as you 
move from the root toward the leaves. They feature prominently in many recent 
developments in this area. 
The proof makes substantial use of sparse decompositions of graphs. Given a graph, 
one seeks a probability distribution on all partitions of the vertex set, so that (i) 
Parts have small diameters (ii) Adjacent vertices are very likely to reside in the same 
part. Such partitions have proved instrumental in the design of many algorithms. 
In fact, an important tool in Rao's Theorem 6 was an earlier result [KPR93] about 
the existence of very sparse partitions for the members of any minor-closed families 
family of graphs. 

5. The mysterious h 
We know much less about metric embeddings into l\, and the attempts to 

understand them give rise to many intriguing open problems. We start by defining 
the cut metric ds on X where S Ç X, as follows: ds(x,y) = 1 if x,y are separated 
by S and is zero otherwise. A simple, but useful observation is that the collection 
of all n-point metrics in Zi form a cone C whose extreme rays are the cut metrics. 5 

The book [DL97] provides a coverage of this area. 
We are now able to complete the proof of Theorem 8. We retain the termi­

nology of the discussion around that theorem. Linear programming duality yields 
the following alternative expression for the maximum /«-commodity flow problem 

onG = (V,£7): 
, • T,Ed(i^)-CiJ 

max <b = mm —-^ — • 
EÌDj-d(sj,tj) 

Here the minimum is over all graphical metrics d on G. Namely, you assign nonneg­
ative lengths to G's edges and d is the induced shortest path metric on G's vertices. 
Now let d be the graphical metric that minimizes this expression. A slight adapta­
tion of Bourgain's embedding algorithm yields an Zi metric p so that p(i,j) < d(i,j) 
for all i,j and p(sj,tj) > 0( ,8''k ) for all j . But the minimum of -ftEn , l\ 
over Zi metrics is attained for p a cut metric, since cut metrics are the extreme rays 
of the cone of l\ metrics C. This minimum, over cut metrics is simply min *y(S), the 
sparsest cut value of the network. The conclusion follows. 

The identification between Zi metrics and the cut cone C makes it desirable 
to find an algorithm to solve linear optimization problems whose feasible set is this 

5For each n, the n-point metrics in l\ form a cone C„, but we suppress the index n. 
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convex cone. Such an algorithm would solve at one fell swoop a host of interesting 
(and hard) problems such as max-cut, graph bisection and more. This hope is hard 
to realize, since the ellipsoid method (e.g. [Sch02]) applies only to convex bodies 
for which we have efficient membership and separation oracles. For the convex 
cone C, that would mean that we need to efficiently determine whether a given a 
real symmetric matrix M, represents the metric on n points in Zi. Moreover, if 
not, we ought to find a hyperplane (in n2 dimensions) that separates M from C. 
Unfortunately, these questions are ArF-hard (e.g. [DL97]). It becomes, therefore, 
interesting to approximate the cone C. So, can we find another cone that is close to 
C and for which computationally efficient membership and separation oracles exist? 
There is a natural candidate for the job. We say that a matrix M is in square-l2, if 
there are points x, in Z2 such that Afy = ||x» — ^illl- Let <5 be the collection of all 
all square^ matrices which are also a metric (i.e. the entries in M also satisfy the 
triangle inequality). It is not hard to see that CCS, but we ask: 

Open Problem 3. What is the smallest a = a(n), such that every n x n matrix 
M £ S can be embedded in Zi with distortion < a ? 

It is not hard to see that every finite Z2 metric embeds isometrically into l\. 
But what about the opposite direction? 

Open Problem 4. Find maxc2(X) over all (X,d) that are n-point metrics in 
l\. As we saw above, for the n = 2r vertices of the r-cube the answer is \/r = 
\Jlogn. We suspect that this is the extreme case. No example is known where C2 is 
asymptotically larger that \Jlogn. 

5.1. Dimension reduction 
Let us return to the applied aspect of this area. Even when a given metric 

space can be approximated well in some normed space, the dimension of the host 
space is quite significant. Data analysis and clustering in l2 for large N is by no 
means easy. In fact, practitioners in these areas often speak about the curse of 
dimensionality when they refer to this problem. In Z2 there is a basic result that 
answers this problem. 

Theorem 10 (Johnson Lindenstrauss [JL84]). Every n-point metric in l2 can 
be embedded into l2 with distortion < 1 + e where k < 0(1-^^). 

Here, again, the proof yields an efficient randomized algorithm. Namely, select 
a random /«-dimensional subspace and project the points to it. 

What is the appropriate analogue of this theorem for Zi metrics? 

Open Problem 5. What is the smallest k = k(n,e) so that every n-point metric 
in Zi can be embedded into if with distortion < 1 + e? 

We know very little at the moment, namely O(logn) < k < O(nlogn) for 
constant e > 0. The lower bound is trivial and the upper bound is from [Sch87, 
Tal90]. Note that if the truth is at the lower bound, then this provides an affirmative 
answer to Open Problem 4. 

file:///Jlogn
file:///Jlogn
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5.2. Planar graphs and other minor-closed families 

One of the most fascinating problems about l\ metrics is: 

Open Problem 6. Is there is an absolute constant C > 0 so that every metric of 
a planar graph embeds into l\ with distortion < CI 

Even more daringly, the same can be asked for every minor-closed family 
of graphs. Some initial success for smaller graph families has been achieved al­
ready [GNRS99]. 

5.3. Large gir th 

Is there an analogue of Theorem 7 for embeddings into Zi? 

Open Problem 7. How small can c\ (G) be for a a graph G of girth g in which all 
vertices have degree > 3? Specifically, can c\ (G) stay bounded as g tends to oo? 

6. Ramsey-type theorems for metric spaces 
The philosophy of modern Ramsey Theory, (as developed e.g. in [GRS90]) 

can be stated as follows: Large systems necessarily contain substantial "islands of 
order". Dvoretzky's Theorem certainly falls into this circle of ideas. But what 
about the metric analogues? 

Open Problem 8. What is the largest /(•,•) so that every n-point metric (X,d) 
has a subset Y of cardinality > f(n,t) with c2(Y) < tl (We mean, of course, the 
metric d restricted to the set Y.) 

For t close to 1, the answer is known, namely, f(n,t) = O(logn). For larger t 
the behavior is known to be different [BLMN]. 
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List Colouring of Graphs with at Most 
(2 — o ( l ) ) x Vertices 

Bruce Reed* Benny Sudakov t 

Abstract 

Ohba has conjectured [9] that if the graph G has 2\(G) + 1 or fewer vertices 
then the list chromatic number and chromatic number of G are equal. In this 
paper we prove that this conjecture is asymptotically correct. More precisely 
we obtain that for any 0 < e < 1, there exist an no = tto(e) such that the list 
chromatic number of G equals its chromatic number, provided 

no < \V(G)\ < ( 2 - e ) x ( G ) . 

2000 Mathematics Subject Classification: 05C15, 05D40. 
Keywords and Phrases: Probabilistic Method, Graph coloring, List-chromatic 
number. 

1. Introduction 
Recently, a host of important results on graph colouring have been obtained 

via the probabilistic method. The first author presented an invited lecture at the 
2002 International Congress of Mathematicians surveying a number of these results. 
The recent monograph [8] provides a more in depth survey of the topic. This paper 
presents one example of a result proven using the method. 

An instance of List Colouring consists of a graph G and a list L(v) of colours for 
each vertex v of G. We are asked to determine if there is an acceptable colouring of 
G, tha t is a colouring in which each vertex receives a colour from its list, and no edge 
has both its endpoints coloured with the same colour. The list-chromatic number 
of G, denoted \ l (G) '1S> t n e minimum integer k such tha t for every assignment of a 
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{1,2}CK: ^p{1,2} 

{1,3}cc yc—-^0{1,3} 

{2,3}CX^ _à){2,3} 

Figure 1: A bipartite graph with list chromatic number three 

list L(v) of size at least k to every vertex v of G, there exist an acceptable colouring 
of G. The list-chromatic number was introduced by Vizing [11], and independently 
Erdös et al. [3]. This parameter has received a considerable amount of attention in 
recent years (see, e.g. [4], [1]). 

Clearly, by definition, x'(G) > x(G) because x(G) = k precisely if an accept­
able colouring exists when each Lv is {1,. . . , k}. However, the converse inequality is 
not true, e.g. x'(-^3,3) = 3 as can be easily verified by considering Figure 1. In fact, 
there are bipartite graphs with arbitrarily high chromatic number (indeed even for 
bipartite G, x'(G) is bounded from below by a function of the minimum degree 
which goes to infinity, see [1]). This shows that the gap between x(G) and x'(G) 
can be arbitrarily large. Moreover it shows that x'(G) can not be bound by any 
function of the chromatic number of G. This gives rise to the following intriguing 
question in the theory of graph colourings: Find conditions which guarantee the 
equality of the chromatic and list-chromatic numbers. 

There are many conjectures hypothesizing conditions on G which imply that 
x(G) = x'(G). Probably, the most famous of these is the List Colouring Conjecture 
(see [4]) which states that this is true if G is a line graph. One interesting example 
of a graph with x = X1 w a s obtained in the original paper of Erdös et al. [3]. 
They proved that if G is complete /«-partite graph with each part of size two then 
x(G) = x'(G) = k. It took nearly twenty years until Ohba [9] noticed that this 
example is actually part of much larger phenomenon. He conjectured (cf. [9]) that 
x(G) = x'(G) provided |V(G)| < 2x(G) + 1. This conjecture if it is correct is best 
possible. Indeed, let G be a complete /«-partite graph with k — 1 parts of size 2 and 
one part of size 4. Then the number of vertices of G is 2k + 2, the chromatic number 
is k and it was proved in [9] that list-chromatic number of G is at least k + 1 > k. 

In his original paper Ohba obtained that x'(G) = x(G) for all graphs G with 
|^7(G)| < X.(G) + A /2X(G) . His conjecture was settled for some other special cases 
in [2]. Recently the result of Ohba was substantially improved by the authors of 
this paper. In [10] they proved that Ohba's conjecture is true for all graphs G with 
at most | x (G) — § vertices. In this paper we want to improve this result for large 
graphs and prove that the conjecture is asymptotically correct. More precisely we 
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obtain the following theorem. 

Theorem 1 For any 0 < e < 1, there exist an no = nQ(e) such that x'(G) = x(G) 
provided nQ < \V(G)\ < (2 — e)x(G). 

The rest of this paper is organized as follows. In the next section we describe 
the main steps in the proof of Theorem 1. More precisely, we present our key lemma 
and show how to deduce from it the assertion of the theorem. We will prove this 
lemma using probabilistic arguments. In Sections 3 and 4 we discuss the main ideas 
we are going to use in the proof. We present the details of the proof in Section 5. 
Finally, the last section of the paper contains some concluding remarks. 

2. The key lemma 
In this section we present the main steps in the proof of Theorem 1. First we 

need the following lemma from [10] whose short proof we include here for the sake 
of completeness. 

Lemma 2 For any integer t, if x'(G) > t then there exist a set of lists L(v),v £ 
V(G) for which there is no acceptable colouring such that each list has at least t 
elements and the set A = övey(G)L(v) has size less than \V(G)\. 

Proof. Assume x'(G) > t and choose a set of lists L(v), v £ V(G) for which there 
is no acceptable colouring, in which each list has size at least t and which minimizes 
\A\. 

Now, if \A\ < \V(G)\ then we are done. So, we can assume the contrary. We 
consider the bipartite graph H with bipartition (A,V(G)) and an edge between c 
and v precisely if c £ L(v). If there is a matching of size \V\ in H then this matching 
saturates V and points out an acceptable colouring for the List Colouring instance 
in which no colour is used more than once. Since, there is no such acceptable 
colouring, no such matching exists. Thus there must be a smallest subset B of A 
which is not the set of endpoints of a matching in this graph and this set must 
have at most \V\ elements. Clearly, B contains at least two vertices. Now, by the 
minimality of B there is a matching M in H of size \B\ — 1 whose endpoints in A 
are in B. Further, classical results in matching theory (see e.g. Theorem 1.1.3 of 
[6]) tell us that if W is the set of endpoints of M in V then for v $ W, we have 
L(v)nB = 0. 

Let x be any vertex in G — W and replace L(v) by L(x) for every vertex v £ W. 
This yields a new List Colouring Problem in which the total number of colours in 
all lists is smaller than |„4| (since all the new list are disjoint from B). Therefore 
by the minimality of our original choice, there exist an acceptable colouring of G 
for this new Lists Colouring instance. In particular this implies that we can obtain 
an acceptable colouring of G — W for the original lists L(v). Since no colour in 
B is used in this colouring, using the colouring of W pointed out by M yields an 
extension of this colouring to a colouring of G in which no colour of B appears more 
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than once. This contradicts our assumption that there is no acceptable colouring 
for this instance and proves the lemma. D 

Proof of Theorem 1. Let 0 < e < 1 be a fixed constant and let G be a graph 
satisfying |V(G)| < (2 — e)x(G). We assume that x'(G) > x(G) and obtain a 
contradiction. Since adding an edge between vertices in different colour classes in 
an optimal colouring of G does not change x(G) and can only increase x'(G), we 
will assume that G is complete x(G)-partite graph. Thus G has a unique partition 
into x(G) stable sets. We refer to these stable sets as parts rather than colour 
classes so as to avoid confusion with the colours used in our acceptable colouring of 
G. 

Now by Lemma 2, if x'(G) > x(G) then there is an instance of List Colouring 
on G for which no acceptable colouring exists, in which each list has length at least 
x(G) and such that the size of the union of all lists L(v) is less than |V(G)|. This 
means that in an acceptable colouring at least one colour must be used on more 
than one vertex. Fortunately, it also implies that for every non-singleton part U 
there is at least one colour which appears on L(v) for more than half the vertices 
of U (since each L(v) contains more than half the colours). 

Our proof approach is simple. For each non-singleton part U, we choose some 
colour cu and colour with CJJ all the vertices of U whose list contains CJJ (thus we 
must insist that all the CJJ are distinct). We complete the colouring by finding a 
bijection between the vertices not yet coloured and the colours not yet used so that 
each such colour is in the list of the vertex with which it is matched. This yields an 
acceptable colouring in which for each part U there is at most one colour CJJ used 
on more than one vertex of U. 

To begin, we consider the case when there is some part U such that some 
colour appears on all the vertices of U. We show that we can reduce to a smaller 
problem by using any such colour for CJJ. Iteratively repeating this process yields 
a graph where no such U exists and hence, in particular, there are no parts of size 
two. 

Our choices for the remaining CJJ are discussed in the proof of the key Lemma 3 
which consists of the analysis of a probabilistic procedure for choosing the remaining 
CJJ. Unfortunately, before discussing this procedure we need to deal with some 
technical details. 

So, to begin we show that we can assume that C\v<zjjL(v) is empty for all parts 
U of size bigger than 1 in the partition of G. To see this, let U be a part of size 
at least 2 such that C\v<zjjL(v) ̂  0. Then the graph G — U has chromatic number 
x(G) — 1 and at most |V(G)| — 2 vertices and therefore also satisfies 

\V(G-U)\ < \V(G)\-2 < (2-e)x(G)-2 = (2-e)(X(G)-l)-e < (2-e)X(G-U). 

Note that it also satisfies x'(G — U)> x(G — U) = x(G) — 1 since otherwise we can 
obtain an acceptable colouring of G from the lists L(v). Indeed, let c be a colour in 
riveijL(v). Since x'(G — U) = x(G) — 1, we know there is an acceptable colouring 
of G — U from the lists L(v) — c. Colouring all vertices in U with c we obtain an 
extension of this colouring to an acceptable colouring of G from the original lists, a 
contradiction. Therefore we will consider the graph G — U instead of G and continue 
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this process until we obtain a graph G' and an instance of List Colouring on G' 
with the following properties. 

• G' is x(G')-partite graph which satisfies |V(G')| < (2 — e)x(G'). 
• Each list L'(v) has length at least x(G') and there is no acceptable colouring 

of G' from L'(v). 
• The size of the union of all lists is less than |V(G')|. 
• r\V£uL'(v) is empty for all parts of size bigger than 1 in the partition of G'. 

Since the size of the lists is x(G') > |V(G')|/2 we obtain that L'(x) n L'(y) 
is non empty for any two vertices {x,y} in G'. In particular this implies that in 
the partition of G' there are no parts of size two. Note that the original graph G 
has at most |F(G)|/2 parts of size > 2 and each time we removed such a part the 
chromatic number of the remaining graph decreased by one. Therefore we decrease 
chromatic number of G by at most |F(G)|/2 and hence the remaining graph G' 
should have at least 

me* > ,<(?) > ,<G) _ M > m _ m > i œ i 

vertices. So by choosing an appropriate bound on the size of |V(G)| we can make 
|V(G')I arbitrarily large. This completes our discussion of parts U for which some 
colour is in L(v) for all vertices v of U. We turn now to the technical details 
necessary before we present the rest of the ideas needed in the proof. 

Let X be the set of all the vertices in the singleton classes in the partition of 
G'. Pick m to be a sufficiently large integer constant m = m(e) and let t be an 
integer which satisfies 

^ < J£L < î±l. (2.!) 
m x(G') m 

Since in the partition of G' there are no parts of size two, we obtain that |X| + 
3(x(G') - \X\) < \V(G')\ <(2- e)x(G'). This implies that \X\ > (1 + e)x(G')/2 
and that ro/2 <t<m — 2. 

Set A = UV£G'L'(v). Let H be a bipartite graph with bipartition (X,A) and 
an edge between c and v precisely when c £ L'(v). Note that the degree of every 
vertex from X in H is at least x(G') > |V(G')|/2 > |v4|/2. Therefore by well 
known results on Zarankiewicz's problem (see, e.g., [5], Problem 10.37), H contains 
a complete bipartite graph with t vertices in X and m vertices in A. Denote the set 
of vertices from X and A by Si and C\ respectively and remove them from H. Note 
that the bound on Zarankiewicz's problem guarantees that we will continue to find a 
copy of the complete bipartite graph Kt>m in H until the minimal degree of a vertex 
in X is o(x(G'j) = o(\A\). Thus in the end we obtain at least k = (l—o(l))x(G')/m 
disjoint sets of colours C\,...,Cu and also k disjoint sets of singleton partition classes 
Si,... ,Sk, such that C, C L'(s) for every vertex s £ Si. Denote by C = UjC», by 
S = Li,*!?, and let C and S be the sizes of C and S respectively. Now using (2.1) we 
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can obtain the following inequalities 

\X\-S = \X\-kt<t—x(G')-(l + o(l))-x(G') 
m m 

= (l + o ( l ) ) - x ( G ' ) = (2 + o(l))fc<3fc 

and 

\X\ -S= \X\ -kt> t—X.(G') -(1 + o(l))-x(G') = (1 + o( l ))-X ( G , ) 

m m m 
In the above discussion and in particular in the last two inequalities we used that 
m and t are constants but |V(G')I (and thus also x(G'j) tends to infinity. 

Let W be the union of some set of r = x(G') — \C\ singleton partition classes 
which do not belong to S. Such a set W exists, since the number of singleton 
partition classes outside S is at least (1 + o(l))x(G')/m >• r = x(G') — km = 
o(x(G'j). Note that we can obtain an acceptable colouring of W with the lists 
L' (v) — C greedily, since the size of V (v) — C is equal to r. Let T be the set of r 
colours used to colour W in one such acceptable colouring. Denote by G" = G' — W 
and let L"(v) = L'(v) — T for every vertex v £ G". Then to finish the proof it is 
enough to show the existence of an acceptable colouring of the G" from the set of 
lists L"(v). 

By definition, we have that x(G") = x(G') —r= \C\ = C and G" is a complete 
C partite graph. The number of vertices of G" satisfies 

\V(G")\ = \V(G')\ -r< \V(G')\ < (2 - e)x(G') = (1 + o(l))(2 - e)x(G"). 

So by choosing ö = e/2 we obtain that |F(G")| < (2 — ö)x(G"). This together with 
above discussion implies that G" satisfies all the condition (1-5) of the next lemma. 
This lemma guarantees the existence of an acceptable colouring of G" from the set 
of lists L"(v) and completes the proof of Theorem 1. 

Lemma 3 Let 0 < 5 < 1 be a constant and let C, S, k, m, t and n be integers with 
m > 6/ö, C = km, S = kt and n < (2 — 8)C. Suppose, in addition, that m is 
fixed and n (and hence C) is a sufficiently large function ofm. Let G be a complete 
C-partite graph on n vertices and let L(v) be the set of lists of colours of size C one 
for each vertex v of G such that the following holds. 

1. riveijL(v) = 0 for any part U of size bigger than one in the partition of G. 
2. G contains a set of vertices S of size S such that the vertices in S form parts of 

size one in the partition ofG. The set S is partitioned into k parts Si,... ,Sk 
each of size t. 

3. G contains no parts of size two and at most 3k singleton parts which do not 
belong to S. 

4- There exist a set of colours C of size C and its partition C\,... ,Ck into k sets 
of size m. Such that Ci C L(s) for every vertex s £ Si. In particular, for any 
subset of Ci of size t there exist an acceptable colouring of the vertices of Si 
which uses the colours in this subset. 

file:///X/-S
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5. The total number of colours in the union of all the lists L(v) is less than n. 

Then there exist an acceptable colouring of G from the lists L(v). 

We finish this section with discussion of the proof of Lemma 3. We postpone 
all the details to the subsequent sections of the paper. 
Proof Overview. The proof proceeds as follows: 

(I) We choose a random partition of each C, into two subsets Ai of size t and B, 
of size m — t where these choices are made uniformly and independently. 

(II) We use the colours in Ai to colour the vertices of Si which is possible by-
Condition 4 of the lemma. 

(III) We choose a (random) bijection between B = uf=1B, and the parts of G not in 
S in such a way that, for each part U not in S, U is equally likely to correspond 
to each colour c £ B. We denote by CJJ be the colour corresponding to U. 

(IV) For each part U not in S we colour every vertex v of U for which CJJ £ L(v) 
with the colour CJJ. 

(V) We match the set V of vertices not yet assigned a colour with the set of colours 
not yet used (i.e those colours not in C) so that every vertex is matched with 
a colour on its list. We colour each vertex of V with the colour with which it 
is matched. 

If we successfully complete this five step process, we have an acceptable colour­
ing as every colour not in B appears on at most one vertex, and every colour in B 
appears only on a subset of some part, and hence on an independent set of G. 

To prove that we can find the colouring in this fashion, we need to describe and 
analyze our method for choosing the random bijection between the parts and the 
colours in C made in Steps H V , in order to show that (with positive probability) 
we can complete the colouring by finding the desired matching in Step V. 

A key tool will be Hall's Theorem which states that in a bipartite graph with 
bipartition (A,B), we can find a matching M such that every vertex of A is the 
endpoint of an edge of M provided there is no subset X of A such that setting 
N(X) = U{N(x)\x £ X} we have \N(X)\ < \X\. 

We remark that although Steps I—III are presented as though they are separate 
processes performed sequentially, in the more complicated case of our analysis we 
will need to interleave these processes by first choosing some of the B,, then choosing 
the parts with which these colours will be matched, and finally completing Step I 
and then Step III. 

To determine if we can find the desired matching in Step V, we will need to 
examine the sets L'(v) = L(v) — C for the vertices of V. Let H be a bipartite 
graph with bipartition (V , övL'(v)) and an edge between c and v precisely when 
c £ L'(v). For each vertex v, we let the weight of v, denoted w(v), be ^/"L^i- For 
any set S of vertices we use W(S) to denote the sum of the weights of the vertices 
in S. 

This definition of weight is motivated by the following immediate consequence 
of Hall's Theorem: 
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Observation 4 If we cannot find the desired matching in Step 5 then there exist a 
subset X ofV such that W(X) > 1. In this case W(V) > 1 as well. 

Proof. By Hall's Theorem there exist a subset X of V such that \N(X)\ < \X\. 
Then, we obtain that 

xex ' v n xex ' v n xex ' v n \ \ >\ 

Thus an analysis of the random parameter W(V) will be crucial to the proof of 
the lemma. In the next section, by computing the expected value of the parameter, 
we show that the lemma holds if n < C + S. In later sections, we complete the 
proof using a more complicated analysis along the same lines. 

3. The expected value of W(V) 
For each part U which is not in S, our choices in Steps I and III guarantee that 

each colour of C is equally likely to be CJJ. Thus, for each vertex v in such a part, 
the probability that v is in V, i.e., cu $ L(v), is 1 — ' ( ^ n '. Since \L(v)\ = C, 
this is —£-• So, we have: 

E(W(V'))= £ W(v)Pr(v £ V) = £ * * M = Ü ^ . (3-D 

So, if n < S + C, then this expected value is less than or equal to one. Since the 
probability that a random variable exceeds its expected value is less than one, this 
implies that we can make the choices in Steps H V so that W(V) < 1, and hence 
by Observation 4, the desired matching can be found in Step V. 

Analyzing the behaviour of the (random) weights of various subsets of V will 
allow us extend our proof technique to handle larger values of n. In doing so, the 
following definitions and observations will prove useful. 

We let A be the number of non-singleton parts. Then by Condition 3 of the 
lemma, A is at least C — S — 3k. Since each non singleton colour class has at least 
three vertices and the total number of classes is C, we obtain (2 — 8)C > n > C+2A, 
i.e., A < - ~ ' '. On the other hand, the analysis above shows that we can assume 
that n > S + C and hence that S < (l-ô)C. Thus, A > ÔC-3k = ÔC- ±C > s-^. 
Both these bounds on A will be useful in our analysis. Note also that 

m — t = — : — > : = Ô— = dm. 
k k k 

4. Completing the proof: the idea 
Let H be a bipartite graph with bipartition (V , övL'(v)) and an edge between 

c and v precisely when c £ L'(v). Our first step will be to check Hall's criterion 
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for a fixed subset of colours K in \JvL'(v) and show that the expected number of 
vertices in {v\v £ V',L'(v) Ç K} is less than \K\. 

To begin, we note that for any such v, w(v) > -̂ W. Therefore, defining the set 
SK to be SK = {v\v £ V, L'(v) Ç K}, we have that 

E ( | S A - | ) = Y P r ( w G F ' ) < |Ä"| Y W(U)PT(V £V') 
veV-S,L'(v)ÇK veV-S,L'(v)CK 

< \K\ Y W(V)PT(V £ V) = \K\E(W(V')) = \K\n^S 

vev-s 
C 

which, since n < (2 - S)C < S + A + 3k + (1 - S)C, is at most |Ä"|(1 + ^ ^ - 8). 
On the other hand, this estimate is not good enough to guarantee Hall's criterion, 
since it still can be greater than \K\. 

To improve on this bound, we use the fact that no colour c appears on the list 
of all the vertices of any non-singleton part of G. Note that k = C/m, m > 6/Ö, 
the number of non-singleton parts is A and the total number of vertices is at most 
n < (2 — 5)C < S + A + 3k + (1 — 5)C. This altogether implies that for every c, 

E(w(V'n{v\c£L'(v)})^ = E(W(V')) - Y w(w)Pr(weF') 
v€V-S,cgL'(v) 

= E(W(V')) - Y è^^^ê 
v€V-S,cgL'(v) 

n-S-A (l-ó)C + 3k 
C - C 

= 1-Ö+-<1-1 (4.1) 
m 2 

Applying this fact for the c in K allows us to improve our bound on E(|Sir |) . 
Specifically, we note that summing this bound over all the colours c in K 

E( Y WÌV'n W c e L'(")») = Y E(W(V n {w|c G L'(w)})) < (l - Ç) \K\. 

Now, each vertex v of SK contributes w(v) = l/|L'(w)| to exactly \L'(v)\ terms in 
the first sum in this equation, so its total contribution to the sum is 1. I.e., we have: 

E(|S*I) < ( l - Q 1*1-

So, we don't expect any particular set K of colours to provide an obstruction 
to finding the desired matching in the bipartite graph H in Step V. However, we 
need to handle all the K at once. In order to do so, we would like to prove that for 
each K, the size of SK is highly concentrated around its expected value and hence 
is greater than \K\ only with exponentially small probability. As above, rather 
than focusing on all the K we actually consider, for each colour c, the weight of 
the subset V'c of V consisting of those v with c on L'(v). There are two major 
difficulties which complicate our approach. 
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• some of the parts U can be very large making it impossible for us to obtain 
the desired concentration results directly (e.g., there could be a part of size 
exceeding | ) . 

• If L'(v) is very small then w(v) = l/|L'(w)| is large and putting v into V can 
have a significant effect on the weight of the various V'c. This makes proving 
a concentration result directly impossible. 

In order to deal with these problems, we proceed as follows: 
(A) We colour the "big" parts first, ignoring concentration in our computation 

and focusing only on the expected weight of the subset of V intersecting the 
big parts. We note that by considering the expected overall weight and not 
focusing on a specific V'c, we only lose a factor of ^ per part. We will define 
big parts so that there are o(l) of them, and hence the total loss will not be 
significant. 

(B) We treat u with |L'(w)| small separately using an expected value argument to 
bound the weight of the vertices in this set. 

5. Completing the proof: the details 
In this section we will complete the proof of Lemma 3 using the ideas which 

have already been discussed above. We choose an integer 6 so that 

62C , , , 62C 
-^<b(m^t)< — 

which is possible because m < ^- (this holds, since m and ö are fixed but C tends 
to infinity) and m — t > 0 (in fact it exceeds öm as we remarked at the end of 
Section 3.). We call the largest b(m — i) parts in our partition of G big, and the 
others small. Let Big be the union of the vertex sets of the big parts. We will need 
the following lemma. 

Lemma 5 Every small non-singleton partition class contains at least two v which 
satisfy: 

H'WI > £c 
Proof. Let U be a small non-singleton colour class. We already mentioned that 
every colour of C is missed by a vertex of U so ^2v€U \L'(v)\ = ^2v€U \C — L(v)\ > 
\C\ = C. Now, since there are less than n < (2 — 5)C colours in total, every L(v) 
must contain at least SC colours in C and so the largest L'(v) = L(v) — C in U has 
at most (1 — 5)C elements. Thus, the sum of \L'(v)\ over the remaining vertices of 
U is at least SC. 

Since there are at least ^- big colour classes, the largest small colour class has 
at most | r g < |f vertices. So, the second largest L'(v) has size at least 5C • ( f t ) - 1 . 
This is the desired result. D 

With this auxiliary result in hand, we can now complete the proof. We proceed 
as follows: 
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First Process: We randomly choose 6 of the C, and a partition of each of these 
into subsets Ai of size t and B, of size m — t where these choices are all made 
independently and uniformly. We then choose a uniformly random bijection between 
the b(m — t) colours in the union of these B, and the big parts. 

Second Process: We chose a partition of each remaining C, into Ai and B, where 
again these choices are uniform, independent, and independent of all the earlier 
choices. We then choose a uniformly random bijection between the colours in these 
Bi and the small parts. 

Denote by CJJ the colour which is assigned by the above bijection to the par­
tition class U. Use the colours in Ai to colour the vertices of Si and for each part 
U not in S colour every vertex v of U for which CJJ £ L(v) with the colour CJJ. 
Let V be a set of vertices not yet assigned a colour. We set V" = V — Big and 
V'" = V n Big. 

Note that V " is determined by our choices in the first process. So, using a 
computation similar to that in (3.1) we obtain 

E(W(V")) = Y w(v)Pr(v £ V") = Y 
1 L'(v) \Big\ 

L'(v) C C ' 
vEBìg vEBig 

Furthermore, by the definition of expectation, there exist at least one set of choices 
for the first process such that W(V") < E(W(V'")) = —Q- We condition on any-
such set of choices which ensures that this inequality holds. We use C P and CE 
for the conditional probability of an event and conditional expectation of a variable 
for the second process, given this set of choices. 

Let C be the union of the set of colours in the C, which were chosen in the 
first process. At the end of Section 3 we proved that m — t is at least 5m. Therefore 
\C'\ = mb = -^-j.b(m — t)< ó^1 • ̂ £- = 1^-. Hence, we have that for every v in a 
small part which is not in S, 

1+±;\m = ( 1 + i 
s I1 + To) ^ir = I1 + To) P r < " "- ' »• 

Clearly, this implies that for every subset X of the set of vertices V — S — Big we 
have 

CE(W(V" n x)) < f1 + 4 ) E{W(V" n x)). 

In particular, for every colour c 

CE(w(V"n{v\c£L'(v)})) < (l + ^)E(w(V"n{v\c£L'(v)})) (5.1) 

and also 

CE ( j y ( F » n { t . | | L > > | < - ^ } ) ) < (5.2, 
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< (i + A) E („-(„<n{„| |,<„,| <^L=} 

Before we proceed with the proof, we need the following lemma. 

Lemma 6 For every color c the probability that 

W \ ̂n{v\c£L'(v),\L'(v)\>-^}) 
I ' log n J j 

(w(v" n lu I c G L'(v), \L'(v)\ > -^-) 
\ \ I ' log n J 

> CE [WlV 
ô_ 

20 

is o(n 1 ) . 

Proof. To prove the lemma we need the following variant of a standard large 
deviation inequality for martingales. Since the proof of this inequality is essentially 
the same as other proofs which already appeared in the literature (see, e.g., Section 
3 of the survey [7]), we will omit it here. 

Given a finite set {1 ,2 , . . . , r} , let Sr denotes the set of all r! permutations or 
linear orders on this set. Let X = (X\,... ,X{) be a family of independent random 
variables, where the random variable Xj takes values in a finite set iij. Thus X takes 
values in the set 0 = F]. iij. Let n £ Sr be a random permutation independent 
from X. Suppose that the non-negative real-valued function h : 0 x Sr —¥ R satisfies 
the following two conditions for every (x,n). 

• For every j , changing the value of a coordinate Xj can change the value of 
h(x, n) by at most d. 

• Swapping any two elements in permutation n can change the value of h(x, n) 
by at most d. 

Denote by Eh the expected value of h. Then for every t > 0 we have that 

PrUh-Eh] >t\ <e " v ( , + I , ^ . 

Now fix a color c and define the function h to be 

h(x,n) = W (v" n Iv I c G L'(v), \L'(v)\ > ^ ) ) , 
\ I ' log n J j 

where (x, n) corresponds to the set of random choices for the second process. More 
precisely, xi is a random partition of the set C, into subsets Ai and B, and n is a 
random bijection between the colors in these B, and the small parts of G. Since we 
can fix one canonical ordering of these small parts we can assume that n is just a 
random permutation of the set of colors which is, by definition, independent from 
the variables x». 

Next, note that changing the outcome of the variable x», i.e., changing one 
particular Bi can only affect vertices in at most m — t small parts of G. As we 
already mentioned in the proof of Lemma 5, each small part contains at most 80/#2 
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vertices. Since we considering only vertices v satisfying \L'(v)\ > ^-^, the weight 
of such a vertex is at most w(v) = l/|L'(w)| < ^ p - Therefore, changing outcome 
of one Xi can change the value of h by at most (m — £ ) § t ^ p = O ( ^ p ) = d. 
Similarly swapping any two colors in n can affect only vertices in two small parts 
of G. So again this can only change h by at most d = O(-^fp)-

Since the total number of random variables x, and also the length of permu­
tation n are bounded by n we have that in our case (r + l)d? < 0(n(^ s^ 1) 2) = 

0( °\n). Therefore it follows form the above large deviation inequality that 

Pr(h-Eh>t= —) <e " W - H W = e
 ulo(iog2„ /nJ = e- sHio g2J = 0 ( n - i ) . 

This completes the proof of the lemma. D 
Now, using the fact that the total number of colors is at most n, we deduce 

from this lemma that with probability 1 — o(l) the following holds for every color c 

W (v" n iv I c G L'(v), \L'(v)\ > r^—]) (5.3) 
V I ' log n J y 

(w(v''n{v\c£L'(v),W(v)ì>]^-ny/ < C E 

In addition, we also want to satisfy the following inequality: 

W 

JS_ 
20' 

<(i4)«(„-(y„{ , |W . i i<^ 
Since the probability that this last inequality fails is at most 1 + L 1 0 < 1 — o(l), 
there does indeed exist a set of random choices for the second process which satisfies 
simultaneously (5.3) and (5.4). 

Fix any such set of choices. Then, combining the inequalities (5.2) and (5.4) 
together with the facts that W(V") < '-^ and V = V" U V " we obtain that 

w (v n iv I \L'(v)\ < - ^ ^ } i < w (v" n iv I \L'(v)\ < - ^ ^ } i + W(V") 
\ <• v l o g n i J \ <- ' Vlogni J 

<'^) ' E ( f f ( v " n { ' i w < vè») + ^ (5-5> 
Note that, by Lemma 5, every small non-singleton partition class contains at least 
two vertices v such that \L'(v)\ > f^C = il(n) > J±— Since the number of small 

1 v > ' 80 v ' v'og n 
A2 

ion-singleton partition classes is at least A — f^C we obtain that 

ÇV-S-Big)n{v\\L'(v)\<-jP=} < n - S - \Big\ - 2ÌA - ^-c) 
<• vlog n i \ 20 y 
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x2 
< (2-ó)C-S-\Big\-2A+— C 

ô' 2 

= (l-ó)C-\Big\ + (C-S-A)-A+— C 
£2 

< (l-ö)C-\Big\ + 3k-A+—C 

- (1-ïï<J)C'-lB*ol-

Here, in the last inequality we used that .4 > fG > — C = 3k and ó2 < Ö. 
Note that a similar computation as in (3.1) shows that for any subset Y C V — S 
the expectation E ( W ( V n Y)) = Q- In particular, for Y = (V — S — Big) n 
{v I \L'(v)\ < J±—) we obtain 

r n n \ \(V ^ S - Big) n{v\\L'(v)\ < ^S=}\ 
E\W{V"n{v\\L'(v)\<^—^ - — ^ s * / 1 

Vlogn J / / G 

5 G 
Combining this inequality with (5.5) we have 

w\vr\{v\\L'(v)\<-==n < (i + 4 i (\-U-\B%9^ '\B%g\ ('""Ml^'K^}) <- K H ' 5 C C 

<- H ) H ' ) s i 4 M 
This completes our analysis of the weight of vertices with short lists. We now 
consider the remaining vertices. 

As we already mentioned, for every color c and every non-singleton part of G 
there is at least one vertex v in this part such that c $ L(v). Since there are at 
least A — | Q G small non-singleton parts, a similar computations as in (4.1) shows 
for every color c that 

E(\¥(V" r\{v\c£L'(v)}^ 
\(V -S-Big)n{v\c£L'(v)}\ 

< 

< 

n -

(2-

( 1 -

( 1 -

( 1 -

-s-\ 

-S)C 

-6) + 

-6) + 

-6) + 

Big\ 

C 

-s~ 
c 

c-

3k 
C 
3 
m 

C 

-(A-

~ \Big\ 

S-A 

C 
\Big\ 

C 
\Big\ 

C 

' 2QG) 

-A 

\Big 
C 

Ô2 

+ ¥o 
ô2 

+ 20 

Ö2 

20 

- + 
Ö2 

20 
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ö ö2 \Biq\ „ 2 . \Biq 
< 1 -Ó+ - + — - •!—-^ < 1 - -Ö- ' y 

2 20 G - 5 G 

Combining this inequality with (5.1) and (5.3) and using the fact that V = V"U\ 
we will have that for every color c 

W (v n iv\c £ L'(v), \L'(v)\ > T-^—]) 
\ L ' log n i j 

(v" n iv\c £ L'(v), \L'(v)\ > T-^-]) + 
\ l ' log n i j 

(w(v"niv\c£L'(v),\L'(v)\>-^)) 
\ \ l ' log n i I 

< W I V" nlv\c£ L'(v), \L'(v)\ > ̂ — \ 1 + W(V") 

ö \Big\ 
< CE W 

<- CE^(v»n{.|c6L'W}) + A + S 
20 G 

< (\ + A^ E (V(V ' ' n{ W | C GL' («)})) 

< fl + A^ A ^ J-K<?h , * , \Big\ 

ö \Big\ 

20 G 

10/ V 5 G / 20 G 

< (l + ±)(l-2-s) + -?-<l-S-. (5.7) 
- v mJ \ 5 / 20 ~ 4 

Recall that 17 is a bipartite graph with bipartition (V , övL'(v)) and an edge 
between c and v precisely when c G L'(v). Let if be any subset of colours in \JvL'(v) 
and denote by SK = {v\v £ V,L'(v) Ç K}. We complete the proof of the lemma 
by showing that the graph H satisfies Hall's condition, i.e., \SK\ < \K\ for every 
set SK- Then in Step V we can match all uncoloured vertices in V with the set of 
colours yet not used and and produce an acceptable coloring of G. 

First, note that any set K of fewer than Jl— colours cannot be an obstruction 
' J v log n 

to the existence of the desired matching. Indeed, if \SK\ > \K\, then by Observation 
4 we have that W(SK) > 1- On the other hand, for every vertex v £ SK the size of 
L'(v) is at most \K\ < ,,n . Therefore we obtain a contradiction, since by (5.6) 

\ > i l v ' o g n i j \ j 

w(sK) < w (v n {« | \L'(v)\ < -^L= \) < 1 - ". n i \ _ 6_ 
Vlog ni J 2 

Turning to larger K, we note next that the inequality (5.6) yields: 

'niv\\L'(v)\< -^—) <w(v'niv\\L'(v)\<-^—))( min w(v) 
I " ' ^ l o g n J - \ I " ' - logn) J \v,\L'(v)\<j^ 

< ( i - - ì f min T7^ ì "<f^ - ì r^<r^ - (5-8) 
^ l 2J \V,\L>(V)\<^ \L'(v)\) ^ \ 2 ; logn logn l ; 
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Next, observe that the set of inequalities (5.7) imply that for any set of colours K 

SKn iv\\L'(v)\ > r-^—1 
I ' log n J 

Y w(v)-\L'(v)\ 

< E E w(«) 
c€K {v\cç.L'(v),\L'(v)\>r^} 

ceK 

Y W (V n iv I C G L'(v), \L'(V)\ > -^-} /—', \ I ' ' ' " logn J 

This, together with the inequality (5.8) yields that any set of colours K of size at 
least satisfies 

SK Clivi \L'(v)\ > 7^—) 
I ' log n J SKn 

(l - | i |ii-| + V n {w | \L'(v) 

4) logn 

< 

\v\\L'(v)\<-^-
I ' log n 

} logn 

Thus we obtain that these larger K also do not violate Hall's condition and hence 
the desired matching of Step V does indeed exist. This completes the proof. D 

6. Concluding remarks 

In this paper we proved that for every e > 0 and for every sufficiently large 
graph G of order n, the list chromatic number of G equals its chromatic number, 
provided n < (2 — e)x(G). A more careful analysys of our methods yields that 
the value of e in this result can be made as small as 0 ( 1 / log'' n) for any constant 
0 < n < 1. Nevertheless the conjecture of Ohba remains open for graphs with 
2x(G) vertices and it seems one needs new ideas to tackle this problem. Even to 
show that there is a constant N such that x'(G) = x(G) for every graph G with at 
most 2x(G) — N vertices, would be very interesting. 

In conclusion we would like to propose a related problem, which was motivated 
by Ohba's conjecture. Let t be an integer and let G be a graph with at most tx(G) 
vertices. Find the smallest constant ct such that for any such a graph G its list 
chromatic is bounded by ctx(G). Note that Ohba's conjecture if true, implies that 
c2 = 1. An additional intriguing question is to determine graphs with |V(G)| < 
tx(G) and for which the ratio x'(G)/x(G) is maximal. Here the case t = 2 gives 
some indication that a complete multi-partite graph with all parts of size t may-
have this property. 
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Hard Constraints and the Bethe Lattice: 
Adventures at the Interface of 

Combinatories and Statistical Physics 

Graham R. BrightwelP Peter Winkler^ 

Abstract 

Statistical physics models with hard constraints, such as the discrete hard­
core gas model (random independent sets in a graph), are inherently combi­
natorial and present the discrete mathematician with a relatively comfortable 
setting for the study of phase transition. 

In this paper we survey recent work (concentrating on joint work of the au­
thors) in which hard-constraint systems are modeled by the space Hom(G, H) 
of homomorphisms from an infinite graph G to a fixed finite constraint graph 
H. These spaces become sufficiently tractable when G is a regular tree (of­
ten called a Cayley tree or Bethe lattice) to permit characterization of the 
constraint graphs H which admit multiple invariant Gibbs measures. 

Applications to a physics problem (multiple critical points for symmetry-
breaking) and a combinatorics problem (random coloring), as well as some 
new combinatorial notions, will be presented. 

2000 Mathematics Subject Classification: 82B20, 68R10. 
Keywords and Phrases: Hard constraints, Bethe lattice, Graph homomor­
phisms, Combinatorial phase transition. 

1. Introduction 
Recent years have seen an explosion of activity at the interface of graph theory 

and statistical physics, with probabilistic combinatorics and the theory of computing 
as major catalysts. The concept of "phase transit ion", which a short t ime ago 
most graph theorists would barely recognize, has now appeared and reappeared in 
journals as far from physics as the Journal of Combinatorial Theory (Series B). 
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Traffic between graph theory and statistical physics is already heavy enough 
to make a complete survey a book-length proposition, even if one were to assume a 
readership with knowledge of both fields. 

This article is intended for a general mathematical audience, not necessarily-
acquainted with statistical physics, but it is not to serve as an introduction to the 
field. Readers are referred to texts such as [1, 12, 17, 19] for more background. 
We will present only a small part (but we hope an interesting one) of the interface 
between combinatorics and statistical physics, with just enough background in each 
to make sense of the text. We will focus on the most combinatorial of physical 
models—those with hard constraints—and inevitably on the authors' own research 
and related work. 

We hope it will be clear from our development that there is an enormous 
amount of fascinating mathematics to be uncovered by studying statistical physics, 
quite a lot of which has been or will be connected to graph theory. What follows is 
only a sample. 

2. Random independent sets 
In what follows a graph G = (V, E) consists of a set V (finite or countably 

infinite) of nodes together with a set E of edges, each of which is an unordered pair 
of nodes. We will sometimes permit loops (edges of the form {v,v}) but multiple 
edges will not be considered or needed. We write u ~ v, and say that u is "adjacent" 
to v, if {«, v} £ E; a set U C V is said to be independent if it contains no edges. 

The degree of a node « of G is the number of nodes adjacent to u; all graphs 
considered here will be locally finite, meaning that all nodes have finite degree. A 
path in G (of length k) is a sequence «o, «i, • • •, Uk of distinct nodes with m ~ «j+i; 
if in addition Uk ~ «o we have a cycle of length k+1. If every two nodes of G are 
connected by a path, G is said to be connected. 

The plane grid Z2 is given a graph structure by putting (i,j) ~ (i',f) iff 
l*—*'l + b '— j ' l = 1- Let us carve out a big piece of Z2, say the box B2 := 
{(i,j) | —n<i,j< n). Let J be a uniformly random independent set in the graph 
B 2 ; in other words, of all sets of nodes (including the empty set) not containing an 
edge, choose one uniformly at random. What does it look like? 

Plate 1 shows such an I (in a rectangular region). Here the nodes are repre­
sented by squares, two being adjacent if they have a common vertical or horizontal 
border segment. The sites belonging to I are colored, the others omitted. It is by-
no means obvious how to obtain such a random independent set in practice; one 
cannot simply choose points one at a time subject to the independence constraint. 
In fact the set in Plate 1 was generated by Markov chain mixing, an important and 
fascinating method in the theory of computing, which has by itself motivated much 
recent work at the physics-combinatorics interface. 

It is common in statistical physics to call the nodes of B 2 sites (and the edges, 
bonds). Sites in J are said to be occupied; one may imagine that each occupied site 
contains a molecule of some gas, any two of which must be at distance greater than 
1. 
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In the figure, even occupied sites (nodes (i,j) £ I for which i+j = 0 mod 2) 
are indicated by one color, odd sites by another. A certain tendency for colors to 
clump may be observed; understandably, since occupied sites of the same parity-
may be as close as \/2 (in the Euclidean norm) but opposite-parity particles must 
be at least \fh apart. 

It stands to reason that if more "particles" were forced into J, then we might 
see more clumping. Let us weight the independent sets according to size, as follows: 
a positive real A, called the activity (or sometimes fugacity) is fixed, and then each 
independent set J is chosen with probability proportional to A'7'. We call this the 
"A-measure". Of course if A = 1 we are back to the uniform measure, but if A > 1 
then larger independent sets are favored. 

The A-measure for A ̂  1 is, to a physicist, no less natural than the uniform. 
In a combinatorial setting, such a measure might arise e.g. if the particles happen 
to be of two different types, with all "typed" independent sets equiprobable; then 
the probability that a particular set of sites is occupied is given by the A-measure 
with A = 2. 

Plate 2 shows a random J chosen when A = 3.787. The clusters have grown 
hugely as more particles were packed in. Push A up just a bit more, to 3.792, and 
something like Plate 3 is the result: one color (parity) has taken over, leaving only-
occasional islands of the other. 

Something qualitative has changed here, but what exactly? The random in­
dependent sets we have been looking at constitute what the physicists call the 
hard-core lattice gas model, or "hard-core model" for short. Readers are referred to 
the exceptionally readable article [2] in which many nice results are obtained for this 
model1. On the plane grid, the hard-core model has a "critical point" at activity 
about 3.79, above which the model is said to have experienced a phase transition. 

3. What is phase transition? 
There is no uniformity even among statistical physicists regarding the defi­

nition of phase transition; in fact, there is even disagreement about whether the 
"phases" above are the even-dominated versus odd-dominated configurations at 
high A, or the high-A regime versus the low. Technical definitions involving points 
of non-analyticity of some function miss the point for us. 

The point really is that a slight change in a parameter governing the local 
behavior of some statistical system, like the hard-core model, can produce a global 
change in the system, which may be evidenced in many ways. For example, suppose 
we sampled many independent sets in B2 at some fixed A, and for each computed 
the ratio of the number of even occupied sites to the number of odd. For low A 
these numbers would cluster around 1/2, but for high A they would follow a bimodal 
distribution; and the larger the box size n, the sharper the transition. 

Here's another, more general, consideration. Suppose we look only at inde­
pendent sets which contain all the even sites on the boundary of B 2 . For these J 

1 Readers, however, are cautioned regarding conducting a web search with key-words "hard­
core" and "model". 
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the origin would be more likely to be occupied than, say, one of its odd neighbors. 
As n grows, this "boundary influence" will fade—provided A is low. But when A is 
above the critical point, the boundary values tend to make J an even-dominated set, 
giving any even site, no matter how far away from the boundary, a non-disappearing 
advantage over any odd one. 

Computationally-minded readers might be interested in a third approach. Sup­
pose we start with a fixed independent set Jo, namely the set of all even sites in B2, 
and change it one site at a time as follows: at each tick of a clock we choose a site u 
at random. If any of «'s neighbors is occupied, we do nothing. Otherwise we flip a 
biased coin and with probability A/(l + A) we put « in J (where it may already have 
been), and with probability 1/(1 + A) we remove it (or leave it out). The result is a 
Markov chain whose states are independent sets and whose stationary distribution, 
one can easily verify, is exactly our A-measure. Thus if we do this for many steps, 
we will have a nearly perfect sample from this distribution—but how many steps 
will that take? We believe that when A is below its critical value, only polynomi-
ally (in n) steps are required—the Markov chain is said to be rapidly mixing; even 
polylogarithmic, if we count the number of steps per site. But for high A it appears 
to take time exponential in n (or perhaps in y/n) before we can expect to see an 
odd-dominated independent set. The exact relationship between phase transition 
and Markov chain mixing is complex and the subject of much study. 

All these measures rely on taking limits as the finite box B 2 grows; the very-
nice discovery of Dobrushin, Lanford and Ruelle [9, 15] is that there is a way to un­
derstand the phenomenon of phase transition as a property of the infinite plane grid. 
The idea is to extend the A-measure to a probability distribution on independent 
sets on the whole grid, then ask whether the extension is unique. 

We cannot extend the definition of the A-measure directly since A'7' is generally-
infinite, but we can ask that it behave locally like the finite measure. We say that a 
probability distribution p, on independent sets in the plane grid is a Gibbs measure 
if for any site u the probability that u is in J, given the sites in J n (Z2 \ {«}), is 
A/(l + A) if the neighborhood of u is unoccupied and, of course, 0 otherwise. 

It turns out that Gibbs measures always exist (here, and in far greater gener­
ality) but may or may not be unique. When there is more than one Gibbs measure 
we will say that there is a phase transition. For the hard-core model on Z2 , there 
is a unique Gibbs measure for low A; but above the critical value, there is a Gibbs 
measure in which the even occupied sites are dominant and another in which the 
odd sites are dominant (all other Gibbs measures are convex combinations of these 
two). How can you construct these measures? Well, for example, the even measure 
can be obtained as a limit of A-measures on boxes whose even boundary sites are 
forced to be in J. The fact that the boundary influence does not fade (in the high 
A case) implies that the even and odd Gibbs measures are different. 

We have noted that the critical value of A for the hard-core model on Z2 is 
around 3.79. This is an empirical result and all we mathematicians can prove is 
that there is at least one critical point, and all such are between 1.1 and some high 
number. It is believed that, for each d, there is just one critical value Â  on Zrf. 
It is also to be expected that Â  is decreasing in d, but only recently has it been 
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shown that the largest critical value on Zrf tends to 0 as d —¥ oo. This result was 
obtained by David Garvin and Jeff Kahn [11], two combinatorialists, using graph 
theory, geometry, topology, and lots of probabilistic combinatorics. A consequence 
of their work is that A = 1 is above the critical value(s) for sufficiently large d; this 
can be stated in a purely combinatorial way: for sufficiently high d and large n, 
most independent sets in B^ are dominated by vertices of one parity. 

In the next section we explain how we can use graphs to understand models 
with hard constraints; then, in the section following that, we will switch from Z2 to 
a much easier setting, in which we can get our hands on nice Gibbs measures. 

4. Hard constraints and graph homomorphisms 
We are interested in what are sometimes called "nearest neighbor" hard con­

straint models, where the constraints apply only to adjacent sites. Each site is to be 
assigned a "spin" from some finite set, and only certain pairs of spins are permitted 
on adjacent sites. We can code up the constraints as a finite graph H whose nodes 
are the spins, and whose edges correspond to spins allowed to appear at neighboring 
sites. This constraint graph H may have some loops; a loop at node v £ H would 
mean that neighboring sites may both be assigned spin v. We adopt the statistical 
physics tradition of reserving the letter "q" for the number of spins, that is, the 
number of nodes in H. 

The graph G (e.g. Z2, above) of sites, usually infinite but always countable 
and locally finite, is called (by us) the board. A legal assignment of spins to the 
sites of G is nothing more or less than a graph homomorphism from G to H, i.e. a 
map from the sites of G to the nodes of H which preserves edges. We denote the 
set of homomorphisms from G to H by Hom(G, H), and give it a graph structure 
by putting uo ~ ip if uo and ip differ at exactly one site of G. 

We will often confuse a graph with its set of nodes (or sites). In particular, if 
U is a subset of the nodes of G then U together with the edges of G contained in 
U constitute the "subgraph of G induced by U", which we also denote by U. 

In the hard-core model, the constraint graph H consists of two adjacent nodes, 
one of which is looped: a function from a board G to this H is a homomorphism iff 
the set of sites mapped to the unlooped node is an independent set. Plate 4 shows 
some constraint graphs found in the literature. 

When H is complete and every node is looped as well, there is no constraint 
and nothing interesting happens. 

When H is the complete graph Kq (without loops), homomorphisms to H are 
just ordinary, "proper" g-colorings of the board. (A proper g-coloring of a graph 
G is a mapping from the nodes of G to a g-element set in which adjacent nodes 
are never mapped to the same element.) This corresponds to something called the 
"anti-ferromagnetic Potts model at zero temperature". In the anti-ferromagnetic 
Potts model at positive temperature, adjacent sites are merely discouraged (by an 
energy penalty), not forbidden, from having the same spin; thus this is not a hard 
constraint model in our terminology. The q = 2 case of the Potts model is the 
famous Ising model. 
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For a general constraint graph H, we need to elevate the notion of activity to 
vector status. To each node i of H we assign a positive real activity A,, so that 
H now gets an activity vector A := (Ai , . . . , Xq). When the board G is finite, each 
homomorphism uo £ Hom(G, H) is assigned probability proportional to 

n AV(«) • 
vea 

We can think of A, as the degree to which we try to use spin i, when it is available. 
For example, if we know the spins of the neighbors of site v and consequently, 
say, spins i, j and k are allowed for v, then the A-measure forces Yr(uo(v) = i) = 
Xi/(Xi + Xj + Xk). 

When G is infinite, things get a little more complicated. A finite subset (and 
its induced subgraph) U C G will be called a "patch" and its boundary dU is the 
set of sites not in U but adjacent to some site of U. We define U+ := U U dU. If uo 
is a function on G, then uo\U denotes its restriction to the subset U. 

We say that p is a Gibbs measure for A if: for any patch U C G, and almost 
every ip £ Hom(G,B), 

Pr (uo \U = ip \U I uo \ (G - U) = ip \ (G - U)) = Pr (uo \U = ip \U I uo \dU = ip \dU) 
p u+ 

where "Pr[ /+" refers to the finite A-measure on U+. 
This definition looks messy but it just means that the probability distribution 

of a random uo inside a patch U depends only on its value on the boundary of U, 
and is the same as if U and its boundary comprised all of the board. We will see 
later that when H has a certain nice property, as it does in the case of the hard-core 
model, it suffices to check the Gibbs condition only on patches consisting of a single 
site—we call this the one-site condition. 

It is a special case of a theorem of Dobrushin [9] that there is always at least 
one Gibbs measure for any A on Hom(G, H); we are concerned with questions about 
when there is a unique Gibbs measure, and when there is a phase transition (i.e. 
more than one Gibbs measure). 

Let us again look briefly at possible implications for phase transition in the 
setting of finite boards. Given a finite board G, a constraint graph H and activities 
A, we define the point process V(G,H,X) as follows: starting from any element of 
Hom(G, H), choose a site « of G uniformly at random, and give it a fresh spin ac­
cording to the Gibbs condition, so that each 'legal' spin j is chosen with probability-
proportional to Aj. The point process is a Markov chain on Hom(G,B), and it is 
easy to check that the A-measure is a stationary distribution (which will be unique 
provided Hom(G, H) is connected, a point we will return to later). 

Running the point process for sufficiently long will thus generate a random 
homomorphism according to the A-measure. However, suppose that the finite board 
G is a large piece of an infinite board G' exhibiting a phase transition for our 
A. Then, if we start with a homomorphism arising from one Gibbs measure on 
Hom(G',B) (restricted to G), it is reasonable to expect that the point process will 
take a long time to reach a configuration resembling that from any other Gibbs 
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measure on Hom(G',B). Thus it is generally believed that, in some necessarily-
loose sense, phase transition on an infinite graph corresponds to slow convergence 
for the point process on finite subgraphs. 

5. Cayley trees and branching random walks 
Gibbs measures can be elusive and indeed it is generally a difficult task to prove 

that phase transitions occur on a typical board of interest, like Zrf. In order to get 
results and intuition physicists sometimes turn to a more tractable board, called 
by them the Bethe lattice (after Hans Bethe) and by combinatorialists, usually, the 
Cayley tree. 

We denote by T r the r-branching Cayley tree, equivalently the unique con­
nected (infinite) graph which is cycle-free and in which every site has degree r + 1 . 
T r is a vastly different animal from Zrf. It is barely connected, falling apart with 
the removal of any site; its patches have huge boundaries, comparable in size with 
the patch itself; its automorphism group is enormous. It's surprising that we can 
learn anything at all about Hom(Zrf, H) from Hom(Tr, H), and indeed we must be 
careful about drawing even tentative conclusions in either direction. Basic physical 
parameters like entropy become dodgy on non-amenable (big-boundary) boards like 
T r and a number of familiar statistical physics techniques become useless. More 
than making up for these losses, though, are the combinatorial techniques we can 
use to study Hom(Tr, H). There are even situations (e.g. in the study of information 
dissemination) where T r is the natural setting. 

We are particularly interested in Gibbs measures on Hom(T r ,B) which have 
the additional properties of being simple and invariant. 

For any site « in a tree T, let d(u) be the number of edges incident with u and 
let Ci(u),C2(u),... ,Cd(U)(u) be the connected components of T\ {«}. 

Definition 5.1 A Gibbs measure p on Hom(T, H) is simple if, for any site u£T 
and any node i £ H, the p-distributions of 

uo\Ci(u),...,uo\Cd{u)(u) 

are mutually independent given uo(u) = i. 

This condition, which is trivially satisfied by the A-measure for finite T, would 
follow from the Gibbs condition itself if fewer than two of the G,(«)'s were infinite. 

Definition 5.2 Let A(G) be the automorphism group of the board G, and for any 
subset S C Hom(G, H) and K £ A(G) let S o K := {uo o K : uo £ S}. We say that 
a measure p on Hom(G, H) is invariant if, for any p-measurable S C Hom(G,B) 
and any K £ A(G), we have p(S o K) = p(S). 

Again, this condition is trivially satisfied for finite G; but for an infinite board 
with as many automorphisms as T r , it is quite strong. Later we consider relaxing 
it slightly. For now, we might well ask, how can we get our hands on any Gibbs 
measure for Hom(T r ,B), let alone a simple, invariant one? 
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The absence of cycles in T r makes it plausible that we can get ourselves a Gibbs 
measure by building random configurations in Hom(T r ,B) one site at a time. We 
could choose a root x £ T r , assign it a random spin i £ H, then assign the neighbors 
of i randomly to the r + 1 children of x; thereafter, each time a site u gets spin j we 
give its r children random spins from among the neighbors of j . 

The process we have described can be thought of as a branching random walk 
on H. Imagine amoebas staggering from node to adjacent node of H; each time an 
amoeba steps it divides into r baby amoebas which then move independently at the 
next time step. Of course, the (usually tiny) constraint graph H is shortly piled 
high with exponentially many amoebas, but being transparent they happily ignore 
one another and go on stepping and dividing. 

To get started we have to throw the first amoeba onto H where we imagine 
that its impact will cause it to divide r + 1 ways instead of the usual r. 

Note that the r = 1 case is just ordinary random walk, started somewhere on 
the doubly-infinite path T1 and run both forward and backward. 

To determine what probabilities are used in stepping from one node of H to 
an adjacent node, we assign a positive real weight w, to each node. For convenience 
we denote by z, the sum of the weights of the neighbors of i (including i itself, if 
there is a loop at i). An amoeba-child born on node i then steps to node j with 
probability Wj/zi. If there is a loop at i, the amoeba stays at i with the appropriate 
probability, Wj/z,. 

Assuming H is connected and not bipartite2, the random walk (branching or 
not) will have a stationary distribution IT; it is easily verified that 7r, is proportional 
to WjZj for each i, and somewhat less easily verified that the mapping iv <^-¥ n is one-
to-one provided ^ w, has been normalized to 1. We use the stationary distribution 
to pick the starting point for the first amoeba, i.e. to assign a spin to the root of 

Finally, the payoff: not only does this node-weighted branching random walk 
give us a simple invariant Gibbs measure; it's the only way to get one. The following 
theorem appears in [4] but it is not fundamentally different from characterizations 
which can be found in Georgii [12] and elsewhere. 

Theo rem 5.3 Let H be a fixed connected constraint graph with node-weights iv 
and let r be a positive integer. Then the measure p induced on Hom(T r ,B) by the 
r-branching w-random walk on H is a simple, invariant Gibbs measure, for some 
activity X on H. Conversely, if H, r and X are given, then every simple, invariant 
Gibbs measure on Hom(T r ,B) is given by the r-branching random walk on H with 
nodes weighted by some iv. 

The proof is actually quite straightforward, and worth including here. Invari­
ance of p with respect to root-preserving automorphisms of T r is trivial, since the 
random walk treats all children equally; the only issue is whether the selection of 
root makes a difference. For this we need only check that for two neighboring sites 
u and v of T r , p is the same whether u is chosen as root or v is. But, either way 

2A graph is bipartite if its nodes can be partitioned into two sets neither of which contains an 
edge. Thus, for example, the existence of a looped node already prevents H from being bipartite. 
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we may choose uo(u) and uo(v) as the first two spins and the rest of the procedure 
is the same; so it suffices to check that for any (adjacent) nodes i and j of H, the 
probability that uo(u) = i and uo(v) = j is the same with either root choice. But 
these two probabilities are 

IV j Wi 
KiPij = Zì'Wì^1- = Wi'Wj = ZjtVj = TTjPji 

as desired. 
To show that p is simple is, indeed, simple: if we condition on uo(u) = i then, 

using invariance to put the root at u, the independence of uo on the r+1 components 
of T r \ {«} is evident from the definition of the branching random walk. 

The activity vector A for which p is a Gibbs measure turns out to be given by 

. _ Wi 
\ — —- • 

Let U be any finite set of sites in T r , with exterior boundary dU. On account of 
invariance of labeling, we may assume that the root x does not lie in U+ = U U dU. 

Let g £ Hom([/+ , H); we want to show that the probability that a branching 
random walk uo matches g onU, given that it matches on dU, is the same as the 
corresponding conditional probability for the A-measure. 

Let T be the subtree of T r induced by U+ and the root x; for any / £ 
Hom(T,H), 

Yr(uo \T = f) = TTf(x) • J[ Pf(u)j(v) 

zf(x)Wf(x) n 
vf(y) 
Zf(u) 

where u —¥ v means that v is a child of« in the tree. The factors Zf(u) corresponding 
to sites « in U each occur as denominator r times in the above expression, since each 
site in U has all of its r successors in T; and of course each w/(u) occurs once as a 
numerator as well. It follows that if we compare Pr(uo\T = f) with Yr(uo \T = / ' ) , 
where / ' differs from / only on U, then the value of the first is proportional to 

n ^ = n A«-, 

which means that p coincides with the finite measure, as desired. 
Now let us assume that p is a simple, invariant Gibbs measure on Hom(Tr, H) 

with activity vector A, with the intent of showing that p arises from a node-weighted 
branching random walk on H. 

We start by constructing a ^-random uo, site by site. Choose a root x of T r 

and pick uo(x) from the a priori distribution a of spins of x (and therefore, by 
invariance, of any other site). We next choose a spin for the child y oî x according 
to the conditional distribution matrix P = {pij} given by 

Pij := Pr (uo(y) = j \ uo(x) = i) ; 
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again, by invariance of p, P is the same for any pair of neighboring sites. It follows 
that a = a • P, and moreover that P is the transition matrix of a reversible Markov-
chain, since the roles of x and y can be interchanged. 

Next we proceed to the rest of the children of x, then to the grandchildren, 
etc., choosing each spin conditionally according to all sites so far decided. 

We claim, however, that the distribution of possible spins of the non-root v 
depends only on the spin of its parent «; this is so because p is simple and all sites 
so far "spun" are in components of T r \ {«} other than the component containing v. 
Thus the value of uo(v) is given by P for every site v ^ x, and it follows that p arises 
from an r-branching Markov chain with state-space H, starting at distribution a. 

Evidently for any (not necessarily distinct) nodes i, j of H, there will be pairs 
(«, v) of adjacent sites with uo(u) = i and uo(v) = j if and only if i ~ j in H. Hence 
P allows transitions only along edges of H, and there is a unique distribution n 
satisfying n • P = n; thus a = n. 

It remains only to show that P is a node-weighted random walk, and it turns 
out that a special case of the Gibbs condition for one-site patches suffices. Let j 
and j ' be nodes of H which have a common neighbor i, and suppose that all of the 
neighbors of the root x have spin i. Such a configuration will occur with positive 
probability and according to the Gibbs condition for U = {x}, 

but 

and similarly for j ' , so 

Thus the ratio 

is independent of i. 
Since P is reversible 

YT(UO(X) = f) _ Xj, 

Yi(uo(x) = j) Xj 

KjPt1 

rx\uo\x) — j) — r+1 
2^k~i nkPki 

YT(U0(X) = j') _ TTj'Ppt1 

Yl(uo(x) = j) TTjp'jf1 

Pj'i _ f^j'^j\^ 
Pji \XjTTjJ 

we have py = irjPji/iri, hence 

Pij' Kj'PjH 

Pij ITjPji 

is also independent of i, and it follows that P is a node-weighted random walk on 
H. This concludes the proof of Theorem 5.3. 

In view of Theorem 5.3, if we can understand the behavior of the map w <^-¥ X, 
we will know, given A, whether there is a nice Gibbs measure and if so whether 
there is more than one. The first issue is settled nicely in the following theorem, a 
proof of which can be found in [4] and requires some topology. A similar result was 
proved by Zachary [23]. 

file:///XjTTjJ
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Theorem 5.4 For every r > 2, every constraint graph H and every set X of activ­
ities for H, there is a node-weighted branching random walk on T r which induces a 
simple, invariant Gibbs measure on Hom(T r ,B). 

It's nice to know that we haven't required so much of our measures that they 
can fail to exist. 

A statistical physics dictum (true in great, but not unlimited, generality) says 
that there's never a phase transition in dimension 1; that holds here: 

Theorem 5.5 For any connected constraint graph H and any activity vector X, 
there is a unique simple invariant Gibbs measure on Hom(T1 ,B). 

Furthermore, in any dimension, there's always some region where the map 
iv <^-¥ X is one-to-one: 

Theorem 5.6 For any r and H there is an activity vector X for which there is only 
one simple invariant Gibbs measure on Hom(T r ,B) . 

6. Fertile and sterile graphs 
The fascination begins when we hit an H and a A which boast multiple simple, 

invariant Gibbs measures. Let us examine a particular case, involving a constraint 
graph we call the "hinge". 

The hinge has three nodes, which we associate with the colors green, yellow 
and red; all three nodes are looped and edges connect green with yellow, and yellow 
with red. Thus the only missing edge is green-red, and a uo £ T r may be thought 
of as a green-yellow-red coloring of the tree in which no green site is adjacent to a 
red one. 

The hinge constraint in fact corresponds to a discrete version of the Widom-
Rowlinson model, in which two gases (whose particles are represented by red and 
green) compete for space and are not permitted to occupy adjacent sites; see e.g. 
[3, 21, 22]. When Ared and Agreen are equal and large relative to Ayeiiow> the Widom-
Rowlinson model tends to undergo a phase transition as one gas spontaneously 
dominates the other. Plate 5 shows a red-dominated sample from the Widom-
Rowlinson model on Z2, with the unoccupied sites left uncolored instead of being 
colored yellow. 

We can see the phase transition operate on the Cayley tree T2. If the green, 
yellow and red nodes are weighted 4, 2 and 1 respectively, A (normalized to integers) 
turns out to be (49,18,49)—equal activity for green and red. How can a random 
walk which is biased so strongly toward green end up coloring a tree according 
to a Gibbs measure with symmetric specification? As a clue, let us examine a 
site « of T2 which happens to be surrounded by yellow neighbors. To be colored 
green requires that a certain amoeba stepped from yellow to green, then both of 
its children returned to yellow. Thus the conditional probability that « is green is 
proportional to 

4 / 2 

4 + 2 + 1 
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as opposed to 

4 + 2 + 1 V2+ 1 

for red, but these values are equal. 
Clearly the reversed weights 1, 2 and 4 would yield the same activity vector, 

and in fact a third, symmetric weighting, approximately 6, 7 and 6, does as well. 
Plate 6 shows pieces of T2 colored according to these three weightings. Of course 
the colorings have different proportions and are easily identifiable; checking the 
stationary distributions for the three random walks, we see that a priori a site 
is colored green with probability about 59% in the first weighting, 30% with the 
symmetric weighting and only 7% in the reversed weighting. Yet, from a conditional 
point of view, the three colorings are identical. 

It turns out that the hinge is one of seven minimal graphs each of which can 
produce a phase transition on T r for any r > 2. The graphs are pictured in Plate 7. 
We say that a graph H is fertile if Hom(Tr, H) has more than one simple, invariant 
Gibbs measure for some r and A; otherwise it is sterile. The fertile graphs are 
exactly those which contain one or more of the seven baby graphs in Plate 7 as an 
induced subgraph. It turns out that the value of r does not come into play: if the 
constraint graph is rich enough to produce a phase transition on any T r , then it 
does so for all r > 2. One way to state the result is as follows: 

Theo rem 6.1 [4] Fix r > 1 and let H be any constraint graph. Suppose that H 
satisfies the following two conditions: 

(a) Every looped node of H is adjacent to all other nodes of H; 

(b) With its loops deleted, H is a complete multipartite graph. 

Then for every activity vector on H, there is a unique invariant Gibbs measure 
on the space Hom(T r ,B). 

If H fails either condition (a) or condition (b) then there is a set of activities 
X on H for which Hom(T r ,B) has at least two simple, invariant Gibbs measures, 
and therefore X can be obtained by more than one branching random walk. 

The proof of Theorem 6.1 is far too complex to reproduce here, but reasonably-
straightforward in structure. First, a distinct pair of weightings yielding the same 
activity vector must be produced for each of the seven baby fertile graphs, and 
for each r > 2. Second, it must be demonstrated that if H contains one of the 
seven as an induced subgraph, then there are weightings (whose restrictions are 
close to those previously found) which induce phase transitions on Hom(T r ,B). 
Third, a monotonicity argument is employed to show that if H satisfies conditions 
(a) and (b) of the theorem, then the map from iv to A is injective. Finally, an easy 
graph-theoretical argument shows that H satisfies (a) and (b) precisely if it does 
not contain any of the seven baby fertile graphs as an induced subgraph. 
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7. An application to statistical physics 
Theorem 6.1 has many shortcomings, applying as it does only to hard con­

straint models on the Bethe lattice, and we must also not forget that it considers 
only the very nicest Gibbs measures. The constraint graph of the hard-core model 
is sterile, yet it can have multiple Gibbs measures on T r (or, as we saw, on Z2) if 
we relax the invariance condition. 

For H = the hinge, however, and for any r and A, there are multiple Gibbs 
measures on Hom(T r ,B) if and only if there are multiple simple, invariant Gibbs 
measures. Like the Ising model, the Widom-Rowlinson model exhibits spontaneous 
symmetry-breaking; indeed its relationship to the Ising model parallels the relation 
between nodes and edges of a graph. 

One of the nice properties known for the Ising model is that it can exhibit at 
most one critical point; but the proof of this fact does not work for the Widom-
Rowlinson model. Indeed, in [3] the methods above are used to construct a board 
G for which Hom(G, H) has three (or more) calculable critical points, with H the 
hinge. Set A = Agreen = Ared, fixing Ayeii0w = 1> so that the single parameter A 
controls the Widom-Rowlinson model. Then: 

Theo rem 7.1 There exist 0 < Xi < X2 < A3 and an infinite graph G, such that 
the Widom-Rowlinson model on G with activity X has a unique Gibbs measure for 
X £ (0, Ai] U [A2,A3], and multiple Gibbs measures for X £ (Xi,X2) U (A3,00). 

The board G constructed in [3] is a tree, but not quite a regular one; it is made 
by dangling seven new pendant sites from each site of T40. Readers are referred to 
that paper for the calculations, but the intuition is something like this. 

For low A the random coloring of G is mostly yellow, but as A rises, either 
green or red tends to take over the interior vertices as in T40. Then comes the third 
interval, where the septuplets of leaves, wanting to use both green and red, force 
more yellow on the interior vertices, relieving the pressure and restoring green-red 
symmetry. Finally the activity becomes so large that the random coloring is willing 
to give up red-green variety among the septuplets in order to avoid yellow interior 
vertices, and symmetry-breaking appears once again. 

It turns out that multiple critical points can be obtained for the hard-core 
model in a similar way. 

8. Dismantlable graphs 
In addition to the fertile and sterile graphs, a second graph dichotomy ap­

pears repeatedly in our studies: dismantlable and non-dismantlable graphs. Co-
incidentally, the term "dismantlable" as applied to graphs was coined by Richard 
Nowakowski and the second author [16] almost twenty years ago in another context 
entirely: a pursuit game on graphs. 

Two players, a cop C and a robber TZ, compete on a fixed, finite, undirected 
graph H. We will assume that H is connected and has at least one edge, although 
the concepts make sense even without these assumptions. The cop begins by placing 
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herself at a node of her choice; the robber then does the same. Then the players 
alternate beginning with C, each moving to an adjacent node. The cop wins if she 
can "capture" the robber, that is, move onto the node occupied by the robber; TZ 
wins by avoiding capture indefinitely. In doing so TZ is free to move (or even place 
himself initially) onto the same node as the cop, although that would be unwise if 
the node were looped since then C could capture him at her next move. 

Evidently the robber can win on any loopless graph by placing himself at the 
same node as the cop and then shadowing her every move; among graphs in which 
every node is looped, C clearly wins on paths and loses on cycles of length 4 or 
more. (In the game as defined in [16, 18], there is in effect a loop at every node of 
H.) 

The graph on which the game is played is said to be cop-win if C has a winning 
strategy, robber-win otherwise. The following structural characterization of cop-win 
graphs is proved in [16] for the all-loops case, but in fact the proof (which is not 
difficult, and left here as an exercise) works fine in our more general context. 

Let N(i) be the neighborhood of node i in H and suppose there are nodes i 
and j in H such that N(i) C N(j). Then the map taking i to j , and every other 
node of H to itself, is a homomorphism from H to H \ {i}. We call this a fold of the 
graph H. A finite graph H is dismantlable if there is a sequence of folds reducing 
H to a graph with one node (which will necessarily be looped). 

Note that dismantlable graphs are easily recognized in polynomial time. Plate 
8 shows some dismantlable and non-dismantlable graphs. 

The following theorem, from [5], collects a boatload of equivalent conditions. 

Theorem 8.1 The following are equivalent, for finite connected graphs H with at 
least one edge. 

1. H is dismantlable. 
2. H is cop-win. 
3. For every finite board G, Hom(G, H) is connected. 
4- For every board G, and every pair uo,ip £ Hom(G,B) agreeing on all but 

finitely many sites, there is a path in Hom(G, H) between uo and ip. 
5. There is some positive integer m such that, for every board G, every pair of 

sets U and V in G at distance at least m, and every pair of maps uo,ip £ 
Hom(G, H), there is a map 9 £ Hom(G,B) such that 9 agrees with uo on U 
and with ip on V. 

6. For every positive integer r, and every pair of maps uo,ip £ Hom(Tr, H), there 
is a site u in T r with uo(u) ^ '<P(u), a patch U containing u, and a map 
9 £ Hom(Tr, H) which agrees with ip onTr \U and with uo on u. 

7. For every board G and activity vector X, if p is a measure on Hom(G, H) 
satisfying the one-site condition, then p is a Gibbs measure. 

8. For every finite board G and activity vector X, every stationary distribution 
for the point process V(G, H, X) is a Gibbs measure. 

9. For every board G of bounded degree such that Hom(G,B) is non-empty, 
there is an activity vector X such that there is a unique Gibbs measure on 
Hom(G,H). 
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10. For every r, there is an activity vector X such that there is a unique Gibbs 
measure on Hom(T r ,B). 

We will prove here what we think, to a graph theorist, is the most interesting of 
these equivalences—(i) and (iii). Recall that two maps in Hom(G, H) are adjacent 
if they differ on one site of G. 

Let us first assume H is dismantlable. If it has only one node the connectivity 
of Hom(G, H) is trivial, since it has at most one element. Otherwise there are nodes 
i ^ j in H with N(i) C N(j) and we may assume by induction that Hom(G, H') is 
connected for H' := H\ {i}. 

Define, for uo in Hom(G, H), the map uo' in Hom(G, H') (and also in Hom(G, H)) 
by changing all i's to j ' s in the image. If a and ß are two maps in Hom(G, H) then 
there are paths from a to a', a' to ß' and ß' to ß; so Hom(G, H) is connected as 
claimed. 

For the converse, let H be non-dismantlable, and suppose that nonetheless 
Hom(G, H) is connected for all finite boards G; let q = \H\ be minimal with respect 
to these properties. 

If there are nodes i and j of H with N(i) C N(j), then H := H \ {i} is 
also non-dismantlable. In this case, we claim that the connectivity of Hom(G, H) 
implies connectivity of Hom(G, H'). To see this, define, for uo £ Hom(G, H), the 
map uo' £ Hom(G, H') by changing all i's to j ' s in the image as before. If a and 
ß are two maps in Hom(G, H'), then we may connect them by a path uo\,...,uot 
in Hom(G,B); now we observe that the not-necessarily distinct sequence of maps 
uo'i,...,uo't connects a and ß in Hom(G,H'). This contradicts the minimality of H, 
so we may assume from now on that there is no pair of nodes i ^ j in H with 
N(i) C N(j). 

Now let G be the 'weak' square of H, that is, the graph whose nodes are 
ordered pairs (ii,i2) of nodes of H with (ii,i2) ~ (ji, J2) just when ii ~ j i and 
i2 ~ j 2 . There are two natural homomorphisms from G to H, the projections ni and 
7T2, where iri(ii,i2) = i\ and n2(ii,i2) = i2; we claim that ni is an isolated point of 
the graph Hom(G,B), which certainly implies that Hom(G,B) is disconnected. 

If not, there is a map n' taking (say) (ii,i2) to k ^ ii and otherwise agreeing 
with 7Ti. Let j2 be a fixed neighbor of i2 and j \ any neighbor of i\. Then (ii,i2) ~ 
(jij J2), and hence k ~ j \ in H. We have shown that every neighbor of ii is also a 
neighbor of k, contradicting the assumption that no such pair of nodes exists in H. 
This completes the proof. 

For the last part of the proof, there is also a simpler (and smaller) construction 
that works provided H has at least one loop: see [5] or Cooper, Dyer and Frieze [8]. 

We have seen that, for a dismantlable constraint graph H, and any board G of 
bounded degree, there is some A (which can be taken to depend only on H and the 
maximum degree of G) such that there is a unique Gibbs measure on Hom(G, H). 
Dyer, Jerrum and Vigoda [10] have proved a "rapid mixing" counterpart to this 
result: given a dismantlable H, and a degree bound A, there is some A such that 
the point process V(G, H, X) is rapidly mixing for all finite graphs G with maximum 
degree at most A. Of course, if H is not dismantlable, then no such result can be 
true as Hom(G, H) need not be connected. 
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9. Random colorings of the cayley tree 

We have observed that ordinary "proper" g-colorings of a graph G are maps 
in Hom(G, Kq); since Kq is sterile, there is never more than one Gibbs measure for 
G = T r . However, we see even in the case q = 2 that multiple Gibbs measures 
exist, because each of the two 2-colorings of T r determines by itself a trivial Gibbs 
measure, as does any convex combination. However, only the | , \ combination is 
invariant under parity-changing automorphisms of T r . 

All of the Gibbs measures in the q = 2 case are, however, simple and invariant 
under all the parity-preserving automorphisms of the board. Such Gibbs measures 
are neededed to realize the phase transition for the hard-core model as well, so it 
is not surprising that it is useful to relax our requirements slightly and to consider 
these semi-invariant simple Gibbs measures. 

Fortunately we don't have to throw away all our work on invariant Gibbs 
measures in moving to semi-invariant ones. Given a constraint graph H on nodes 
1,2, ...,q which is connected and not bipartite, we form its bipartite "double", 
denoted 2H, as follows: the nodes of 2H are {1 ,2 . . . ,^}U{ —1, —2, . . . , —q} with an 
edge between i and j just when i ~ —j or —i ~ j in H. Note that 2H is loopless; 
a loop at node i in H becomes the edge {—i,i} in 2H. 

A homomorphism ip from T r to 2H induces a homomorphism \ip\ to H via 
\ip\(v) = \ip(v)\. In the reverse direction, a map uo in Hom(T r ,B) may be trans­
formed to a map uo in Hom(Tr, 2H), by putting uo(v) = uo(v) for even sites v £ T r 

and uo(v) = —uo(v) for odd v. 
Let A = (Ai , . . . , A„) be an activity vector for H and suppose that p is a simple 

invariant Gibbs measure on Hom(Tr, H) corresponding to A. From p we can obtain 
a simple invariant Gibbs measure p on Hom(T r ,2B) by selecting uo from p, and 
flipping a fair coin to decide between uo (as defined above) and —uo. Obviously p 
yields the activity vector A on 2H given by A, = Ajjj. Furthermore, the weights on 
H which produce p extend to 2H by w_, = w,. 

Conversely, suppose v is a simple invariant Gibbs measure on Hom(Tr, 2H) 
whose activity vector satisfies A_, = A, for each i. Then the measure \v\, obtained 
by choosing ip from v and taking its absolute value, is certainly an invariant Gibbs 
measure on Hom(Tr, H) for A \ { 1 , . . . , q), but is it simple? 

In fact, if the weights on 2H which produce v do not satisfy w_, = cw,, then 
\v\ will fail to be simple. To see this, observe that if the weights are not proportional 
then there are nodes i ~ j of H such that P-i,-j ^ Pij m t n e random walk on 2H. 
Suppose that \ip\ is conditioned on the color of the root iv of T r being fixed at i, 
and let x and y be distinct neighbors of iv. Set a = Yi(ip(iv) = i | |^>(w)| = i). 
Then 

Yi(\ip\(x) = j) = (1 - a)p-i-j + apij 

but 

Yr(\ip\(x) = j A |^|(y) = j) = (1 - a)p2_i_j + ap2j > Yr(\ip\(x) = j)2 

so the colors of x and y are not independent given |^|(w). 



Hard Constraints the Bethe Lattice 621 

However, we can recover simplicity at the expense of one bit worth of symme­
try. Let v+ be v conditioned on ip(u) > 0, and define v^ similarly. Then |i/+| and 
\v^\ are essentially the same as v+ and v^, respectively, and all are simple; but 
these measures are only semi-invariant. 

On the other hand, suppose p is a simple semi-invariant Gibbs measure on 
Hom(Tr, H). Let 9 be a parity-reversing automorphism of T r and define p' := p°9, 
so that \p> + \p! is fully invariant (but generally no longer simple). However, 
v := \p + \(—p!) is a simple and invariant Gibbs measure on Hom(T r ,2B), thus 
given by a node-weighted random walk on 2H. We can recover p as v+, hence: 

Theo rem 9.1 Every simple semi-invariant Gibbs measure on Hom(T r ,B) is ob­
tainable from a node-weighted branching random walk on 2H, with its initial state 
drawn from the stationary distribution on positive nodes of 2H. 

Suppose, instead of beginning with a measure, we start by weighting the nodes 
of 2H and creating a Gibbs measure as in Theorem 9.1. Suppose the activities of 
the measure are {A, : i = ±1,... ,±q}. By identifying color —i with i for each 
i > 0, we create a measure on B-colorings, but this will not be a Gibbs measure 
unless it happens that (A_i , . . . , A_g) is proportional to (Ai , . . . , Xq). 

We could assure this easily enough by making the weights proportional as 
well, e.g. by w_, = w,; then the resulting measure on Hom(G,B) could have been 
obtained directly by applying these weights to H, and is thus a fully invariant 
simple Gibbs measure. To get new, semi-invariant Gibbs measures on Hom(G, H), 
we must somehow devise weights for 2H such that w_, çt w, yet A_, oc A,. 

Restated with slightly different notation, simple semi-invariant Gibbs measures 
are in 1-1 correspondence with solutions to the "fundamental equations" 

It: f\: 

Xi = 

Ei-iVi) E 

for i = 1 , . . . , q. Such a solution will be invariant if «, = w, for each i. 
Plate 9 illustrates a semi-invariant, but not invariant, simple Gibbs measure 

for uniform 3-colorings of T3. Approximate weights of the nodes of 2H = 2K$ are 
given along with part of a sample coloring drawn from this measure. Additional 
measures may be obtained by permuting the colors or by making all the weights 
equal (invariant case). 

Results for g-colorings of T r , with q > 2 and r > 1, are as follows: 
When q < r+1, all choices of activity vector including the uniform case yield 

multiple simple semi-invariant Gibbs measures. 
When q > r+1, there is only one simple semi-invariant Gibbs measure for 

the uniform activity vector, but multiple simple semi-invariant Gibbs measures for 
some other choices of activity vector. 

The critical case is at q = r+1, that is, when the number of colors is equal 
to the degree of the Cayley tree. Here it turns out that there are multiple simple 
semi-invariant Gibbs measures for all activity vectors except the uniform case, where 
there is just one. 
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When q > r+1 and the activities are equal, the unique simple semi-invariant 
Gibbs measure is in fact the only Gibbs measure of any kind. This was conjectured 
in [6] but proved only for q > er, with fixed c > 1; Jonasson [13] has recently, 
and very nicely, finished the job. Jonasson's result is in a sense a special case of 
the conjecture that the Markov chain of g-colorings of a finite graph of maximum 
degree less than q, which progresses by choosing and recoloring sites randomly one 
at a time, mixes rapidly. So far the best result is Vigoda's [20] which proves this if 
the maximum degree is at most 6q/ll. 

When q < r+1 there are lots of other Gibbs measures, including ones we call 
frozen. These come about because it is possible for a measure to satisfy the Gibbs 
condition in a trivial and somewhat unsatisfactory way. For example, suppose we 
are g-coloring T r (with root tv) for some q < r+1, and let ip be any fixed coloring in 
which the children of every node exhibit all colors other than the color of the parent. 
Let p be the measure which assigns probability 1 to ip. Then for any finite patch 
U, which we can assume to be a subtree including the root, the colors on dU force 
the colors on the leaves of U, and we can continue inwards to show that the original 
coloring ip \ U is the only one consistent with the colors on dU. Thus p satisfies 
the Gibbs condition trivially, and is also vacuously simple—but not invariant or 
semi-invariant. We call a Gibbs measure of this type "frozen". A frozen state of 
Hom(T2,if3) is illustrated in Plate 10. For more about frozen Gibbs measures the 
reader is referred to [5]. 

In a soft constraint model such as the Potts model, frozen Gibbs measures can 
only occur at zero temperature. Since most of the time statistical physicists are in­
terested only in phases which exist at some positive temperature (and have positive 
entropy), frozen measures are generally absent from the statistical physics litera­
ture. However, they are interesting combinatorially and motivate some definitions 
in the next section. 

10. From statistical physics back to graph theory 
We conclude these notes with a theorem and a conjecture in "pure" graph 

theory, stripped of probability and physics, but suggested by the many ideas which 
have appeared in earlier sections. 

Suppose H is bipartite and we are given some uo £ Hom(T1 ,B), where the 
sites of T1 are labeled by the integers Z. Then knowing uo(n) even for a very large 
n tells us something about uo(0), namely which "part" of H it is in. We call this 
phenomenon long range action, and define it on Cayley trees as follows: If there 
is a uo £ Hom(T r ,B) and a node i £ H such that for any n, no ip £ Hom(T r ,B) 
agreeing with uo on the sites at distance n from the root can have spin i at the root, 
we say Hom(Tr, H) has long range action. 

Theo rem 10.1 If H is k-colorable then Hom(T f c_1 ,B) has long range action. 

For example, the coloring described at the end of the previous section, which 
gives rise to a frozen Gibbs measure, shows that Hom(T2,if3) (more generally, 
Hom(T r , i f r + i )) has long range action. We also see from Theorem 8.1 that 
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Hom(Tr, H) has long range action for no r if and only if H is dismantlable; of 
course then H has at least one loop and therefore has infinite chromatic number. 

Note that the theorem connects a statement about homomorphisms from H 
to a statement about homomorphisms to H. However, it is difficult to see how to 
turn a /«-coloring of H into a suitable map in Hom(T*!_1, H). Suppose, for instance, 
that H is the 5-cycle C5, with nodes represented by the integers modulo 5. We can 
get a completely frozen map in Hom(T2, C5) by making sure we use both i+1 and 
i—1 on the children of any site of spin i. But what has this map got to do with any 
3-coloring of G5? 

The proof of Theorem 10.1, found in [7], uses a vector-valued generalization 
of coloring to construct the required map in Hom(T*!_1, H). 

We now move from long range action to the familiar notion of connectivity. 
Theorem 8.1—in fact, the part whose proof is given above—tells us that Hom(G, H) 
is connected for any finite G just when H is dismantlable. Suppose we restrict 
ourselves to boards of bounded degree? If, for example, H is bipartite, Hom(if2, H) 
is already disconnected. If H = Kq then Hom(Kq, H) is extremely disconnected, 
consisting of n! isolated maps. By analogy with Theorem 10.1, we should perhaps 
be able to prove: 

Conjecture 10.2 If H is k-colorable then Hom(G, H) is disconnected for some 
finite G of maximum degree less than k. 

A proof for k = 3 appears in [7] and Lovâsz [14] has shown that the conjecture 
holds for k = 4 as well. We think that a proof of Conjecture 10.2 would have to 
capture some basic truths about graphs and combinatorial topology, and fervently 
hope that some reader of these notes will take up the challenge. 
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Face Numbers 
of 4-Polytopes and 3-Spheres 

Günter M. Ziegler* 

Abstract 

Steinitz (1906) gave a remarkably simple and explicit description of the set 
of all /-vectors f(P) = (/o, / i , /2) of all 3-dimensional convex polytopes. His 
result also identifies the simple and the simplicial 3-dimensional polytopes as 
the only extreme cases. Moreover, it can be extended to strongly regular CW 
2-spheres (topological objects), and further to Eulerian lattices of length 4 
(combinatorial objects). 

The analogous problems "one dimension higher," about the /-vectors and 
flag-vectors of 4-dimensional convex polytopes and their generalizations, are 
by far not solved, yet. However, the known facts already show that the answers 
will be much more complicated than for Steinitz' problem. In this lecture, we 
will summarize the current state of knowledge. We will put forward two crucial 
parameters of fatness and complexity: Fatness F(-P) := / i / _ -tn is large if 
there are many more edges and 2-faces than there are vertices and facets, while 
complexity C(P) := ? J°3 ? _-\n ls large if every facet has many vertices, and 
every vertex is in many facets. Recent results suggest that these parameters 
might allow one to differentiate between the cones of / - or flag-vectors of 

• connected Eulerian lattices of length 5 (combinatorial objects), 
• strongly regular CW 3-spheres (topological objects), 
• convex 4-polytopes (discrete geometric objects), and 
• rational convex 4-polytopes (whose study involves arithmetic aspects). 

Further progress will depend on the derivation of tighter /-vector inequalities 
for convex 4-polytopes. On the other hand, we will need new construction 
methods that produce interesting polytopes which are far from being simpli­
cial or simple — for example, very "fat" or "complex" 4-polytopes. In this 
direction, I will report about constructions (from joint work with Michael 
Joswig, David Eppstein and Greg Kuperberg) that yield 

• strongly regular CW 3-spheres of arbitrarily large fatness, 
• convex 4-polytopes of fatness larger than 5.048, and 
• rational convex 4-polytopes of fatness larger than 5 — e. 
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1. Introduction 
Our knowledge about the combinatorics and geometry of 4-dimensional convex 

polytopes is quite incomplete. This assessment may come as a surprise: After all, 
• 3-dimensional polytopes have been objects of intensive study since antiquity, 
• properties of convex polytopes are essential to the geometry of Euclidean spaces, 
• the regular polytopes (in all dimensions) were classified by Schläfli in 1850-52 [20], 

exactly 150 years ago, and 
• modern polytope theory has achieved truly impressive results, in particular since 

the publication of Griinbaum's volume [9] in 1967, thirty-five years ago. 
Moreover, we have a rather satisfactory picture of 3-dimensional convex polytopes 
by now, where the essential combinatorial and geometric properties of 3-dimensional 
polytopes were isolated a long time ago. Here we mention the three results that 
will be most relevant to our subsequent discussion: 
1. Steinitz [24] characterized the /-vectors (fo, fi, f2) £ Z3 of the 3-dimensional 

convex polytopes: They are the integer points in the 2-dimensional convex poly­
hedral cone that is defined by the three conditions 

/ 0 - / 1 + / 2 = 2, f2-4 < 2 ( / 0 - 4 ) , ,h^4 < 2 ( / 2 - 4 ) . 

In particular, the /-vectors of the 3-dimensional polytopes are given as all the 
integer points in a rational polyhedral cone. Furthermore, Steinitz' result in­
cludes the characterization of the polytopes with extremal /-vectors: The first 
inequality is tight if and only if the polytope is simplicial, while the second one 
is tight if and only if the polytope is simple. 

2. In 1922, Steinitz [25] published a characterization of the graphs of 3-polytopes: 
They are all the planar, three-connected graphs on at least 4 nodes. 
In modern terms (as reviewed below) and after some additional arguments the 
Steinitz theorem may be phrased as follows: Every connected finite Eulerian 
lattice of length 4 is the face lattice of a rational convex 3-polytope. 

3. The famous Koebe-Andreev-Thurston circle-packing theorem [26] implies that 
every combinatorial type of 3-polytope has a realization with all edges tangent 
to the unit sphere S2. Furthermore, the representation is unique up to Möbius 
transformations; thus, in particular, symmetric graphs/lattices have symmetric 
realizations. (See Bobenko & Springborn [6] for a powerful treatment of this 
result, and for references to its involved history.) 

This is the situation in dimension 3. The picture in dimension 4 is not only quite 
incomplete; it is also clear by now that the results for the case of 4-dimensional 
polytopes will be much more involved. So, it will be a substantial challenge for 
2006 (the centennial of Steinitz' little 2Y2-page paper [24]) to characterize the 
closures of the convex cones of /-vectors and flag-vectors for 4-polytopes. This 
paper sketches some obstacles on the way as well as some efforts that have been 
undertaken or that should and will be made towards this goal. The obstacles are 
closely linked to the three results listed above: 
1. The geometry of the set of /-vectors of 4-polytopes is rather intricate. It does 

not consist of all the integer points in its convex hull, its convex hull is not 
closed, and the cone it spans may be not polyhedral. 
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2. Moreover, the hierarchy covered by the second Steinitz theorem — connected 
Eulerian lattices, strongly regular CW spheres, convex polytopes, rational con­
vex polytopes — does not collapse in dimension 4: The set of combinatorial 
types becomes increasingly restricted in this sequence. 

3. Furthermore, the non-existence of edge-tangent representations for many types 
of 4-polytopes is an obstruction to the "E-construction" (see Section 6) that has 
recently produced sequences of interesting examples. 

Nevertheless, there is hope: The boundary complex of a 4-dimensional polytope is 
3-dimensional — thus we are in essence concerned with problems of 3-dimensional 
combinatorial geometry. That is, 4-dimensional polytopes and their faces can be 
effectively constructed, handled, and visualized. The tools that we have available 
in this context include dimensional analogy, Schlegel diagrams (see [29, Lect. 5]), 
a connection to tilings that will be outlined in Section 7, as well as computational 
tools (use Polymake [8]). 

2. /-Vectors and flag-vectors 
The combinatorial type of a convex d-dimensional polytope P (d-polytope, for 

short) is given by its face lattice L(P): This is a finite graded lattice of length d+1 
which is Eulerian, that is, every non-trivial interval contains the same number of 
elements of odd and of even rank (cf. Stanley [22, 23]). Furthermore, for d > 1 this 
lattice is connected, that is, the bipartite graph of atoms and coatoms (elements of 
rank 1 vs. elements of rank d, corresponding to vertices vs. facets) is connected. 

The primary numerical data of a polytope, or much more generally of a graded 
lattice, are the numbers / , = fi(P) of i-dimensional faces (i-faces, resp. lattice 
elements of rank d+ 1). More generally, one considers the 2d flag numbers fs = 
fs(P) (f°r S Ç {0,1,. • • ,d — 1}) that count the chains of faces with one i-face for 
each i £ S. These are collected to yield the f-vector f(P) := (fo, fi,---, fd-i) € Zrf, 
and the flag-vector flag(F) := (fs : S Ç { 0 , 1 , . . . , d — 1}) of the polytope or lattice. 
In terms of flag numbers, the bipartite graph of atoms and coatoms has fo + fa-i 
vertices and fo,d-i edges. 

For general polytopes, the components of the /-vector satisfy only one non-
trivial linear equation, the Euler-Poincaré relation /o — / i ± • • • + ( — l)d^1fd-i = 
1 + (-l)4^1. The flag-vector (with 2d components, including the /-vector) is highly-
redundant, due to the linear "generalized Dehn-Sommerville relations" (Bayer & 
Billera [3]) that allow one to reduce the number of independent components to 
Fd — 1, one less than a Fibonacci number. In particular, for d = 3 there is no 
additional information in the flag-vector, by /oi = fi2 = 2/i , 2f02 = /012 = 4/i . 
For 4-polytopes, the full flag-vector is determined by 

flag(P) : = ( / „ , / i , / 2 , / 3 ; / 0 3 ) . 

(We do not delete one of the / , via the Euler-Poincaré relation, in order to explicitly 
retain the symmetry for dual polytopes.) As an example, the flag-vector of the 4-
simplex is given by flag(A4) = (5,10,10,5; 20). The set of all /-resp. flag-vectors of 
4-polytopes will be denoted /-Vectors^-i) resp. Flag-Vectors^,!). 
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The known facts about and partial description of the sets /-Vectors^!) and 
Flag-Vectors^!) have been reviewed in detail in Grünbaum [9, Sect. 10.4], Bayer [2], 
Bayer & Lee [4, Sect. 3.8], and Höppner & Ziegler [11]. Here we will be concerned 
only with the linear known conditions that are tight at flag(A4), and concentrate 
of the case of /-vectors rather than flag-vectors. 

3. Geometry /Topology /Combinatorics 
It pays off to study the / - and flag-vector problems with respect to the following 

hierarchy of four models—a combinatorial, a topological, and two geometric ones 
(where the last one includes arithmetic aspects): 
Eulerian lattices: Let £4 be the class of all connected Eulerian lattices of length 5, 

as defined/reviewed above. (More restrictively, one could require that all 
intervals of length at least 3 must be connected.) 

Cellular spheres: Let S4 be the class strongly regular cellulations of the 3-sphere, 
that is, of all regular cell decompositions of S3 for which any intersection of 
two cells is a face of both of them (which may be empty). These objects appear 
as "regular CW 3-spheres with the intersection property" as in Björner et al. 
[5, pp. 203, 223]; following Eppstein, Kuperberg & Ziegler [7] we call them 
"strongly regular spheres." The intersection property is equivalent to the fact 
that the face poset of the cell complex is a lattice. 

Convex polytopes: V4 denotes the combinatorial types of convex 4-polytopes. 
Rational convex polytopes: Vf will denote the combinatorial types of convex 

4-polytopes that have a realization with rational (vertex) coordinates. 
We have natural inclusions 

Vf C V4 C S4 C £4. 

The first inclusion is strict due to the existence of non-rational 4-polytopes (Richter-
Gebert [18]), the second one due to the known examples of non-realizable triangu­
lated 3-spheres, the third since any strongly regular cell decomposition (e.g., a tri­
angulation) of a compact connected 3-manifold without boundary has a connected 
Eulerian face lattice of length 5. 

For each of the four classes we define its cone of flag-vectors, that is, the closure 
of the cone with apex flag(A4) that is spanned by all vectors of the form flag(F) — 
flag(A4): For each family of combinatorial types we denote by Flag-Vectors(-) the 
set of flag-vectors, and by /-Cone(-) resp. Flag-Cone(-) the corresponding closures 
of the cones of /-vectors resp. flag-vectors. So we get the inclusions 

f-Vectois(Vf) Ç /-Vectors^!) Ç / -Vec to r s^ ) Ç /-Vectors(£!), 

and 
f-Cone(Vf) C /-Cone(P4) C /-Cone(<S4) C /-Cone(jC4), 

and similarly for flag-vectors — but can we separate them? Is any of these inclusions 
strict? At the moment, that does not appear to be clear, not even if we consider 
the sets of / - or flag-vectors themselves rather than just the closures of the cones 
they span! 
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4. Fatness and complexity 
Instead of linear combinations of face numbers or flag numbers (such as the 

toric /i-vector, the cd-index etc. [4]), in the following we will rely on quotients of 
such. Thus we obtain homogeneous "density" parameters that characterize extremal 
polytopes. Such a quotient is the average vertex degree y1- = 241. However, we will 
in addition normalize the quotients such that numerator and denominator vanish for 
the simplex; then every inequality of the form "our parameter > constant" translates 
into a linear inequality that holds with equality at the simplex. Thus instead of the 
average vertex degree we would use densities like oo := 1 ~ g0 or oo := }+2i-3Z\o • 
(They are not defined for the simplex.) For both of these densities equality in the 
valid inequality 8o>2 characterizes simple 4-polytopes. 

We prefer such density parameters since they provide measures of complexity 
that are independent of the (combinatorial) "size" of the polytope. For example, 
they are essentially stable under various operations of "glueing" polytopes or "con­
nected sums" of polytopes (as in [29, p. 274]). In terms of the closed cones of/- and 
flag-vectors, the density parameters measure "how close we are to the boundary" in 
terms of a "slope." The following two parameters we call fatness and complexity: 

F ( F ) - Ï O T Ï W û '
 C ( F ) - io + i W c r 

Both parameters are self-dual: Any polytope and its polar dual have the same 
fatness and complexity. The definition of fatness given here differs from that in [7] by 
the additional normalization, which makes the inequalities below come out simpler. 
Using the generalized Dehn-Sommerville equations, one derives from /023 > 3/o3 
resp. from f02 > 3f2 and /13 > 3/i that 

C(P) < 2F(P)-2 and F(P) < 2C(P) - 2, 

with equality in the first case if and only if all facets of P are simple, and with 
equality in the second case if and only if P is 2-simple and 2-simplicial. In particular, 
G(P), Y(P) > 2 holds for all polytopes, and more generally for all Eulerian lattices of 
length 5. Furthermore we see that the two parameters are asymptotically equivalent: 
Any polytope of high fatness has high complexity, and conversely. 

In terms of complexity and fatness, we can e. g. rewrite the flag-vector inequal­
ity conjectured by Bayer [2, p. 145] as Y(P) > 2C(P) — 5; counter-examples appear 
in Section 6. Similarly, the conjectured /-vector inequality of Bayer [2, p. 149] 
becomes self-dual if we add the dual inequality — then we obtain the condition 
Y(P) < 5, which again fails on examples given below. 

Another important, self-dual inequality reads /03 — 3(/o + fa) > ^10, that is, 

C(P) > 3. 

In fact, this is the 4-dimensional case of the condition ug2
0r(P) > 0" on the toric 

h-vector [21] of a polytope; it was proved by Stanley for rational polytopes only, 
and verified for all convex polytopes by Kalai [13] with a simpler argument based 
on a rigidity result of Whiteley. It is still not established for the case of strongly-
regular 3-spheres, or for Eulerian lattices of length 5. 



630 Günter M. Ziegler 

5. The /-Vector cone for 4-polytopes 

and UO3 fs-5 
/ 1+ /2 -2O ' for 

Theorem (cf. Bayer [2, Sect. 4], Eppstein et al. [7]). 
In terms of the homogeneous coordinates tpo := . iV_2o 
(fi + /2 — 20, /o — 5, fs — 0) -space, the five linear inequalities 

ipo + 3(̂ 3 < 1 (with equality for simplicial polytopes), 
3uoo + uoz < 1 (with equality for simple polytopes), 
<A) > 0 (close-to-equality if there are much fewer vertices than other faces), 
(fs > 0 (close-to-equality if there are much fewer facets than other faces), 
fo + <P3 < f (with equality if F(P) = ^ ^ = §, which forces gfT(P) = 0) 

define a 3-dimensional closed polyhedral cone with apex flag(A4) = (0,0,0). It is a 
cone over a pentagon, which drawn to scale looks as follows: 

(i) 
(Ü) 

(iu) 
(iv) 

(v) 

The five linear inequalities are valid for /-Cone(P4), and they are tight and 
facet-defining for /-Cone(Si). 

The interesting/crucial parts of this theorem are on the one hand the existence 
of arbitrarily fat objects, which was established for strongly cellular spheres in [7, 
Sect. 4] by the Afs-construction (see Section 6), and the last inequality (v), which 
follows for polytopes from C(P) > 3 [2], but whose validity for strongly regular 
spheres is an open problem. 

Thus if Y(P) > § is valid for all strongly regular 3-spheres, then the five 
inequalities above give a complete linear description of /-Cone(<!>!). On the other 
hand, if fatness is not bounded for (rational) convex 4-polytopes, then the above 
system is a complete description of / -Cone^! ) resp. f-Cone(Vf). But if one of the 
two if s fails, then the two cones of /-vectors differ substantially! 

One can attempt to give a similar description for the 4-dimensional cones 
Flag-Cone^!) and Flag-Cone(<!>!). However, in this case the picture (compare 
Bayer [2, Sect. 2] and Höppner & Ziegler [11]) is much less complete, yet. 

In both the /-vector and in the flag-vector case the simple polytopes and the 
simplicial polytopes appear as extreme cases, and they induce facets that meet only 
at the apex (the simplex). The / - and flag-vectors of simple/simplicial 4-polytopes 
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and 3-spheres are well-known — a complete picture is given by the ^-Theorem 
(McMullen [15]), which for 4-polytopes was first established by Barnette [1] and for 
3-spheres by Walkup [27]). 

6. Constructions 
In order to prove completeness for linear descriptions of / - or flag-vector cones, 

one needs to have at one's disposal enough examples or construction techniques for 
extremal polytopes that go beyond the usual classes of "simple and simplicial" 
polytopes (neighborly, stacked, random, etc.). 

Cubical polytopes, (all of whose proper faces are combinatorial cubes) form a 
natural class of polytopes. A very specific construction by Joswig & Ziegler [12] 
produced "neighborly cubical" polytopes as special projections of suitably deformed 
ra-cubes to R4 : These are rational cubical 4-polytopes C4 with the graph of the n-
cube (for n > 4), hence with flag-vectors 

flag(C4") = ( 4 , 2 n , 3 ( n ^ 2 ) , n ^ 2 ; 8 ( n ^ 2 ) ) - 2 " - 2 . 

Thus we have rational 4-polytopes of fatness F(C4 ) arbitrarily close to 5, and com­
plexity C(C4 ) arbitrarily close to 8. (One may also show that all cubical polytopes 
and spheres satisfy Y(P) < 5 and C < 8. Indeed, for a polytope of very high fatness 
and complexity, the facets need to have a very high number of vertices on average). 

The E-construct ion. Eppstein, Kuperberg & Ziegler [7] presented and analyzed a 
particular 4-dimensional construction that produces interesting example polytopes: 
Let P C R4 be a simple 4-polytope whose ridges (2-faces) are tangent to S3; then its 
polar dual PA is a simplicial edge-tangent polytope. The E-polytope of P, obtained 
as E(P) := conv(P U PA), is then 2-simple and 2-simplicial. It has fatness 

Jo(P) + f3(P) ^ 5 

In [7], this construction was used to produce infinite families of 2-simple 2-simplicial 
polytopes — apparently the first of their kind. It was also used to construct 4-
polytopes of fatness larger than 5.048 — currently this is the largest value that has 
been observed for convex polytopes. (All simple and simplicial polytopes have fat­
ness smaller than 3.) We note, however, that the prerequisites for the E-construction 
are rather hard to satisfy. Obvious examples where they can be achieved arise from 
regular convex polytopes. On the other hand, it turned out that, for example, PA 

cannot be a stacked 4-polytope with more than 6 vertices! Moreover, for most ex­
amples the tangency-condition seems to force non-rational coordinates for P, and 
hence for PA. The analysis in [7] depends on a geometric analysis that puts the 
Klein model of hyperbolic geometry onto the interior of the 4-ball bounded by S3. 

Thus one may ask: Does the E-construction produce non-rational polytopes? 
Are there possibly flag-vectors of 2-simple 2-simplicial polytopes that cannot be 
realized by rational polytopes? While it seems quite reasonable that the E-polytope 
of the regular 120-cell, with flag-vector flag(E(P120)) = (720,3600,3600, 720; 5040), 
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fatness Y(E(Pi20)) > 5.02, and 720 biyramids over pentagons as facets, could be 
non-rational, current investigations (Paffenholz [16]) suggest that E-polytopes are 
less rigid than one would think at first glance, since in some cases the tangency 
conditions may be relaxed or dropped. 

Fat 3-spheres: The Mg-construct ion. Based on a covering space argument, 
Eppstein, Kuperberg & Ziegler [7, Sect. 4] constructed a family of strongly regular 
CW 3-spheres whose fatness is not bounded at all. The construction starts with a 
perfect cellulation of the compact connected orientable 2-manifold Mg of genus g 
with /-vector (1,2c?, 1) and "fatness" , ']_. = g. Then one shows that there is a 

finite covering Mg of Mg whose induced cell decomposition (of the same "fatness" g) 
is strongly regular. Finally, from the standard embedding of Mg x J into S3, where 
the interval J is subdivided very finely and Mg x J gets the product decomposition, 
one_obtains a cellulation of S3 whose flag vector is dominated by the flag-vector 
of Mg x J. This yields strongly regular cell decompositions of S3 whose /-vector 
is approximately proportional to (l,2g,l)* (1,1) = (l,2g + l,2g + 1,1). Thus the 
resulting spheres have fatness arbitrarily close to 2g + 1. 

Many triangulated 3-spheres. Applied to the fat 3-spheres produced by the 
Ms-construction, the E-construction yields 3-spheres with substantially more non-
simplicial facets than their number of vertices. Thus one obtains (Pfeifle [17]) that 
on a large number of vertices there are far more triangulated 3-spheres than there 
are types of simplicial 4-polytopes, thus resolving a problem of Kalai [14]. 

7. Tilings 

There are close connections between d-polytopes ( "polyhedral tilings of S4^1" ) 
and normal polyhedral tilings of Rrf_1. In particular, from 4-polytopes one may-
construct 3-dimensional tilings, for example by starting with a regular tiling of R3 

by congruent tetrahedra and then replacing the tiles by Schlegel diagrams based 
on a simplex facet. (The converse direction, from tilings of R3 to 4-polytopes, is 
non-trivial: It hinges on non-trivial liftability restrictions; see Rybnikov [19].) 

Normal tilings are face-to-face tilings of Rrf_1 by convex polytopes for which 
the inradii and circumradii of tiles are bounded from below resp. from above — see 
Grünbaum & Shephard [10, Sect. 3.2]. Of course, all components of an /-vector 
for tilings would be infinite, but one can try to define ratios, e. g. try to find the 
"average" number of vertices per tile. 

The Euler formula for tilings. Thus, for p > 0, let fi(p) be the number of all 
faces of the tiling that intersect the interior of the ball Bd(p) of radius p around 
the origin. This yields a regular decomposition of an open d-ball into convex cells; 
via one-point-compactification (e. g. generated by stereographic projection) by one 
additional vertex we obtain a regular cell-decomposition of a d-sphere; thus we 
obtain [28] that for all p > 0 

fo(p)^fi(p) + ---+hl)dfä-i(p) = (-1) d - l 
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In particular, this implies that if the limits (pi := linip-s-oo y f <„) exist, then they 

satisfy 0 < (pi < \. Furthermore, the existence of the limits (pi is automatic for 
tilings that are invariant under a full-dimensional lattice of translations, such as 
the "tilings by Schlegel diagrams" suggested above. In this case the limits (pi are 
strictly positive, and they satisfy the Euler formula for tilings, 

^-^i + èi'-' + H^Vi = o. 
For such tilings, we can also define flag-numbers (ps(p)- Then the limit p —¥ oc 
of any quotient such as Y(p) := }flJìfl exists, it is positive and finite, and it 
coincides with 

<Po + <p3 

One can construct "tilings by Schlegel diagrams" with a high (average) number 
of vertices per tile, or with a high number of tiles at each vertex. But are both 
achievable simultaneously? Equivalently, is there is a uniform upper bound on the 
fatness Y(T) of normal tilings of R3? This is not known, yet, but if fatness is 
bounded for normal 3-tilings, then it is bounded for 4-polytopes as well. 

Fat tilings. Remarkably, there are tilings that have considerably larger fatness than 
the fattest polytopes we know. In particular, a modified E-construction applied to 
suitable Schlegel 3-diagrams [29, Lect. 5] of Cn x Cn and embedding into a cubic 
tiling one obtains normal lattice-transitive tilings of fatness arbitrarily close to 6. 
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How N P Got a New Definition: A Survey 
of Probabilistically Checkable Proofs* 

Sanjeev Arora* 

Abstract 

We survey a collective achievement of a group of researchers: the PCP 
Theorems. They give new definitions of the class NP, and imply that com­
puting approximate solutions to many NP-hard problems is itself NP-hard. 
Techniques developed to prove them have had many other consequences. 

2000 Mathematics Subject Classification: 68Q10, 68Q15, 68Q17, 68Q25. 
Keywords and Phrases: Complexity theory, NP, Probabilistically check­
able proofs, Approximation algorithms. 

1. P C P theorems: an informal introduction 
Suppose a mathematician circulates a proof of an important result, say Rie­

mann Hypothesis, fitting several thousand pages. To verify it would take you and 
your doubting colleagues several years. Can you do it faster? Yes, according to the 
P C P Theorems. He can rewrite his proof so you can verify it by probabilistically-
selecting (i.e., using a source of random bits) a constant number of bits —as low 
as 3 bits—to examine in it. Furthermore, this verification has the following prop­
erties: (a) A correct proof will never fail to convince you (that is, no choice of the 
random bits will make you reject a correct proof) and (b) An incorrect proof will 
convince you with only negligible probability ( 2 - 1 0 0 if you examine 300 bits). In 
fact, a stronger assertion is t rue: if the Riemann hypothesis is false, then you are 
guaranteed to reject any string of letters placed before you with high probability-
after examining a constant number of bits, (c) This proof rewriting is completely-
mechanical—a computer could do it—and does not greatly increase its size. ( Caveat: 
Before journal editors rush to adopt this new proof verification, we should mention 
tha t it currently requires proofs written in a formal axiomatic system —such as 
Zermelo Fraenkel set theory—since computers do not understand English.) 
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ITR Grant. 

^Department of Computer Science, Princeton University, Princeton, NJ 08544, USA. Email: 
arora@cs.princeton.edu, Web page: www.cs.princeton.edu/~arora/ 
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This result has a strong ring of implausibility. A mathematical proof is invalid 
if it has even a single error somewhere. How can this error spread itself all over 
the rewritten proof, so as to be apparent after we have probabilistically examined 
a few bits in the proof? (Note that the simple idea of just making multiple copies 
of the erroneous line everywhere does not work: the unknown mathematician could 
hand you a proof in which this does not happen, yet that does not make the proof 
correct.) The methods used to achieve this level of redundancy are reminiscent of 
the theory of error-correcting codes, though they are novel and interesting in their 
own right, and their full implications are still being felt (see Section 3.). 

1.1. New definition of N P 
The PCP Theorems provide interesting new definitions for the complexity-

class NP. (Clarification: the singular form "PCP Theorem" will refer to a single 
result NP = PCP(logn, 1) proved in [3, 2], and the plural form "PCP Theorems" 
refers to a large body of results of a similar ilk, some predating the PCP Theorem.) 
Classically, NP is defined as the set of decision problems for which a "Yes" answer 
has a short certificate verifiable in polynomial time (i.e., if the instance size is n, 
then the certificate size and the verification time is rf for some fixed constant c). 
The following are two examples: 

3-SAT = satisfiable boolean formulae of the form AND of clauses of size at most 
3, e.g., (#i V -1X2 V £3) A (-i^i V x2 V £3) A (X4). (The certificate for satisfiability is 
simply an assignment to the variables that makes the formula true.) 

MATH-THEOREMZFC = set of strings of the form (T,ln) where T is a mathe­
matical statement that is a theorem in Zermelo Fraenkel set theory that has a proof 
n bits long. (The "certificate" for theoremhood is just the proof.) 

The famous conjecture P 7̂  NP —now one of seven Millenium Prize problems 
in math [19]—says that not every NP problem is solvable in polynomial time. In 
other words, though the certificate is easy to check, it is not always easy to find. 

The PCP Theorem gives a new definition of NP: it is the set of decision 
problems for which a "Yes" answer has a polynomial-size certificate which can be 
probabilistically checked using O(logn) random bits and by examing 0(1) (i.e., 
constant) number of bits in it. 

Our earlier claim about proof verification follows from the PCP Theorem, since 
M A T H - T H E O R E M Z F O is in NP, and hence there is a way to certify a YES answer 
(namely, theoremhood) that satisfies properties (a) and (b). (Property (c) follows 
from the constructive nature of the proof of the PCP Theorem in [3, 2].) 

Motivated by the PCP Theorems, researchers have proved new analogous def­
initions of other complexity classes such as PSPACE [22] and PH [43]. 

1.2. Optimization, approximation, and P C P theorems 
The P versus NP question is important because of NP-completeness (also, NP-

hardness). Optimization problems in a variety of disciplines are NP-hard [30], and 
so if P 7̂  NP they cannot be solved in polynomial time. The following is one such 
optimization problem. 
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MAX-3SAT: Given a 3-CNF boolean formula uo, find an assignment to the variables 
that maximizes the number of satisfied clauses. 

Approximation algorithms represent a way to deal with NP-hardness. An al­
gorithm achieves an approximation ratio a for a maximization problem if, for every 
instance, it produces a solution of value at least OPT/a, where OPT is the value 
of the optimal solution. (For a minimization problem, achieving a ratio a involves 
finding a solution of cost at most a OPT.) Note that the approximation ratio is 
> 1 by definition. For MAX-3SAT we now know a polynomial-time algorithm that 
achieves an approximation ratio 8/7 [40]. 

Though approximation algorithms is a well-developed research area (see [38, 
62]), for many problems no good approximation algorithms have been found. The 
PCP Theorems suggest a reason: for many NP-hard problems, including MAX-
CLIQUE, CHROMATIC NUMBER, MAX-3SAT, and SET-COVER, achieving cer­
tain reasonable approximation ratios is no easier than computing optimal solutions. 
In other words, approximation is NP-hard. For instance, achieving a ratio 8/7 — e 
for MAX-3SAT is NP-hard [37]. 

Why do the PCP Theorems lead to such results? Details appear in the sur­
vey [1] (and [Feige 2002], these proceedings), but we hint at the reason using 3SAT 
and MAX-3SAT as examples. Cook and Levin [23, 46] showed how to reduce any 
NP problem to 3SAT, by constructing, for any nondeterministic machine, a 3CNF 
formula whose satisfying assignments represent the transcripts of accepting compu­
tations. Thus it is difficult to satisfy all clauses. Yet it is easy to find assignmenent 
satisfying 1 — o(l) fraction of the clauses! The reason is that a computation tran­
script is a very non-robust object: changing even a bit affects its correctness. Thus 
the Cook-Levin reduction does not prove the inapproximability of MAX-3SAT. By-
providing a more robust representation of a computation, the PCP Theorems over­
come this difficulty. We note that MAX-3SAT is a central problem in the study of 
inapproximability: once we have proved its inapproximability, other inapproxima­
bility results easily follow (see [1]; the observation in a weaker form is originally 
from work on MAX-SNP [52]). 

1.3. History and context 
PCPs evolved from interactive proofs, which were invented by Goldwasser, Mi-

cali, and Rackoff [34] and Babai [5] as a probabilistic extension of NP and proved 
useful in cryptography and complexity theory (see Goldreich's survey [31]), includ­
ing some early versions of PCPs [29]. In 1990, Lund, Fortnow, Karloff and Nisan [48] 
and Shamir [59] showed IP=PSPACE, thus giving a new probabilistic definition of 
PSPACE in terms of interactive proofs. They introduced a revolutionary algebraic 
way of looking at boolean formulae. In restrospect, this algebraization can also 
be seen as a "robust" representation of computation. The inspiration to use poly­
nomials came from works on program checking [17] (see also [47, 11, 18]). Babai, 
Fortnow, and Lund [7] used similar methods to give a new probabilistic definition 
of NEXPTIME, the exponential analogue of NP. To extend this result to NP, 
Babai, Fortnow, Levin, and Szegedy [8] and Feige, Goldwasser, Lovâsz, Safra, and 
Szegedy [26] studied variants of what we now call probabilistically checkable proof 
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systems (Babai et al. called their systems holographic proofs). 
Feige et al. also proved the first inapproximability result in the PCP area: if 

any polynomial-time algorithm can achieve a constant approximation ratio for the 
MAX-CLIQUE problem, then every NP problem is solvable in ri°( log los"' ) time. 
This important result drew everybody's attention to the (as yet unnamed) area 
of probabilistically checkable proofs. A year later, Arora and Safra [3] formalized 
and named the class PCP and used it to give a new probabilistic definition of NP. 
(Babai et al. and Feige et al.'s results were precursors of this new definition.) They 
also showed that approximating MAX-CLIQUE is NP-hard. Soon, Arora, Lund, 
Motwani, Sudan, and Szegedy [2] proved the PCP Theorem (see below) and showed 
that MAX-SNP-hard problems do not have a PTAS if P ^ NP. Since the second 
paper relied heavily on the still-unpublished first paper, the the PCP theorem is 
jointly attributed to [3, 2]. For surveys of these developments see [6, 31, 39, 50]. 

2. Definitions and results 
Now we define the class PCP. We will use "language membership" and "de­

cision problem" interchangeably. A (r(n),q(n))-restricted verifier for a language L, 
where r,q are integer-valued functions, is a probabilistic turing machine M that, 
given an input of size n, checks membership certificates for the input in the follow­
ing way. The certificate is an array of bits to which the verifier has random-access 
(that is, it can query individual bits of the certificate). 

• The verifier reads the input, and uses 0(r(n)) random bits to compute a 
sequence of 0(q(n)) addresses in the certificate. 

• The verifier queries the bits at those addresses, and depending upon what 
they were, outputs "accept" or "reject". 

• 

Va: £ L 3 certificate II s.t. Pr[Afnaccepts] = 1, (2.1) 

V î ^ L V certificate II, Pr[M"accepts] < 1/2 (2.2) 

(In both cases the probability is over the choice of the verifier's random string.) 

YCY(r(n),q(n)) is the complexity class consisting of every language with an 
(r(n), <7(n))-restricted verifier. Since NP is the class of languages whose mem­
bership certificates can be checked by a deterministic polynomial-time verifier, 
NP = Uc>oPCP(0,nc). The PCP Theorem gives an alternative definition: NP = 
PCP(logn, 1). Other PCP-like classes have been defined by using variants of the 
definition above, and shown to equal NP (when the parameters are appropriately-
chosen). We mention some variants and the best results known for them; these are 
the "PCP Theorems" alluded to earlier. 

1. The probability 1 in condition (2.1) may be allowed to be c < 1. Such a 
verifier is said to have imperfect completeness c. 

2. The probability 1/2 in condition (2.2) may be allowed to be s < c. Such a 
verifier is said to have soundness s. Using standard results on random walks 
on expanders, it can be shown from the PCP theorem that every NP language 
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has verifiers with perfect completeness that use O(k) query bits for soundness 
2~k (here k < O(logn)). 

3. The number of query bits, which was 0(q(n)) above, may be specified more 
precisely together with the leading constant. The constant is important for 
many inapproximability results. Building upon past results on PCPs and 
using fourier analysis, Hâstad [37] recently proved that for each e > 0, every 
NP language has a verifier with completeness 1 — e, soundness 1/2 and only 3 
query bits. He uses this to show the inapproximability of MAX-3SAT upto a 
factor 8/7 — e. 

4. The free bit parameter may be used instead of query bits [27, 15]. This pa­
rameter is defined as follows. Suppose the query bit parameter is q. After the 
verifier has picked its random string, and picked a sequence of q addresses, 
there are 2q possible sequences of bits that could be contained in those ad­
dresses. If the verifier accepts for only t of those sequences, then we say that 
the free bit parameter is logt (note that this number need not be an integer). 
Samorodnitsky and Trevisan show how to reduce the soundness to 2^k /4 

using k free bits [58]. 
5. Amortized free bits may be used [15]. This parameter is lims_s.0 / s / log( l / s ) , 

where fs is the number of free bits needed by the verifier to make soundness 
< s. Hâstad [36] shows that for each e > 0, every NP language has a verifier 
that uses 0(log n) random bits and e amortized free bits. He uses this to show 
(using a reduction from [26] and modified by [27, 15]) that MAX-CLIQUE is 
inapproximable upto a factor n1^6. 

6. The certificate may contain not bits but letters from a larger alphabet S. 
The verifier's soundness may then depend upon S. In a p prover 1-round 
interactive proof system, the certificate consists of p arrays of letters from S. 
The verifier is only allowed to query 1 letter from each array. Since each letter 
of S is represented by [log |S|] bits, the number of bits queried may be viewed 
as p- [log |S | ] . Constructions of such proof systems for NP appeared in [16, 45, 
28, 14, 27, 53]. Lund and Yannakakis [49] used these proof systems to prove 
inapproximability results for SETCOVER and many subgraph maximization 
problems. The best construction of such proof systems is due to Raz and 
Safra [54]. They show that for each k < s/logn, every NP language has a 
verifier that uses O(logn) random bits, has log|S| = O(k) and soundness 
2^k. The parameter p is 0(1). 

3. Proof of the P C P theorems 
A striking feature of the PCP Theorems is that each builds upon the previous 

ones. However, a few ideas recur. First, note that it suffices to design verifiers 
for 3SAT since 3SAT is NP-complete and a verifier for any other language can 
transform the input to a 3SAT instance as a first step. The verifier then expects 
a certificate for a "yes" answer to be an encoding of a satisfying assignment; we 
define this next. 

For an alphabet S let STO denote the set of m-letter words. The distance 
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between two words x,y £ S™, denoted 8(x,y), is the fraction of indices they differ 
on. For a set C Ç S™, let the minimum distance of C, denoted min-dist(C), refer to 
minXiï/ec;x#2/ {8(x,y)} and let 5(x,C) stand for min ïGc {8(x,y)}. If min-dist(C) = 7, 
and 5(x,C) < 7/2, then triangle inequality implies there is a unique y £ C such that 
8(x,y) = 8(x,C). We will be interested in C such that min-dist(C) > 0.5; such sets 
are examples of error-correcting codes from information theory, where C is thought 
of as a map from strings of log \C\ bits ("messages") to C. When encoded this way, 
messages can be recovered even if transmitted over a noisy channel that corrupts 
up to l/4th of the letters. 

The probabilistically checkable certificate is required to contain the encoding of 
a satisfying assignment using some such C. When presented with such a string, the 
verifier needs to check, first, that the string is close to some codeword, and second, 
that the (unique) closest codeword is the encoding of a satisfying assignment. As 
one would expect, the set C is defined using mathematically interesting objects 
(polynomials, monotone functions, etc.) so the final technique may be seen as 
a "lifting" of the satisfiability question to some mathematical domain (such as 
algebra). The important new angle is "local checkability," namely, the ability to 
verify global properties by a few random spot-checks. (See below.) 

Another important technique introduced in [3] and used in all subsequent pa­
pers is verifier composition, which composes two verifiers to give a new verifier 
some of whose parameters are lower than those in either verifier. Verifier com­
position relies on the notion of a probabilistically checkable split-encoding, a no­
tion to which Arora and Safra were led by results in [8]. (Later PCP Theorems 
use other probabilistically checkable encodings: linear function codes [2], and long 
codes [13, 36, 37].) One final but crucial ingredient in recent PCP Theorems is 
Raz's parallel repetition theorem [53]. 

3.1. Local tests for global properties 
The key idea in the PCP Theorems is to design probabilistic local checks that 

verify global properties of a provided certificate. Designing such local tests involves 
proving a statement of the following type: if a certain object satisfies some local 
property "often" (say, in 90% of the local neighborhoods) then it satisfies a global 
property. Such statements are reminiscent of theorems in more classical areas of 
math, e.g., those establishing properties of solutions to PDEs, but the analogy is 
not exact because we only require the local property to hold in most neighborhoods, 
and not all. 

We illustrate with some examples. (A research area called Property Testing [55] 
now consists of inventing such local tests for different properties.) There is a set 
C Ç S™ of interest, with min-dist(C) > 0.5. Presented with x £ STO, we wish to 
read "a few" letters in it to determine whether 8(x,C) is small. 

1. Linearity test. Here S = GF(2) and m = 2n for some integer n. Thus 
STO is the set of all functions from GF(2)n to GF(2). Let C\ be the set of 
words that correspond to linear functions, namely, the set of / : GF(2)n —r 
GF(2) such that 3ai,...,an £ GF(2) s.t.f(zi,z2,...,,zn) = ^ . a , Z j . The 
test for linearity involves picking z,H £ GF(2)n randomly and accepting iff 
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f(z) + f(u) = f(z + u). Let 7 be the probability that this test does not accept. 
Using elementary fourier analysis one can show 7 > 8(f,Ci)/2 [12] (see also 
earlier weaker results in [18]). 

2. Low Degree Test. Here S = GF(p) for a prime p and m = pn for some n. 
Thus STO is the set of all functions from GF(p)n to GF(p). Let C2 be the set 
of words that correspond to polynomials of total degree d, namely, the set of 
/ : GF(p)n —r GF(p) such that there is a n-variate polynomial g of degree d 
and f(zi,z2, • • •,, zn) = g(zi,z2, • • •,, zn). We assume dn -C p (hence degree 
is "low"). Testing for closeness to C2 involves picking random lines. A line has 
the parametric form {(ai + bit,a2 + b2t,... ,an + bni) : t £ GF(p)} for some 
(ii,a2,... ,an, bi,b2,...,bn £ GF(p). (It is a 1-dimensional affine subspace, 
hence much smaller than GF(p)n.) Note that if / is described by a degree 
d polynomial, then its restriction to such a line is described by a univariate 
degree d polynomial in the line parameter t. 

• Variant 1: Pick a random line, read its first d + 1 points to construct a 
degree d univariate polynomial, and check if it describes / at a randomly-
chosen point of the line. This test appears in [56] and is similar to another 
test in [26]. 

• Variant 2: This test uses the fact that in the PCP setting, it is reasonable 
to ask that the provided certificate should contain additional useful in­
formation to facilitate the test. We require, together with / , a separate 
table containing a degree d univariate polynomial for the line. We do 
the test above, except after picking the random line we read the relevant 
univariate polynomial from the provided table. This has the crucial ben­
efit that we do not have to read d + 1 separate "pieces" of information 
from the two tables. If 7 is the probability that the test rejects, then 
7 > min {0.1,8(f,C2)/2} (see [2]; which uses [56, 3]). 

3. Closeness to a small set of codewords. Above, we wanted to check that 
8(f,C) < 0.1, in which case there is a unique word from C in Ball(/, 0.1). 
Proofs of recent PCP Theorems relax this and only require for some e that 
there is a small set of words S Ç C such that each s £ S lies in Ball(/, e). (In 
information theory, such an S is called a list decoding of / . ) We mention two 
important such tests. 

For degree d polynomials: The test in Variant 2 works with a stronger guar­
antee: if ß is the probability that the test accepts, then there are poly(l/e) 
polynomials whose distance to / is less than 1 — e provided p > poly(nd/ße) 
(see [4], and also [54] for an alternative test). 

Long Code test. Here S = GF(2) and m = 2n for some integer n. Thus STO 

is the set of all functions from GF(2)n to GF(2). Let C3 be the set of words 
that correspond to coordinate functions, namely, 

{/ : GF(2)n -r GF(2) : 3i £ {1,2,... ,n} s.t.f(zi,z2, . . . ,*„) = * .} 

(This encodes i £ [l,n], i.e., logn bits of information, using a string of length 
2", hence the name "Long Code".) The following test works [37], though we do 
not elaborate on the exact statement, which is technical: Pick z,w £ GF(2)n 
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and « £ GF(2)n that is a random vector with I's in e fraction of the entries. 
Accept iff f(z + w) = f(z) + f(w + u). (Note the similarity to the linearity-
test above.) 

3.2. Further applications of PCP techniques 

We list some notable applications of PCP techniques. The PCP Theorem is 
useful in cryptography because many cryptographic primitives involve basic steps 
that prove Yes/No assertions that are in NP(or even P). The PCP Theorem al­
lows this to be done in a communication-efficient manner. See [42, 51, 10] for some 
examples. Some stronger forms of the PCP Theorem (specifically, a version in­
volving encoded inputs) have found uses in giving new definitions for polynomial 
hierarchy [43] and PSPACE [21, 22]. Finally, the properties of polynomials and 
polynomial-based encodings discovered for use in PCP Theorems have influenced 
new decoding algorithms for error-correcting codes [35], constructions of pseudoran­
dom graphs called extractors [61, 57] and derandomization techniques in complexity-
theory (e.g. [60]). 
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Approximation Thresholds for 
Combinatorial Optimization Problems 

Uriel Feige* 

Abstract 

An NP-hard combinatorial optimization problem II is said to have an 
approximation threshold if there is some t such that the optimal value of II 
can be approximated in polynomial time within a ratio oft, and it is NP-hard 
to approximate it within a ratio better than t. We survey some of the known 
approximation threshold results, and discuss the pattern that emerges from 
the known results. 

2000 Mathematics Subject Classification: 68Q17, 68W25. 
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1. Introduction 
Given an instance J of a combinatorial optimization problem II, one wishes to 

find a feasible solution of optimal value to J. For example, in the maximum clique 
problem, the input instance is a graph G(V, E), a feasible solution is a clique (a set 
of vertices S C V such tha t for all vertices u, v £ S, edge (u, v) £ E), the value of the 
clique is its size, and the objective is to find a feasible solution of maximum value. 
By introducing an extra parameter H o a combinatorial maximization problem, 
one can formulate a decision problem of the form "does J have a feasible solution 
of value at least fc?" (or "at most k", for a minimization problem). In this work 
we consider only combinatorial optimization problems whose decision version is 
NP-complete. Hence solving these problems is NP-hard, informally meaning tha t 
there is no polynomial t ime algorithm tha t is guaranteed to output the optimal 
solution for every input instance (unless P = N P ) . (For information on the theory of 
NP-completeness, see [8], or essentially any book on computational complexity.) 

One way of efficiently coping with NP-hard combinatorial optimization prob­
lems is by using polynomial t ime approximation algorithms. These algorithms pro-
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duce a feasible solution that is not necessarily optimal. The quality of the approxi­
mation algorithm is measured by its approximation ratio: the worst case ratio be­
tween the value of the solution found by the algorithm and the value of the optimal 
solution. Numerous approximation algorithms have been designed for various com­
binatorial optimization problems, applying a diverse set of algorithmic techniques 
(such as greedy algorithms, dynamic programming, linear programming relaxations, 
applications of the probabilistic method, and more). See for example [14, 21, 2]. 

When one attempts to design an approximation algorithm for a specific prob­
lem, it is natural to ask whether there are limits to the best approximation ratio 
achievable. The theory of NP-completeness is useful in this context, allowing one to 
prove NP-hardness of approximation results. Namely, for some value of p, achieving 
an approximation ratio better than p is NP-hard. Of particular interest are threshold 
results. A combinatorial optimization problem n is said to have an approximation 
threshold at t if there is a polynomial time algorithm that approximates the optimal 
value within a ratio of t, and a hardness of approximation result that shows that 
achieving approximation ratios better than t is NP-hard. 

The notion of an approximation threshold is often not fully appreciated, so let 
us discuss it in more detail. First, let us make the point that thresholds of approx­
imation (in the sense above) need not exist at all. One may well imagine that for 
certain problems there is a gradual change in the complexity of achieving various 
approximation ratios: solving the problem exactly is NP-hard, approximating it 
within a ratio of p can be done in polynomial time, and achieving approximation 
ratios between p and 1 is neither in P nor NP-hard, but rather of some intermediate 
complexity. The existence of an approximation threshold says that nearly all ap­
proximation ratios (except for ratios that differ from the threshold only in low order 
terms) are either NP-hard to achieve, or in P. This is analogous to the well known 
empirical observation that "most" combinatorial optimization problems that people 
study turn out to be either in P or NP-hard, with very few exceptions. But note 
that in the context of approximation ratios, the notion of "most" is well defined. 
The second point that we wish to make is that an NP-hardness of approximation 
result is really a polynomial time algorithm. This algorithm reduces instances of 
3SAT (or of some other NP-complete language) to instances of n , and an approx­
imation within a ratio better than p for n can be used in order to solve 3SAT. 
Hence the threshold is a meeting point between two polynomial time algorithms: 
the reduction and the approximation algorithm. Here is another way of looking at 
it. For problem n, we can say that approximation ratio pi reduces to p2 if there is a 
polynomial time algorithm that can approximate instances of 7r within ratio pi by-
invoking a subroutine that approximates instances of IT within ratio p2. (Each call 
to the subroutine counts as one time unit.) Two approximation ratios are equiv­
alent if they are mutually reducible to each other. The existence of a threshold 
of approximation for problem n says that essentially all approximation ratios for 
it fall into two equivalent classes (those above the threshold and those below the 
threshold). A-priori, it is not clear why the number of equivalent classes should be 
two. 

Hardness of approximation results are often (though not always) proved using 
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"PCP techniques". For more details on these techniques, see for example the survey 
of Arora [1]. We remark that in all cases the hardness results apply also to the 
problem of estimating the optimal value for the respective problem. An estimation 
algorithm is a polynomial time algorithm that outputs an upper bound and a lower 
bound on the value of the optimal solution (without necessarily producing a solution 
whose value falls within this range). The estimation ratio of the algorithm is the 
worst case ratio between the upper bound and the lower bound. An approximation 
algorithm is stronger than an estimation algorithm in a sense that it supports its 
estimate by exhibiting a feasible solution of the same value. Potentially, designing 
estimation algorithms is easier than designing approximation algorithms. See for 
example the remark in Section 2.3. 

For many combinatorial optimization problems, approximation thresholds are 
known. In Section 2. we survey some of these problems. For each such problem, 
we sketch an efficient algorithm for estimating the optimal value of the solution. 
The estimation ratios of these algorithms (the analog of approximation ratios) meet 
the thresholds of approximation for the respective problems (up to low order ad­
ditive terms), and hence are best possible (unless P=NP). One would expect these 
estimation algorithms to be the "state of the art" in algorithmic design. However, 
as we shall see, for every problem above there is a core version for which the best 
possible estimation algorithm is elementary: it bases its estimate only on easily-
computable properties of the input instance, such as the number of clauses in a 
formula, without searching for a solution. The core versions that we present often 
have the property that Hastad [12] characterizes as "non-approximable beyond the 
random assignment threshold". In these cases (e.g., max 3SAT), the estimates on 
the value of the optimal solution are derived from analysing the expected value of 
a random solution. 

In contrast, for problems that are known to have a polynomial time approx­
imation scheme (namely, that can be approximated within ratios arbitrarily close 
to 1), their approximation algorithms do perform an extensive search for a good 
solution, often using dynamic programming. 

The empirical findings are discussed in Section 3. 

2. A survey of some threshold results 
In this section we survey some of the known threshold of approximation results. 

For each problem we show simple lower bounds and upper bounds on the value of 
the optimal solution. Obtaining any better bounds is NP-hard. (There are certain 
exceptions to this. For set cover and domatic number the matching hardness result 
are under the assumption that NP does not have slightly super-polynomial time 
algorithms. The hardness results for clique and chromatic number assume that NP 
does not have randomized algorithms that run in expected polynomial time.). 

Conventions. For a graph, n denotes the number of vertices, m denotes the 
number of edges, 8 denotes the minimum degree, A denotes the maximum degree. 
For a formula, n denotes the number of variables, m denotes the number of clauses. 
For each problem we define its inputs, feasible solutions, value of solutions, and 
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objective. We present the known approximation ratios and hardness results, which 
are given up to low order additive terms. We then present a core version of the 
problem. For the core version, we present an upper bound and a lower bound on 
the value of the optimal solution. Improving over these bounds (in the worst case) 
is NP-hard. In most cases, we give hints to the proofs of our claims. We also cite 
references were full proofs can be found. 

2.1. Max coverage [18, 4] 

Input. A collection Si,...,Sm of sets with \J™=i Si = {1,... ,n). A parameter k. 
Feasible solution. A collection I of k indices. 
Value. Number of covered items, namely | {Ji€l Si\. 
Objective. Maximize. 
Algorithm. Greedy. Iteratively add to J the set containing the maximum number 
of yet uncovered items, breaking ties arbitrarily. 
Approximation ratio. 1 — 1/e. 
Hardness. 1 — 1/e. 
Core, d-regular, r-uniform. Every set is of cardinality d. Every item is in r sets. 
k = n/d. 
Upper bound, n. 
Lower bound. (1 — l/e)n. (Pick k = n/d = m/r sets at random.) 
Hardness of core. (1 — 1/e + e) for every e > 0, when d, r are large enough. 
Remarks. For the special case in which each item belongs to exactly 4 sets, and 
k = ro/2, there always is a choice of sets covering at least 15n/16 items. For very 
e > 0, a (1 + e)15/16 approximation ratio is NP-hard [16]. 

2.2. Min set cover [18, 4] 

Input. A collection Si,..., Sm of sets with IJ™ 1 Si = { 1 , . . . , n ) . 
Feasible solution. A set of indices I such that \JieI Si = { 1 , . . . ,n). 
Value. Number of sets used in the cover, namely, \I\. 
Objective. Minimize. 
Algorithm. Greedy. Iteratively add to I the set containing the maximum number 
of yet uncovered items, breaking ties arbitrarily. 
Approximation ratio. Inn. 
Hardness. Inn. 
Core, d-regular, r-uniform. Every set is of cardinality d. Every item is in r sets. 
Lower bound, n/d. 
Upper bound, (n/d) In n, up to low order terms. (Include every set in J indepen­
dently with probability ^ . ) 
Hardness of core. In n. 
Remarks. The hardness results for set cover in [4] assume that NP does not have 
deterministic algorithms that run in slightly super-polynomial time (namely, time 
nO(loglogn)\ 
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2.3. Domatic number [5] 

Input. A graph. 
Feasible solution. A domatic partition of the graph. That is, a partition of the 
vertices of the graph into disjoint sets, where each set is a dominating set. (A 
dominating set is a set S of vertices that is adjacent to every vertex not in S.) 
Value. Number of dominating sets in the partition. 
Objective. Maximize. 
Algorithm. Let 8 be the minimum degree in the graph. Partition the vertices into 
(1 — e)(8 + l ) / l n n sets at random, where e is arbitrarily small when 8/lnn is large 
enough. Almost all these sets will be dominating. The sets that are not dominating 
can be unified with the first of the dominating sets to give a domatic partition. The 
algorithm can be derandomized to give (a somewhat unnatural) greedy algorithm. 
Approximation ratio. 1/lnn. 
Hardness. 1/lnn. 
Core. 8/lnn is large enough. 
Upper bound. 8+1. 
Lower bound. (1 — e)(8 + l)/lnn. 
Hardness of core. (1 + e)/ In n, for every e > 0. 
Remarks. The hardness results assume that NP does not have deterministic al­
gorithms that run in time n o( l 0 g l 0 s"^. The lower bound can be refined to (1 — 
e)(8+l)/ In A, where A is the maximum degree in the graph. This is shown using a 
nonconstructive argument (based on a two phase application of the local lemma of 
Lovasz). It is not known how to find such a domatic partition in polynomial time. 

2.4. Reenter [17, 3, 15] 

Input. A metric on a set of n points and a parameter k < n. 
Feasible solution. A set S of k of the points. 
Value. Distance between S and point furthest away from S. 
Objective. Minimize. 
Algorithm. Greedy. Starting with the empty set, iteratively add into S the point 
furthest away from S, resolving ties arbitrarily. 
Approximation ratio. 2. 
Hardness. 2. 
Core. The n points are vertices of a graph with minimum degree 8, equipped with 
a shortest distance metric, k > n/(8 + 1). 
Lower bound. 1. (Because k < n.) 
Upper bound. 2. (As long as there is a vertex of distance more than 2 from the 
current set S, every step of the greedy algorithm covers at least 8+1 vertices.) 
Hardness of core. 2. (Because it is NP-hard to tell if the underlying graph has a 
dominating set of size k.) 

2.5. Min sum set cover [7] 

Input. A collection Si,..., Sm of sets with IJ™ 1 Si = {!,..., n). 
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Feasible solution. A linear ordering. That is, a one to one mapping / from the 
collection of sets to { 1 , . . . , rn}. 
Value. The average time by which an item is covered. Namely, ^ ^ . min.y[jGSi} f(j)-
Objective. Minimize. 
Algorithm. Greedy. Iteratively pick the set containing the maximum number of yet 
uncovered items, breaking ties arbitrarily. 
Approximation ratio. 4. 
Hardness. 4. 
Core, d-regular, r-uniform. Every set is of cardinality d. Every item is in r sets. 
Lower bound. n/2d = m/2r. (Because every set covers d items.) 
Upper bound. m/(r + 1). (By ordering the sets at random.) 
Hardness of core. 2 — e, for every e > 0, when r is large enough. 
Remarks. Note that the core has a lower threshold of approximation than the 
general case. 

2.6. Min bandwidth [20] 

Input. A graph. 
Feasible solution. A linear arrangement. That is, a one to one mapping / from 
the set of vertices to { 1 , . . . , n). 
Value. Longest stretch of an edge. Namely, the maximum over all edges (i, j) of 

\m-m\-
Objective. Minimize. 
Core. The input graph G is a unit length circular arc graph. Namely, the vertices 
represent arcs of equal length on a circle. Two vertices are connected by an edge 
if their respective arcs overlap. Let UJ(G) denote the size of the maximum clique in 
G. (In circular arc graphs, a clique corresponds to a set of mutually intersecting 
arcs, and UJ(G) can be computed easily.) 
Lower bound. UJ(G) — 1. 
Upper bound. 2UJ(G) — 2. 
Hardness of core. 2. 
Remarks. No threshold of approximation is known for the problem on general 
graphs. 

2.7. Max 3XOR [12] 

Input. A logical formula with n variables and m clauses. Every clause is the 
exclusive or of three distinct literals. 
Feasible solution. An assignment to the n variables. 
Value. Number of clauses that are satisfied. 
Objective. Maximize. 
Algorithm. Gaussian elimination can be used in order to test if the formula is satis-
fiable. If the formula is not satisfiable, pick a random assignment to the variables. 
Approximation ratio. 1/2. (In expectation a random assignments satisfies ro/2 
clauses, whereas no assignment satisfies more than m clauses.) 
Hardness. 1/2. 

file:///m-m/
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Core. Same as above. 
Upper bound, m. 
Lower bound, ro/2. 
Hardness of core. 1/2. 

2.8. Max 3AND [12, 22] 

Input. A logical formula with n variables and m clauses. Every clause is the and 
of three literals. 
Feasible solution. An assignment to the n variables. 
Value. Number of clauses that are satisfied. 
Objective. Maximize. 
Algorithm. Based on semidefinite programming. 
Approximation ratio. 1/2. 
Hardness. 1/2. 
Core . Pairwise independent version. Every variable appears at most once in each 
clause. For a pair of variables xi and Xj, let riy(0,0) (riy(0,1), riy(l ,0), r iy( l , l ) , 
respectively) denote the number of clauses in which they both appear negated (i 
negated and j positive, i positive and j negated, both positive, respectively). Then 
for every i and j , riy(0,0) = riy(0,1) = riy(l,0) = riy(l, 1). 
Upper bound, ro/4. (Consider the pairs of literals in the satisfied clauses. There 
must be at least three times as many pairs in unsatisfied clauses.) 
Lower bound, ro/8. (The expected number of clauses satisfied by a random assign­
ment.) 
Hardness of core. 1/2. 
Remarks. This somewhat complicated core comes up as an afterthought, by-
analysing the structure of instances that result from the reduction from max 3XOR. 

2.9. Max 3SAT [12, 19] 

Input. A logical formula with n variables and m clauses. Every clause is the or of 
three literals. 
Feasible solution. An assignment to the n variables. 
Value. Number of clauses that are satisfied. 
Objective. Maximize. 
Algorithm. Based on semidefinite programming. 
Approximation ratio. 7/8. 
Hardness. 7/8. 
Core . In every clause, the three literals are distinct. 
Upper bound, m. 
Lower bound. 7m/8. (The expectation for a random assignment.) 
Hardness of core. 7/8. 
Remarks. The approximation ratio of the algorithm of [19] is determined using 
computer assisted analysis. 
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2.10. Inapproximable problems 

For some problems the best approximation ratios known are of the form n1_ l ! 

for every e > 0 (where the range of the objective function is between 1 and n). This 
is often interpreted as saying that approximation algorithms are almost helpless 
with respect to these problems. Among these problems we mention finding the 
smallest maximal independent set [10], max clique [11], and chromatic number [6]. 
The hardness results in [11, 6] are proved under the assumption that NP does not 
have expected polynomial time randomized algorithms. 

2.11. Thresholds within multiplicative factors 

For some problems, the best approximation ratio is of the form 0(nc), for 
some 0 < c < 1, and there is a hardness of approximation result of the form Q(nc ) , 
where c' can be chosen arbitrarily close to c. We may view these as thresholds of 
approximation up to a low order multiplicative factor. An interesting example of 
this sort is the max disjoint paths problem [9]. 
Input. A directed graph and a set S of pairs of terminals {(«i, h),... (sk, tk)}-
Feasible solution. A collection of edge disjoint paths, each connecting Si to ti for 
some i. 
Value. Number of pairs of terminals from S that are connected by some path in 
the solution. 
Objective. Maximize. 
Algorithm. Greedy. Iteratively add the shortest path that connects some yet un­
connected pair from S. 
Approximation ratio, mr1/2, where m is the number of arcs in the graph. 
Hardness. mTxl2Jrt, for every e > 0. 
Core . There is a path from Si to ti-
Upper bound, k. At most all pairs can be connected simultaneously by disjoint 
paths. 
Lower bound. 1. There is a path from si to ti-
Hardness of core. 1/k. Here k can be chosen as m1//2_l! for arbitrarily small e. 

3. Discussion 
We summarized the pattern presented in Section 2. Given an NP-hard combi­

natorial optimization problem that has an approximation threshold, we identify a 
core version of the problem. For the core version we identify certain key parameters. 
Thereafter, an upper bound and a lower bound on the value of the optimal solution 
is expressed by a formula involving only these parameters. Even an algorithm that 
examines the input for polynomial time cannot output better lower bounds or upper 
bounds on the value of the optimal solution (in the worst case, and up to low order 
terms), unless P=NP. 

Note that if we do not restrict what qualifies as being a key parameter, then 
the pattern above can be enforced on essentially any problem with an approxi­
mation threshold. We can simply take the key parameter to be the output of an 
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approximation algorithm for the same problem. Likewise, if we do not restrict what 
qualifies as a core version, we can simply take the core version to be all those input 
instances on which a certain approximation algorithm outputs a certain value. 

Hence we would like some restrictions on what may qualify as a key parameter, 
or as a core version. One option is to enforce a computational complexity restric­
tion. Namely, the core should be such that deciding whether an input instance 
belongs to the core is computationally easy, for example, computable in logarithmic 
space. (Note that in this respect, the core that we defined for the max disjoint paths 
problem may be problematic, because testing whether there is a directed path from 
«i to ti is complete for nondeterministic logarithmic space.) Likewise, computing 
the key parameters should be easy. Another option is to enforce structural restric­
tions. For example, membership in the core should be invariant over renaming of 
variables. Ideally, the notions of "core" and "key parameter" should be defined well 
enough so that we should be able to say that certain classes of inputs do not qualify-
as being a core (e.g., because the class is not closed under certain operations), and 
that certain parameters are not legitimate parameters to be used by an estimation 
algorithm. Also, the definitions should allow in principle the possibility that certain 
problems have approximation thresholds without having a core. 

Hand in hand with suggesting formal definitions to the notion of a core, it 
would be useful to collect more data. Namely, to find more approximation threshold 
results, and to identify plausible core versions to these problems. As the case of 
min bandwidth shows, one may find core versions even for problems for which an 
approximation threshold is not known. 

In this manuscript we mainly addressed the issue of collecting data regard­
ing approximation thresholds, and describing this data using the notion of a core. 
The issue of uncovering principles that explain why the patterns discussed in this 
manuscript emerge is left to the reader. 
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Hardness as Randomness: 
A Survey of Universal Derandomization* 

Russell Impagliazzo1' 

Abstract 

We survey recent developments in the study of probabilistic complexity 
classes. While the evidence seems to support the conjecture that probabilism 
can be deterministically simulated with relatively low overhead, i.e., that P = 
BPP, it also indicates that this may be a difficult question to resolve. In fact, 
proving that probalistic algorithms have non-trivial deterministic simulations 
is basically equivalent to proving circuit lower bounds, either in the algebraic 
or Boolean models. 
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1. Introduction 
The use of random choices in algorithms has been a suprisingly productive 

idea. Many problems tha t have no known efficient deterministic algorithms have 
fast randomized algorithms, such as primality and polynomial identity testing. But 
to what extent is this seeming power of randomness real? Randomization is without 
doubt a powerful algorithm design tool, but does it dramatically change the notion 
of efficient computation? 

To formalize this question, consider BPP, the class of problems solvable by-
bounded error probabilistic polynomial t ime algorithms. It is possible tha t P = 
BPP, i.e., randomness never solves new problems. However, it is also possible tha t 
BPP = EXP, i.e., randomness is a nearly omnipotent algorithmic tool. 

Unlike for Pvs.NP, there is no consensus intuition concerning the s tatus of 
BPP. However, recent research gives strong indications tha t adding randomness 
does not in fact change what is solvable in polynomial-time, i.e., t ha t P = BPP. 
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Surprisingly, the problem is strongly connected to circuit complexity, the question 
of how many operations are required to compute a function. 

A priori, possibilities concerning the power of randomized algorithms include: 

1. Randomization always helps for intractable problems, i.e., EXP = BPP. 
2. The extent to which randomization helps is problem-specific. It can reduce 

complexity by any amount from not at all to exponentially. 
3. True randomness is never needed, and random choices can always be simulated 

deterministically, i.e., P = BPP. 

Either of the last two possibilities seem plausible, but most consider the first 
wildly implausible. However, while a strong version of the middle possibility has 
been ruled out, the implausible first one is still open. Recent results indicate both 
that the last, P = BPP, is both very likely to be the case and very difficult to 
prove. 

More precisely: 

1. Either no problem in E has strictly exponential circuit complexity or P = 
BPP. This seems to be strong evidence that, in fact, P = BPP, since 
otherwise circuits can always shortcut computation time for hard problems. 

2. Either BPP = EXP, or any problem in BPP has a deterministic sub-
exponential time algorithm that works on almost all instances. In other words, 
either randomness solves every hard problem, or it does not help exponentially, 
except on rare instances. This rules out strong problem-dependence, since if 
randomization helps exponentially for many instances of some problem, we 
can conclude that it helps exponentially for all intractible problems. 

3. If BPP = P, then either the permanent problem requires super-polynomial 
algebraic circuits or there is a problem in NEXP that has no polynomial-size 
Boolean circuit. That is, proving the last possibility requires one to prove a 
new circuit lower bound, and so is likely to be difficult. 

The above are joint work with Kabanets and Wigderson, and use results from 
many others. 

All of these results use the hardness-vs-randomness paradigm introduced by 
Yao [Yao82]: Use a hard computational problem to define a small set of "pseudo­
random" strings, that no limited adversary can distinguish from random. Use these 
"pseudo-random" strings to replace the random choices in a probabilistic algorithm. 
The algorithm will not have enough time to distinguish the pseudo-random se­
quences from truly random ones, and so will behave the same as it would given 
random sequences. 

In this paper, we give a summary of recent results relating hardness and ran­
domness. We explain how the area drew on and contributed to coding theory, 
combinatorics, and structural complexity theory. We will use a very informal style. 
Our main objective is to give a sense of the ideas in the area, not to give precise 
statements of results. Due to space and time limitations, we will be omitting a vast 
amount of material. For a more complete survey, please see [Kab02]. 
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2. Models of computation and complexity classes 

The P vs. BPP question arises in the broader context of the robustness of 
models of computation. The famous Church-Turing Thesis states that the formal 
notion of recursive function captures the conceptual notion of computation. While 
this is not in itself a mathematical conjecture, it has been supported by theorems 
proving that various ways of formalizing "computability", e.g., Turing Machines 
and the lambda calculus, are in fact equivalent. 

When one considers complexity as well as computability, it is natural to ask if a 
model also captures the notion of computation time. While it became apparant that 
exact computation time was model-dependent, simulations between models almost 
always preserved time up to a polynomial. The time-restricted Church-Turing thesis 
is that any two reasonable models of computation should agree on time up to 
polynomials; equivalently, that the class of problems decideable in polynomial time 
be the same for both models. For many natural models, this is indeed the case, 
e.g. RAM computation, one-tape Turing machines, multi-tape Turing machines, 
and Cobham's axioms all define the same class P of poly-time decideable problems. 

Probabilistic algorithms for a long time were the main challenge to this time-
restricted Church-Turing thesis. If one accepts the notion that making a fair coin 
flip is a legitimate, finitely realizable computation step, then our model of poly-
time computation seems to change. For example, primality testing [SS79, Rab80] 
and polynomial identity testing [Sch80, Zip79] are now polynomial-time, whereas 
we do not know any deterministic polynomial-time algorithms. The P vs. BPP 
question seeks to formalize the question of whether this probabilistic model is ac­
tually a counter-example, or whether there is some way to simulate randomness 
deterministically. 

As a philisophical question, the Church-Turing Thesis has some ambigui­
ties. We can distinguish at least two variants: a conceptual thesis that the stan­
dard model captures the conceptual notion of computation and computation time, 
and a physical thesis that the model characterizes the capabilities of physically-
implementable computation devices. In the latter interpretation, quantum physics 
is inherrently probabilistic, so probabilistic machines seem more realistic than de­
terministic ones as such a characterization. 

Recently, researchers have been taking this one step further by studying models 
for quantum computation. Quantum computation is probably an even more serious 
challenge to the time-limited Church-Turing thesis than probabilistic computation. 
This lies beyond the scope of the current paper, except to say that we do not believe 
that any analagous notion of pseudo-randomness can be used to deterministically 
simulate quantum algorithms. Quantum computation is intrinsically probabilistic; 
however, much of its power seems to come from interference between various possible 
outcomes, which would be destroyed in such a simulation. 

2.1. Complexity classes 

We assume familiarity with the standard deterministic and non-deterministic 
computation models (see [Pap94] for background.) To clarify notation, P = 
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DTIME(n°^) is the class of decision problems solvable in deterministic poly­
nomial time, E = DTIME(2°(n'>) is the class of such problems decideable in time 
exponential in the input length, and EXP = DTIME(2n ) is the class of prob­
lems solvable in time exponential in a polynomial of the input length. NP, NE, and 
NEXP are the analogs for non-deterministic time. If Ci and C2 are complexity-
classes, we use Co — Ci to denote the class of complements to problems in Ci, and 
C1

2 to represent the problems solvable by a machine of the same type as normally 
accept Ci, but which is also allowed to make oracle queries to a procedure for a 
fixed language in C2. ( This is not a precise definition, and to make it precise, 
we would usually have to refer to the definition of Ci. However, it is also usually-
clear from context how to do this.) The polynomial hierarchy PH is the union of 
NP,^ = NPNP,^ = NP^,.... 

A probabilistic algorithm running in t(\x\) time is an algorithm A that uses, 
in addition to its input x, a randomly chosen string r £ {0,l}t^n\ Thus, A(x) 
is a probability distribution on outputs A(x,r) as we vary over all strings r. We 
say that A recognizes a language L if for every x £ L, Prob[A(x,r) = 1] > 2/3 
and every x $ L, Prob[Ax,r = 1] < 1/3, where probabilities are over the random 
tape r. BPP is the class of languages recognized by polynomial-time probabilistic 
algorithms. 

The gap between probabilities for acceptance and rejection ensures that there 
is a statistically significant difference between accepting and rejecting distributions. 
Setting the gap at 1/3 is arbitrary; it could be anything larger than inverse polyno­
mial, and smaller than 1— an inverse exponential, without changing the class BPP. 
However, it does mean that there are probabilistic algorithms, perhaps even useful 
ones, that do not accept any language at all. Probabilistic heuristics might clearly 
accept on some inputs, clearly reject on others, but be undecided sometimes. 

To handle this case, we can introduce a stronger notion of simulating prob­
abilistic algorithms than solving problems in BPP. Let A be any probabilistic 
algorithm. We say that a deterministic algorithm B solves the promise problem 
for A if, B(x) = 1 whenever Prob[A(x,r) = 1] > 2/3 and B(x) = 0 whenever 
Prob[A(x,r) = 1] < 1/3. Note that, unlike for BPP algorithms, there may be 
inputs on which A is basically undecided; for these B can output either 0 or 1. 
We call the class of promise problems for probabilistic polynomial time machines 
Promise — BPP. Showing that Promise — BPP C P is at least as strong and 
seems stronger than showing BPP = P. (See [ForOl, KRCOO] for a discussion.) 

As happens frequently in complexity, the negation of a good definition for 
"easy" is not a good definition for "hard". While EXP = BPP is a good formal­
ization of "Randomness always helps", BPP = P is less convincing as a translation 
of "Randomness never helps"; Promise — BPP C P is a much more robust state­
ment along these lines. 

fpP is the class of counting problems for polynomail-time verifiable predicates. 
i.e., For each poly-time predicate B(x, y) and polynomial p, the associated counting 
problem is: given input x, how many y with \y\ = p(\x\) satisfy B(x,y) = 1? 
Valiant showed that computing the permanent of a matrix is #F-complete [Val79], 
and Toda showed that PH Ç F # p [Toda]. 
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A class that frequently arises in proofs is M A, which consists of languages 
with probabilistically verifiable proofs of membership. Formally, a language L is 
in MA if there is a predicate B(x,y,r) in P and a polynomial p so that, if x € 
L, 3y\y\ = p(\x\) so that Probr€u{0jlyPux\[B(x,y,r) = 1] > 2/3 and if x $ L, 
Vy, |y| = p(|x|), Probr€uj0>1\pu3:\[B(x,y,r) = 1] < 1/3. Although MA combines 
non-determinism and probabilism, there is no direct connection known between 
derandomizing BPP and derandomizing MA. This is because if x £ L, there still 
may be some poorly chosen witnesses y which are convincing to B about 1/2 the 
time. However, derandomizing Promise — BPP also derandomizes MA, because 
we don't need a strict guarantee. 

Lemma 1. Let T(n) be a class of time-computable functions closed under com­
position with polynomials. If Promise — BPP C NTIME[T(n)] then MA C 
NTIME[T(n)} . 

2.2. Boolean and algebraic circuits 
The circuit complexity of a finite function measures the number of primitive 

operations needed to compute the function. Starting with the input variables, a 
circuit computes a set of intermediate values in some order. The next intermediate 
value in the sequence must be computed as a primitive operation of the inputs and 
previous intermediate values. One or more of the values are labelled as outputs; for 
one output circuits this is without loss of generality the last value to be computed. 
The size of a circuit is the number of values computed, and the circuit complexity 
of a function / , Size(f), is the smallest size of a circuit computing / . 

Circuit models differ in the type of inputs and the primitive operations. Boolean 
circuits have Boolean inputs and the Boolean functions on 1 or 2 inputs as their 
primitive operations. Algebraic circuits have inputs taking values from a field G and 
whose primitive operations are addition in G, multiplication in G, and the constants 
1 and — 1. Algebraic circuits can only compute polynomials. Let /„ represent the 
function / restricted to inputs of size n We use the notation P/poly to represent 
the class of functions / so that the Boolean circuit complexity of /„ is bounded 
by a polynomial in n; we use the notation AlgP/poly for the analagous class for 
algebraic circuits over the integers. 

Circuits are non-uniform in that there is no a priori connection between the 
circuits used to compute the same function on different input sizes. Thus, it is 
as if a new algorithm can be chosen for each fixed input size. While circuits are 
often viewed as a combinatorial tool to prove lower bounds on computation time, 
circuit complexity is also interesting in itself, because it gives a concrete and non-
asymptotic measure of computational difficulty. 

3. Converting hardness to pseudorandomness 
To derandomize an algorithm A, we need to, given x, estimate the fraction 

of strings r that cause probabilistic algorithm A(x,r) to output 1. If A runs in 
t(\x\) steps, we can construct an approximately t(\x\) size circuit C which on input 
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r simulates A(x, r). So the problem reduces to: given a size t circuit C(r), estimate 
the fraction of inputs on which it accepts. Note that solving this circuit-estimation 
problem allows us to derandomize Promise — BPP as well as BPP. 

We could solve this by searching over all 2* t-bit strings, but we'd like to 
be more efficient. Instead, we'll search over a specially chosen small sample set 
S = {ri,...rs} of such strings. The average value over rt £ S of C(r») approximate 
the average over all r's for any small circuit C. This is basically the same as saying 
that the task of distinguishing between a random string and a member of S is so 
computationally difficult that it lies beyond the abilities of size t circuits. We call 
such a sample set pseudo-random. Pseudo-random sample sets are usually described 
as the range of a function called a pseudo-random generator. This made sense for 
the original constructions, which had cryptographic motivations, and where it was 
important that S could be sampled from very quickly [BM, Yao82]. However, we 
think the term pseudo-random generator for hardness vs. randomness is merely-
vestigial, and in fact has misleading connotations, so we will use the term pseudo­
random sample set. 

We want to show the existence of a function with small 
Since we want distinguishing members of S to be hard for all small circuits, 

we need to start with a problem / of high circuit complexity, say Size(f) > tc for 
some constant c > 0. We assume that we have or compute the entire truth table 
for / . 

For the direct applications, we'll obtain / as follows. Start with some function 
F £ E defined on all input sizes, where Fv is has circuit size at least H(n) for a 
super-polynomial function H. Pick n so that H(n) > tc and let / = Fv. Note 
that i°W > n > logt. Since F £ E, we can construct the truth-table for / in 
time exponential in n, which means polynomial time in the size of the truth-table, 
n = 2*>. 

Other applications, in later sections, will require us to be able to use any hard 
function, not necessarily obtained from a fixed function in E. 

We then construct from / the pseudo-random sample set Sf Ç {0,1}*. Given 
the truth table of / , we list the members of Sf in as small a deterministic time 
as possible. It will almost always be possible to do so in time polynomial in the 
number of such elements, so our main concern will be minimizing the size of Sf. 
We then need to show that no t gate circuit can distinguish between members of Sf 
and truly random sequences. We almost always can do so in a very strong sense: 
given a test T that distinguishes Sf from the uniform distribution, we can produce 
a size £c_1 size circuit using T as an oracle, CT, computing / . If such a test were 
computable in size t, we could then replace the oracle with such a circuit, obtaining 
a circuit of size tc computing / , a contradiction. 

The simulation is: Choose n. Construct the truth table of / = Fv. Construct 
Sf. Run A(x,ri) for each rt £ Sf. Return the majority answer. In almost all 
constructions, the dominating term in the simulation's time is the size of Sf. In 
the most efficient constructions, making the strongest hardness assumption, H(n) £ 
2n(r>\ [IW97, STV01] obtain constructions with \Sf\ = n°(1) = t°(1). This gives us 
the following theorem: 
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Theo rem 2. If there is an F £ E with Size(Fr)) £ 2nW then P = BPP. 

[Uma02] gives an optimally efficient construction for any hardness, not just 
exponential hardness. 

3.1. The standard steps 
The canonical outline for constructing the pseudo-random sample set was first 

put together in [BFNW93]; however, each of their three steps was at least implicit in 
earlier papers. Later constructions either improve one of the steps, combine steps, 
or apply the whole argument recursively. However, a conceptual break-through 
that changed the way researchers looked at these steps is due to [TreOl] and will be 
explored in more detail in the next section. 

1. Extension and random-self-reduction. Construct from / a function / so that, 
if / has a circuit that computes its value correctly on almost all inputs, then 
/ has a small circuit that is correct on all inputs. 
This is usually done by viewing / as a multi-linear or low-degree polynomial 
over some field of moderate characteristic (poly in n). Then that polynomial 
can be extrapolated to define it at non-Boolean inputs, giving the extension / . 
If we have a circuit that is almost always correct, we can produce a probabilis­
tic circuit that is always correct as follows. To evaluate / at v, pick a point iv 
at random, and evaluate the almost always correct circuit at random points 
on the line I = v + x * iv. Since any point is on exactly one line with v, these 
points are uniform, and chances are the circuit is correct on these points. / 
restricted to I can be viewed as a low-degree polynomial in the single variable 
x. Thus, we can interpolate this polynomial, and use its value at x = 0 to give 
us the value f(v). ([BF90] is the first paper we know with this construction.) 
The key parameter that influences efficiency for this stage is fj, since the size 
of the truth-table for / is n = 2^. Ideally, i) £ 0(n), so that n £ n°W, and 
we can construct / in polynomial-time. 

2. Hardness Amplification: From / , construct a function / on inputs of size Y\ so 
that, from a circuit that can predict / with an e advantage over guessing, we 
can construct a circuit that computes / on almost all inputs. 
The prototypical example of a hardness amplification construction is the 
exclusive-or lemma [Yao82, Lei]. Here f(yi°y2...°yk) = /(j/i) © /(j/2)--- © 
f(yk)- Efficiency for this stage is mostly minimizing f\. The ® construc­
tion above is not particularly efficient, so much work went into more efficient 
amplification. 

3. Finding quasi-independent sequences of inputs. Now we have a function whose 
outputs are almost as good as random bits at fooling a size-limited guesser. 
However, we need many output bits that look mutually random. In this step, 
a small sets of input vectors V is constructed so that for (vi,...vt) £u V, 
guessing / on vi is hard and in some sense independent of the guess for Vj. 
Then the sample set will be defined as: S = {(f(vi),...f(vt))\(vi,...vt) £ V} 
The classical construction for this step is from [NW94]. This construction 
starts with a design, a family of subsets Di,..Dt Ç [1, ..p], \Di\ = Yj, and |Dj n 
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Dj\ ^ A for i ^ j . Then for each tv £ {0, l}*1 we construct vi, ...vt, where w, is 
the bits of tv in Di, listed in order. Intuitively, each vi is "almost independent" 
of the other Vj, because of the small intersections. More precisely, if a test 
predicts f(vi) from the other Vj, we can restrict the parts of iv outside £>,. 
Then each restricted Vj takes on at most 2A values, but we haven't restricted 
Vi at all. We can construct a circuit that knows these values of / and uses 
them in the predictor. 
The size of Sf is 2ß, so for efficiency we wish to minimize p. However, our 
new predicting circuit has size 2Apoly(i), so we need A £ 0(logi). Such 
designs are possible if and only if p £ Q(Yi2/A). Thus, the construction will 
be poly-time if we can have Yj = 0(n) = 0(logt). 

4. Extractors, Graphs, and Hardness vs. Random-
XxtJoo 

As mentioned before, [TreOl] changed our persective on hardness vs. random­
ness. We mentioned earlier that it was plausible that nature had truly probabilistic 
events. But is it plausible that we can physically construct a perfect fair coin? 
Many physical sources of randomness have imperfections and correlations. From 
the strong versions of hardness vs. randomness constructions, we can simulate a 
randomized algorithm without making the assumption that perfect random bits are 
available. Say we are simulating a randomized algorithm using t perfect random 
bits. (We don't need to have a time bound for the algorithm). Let T be the set of 
random sequences on which the algorithm accepts. 

Assume we have a physical source outputting n bits, but all we know about 
it is that no single output occurs more than 2_* of the time, i.e., that it has 
min-entropy at least tc+1. Treating the output of the source as a function / on 
n = logn bits, we construct the sample set Sf, and simulate the algorithm on the 
sample set. The min-entropy and a simple counting argument suffices to conclude 
that most outputs do not have small circuits relative to T. Therefore, most outputs 
of the source have about the right number of neighbors in T, and so our simulation 
works with high probability. 

This connection has been amazingly fruitful, leading to better constructions 
of extractors as well as better hardness vs. randomness results. 

This construction is also interesting from the point of view of quasi-random 
graphs. Think globally. Instead of looking at the sample set construction on a 
single function / , look at it on all possible functions. 

This defines a bipartite graph, where on the right side, we have all 22*1 = 2n 

functions on n bits, and on the left side, we have all t bit strings; the edges are 
between each function / and the members of the corresponding sample set Sf. Let 
T be any subset of the left side. Then we know that any function / that has many-
more or fewer than s\T\/2t neighbors in T has small circuit complexity relative to 
T. In particular, there cannot be too many such functions. Contrapositively, any-
large set of functions must have about the right number of neighbors in T. Thus, we 
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get a combinatorially interesting construction of an extremely homogenous bipartite 
graph from any hardness vs. randomness result. 

4.1. The steps revisited 
Once we look at the hardness vs. randomness issue from the point of view of 

extracting randomness from a flawed source, we can simplify our thoughts about 
the various steps. Any particular bits, and even most bits, from a flawed random 
source might be constant, because outputs might tend to be close in Hamming 
distance. This problem suggests its own solution: Use an error correcting code 
first. Then any two outputs are far apart, so most bit positions will be random. In 
fact, in retrospect, what the first two steps of the standard hardness vs. randomness 
method are doing is error-correcting the function. We do not care very much about 
rate, unless the rate is not even inverse polynomial. However, we want to be able to 
correct even if there is only a slight correlation between the recieved coded message 
and the actual coded message. It is information-theoretically impossible to uniquely 
decode under such heavy noise, but it is sometimes possible to list decode, producing 
a small set of possible messages. At the end of the hardness amplification stage, 
this is in fact what we have done to the function. 

However, there are some twists to standard error- correction that make the 
situation unique. Most interestingly, we need decoding algorithms that are super-
fast, in that to compute any particular bit of the original message can be done in 
poly-log time, assuming random access to the bits of the coded message. This kind 
of local decodability was implicit in [AS97], and applied to hardness vs. randomness 
in [STV01]. 

In retrospect, much of the effort in hardness-vs-randomness constructions has 
been in making locally list-decodeable error-correcting codes in an ad hoc manner. 
[STV01] showed that even natural ways of encoding can be locally list-decodeable. 
However, there might be some value in the ad hoc approaches. For example, many 
of the constructions assume the input has been weakly error-corrected, and then 
do a further construction to increase the amount of noise tolerated. Thus, these 
constructions can be viewed as error-correction boosters: codes where, given a code 
word corrupted with noise at a rate of 7, one can recover not the original message, 
but a message of lower relative noise, i.e. Hamming distance 8n from the original 
message, where 8 < 7. These might either be known or of interest to the coding 
community. 

5. Hardness from derandomization 
Are circuit lower bounds necessary for derandomization? Some results that 

suggested they might not be are [IW98] and [KabOl], where average-case deran­
domization or derandomization vs. a deterministic adversary was possible based on 
a uniform or no assumption. However, intuitively, the instance could code a cir­
cuit adversary in some clever way, so worst-case derandomization based on uniform 
assumptions seemed difficult. Recently, we have some formal confirmation of this: 
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Proving worst-case derandomization results automatically prove new circuit lower 
bounds. 

These proofs usually take the contrapositive approach. Assume that a large 
complexity class has small circuits. Show that randomized computation is unex­
pectedly powerful as a result, so that the addition of randomness to a class jumps 
up its power to a higher level in a time hierarchy. Then derandomization would 
cause the time hierarchy to collapse, contradicting known time hierarchy theorems. 

An example of unexpected power of randomness when functions have small 
circuits is the following result from [BFNW93]: 

Theo rem 3. If EXP C P/poly, then EXP = MA. 

This didn't lead directly to any hardness from derandomization, because MA 
is the probabilistic analog of NP, not of P. However, combining this result with 
Kabanet's easy witness idea ([KabOl]), [IKW01] managed to extend it to NEXP. 

Theorem 4. If NEXP C P/poly, then NEXP = MA. 

Since as we observed earlier, derandomizing Promise — BPP collapses MA 
with NP, it does follow that full derandomization is not possible without proving 
a circuit lower bound for NEXP. 

Corollary 5. If Promise - BPP C NE, then NEXP g P/poly. 

A very recent unpublished observation of Kabanets and Impagliazzo is that 
the problem of, given an arithmetic circuit C on n2 inputs, does it compute the 
permanent function, is in BPP. This is because one can set inputs to constants 
to set circuits that should compute the permanent on smaller matrices, and then 
use the Schwartz-Zippel test ([Sch80, Zip79]) to test that each function computes 
the expansion by minors of the previous one. Then assume Perm £ AlgP/poly. 
It follows that PH Ç pPerm c NPBPP, because one could non-deterministically 
guess the algebraic circuit for Perm and then verify one's guess in BPP. Thus, if 
BPP = P (or even BPP Ç NE) and Perm £ AlgP/poly, then PH Ç NE. If in 
addition, NE C P/poly, we would have Co - NEXP = NEXP = MA Ç PH Ç 
NE, a contradiction to the non-deterministic time hierarchy theorems. Thus, if 
BPP C NE, either Perm $ AlgP/poly or NE <£ P/poly. In either case, we would 
obtain a new circuit lower bound. 

6. Conclusions 
This is an area with a lot of "good news/bad news" results. While the latest 

results seem pessimistic about finally resolving the P vs. BPP question, the final 
verdict is still out. Perhaps NE is high enough in complexity that proving a cir­
cuit lower bound there would not require a major breakthrough, only persistance. 
Perhaps derandomization will lead to lower bounds, not the other way around. In 
any case, derandomization seems to be a nexus of interesting connections between 
complexity and combinatorics. 
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Rapid Mixing in Markov Chains 

R. Karman* 

Abstract 

A wide class of "counting" problems have been studied in Computer Sci­
ence. Three typical examples are the estimation of - (i) the permanent of an 
n x n 0-1 matrix, (ii) the partition function of certain n— particle Statisti­
cal Mechanics systems and (iii) the volume of an n— dimensional convex set. 
These problems can be reduced to sampling from the steady state distribution 
of implicitly defined Markov Chains with exponential (in n) number of states. 
The focus of this talk is the proof that such Markov Chains converge to the 
steady state fast (in time polynomial in n). 

A combinatorial quantity called conductance is used for this purpose. 
There are other techniques as well which we briefly outline. We then illustrate 
on the three examples and briefly mention other examples. 

2000 Mathematics Subject Classification: 68W20, 60G50. 
Keywords and Phrases: Randomized algorithms, Random walks. 

1. Examples 
We consider "counting problems", where there is an implicitly defined finite set 

X and one wishes to compute exactly or approximately |X | . In many situations, 
the approximate counting problem can be reduced to the problem of generating 
uniformly at random an element of X (the random generation problem). This is 
often the relatively easier part . Then, the generation problem is solved by devising 
a Markov Chain with set of states X with uniform steady state probabilities and 
then showing tha t this chain "mixes rapidly" - i.e., is close to the steady state 
distribution after a number of steps which is bounded above by a polynomial in the 
length of the input. [The proof of rapid mixing is often the challenging part.] We will 
illustrate the problem settings and scope of the area by means of three examples in 
this section. Then we will outline some tools for proving rapid mixing and describe 
very briefly how the tools are applied in some examples. This paper presents a 
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cross-section of methods and results from the area. A more comprehensive survey-
can be found in [19]. 

Our first example is the permanent of a n x n matrix A. Valiant [36] showed 
that the exact computation of the permanent is # P - hard, i.e., every problem 
in a class of problems called # P is reducible to the exact computation of the 
permanent of a matrix; thus it is conjectured that it is not solvable in polynomial 
time. The hardness result holds even for the case with each entry a 0 or a 1 whence 
the problem is to find |X| where X = {a £ Sn : Ai}(T(i) = lVz}. Note that X here 
is implicitly defined by A. In the general case, we may think of A as specifying a 
weight Y\i j4ji(7(j) on each a in X. 

As usual, we measure running time as a function of n, a natural parameter of 
the problem (like the n above) and 1/e, where e > 0 is the relative error allowed. 
Our primary aim is a polynomial (in n, 1/e) time bounded algorithm; but, we will 
also discuss methods which help improve the polynomial. A recent breakthrough 
due to Jerrum, Sinclair, Vigoda [22] gives an approximation algorithm with such a 
time bound for the permanent (of a matrix with non-negative entries) settling this 
important open problem. 

Our second example starts with the classical problem of computing the volume 
of a compact convex set in Euclidean n— space R n . Dyer, Frieze and the author [17] 
gave polynomial time algorithm for estimating the volume to any specified relative 
error e. They first reduce the problem to that of drawing a random point from the 
convex set (with uniform probability density). They then impose a grid on space 
and do a "coordinate random walk" - from current grid point x in K, pick one of 
the 2n coordinate neighbours y of a: at random and go to y if y G K; otherwise, stay 
at x. Under mild conditions, it is easy to show that the steady state distribution 
is uniform (over the grid points in the set); they show that in a polynomial (in n) 
number of steps, we are "close" to the steady state. [The number of states of the 
chain can be exponentially large.] 

Lovâsz and Simonovits [27] have devised a continuous state space random walk 
called the "ball walk" which performs better. In this, we choose at the outset a 
"step size" 8 > 0. From the current point x, we pick at random (with uniform 
density) a point y in a ball of radius 8 with x as center. We go to y if it is in K, 
otherwise, we stay at x. 

More generally, we may consider the integration (a "continuous" analog of 
counting) of a function over a convex set K. Of particular interest are logarithmically-
concave (a positive real valued function F is log-concave over a domain if log F is 
concave over the domain) functions, since many families of familiar probability-
density functions like the multi-variate normal are log- concave. One may use the 
Metropolis version of the random walks for convex set (cf section 1.). Rapid mixing 
has been proved for this general case too [4]. 

Our third set of examples concerns the Ising model and other Statistical Me­
chanics problems, (see [21] and references there). The computational problem 
arising from the Ising model is the following : we are given a real symmetric n x n 
matrix V (the entries of V arise as pairwise interaction energies), a real number 
B (the external field) and a positive real number ß (the temperature). The Ising 
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partition function is defined as 

Z = Z(Vj, B,ß)= Y, e-ßH{a), where H(a) = - ^ V y a ^ j - B ^ ak. 
<7€{-l ,+l}" i,j k 

Jerrum and Sinclair [21] presented a polynomial time approximation algorithm to 
compute Z in the case when all Vy are non-negative (called the ferromagnetic case). 

Their algorithm for the ferromagnetic case first reduces the problem to the 
corresponding sampling problem and then more interestingly reduces this sampling 
problem to another one where we are given a graph (explicitly) G(V, E) with positive 
edge weights w(e). The problem is to pick a subset of edges of G at random such 
that the probability of picking a particular subset T is proportional to 

w(T)=p^dd^l[w(e), 

where p is a given positive number and odd(T) denotes the set of odd degree 
vertices in T. [Note that in this case X is the set of all subsets of edges and we have 
probabilities V on X as given above, where X,V are implicitly defined by giving 
G,w.] 

2. Preliminaries, eigenvalue connection 
Most of what we say extends naturally to continuous state space chains (where 

the set of states is (possibly uncountably) infinite) under mild conditions of measur-
ability, but for ease of notation, here we state it for chains with a finite number of 
states. If P is the transition probability matrix with Pxy denoting the probability 
of transition from state x to state y, for any natural number t, the matrix power 
Pf denotes the instep transition probabilities. All our chains will be connected 
and aperiodic and thus have steady state probabilities - n(y) = lim^oo Px,y- (n(y) 
exists and is independent of the start state x). [The notation n(-) will be used 
throughout for steady state probabilities.] We let the vector pW = p(°)p* denote 
the probabilities at time t where we start with the initial distribution p(°). All our 
chains will be "time-reversible", i.e., ir(x)Pxy = ir(y)Pyx will be valid for all pairs 
x,y. 

From Linear algebra, we get that the eigenvalues of P are 1 = Ai > À2 > 
A3 . . . ÀJV > — 1 (where N is the number of states). Standard techniques yield : 

Theorem 1. For a finite time-reversible Markov Chain, with no = minx TT(X), for 
any t, 

7 \p^(x) — TT(X) < — [max(|À2|, IAjvl)] • 
xl n° 

Modifying a Markov Chain by making it stay at the current state with proba­
bility 1/2 and move according to its transition function with probability 1/2 ensures 
that ÀJV > 0 while only increasing the (expected) running time by a factor of 2; 
so in the maximum above, we need only consider À2. We call a chain "lazy" if 
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Pxx > ì^x. We will use the phrase mixing time to denote the least positive real 
r such that for any p(°\ ^ x \p^T\z) — n(x)\ < 1/4. It is known [1] that then for 
t > r log(l /e) , we have ^ x \P^HX) ~ ^(x)\ < e-

If we have a time-reversible Markov Chain on a finite set of states with tran­
sition probability matrix P with steady state probabilities n(x) and F is a positive 
real valued function on the states, there is a simple modification of the chain with 
steady state probabilities - K(X)F(X)I^ F(y), called the the Metropolis mod­
ification. It has transition probabilities - P' = PxyMm(l, ^ M ) for a: ^ y. This 
construction is used in many instances including as mentioned in the introduction 
for sampling according to log-concave functions. 

3. Techniques for proving rapid mixing 

3.1. Conductance 
Alon and Milman [3] and Sinclair and Jerrum [34] related À2 to a combinatorial 

quantity called "conductance" (in what may be looked on as a discrete analog of 
Cheeger's inequality for manifolds). This has turned out to be of great use in 
practice; often, first proofs of polynomial time convergence use conductance. 

For any two subsets S, T of states, the ergodic flow from S to T (denoted 
Q(S,Tj) is defined as Q(S,T) = X^esyeT7T(x)Pxy- The conductance $ is defined 
by : 

$(S) = Q(S'S) * = min *(S). 
TT(S) S :0O(S)<3 /4 

$(S) is the probability of escaping from S to S conditioned on starting in S in the 
steady state; since p^ may be this distribution, it is intuitively clear that if the 
conductance of any set is low, then the mixing time is high. More interestingly, [3] 
and [34] show also a converse. 

Theorem 2. For a time-reversible, lazy, ergodic Markov chain with conductance 
$, we have 

1 ^ 2 $ < A2 < l ^ ^ * 2 . 

While conductance has helped bound the mixing time for some complicated 
chains (including the three examples mentioned in the introduction), it is not a 
fine enough tool to give the correct bounds for some simple chains. For example, 
consider the lazy version of the random walk on the 2" vertices on the n— cube, 
where in each step, one picks at random one of the n neighbours of the current vertex 
to go to. The mixing time is known to be O(nlogn). Conductance is 0 ( l / n ) for 
this example, yielding only a mixing time of 0(n3) by Theorems (2) and (1). 

A striking contrast is the random walk on the vertices of the cube t runca ted 
by a half-space (i.e., the set of 0-1 vectors satisfying a given linear inequality.) 
Morris and Sinclair [29] showed that the conductance of this walk is at least l/p(n) 
for a polynomial p(-). 
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We now discuss a recent improvement of conductance for chains with a finite 
number of states from [26], [23]; similar results hold for chains with infinite number 
of states. In addition to measuring the ergodic flow from S to S, we now also see 
if the flow is "well-spread out" in the sense that we "block" a set B C S, and then 
see if Q(S, S\B) is still high. We now define for S with 0 < n(S) < 3/4, 

vJ/KÌ-qnn min aQ(S,S\B) 

It is easy to show that a set B with n(B) < ^Q(S,S), blocks at most 1/2 of the 
flow from S to S, so we have ^(S) > ^$(S)2. Thus, an assertion that mixing 
time is 0(log(l/7To) ming ^(Sj) would be at least as strong a result as we get from 
Theorems (2) and (1). We prove a theorem which implies this assertion; indeed, 
instead of taking mins^(S), the theorem takes an "average" of this quantity over 
different set sizes. We say that ip : [0,3/4] —r [0,1] is a "blocking conductance 
function" (b.c.f.) if (the second condition is technical) 

VS,0 < n(S) < 3/4, *(S) > IP(TT(S)) and ip(t) < 2ip(t') VO < t < t' < \t. 

Theorem 3. If ip is a blocking conductance function of a lazy, ergodic, time-
reversible, finite Markov chain, with no = mina.7r(a:), then, the mixing time is at 
most 

,3/4 t 

500 / —rrrdt. 
Jt=7To tip(t) 

This has been used to improve the analysis of the ball walk for convex sets 
in [26] and also some other examples in [30]. Also, [5] uses Theorem (3) to argue 
that the mixing time of the grid lattice, (in a fixed number of dimensions) where 
some edges have failed according to a standard percolation model is still within a 
constant of the mixing time of the whole. 

3.2. Coupling 
Another important technique for proving rapid mixing is "Coupling" [1]. A cou­

pling is a stochastic process (Xt,Yt),t = 0,1,2, . . . , where each of {Xt, t = 0,1,...} 
and {Y~t,t = 0,1,2, . . .} is marginally a copy of the chain. [They may be mutually-
dependent.] So, we run "two copies" of the chain (Xt,Yt) in tandem. If Y0 is dis­
tributed according to n, the steady state distribution, then, the distribution p^ of 
Xt, satisfies 

£ > ( * > ( * ) - 7 r ( a : ) | < P r ( X t # F t ) . 
X 

To apply this, one must construct a coupling (Xt, Yt) for which Xt and Yt "meet" as 
fast as possible. This can prove difficult. Path coupling introduced by Bubley and 
Dyer [8] which we describe now simplifies the task quite a bit. In path coupling, 
we have an underlying connected directed graph G on the set of states. (G could 
just be the graph of the Markov Chain.) G defines distances between pairs of states 
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- namely the length of the shortest path in G. We only need to define a coupling 
of adjacent pairs of vertices, with the property that for every pair of adjacent (in 
G) vertices (u,v), the expected distance between the next states of u,v is at most 
ß < 1. They then show that 

Theorem 4. If D is the diameter (ofG), then for any t > 0, Pr(X t ^ Yt) < Dß*. 

Propp and Wilson [31] have designed a method they call Coupling from 
the Past. This applies to chains with a partial order on the set of states with 
a least state 0 and a greatest state 1. They show that running two copies of the 
Chain backwards - one from 0 and one from 1 - with a coupling satisfying a certain 
monotonicity condition until they "meet" gives us a good upper bound on the 
number of steps needed to mix. We refer the reader to [31] for details. 

3.3. Other methods 
One way to prove a lower bound on conductance for a chain with a finite set 

of states X is to construct a family of \X\2 paths - one from each state to each 
other using as edges the transitions of the Markov Chain, so that no transition is 
"overloaded" by too many paths. We do not supply here any more details of this 
technique referred to as the method of "canonical paths" and used by Jerrum and 
Sinclair [20]. 

We may look upon the construction of these paths as routing a multi-commodity 
flow through the network and apply techniques from Network Flows. [33] pursues 
this. [13] uses different measures of congestion to achieve improved results in some 
cases and their methods are applied in [15]. 

Another important method is the use of logarithmic Sobolev inequalities, 
where, we use (relative) entropy - Ent(p^) = J2X P^ (x) 1°S PJ(X) a s ^ e mea­
sure of distance. It is known that for ergodic Markov Chains, this distance declines 
exponentially [12]; i.e., there is a constant a £ (0,1) such that 

Ynt(p{t:y) < a*Ent(p(0)). 

Note that Ent(p^) < log(l/7To). So, it suffices to choose t = (loglog -£- + log(l/e)) 
/(I — a) to reduce the entropy to e; the dependence on l/7ro is thus better. But we 
need to determine a which is only known for simple chains. It is known that a > X2, 
so the most that this method could save over using something like Theorem (1) is the 
log(l/7To) factor. [16] and [30] contain several comparisons between the log-Sobolev 
inequalities, eigenvalue bounds and conductance. [18] uses the log-Sobolev inequal­
ity to prove better bounds on the Metropolis version of the coordinate random walk 
for log-concave functions. 

For the random walk on the cube a simple coupling argument, which, moves 
both Xt and Yt in the same coordinate, trying to make them equal - shows that 
mixing time is O(nlogn). Some sophisticated Fourier Transform methods have 
been used to get much more exact results here and the results are applicable in 
other contexts too. 



Rapid Mixing in Markov Chains 679 

A traditional approach to sampling from a probability distribution involves 
the so-called "Stopping Rules" [1], where one specifies a rule for when to stop the 
Markov Chain and shows that if we follow the rule, we sample (exactly) from the 
desired distribution. [2] contain results about the expected time needed for certain 
stopping rules, which then serves as an upper bound on the number of steps needed 
to converge. 

We also mention two general techniques for deriving convergence rates of a 
Markov Chain from the knowledge of convergence rates for a simpler-to-analyze 
chain. The first one is called Comparison and is developed in [11]. The second 
technique is called Decomposition [32]; here one decomposes the chain into chains 
on subsets of states and derives a bound on the convergence rate of the whole chain 
based on the rates for the "sub-chains" and the interconnections between them. 

4. Solution of sampling and counting problems 
P E R M A N E N T 
We consider the permanent of a n x n 0-1 matrix A. We may define a bipartite 

graph corresponding to the matrix. Each a £ Sn with Ai}(T(i) = 1 for all i corre­
sponds to a perfect matching in the graph. Let M be the set of perfect matchings 
in the graph. Unfortunately, no rapidly mixing Markov Chain with only M as the 
set of states is known. Broder [7] first defined the following Markov Chain. We 
also include the set of "near- perfect" matchings - M.' (a near-perfect matching has 
f — 1 edges, no two incident to the same vertex). Transitions of the Markov Chain 
are as follows: In any current state, M, we pick an edge e = (u, v) of the graph 
uniformly at random (all edges are equally likely) and 

• if M £ Mn and e G M, move to M' = M - e. 
• If M £ Mn-i and u and v are both unmatched in M, then move to M' = 

M + e. 
• M £ Mn^i, u is matched to iv in M and v unmatched, then move to M' = 

(M + e) — (u, tv); make a symmetric move if v is matched and u unmatched. 
• In all other cases, stay at M. 

[20] showed that if A is dense (each row has at least n/2 I's), then the chain above 
mixes rapidly and in addition that \M'\ < p(n)\M\ for a polynomial P(-). Thus, 
rejection sampling - accept result of a run of the chain if the result is in M yields 
a polynomial time sampling procedure. 

Jerrum, Sinclair and Vigoda [22] develop an algorithm for the general 0-1 
permanent (including the non-dense case). Here is very brief sketch of their algo­
rithm : An edge-weighting iv assigns a (positive) real weight w(e) to each edge. 
For a matching M iv(M) = f\e€M w(e) is its weight. For a set S of matchings, 
W(S) = S M G S W ( ^ ) - Finally, for each pair of vertices (u,v), define w'(u,v) to 
be the ratio of the weight of all perfect matchings to the weight of all near-perfect 
matchings which leave u,v unmatched. Then define the "modified weight" tv'(M) 
of a matching M to be w(M) if M is perfect and iv(M)iv'(u,v) if M leaves u,v 
unmatched. They first show that a Metropolis version of the above random walk 
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to sample according to tv'(M) mixes rapidly. But the tv' are not known; they ar­
gue that if we start with the complete graph and go through a sequence of graphs, 
where in each step, we lower the edge weight of a non-edge of G by a factor, then 
we can successively estimate tv' for each edge-weighting (of the complete graph) in 
the sequence. The final element of the sequence has low enough weights for the 
non-edges that it gives a good approximation to the permanent. 

THE ISING MODEL 
Recall the subgraph sampling problem in section 1. Here is the random walk 

they use. The states of the Markov Chain are the subsets of E. Their chain is 
the Metropolis version of the following simple Markov Chain whose steady state 
probabilities are uniform over all subsets of the edges, namely : at any current 
subset T of E, pick uniformly at random an edge e £ E; if e £ T, then go to 
T' = T — e, otherwise go to T" = T + e. They also make the chain lazy. The proof 
of a lower bound on conductance relies on a canonical paths argument. 

The algorithm that is preferred by physicists is the one due to Swendsen and 
Wang [35]. This algorithm switches the signs on large blocks of vertices of the graph 
at once. But while this seems to work well in practice, no proof of rapid mixing is 
known. 

CONVEX SETS, LOG-CONCAVE FUNCTIONS 
Consider the ball walk in a convex set K in R n with balls of radius 8. We 

use the notation Pxy for the transition probability density from a: to y here. The 
conductance of a (measurable) subset S of it" is now defined as 

Jxes JyeKXS71^)^ 
min(n(S),l-n(S)) ' 

Let dS be the boundary of S interior to K. Since points i e S on or near dS, 
intuitively have a high f Pxy, a lower bound on Voln_i(9S') would seem to imply a 
lower bound on conductance. This is indeed the case. Lower bounds on Voln_i(9S') 
have been the subject of much effort. The most general result known is the following. 

Theorem 5. Isoperimetry Suppose K is a compact convex set in R n of diameter 
d and F is a positive real-valued log-concave function on K. Then for any measur­
able S Ç K with Js F < (1/2) JK F, and measurable boundary dS interior to K, 
we have 

F>- I F 
as d JS 

The theorem was first proved for the case F = 1 by Lovâsz and Simonovits [27] 
and independently also by Khachiyan and Karzanov [25]. The result was generalized 
to the case of general log-concave measures F by Applegate and Kannan [4] using 
the same techniques. We may add an extra factor of ln(JK F/ Js F) to the right 
hand side; this was proved independently in [26] and also by Bobkov [6]. The most 
recent algorithm for computing the volume of convex sets is in [24], where references 
to earlier papers may be found. 

OTHER EXAMPLES 
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There are many other counting problems on which progress has been made 
using this method. Again, we are not able to present a comprehensive review here. 

A notable result is the one for the truncated cube already mentioned in section 
3.. Another example of interest is Contingency Tables - where we are given m,n 
(positive integers) and the row and column sums of an m x n matrix A. The problem 
is to sample uniformly at random from the set of m x n matrices with non-negative 
integer entries with these row and column sums. The problem remains open, but 
there are several partial results [14],[10]. 

There are many tiling problems, where the problem is to pick a random tiling 
of say a large square in the plane by dominoes of a given shape. These problems 
arise in Statistical Mechanics. For regular shapes, it is often possible to devise a 
polynomial time algorithm to count the number exactly. But it is important to 
devise algorithms with low polynomial time bounds. There has been much progress 
here - see [28] and references there. Random generation of colorings and independent 
sets of a graph has received much attention lately due to connections to Statistical 
Mechanics [9]. 
Acknowledgment . I thank Ravi Montenegro for suggesting some changes in the 
manuscript. 
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P =£ NP, Propositional Proof Complexity, 
and Resolution Lower Bounds for the 

Weak Pigeonhole Principle 

Ran Raz* 

Abstract 

Recent results established exponential lower bounds for the length of any 
Resolution proof for the weak pigeonhole principle. More formally, it was 
proved that any Resolution proof for the weak pigeonhole principle, with n 
holes and any number of pigeons, is of length fl(2n ), (for a constant e = 
1/3). One corollary is that certain propositional formulations of the statement 
P / NP do not have short Resolution proofs. After a short introduction 
to the problem of P / NP and to the research area of propositional proof 
complexity, I will discuss the above mentioned lower bounds for the weak 
pigeonhole principle and the connections to the hardness of proving P / NP. 
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Keywords and Phrases: Lower bounds, Proof theory, Resolution, Pigeon­
hole principle. 

1. Propositional logic 
The basic syntactic units (atoms) of propositional logic are Boolean variables 

xi,...,xn £ {0 ,1} , where the value 0 represents False and the value 1 represents 
True. The propositional variables are combined with s tandard Boolean gates (also 
called connectives), such as, AND (conjunction), OR (disjunction), and NOT (nega­
tion), to form Boolean formulas. Recall t ha t in propositional logic there are no 
quantifiers. 

A literal is either an a tom (i.e., a variable x») or the negation of an a tom (i.e., 
-ix»). A clause is a disjunction of literals. A term is a conjunction of literals. A 
formula / is in conjunctive-normal-form (CNF) if it is a conjunction of clauses. A 
formula / is in disjunctive-normal-form (DNF) if it is a disjunction of terms. Since 
there are s tandard ways to transform a formula to CNF or DNF (by adding new 
variables), many times we limit the discussion to CNF formulas or DNF formulas. 
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A Boolean formula f(xi,...,xn) is a tautology if f(xi,...,xn) = 1 for every 
xi,...,xn. A Boolean formula f(xi,...,xn) is unsatisfiable if f(xi,...,xn) = 0 for 
every xi,...,xn. Obviously, / is a tautology if and only if - i / is unsatisfiable. 

Given a formula f(xi,...,xn), one can decide whether or not / is a tautology 
by checking all the possibilities for assignments to xi,...,xn. However, the time 
needed for this procedure is exponential in the number of variables, and hence may­
be exponential in the length of the formula / . 

2. P ^ NP 
P ^ NP is the central open problem in complexity theory and one of the 

most important open problems in mathematics today. The problem has thousands 
of equivalent formulations. One of these formulations is the following: 

Is there a polynomial time algorithm A that gets as input a 
Boolean formula / and outputs 1 if and only if / is a tautology ? 

P ^ NP states that there is no such algorithm. 
A related open problem in complexity theory is the problem of NP ^ Co—NP. 

The problem can be stated as follows: 

Is there a polynomial time algorithm A that gets as input a 
Boolean formula / and a string z, and such that: / is a tautol­
ogy if and only if there exists z s.t.: 

1. The length of z is at most polynomial in the length of / . 
2. A(f,z) = l. 

NP ^ Co — NP states that there is no such algorithm. Obviously, NP ^ Co — NP 
implies P ^ NP. 

It is widely believed that P ^ NP (and NP ^ Co — NP). At this point, 
however, we are still far from giving a solution for these problems. It is not clear 
why these problems are so hard to solve. 

3. Propositional proof theory 
Propositional proof theory is the study of the length of proofs for different 

tautologies in different propositional proof systems. 
The notion of propositional proof system was introduced by Cook and Reckhow 

in 1973, as a direction for proving NP ^ co — NP (and hence also P ^ NP) [6]. 
A propositional proof system is a polynomial time algorithm A(f, z) such that a 
Boolean formula / is a tautology if and only if there exists z such that A(f, z) = 1 
(note that we do not require here that the length of z is at most polynomial in the 
length of / ) . We think of the string z as a proof for / in the proof system A. We 
say that a tautology / is hard for a proof system A if any proof z for / in the proof 
system A is of length super-polynomial in the length of / . 

Many times we prefer to talk about unsatisfiable formulas, rather than tau­
tologies, and about refutation systems, rather than proof systems. A propositional 
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refutation system is a polynomial time algorithm A(f, z) such that a Boolean for­
mula / is unsatisfiable if and only if there exists z such that A(f, z) = 1. We think 
of the string z as a refutation for / in the refutation system A. We think of a 
refutation z for / also as a proof for - 1 / (and vice versa). 

It is easy to see that NP ^ co — NP if and only if for every propositional proof 
system A there exists a hard tautology, that is, a tautology / with no short proofs. 
It was hence suggested by Cook and Reckhow to study the length of proofs for 
different tautologies in stronger and stronger propositional proof systems. It turns 
out that in many cases these problems are very interesting in their own right and 
are related to many other interesting problems in complexity theory and in logic, in 
particular when the tautology / represents a fundamental mathematical principle. 

For a recent survey on the main research directions in propositional proof 
theory, see [2]. 

4. Resolution 
Resolution is one of the simplest and most widely studied propositional proof 

systems. Besides its mathematical simplicity and elegance, Resolution is a very-
interesting proof system also because it generalizes the Davis-Putnam procedure 
and several other well known proof-search procedures. Moreover, Resolution is the 
base for most automat theorem provers existing today. 

The Resolution rule says that if C and D are two clauses and xi is a variable 
then any assignment (to the variables Xi,...,xn) that satisfies both of the clauses, 
C V xi and D V -ix», also satisfies the clause C V D. The clause C V D is called the 
resolvent of the clauses C V xi and D V -ix» on the variable x». 

Resolution is usually presented as a propositional refutation system for CNF 
formulas. Since there are standard ways to transform a formula to CNF (by adding 
new variables), this presentation is general enough. A Resolution refutation for a 
CNF formula / is a sequence of clauses Ci, C2,..., Cs, such that: 

1. Each clause Cj is either a clause of / or a resolvent of two previous clauses in 
the sequence. 

2. The last clause, Cs, is the empty clause. 

We think of the empty clause as a clause that has no satisfying assignments, and 
hence a contradiction was obtained. 

We think of a Resolution refutation for / also as a proof for - 1 / . Without loss 
of generality, we assume that no clause in a Resolution proof contains both x» and 
-ix» (such a clause is always satisfied and hence it can be removed from the proof). 
The length, or size, of a Resolution proof is the number of clauses in it. 

We can represent a Resolution proof as an acyclic directed graph on vertices 
Ci,...,Cs, where each clause of / has out-degree 0, and any other clause has two 
edges pointing to the two clauses that were used to produce it. 

It is well known that Resolution is a refutation system. That is, a CNF formula 
/ is unsatisfiable if and only if there exists a Resolution refutation for / . A well-
known and widely studied restricted version of Resolution (that is still a refutation 
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system) is called Regular Resolution. In a Regular Resolution refutation, along any 
path in the directed acyclic graph, each variable is resolved upon at most once. 

5. Resolution as a search problem 
As mentioned above, we represent a Resolution proof as an acyclic directed 

graph G on the vertices Ci,...,Cs. In this graph, each clause Cj which is an 
original clause of / has out-degree 0, and any other clause has two edges pointing 
to the two clauses that were used to produce it. We call the vertices of out-degree 
0 (i.e., the clauses that are original clauses of / ) the leaves of the graph. Without 
loss of generality, we can assume that the only clause with in-degree 0 is the last 
clause Cs (as we can just remove any other clause with in-degree 0). We call the 
vertex Cs the root of the graph. 

We label each vertex Cj in the graph by the variable x» that was used to derive 
it (i.e., the variable x» that was resolved upon), unless the clause Cj is an original 
clause of / (and then Cj is not labelled). If a clause Cj is labelled by a variable x, 
we label the two edges going out from Cj by 0 and 1, where the edge pointing to 
the clause that contains x, is labelled by 0, and the edge pointing to the clause that 
contains -ix» is labelled by 1. That is, if the clause C V D was derived from the two 
clauses C V x, and D V -ix» then the vertex C V D is labelled by x», the edge from 
the vertex C v D t o the vertex C V x, is labelled by 0 and the edge from the vertex 
C V D to the vertex D V -ix» is labelled by 1. For a non-leaf node u of the graph G, 
define, 

Label(u) = the variable labelling u. 

We think of Label(u) as a variable queried at the node u. 
Let p be a path on G, starting from the root. Note that along a path p, a 

variable x, may appear (as a label of a node u) more than once. We say that the 
path p evaluates x, to 0 if x, = Label (u) for some node u on the path p, and after 
the last appearance of x, as Label (u) (of a node u on the path) the path p continues 
on the edge labelled by 0 (i.e., if u is the last node on p such that x, = Label(u) 
then p contains the edge labelled by 0 that goes out from u). In the same way, we 
say that the path p evaluates x, to 1 if x, = Label (u) for some node u on the path 
p, and after the last appearance of x, as Label(u) (of a node u on the path) the 
path p continues on the edge labelled by 1 (i.e., if u is the last node on p such that 
x, = Label(u) then p contains the edge labelled by 1 that goes out from u). 

For any node u of the graph G, we define Zeros(u) to be the set of variables 
that the node u "remembers" to be 0, and Ones(u) to be the set of variables that 
the node u "remembers" to be 1, that is, 

Zeros (u) = the set of variables that are evaluated to 0 by every path p 
from the root to u. 

Ones(u) = the set of variables that are evaluated to 1 by every path p 
from the root to u. 

Note that for any u, the two sets Zeros(u) and Ones(u) are disjoint. 
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The following proposition gives the connection between the sets Zeros(u), 
Ones(u) and the literals appearing in the clause u. The proposition is particularly-
interesting when « is a leaf of the graph. 

Proposi t ion 1 Let f be an unsatisfiable CNF formula and let G be (the graph 
representation of) a Resolution refutation for f. Then, for any node u of G and 
for any x,, if the literal x, appears in the clause u then x, £ Zeros(u), and if the 
literal -ix» appears in the clause u then x, £ Ones(u). 

6. The weak pigeonhole principle 
The Pigeonhole Principle (PHP) is probably the most widely studied tautology 

in propositional proof theory. The tautology PHPn is a DNF encoding of the 
following statement: There is no one to one mapping from n + 1 pigeons to n holes. 
The Weak Pigeonhole Principle (WPHP) is a version of the pigeonhole principle 
that allows a larger number of pigeons. The tautology WPHP™ (for m > n + 1) is 
a DNF encoding of the following statement: There is no one to one mapping from 
m pigeons to n holes. For m > n + 1, the weak pigeonhole principle is a weaker 
statement than the pigeonhole principle. Hence, it may have much shorter proofs 
in certain proof systems. 

The weak pigeonhole principle is one of the most fundamental combinatorial 
principles. In particular, it is used in most probabilistic counting arguments and 
hence in many combinatorial proofs. Moreover, as observed by Razborov, there 
are certain connections between the weak pigeonhole principle and the problem of 
P zfi NP [12]. Indeed, the weak pigeonhole principle (with a relatively large number 
of pigeons) can be interpreted as a certain encoding of the following statement: 
There are no small DNF formulas for SAT (where SAT is the satisfiability problem). 
Hence, in most proof systems, a short proof for certain formulations of the statement 
"There are no small formulas for SAT" can be translated into a short proof for the 
weak pigeonhole principle. That is, a lower bound for the length of proofs for the 
weak pigeonhole principle usually implies a lower bound for the length of proofs for 
certain formulations of the statement P ^ NP. While this doesn't say much about 
the problem of P ^ NP, it does demonstrate the applicability and relevance of the 
weak pigeonhole principle for other interesting problems. 

Formally, the formula WPHP™ is expressed in the following way. The under­
lying Boolean variables, x , j , for 1 < i < m and 1 < j < n, represent whether or not 
pigeon i is mapped to hole j . The negation of the pigeonhole principle, -WPHP™, 
is expressed as the conjunction of m pigeon clauses and (™) • n hole clauses. For 
every 1 < i < m, we have a pigeon clause, 

(XJ,I V . . . VXj,n), 

stating that pigeon i maps to some hole. For every 1 < ii < i2 < m and every 
1 < j < n, we have a hole clause, 

(~'xh,j V ~'xÌ2,j)ì 
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stating that pigeons ii and i2 do not both map to hole j . We refer to the pigeon 
clauses and the hole clauses also as pigeon axioms and hole axioms. Note that 
-WPHP™ is a CNF formula. 

Let G be (the graph representation of) a Resolution refutation for -WPHP™. 
Then, by Proposition 1, for any leaf « of the graph G, one of the following is satisfied: 

1. « is a pigeon axiom, and then for some 1 < i < m, the variables x ^ i , . . . , Xj:„ 
are all contained in Zeros(u). 

2. « is a hole axiom, and then for some 1 < j < n, there exist two different 
variables XJ1JJ,X,2JJ in Ones(u). 

7. Resolution lower bounds for the weak pigeon­
hole principle 

There are trivial Resolution proofs (and Regular Resolution proofs) of length 
2" -poly(n) for the pigeonhole principle and for the weak pigeonhole principle. In a 
seminal paper, Haken proved that for the pigeonhole principle, the trivial proof is 
(almost) the best possible [7]. More specifically, Haken proved that any Resolution 
proof for the tautology PHPn is of length 2Q(n\ Haken's argument was further 
developed in several other papers (e.g., [18, 1, 4]). In particular, it was shown that 
a similar argument gives lower bounds also for the weak pigeonhole principle, but 
only for small values of m. More specifically, super-polynomial lower bounds were 
proved for any Resolution proof for the tautology WPHP™, for m < c • n?/logn 
(for some constant c) [5]. 

For the weak pigeonhole principle with large values of m, there do exist Res­
olution proofs (and Regular Resolution proofs) which are much shorter than the 
trivial ones. In particular, it was proved by Buss and Pitassi that for m > c^" l o g " 
(for some constant c), there are Resolution (and Regular Resolution) proofs of 
length poly(m) for the tautology WPHP™ [3]. Can this upper bound be further 
improved ? Can one prove a matching lower bound ? A partial progress was made 
by Razborov, Wigderson and Yao, who proved exponential lower bounds for Reg­
ular Resolution proofs, but only when the Regular Resolution proof is of a certain 
restricted form [17]. 

The weak pigeonhole principle with large number of pigeons has attracted a 
lot of attention in recent years. However, the standard techniques for proving lower 
bounds for Resolution failed to give lower bounds for the weak pigeonhole principle. 
In particular, for m > n?, no non-trivial lower bound was known until very recently. 

In the last two years, these problems were completely solved. An exponential 
lower bound for any Regular Resolution proof was proved in [8], and an exponential 
lower bound for any Resolution proof was finally proved in [9]. More precisely, it was 
proved in [9] that for any m, any Resolution proof for the weak pigeonhole principle 
WPHP™ is of length Q(2" ), where e > 0 is some global constant (e « 1/8). 

The lower bound was further improved in several results by Razborov. The 
first result [13] presents a proof for an improved lower bound of ii(2n"), for e = 1/3. 
The second result [14] extends the lower bound to an important variant of the 
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pigeonhole principle, the so called weak functional pigeonhole principle, where we 
require in addition that each pigeon goes to exactly one hole. The third result [15] 
extends the lower bound to another important variant of the pigeonhole principle, 
the so called weak functional onto pigeonhole principle, where we require in addition 
that every hole is occupied. 

For a recent survey on the propositional proof complexity of the pigeonhole 
principle, see [16]. 

8. Lower bounds for P ^ NP 

Propositional versions of the statement P ^ NP were introduced by Razborov 
in 1995 [10] (see also [11]). Razborov suggested to try to prove super-polynomial 
lower bounds for the length of proofs for these statements in stronger and stronger 
propositional proof systems. This was suggested as a step for proving the hardness 
of proving P ^ NP. The above mentioned results for the weak pigeonhole principle 
establish such super-polynomial lower bounds for Resolution. 

Let g : {0, l} r f —¥ {0,1} be a Boolean function. For example, we can take 
g = SAT, where SAT : {0, l}d —r {0,1} is the satisfiability function (or we can 
take any other NP-hard function). We assume that we are given the truth table 
of g. Let t < 2d be some integer. We think of t as a large polynomial in d, say 
t = dwm. 

Razborov suggested to study propositional formulations of the following state­
ment (in the variables Z): 

Z is (an encoding of) a Boolean circuit of size t ==> 
Z does not compute the function g. 

Note that since the truth table of g is of length 2d, a propositional formulation of 
this statement will be of length at least 2d, and it is not hard to see that there 
are ways to write this statement as a DNF formula of length 2°^ (and hence, its 
negation is a CNF formula of that length). The standard way to do that is by-
including in Z both, the (topological) description of the Boolean circuit, as well as 
the value that each gate in the circuit outputs on each input for the circuit. 

In [12], Razborov presented a lower bound for the degree of Polynomial Cal­
culus proofs for the weak pigeonhole principle, and used this result to prove a lower 
bound for the degree of Polynomial Calculus proofs for a certain version of the above 
statement. Following this line of research, it was proved in [9, 15] (in a similar way) 
that if £ is a large enough polynomial in d (say t = d1000) then any Resolution proof 
for certain versions of the above statement is of length super-polynomial in 2d, that 
is, super-polynomial in the length of the statement. 

In particular, this can be interpreted as a super-polynomial lower bound for 
Resolution proofs for certain formulations of the statement P ^ NP (or, more 
precisely, of the statement NP <£_ P/poly). 

It turns out that the exact way to give the (topological) description of the 
circuit is also important in some cases. This was done slightly differently in [9] 
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and in [15]. In [9], Z was used to encode a Boolean circuit of unbounded fan-
in, whereas [15] considered Boolean circuits of fan-in 2. It turns out that for the 
stronger case of unbounded fan-in, the lower bound for the weak pigeonhole principle 
is enough [9], whereas for the weaker case of fan-in 2 one needs the lower bound for 
the weak functional onto pigeonhole principle [15] (in fact, this was one of the main 
motivations to consider the onto functional case). Otherwise, the proof seems to be 
quite robust in the way the Boolean circuit is encoded. 

Acknowledgement. I would like to thank Toni Pitassi for very enjoying collabo­
ration that lead to the results in [8, 9]. 
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The Complexity of 
Accurate Floating Point Computation 

J. Demmel* 

Abstract 

Our goal is to find accurate and efficient algorithms, when they exist, 
for evaluating rational expressions containing floating point numbers, and 
for computing matrix factorizations (like LU and the SVD) of matrices with 
rational expressions as entries. More precisely, accuracy means the relative 
error in the output must be less than one (no matter how tiny the output is), 
and efficiency means that the algorithm runs in polynomial time. Our goal is 
challenging because our accuracy demand is much stricter than usual. 

The classes of floating point expressions or matrices that we can accurately 
and efficiently evaluate or factor depend strongly on our model of arithmetic: 

1. In the "Traditional Model" (TM), the floating point result of an opera­
tion like a + b is fl(a + b) = (a + 6)(1 + 6), where \S\ must be tiny. 

2. In the "Long Exponent Model" (LEM) each floating point number x = 
/ • 2e is represented by the pair of integers (/, e), and there is no bound 
on the sizes of the exponents e in the input data. The LEM supports 
strictly larger classes of expressions or matrices than the TM. 

3. In the "Short Exponent Model" (SEM) each floating point number x = 
/ • 2e is also represented by (/, e), but the input exponent sizes are 
bounded in terms of the sizes of the input fractions / . We believe the 
SEM supports strictly more expressions or matrices than the LEM. 

These classes will be described by factorizability properties of the rational 
expressions, or of the minors of the rational matrices. For each such class, 
we identify new algorithms that attain our goals of accuracy and efficiency. 
These algorithms are often exponentially faster than prior algorithms, which 
would simply use a conventional algorithm with sufficiently high precision. 

For example, we can factorize Cauchy matrices, Vandermonde matrices, 
totally positive generalized Vandermonde matrices, and suitably discretized 
differential and integral operators in all three models much more accurately 
and efficiently than before. But we provably cannot add x + y + z accurately 
in the TM, even though it is easy in the other models. 
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1. Introduction 
We will survey recent progress and describe open problems in the area of 

accurate floating point computation, in particular for matrix computations. A very-
short bibliography would include [10, 7, 8, 14, 12, 1, 9, 11, 2]. 

We consider the evaluation of multivariate rational functions r(x) of floating 
point numbers, and matrix computations on rational matrices A(x), where each 
entry Aij(x) is such a rational function. Matrix computations will include comput­
ing determinants (and other minors), linear equation solving, performing Gaussian 
Elimination (GE) with various kinds of pivoting, and computing the singular value 
decomposition (SVD), among others. Our goals are accuracy (computing each so­
lution component with tiny relative error) and efficiency (the algorithm should run 
in time bounded by a polynomial function of the input size). 

We consider three models of arithmetic, defined in the abstract, and for each 
one we try to classify rational expressions and matrices as to whether they can be 
evaluated or factored accurately and efficiently (we will say "compute(d) accurately 
and efficiently," or "CAE" for short). 

In the Traditional "1 + S}} Model (TM), we have fl(a®b) = (a®b)(l + 6), 
® £ {+,—, x,+} and \8\ < e, where e -C 1 is called machine precision. It is the 
conventional model for floating point error analysis, and means that every floating 
point result is computed with a relative error 8 bounded in magnitude by e. The 
values of 8 may be arbitrary real (or complex) numbers satisfying \8\ < e, so that 
any algorithm proven to CAE in the TM must work for arbitrary real (or complex) 
number inputs and arbitrary real (or complex) \8\ < e. The size of the input in the 
TM is the number of floating point words needed to describe it, independent of e. 

The Long Exponent (LEM) and Short Exponent (SEM) models, which are 
implementable on a Turing machine, make errors that may be described by the 
TM, but their inputs and 8's are much more constrained. Also, we compute the 
size of the input in the LEM and SEM by counting the number of bits, so that 
higher precision and wider range take more bits. 

This will mean that problems we can provably CAE in the TM are a strict 
subset of those we can CAE in the LEM, which in turn we conjecture are a strict 
subset of those we can CAE in the SEM. In all three models we will describe the 
classes of rational expressions and rational matrices in terms of the factorization 
properties of the expressions, or of the minors of the matrices. 

The reader may wonder why we insist on accurately computing tiny quantities 
with small relative error, since in many cases the inputs are themselves uncertain, 
so that one could suspect that the inherent uncertainty in the input could make 
even the signs of tiny outputs uncertain. It will turn out that in the TM, the class 
we can CAE appears to be identical to the class where all the outputs are in fact 
accurately determined by the inputs, in the sense that small relative changes in the 
inputs cause small relative changes in the outputs. We make this conjecture more 
precise in section 3 below. 

There are many ways to formulate the search for efficient and accurate algo­
rithms [6, 4, 19, 3, 13, 18, 16]. Our approach differs in several ways. In contrast to 
either conventional floating point error analysis [13] or the model in [6], we ask that 
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even the tiniest results have correct leading digits, and that zero be exact. In [6] 
the model of arithmetic allows a tiny absolute error in each operation, whereas in 
TM we allow a tiny relative error. Unlike [6] our LEM and SEM are conventional 
Turing machine models, with numbers represented as bit strings, and so we can 
take the cost of arithmetic on very large and very small numbers (i.e. those with 
many exponent bits) into precise account. For these reasons we believe our mod­
els are closer to computational practice than the model in [6]. In contrast to [16], 
we (mostly) consider the input as given exactly, rather than as a sequence of ever 
better approximations. Finally, many of our algorithms could easily be modified to 
explicitly compute guaranteed interval bounds on the output [18]. 

2. Factorizability and minors 
We show here how to reduce the question of accurate and efficient matrix com­

putations to accurate and efficient rational expression evaluation. The connection 
is elementary, except for the SVD, which requires an algorithm from [10]. 

Proposition 1 Being able to CAE the absolute value of the determinant | det(.4(a:))| 
is necessary to be able to CAE the following matrix computations on A(x): LU fac­
torization (with or without pivoting), QR factorization, all the eigenvalues A, of 
A(x), and all the singular values of A(x). Conversely, being able to CAE all the 
minors of (A(xj) is sufficient to be able to CAE the following matrix computations 
on A(x): A-1, LU factorization (with or without pivoting), and the SVD of A(x). 
This holds in any model of arithmetic. 

Proof First consider necessity. | det(.4(a:))| may be written as the product of 
diagonal entries of the matrices L, U and R in these factorizations, or as the product 
of eigenvalues or singular values. If these entries or values can be CAE, then so can 
their product in a straightforward way. 

Now consider sufficiency. The statement about A^1 is just Cramer's rule, 
which only needs n? + 1 different minors. The statement about LU factorization 
depends on the fact that each nontrivial entry of L and U is a quotient of minors. 
The SVD is more difficult [10], and depends on the following two step algorithm: 
(1) Compute a rank revealing decomposition A = X • D • Y where X and Y are 
"well-conditioned" (far from singular in the sense that ||X|| • | |X _ 1 | | is not too large) 
and (2) use a bisection-like algorithm to compute the SVD from XDY. 

We believe that computing det (A(xj) is actually necessary, not just | det(.4(a:))|. 
The sufficiency proof can be extended to other matrix computations like the QR de-

r I A 
composition and pseudoinverse by considering minors of matrices like .T 

Furthermore, if we can CAE the minors ofC(x)-A(x)-B(x), and C(x) and B(x) are 
well-conditioned, then we can still CAE a number of matrix factorizations, like the 
SVD. The SVD can be applied to get the eigendecomposition of symmetric matri­
ces, but we know of no sufficient condition for the accurate and efficient calculation 
of eigenvalues of nonsymmetric matrices. 



700 J. Demmel 

3. CAE in the traditional model 

We begin by giving examples of expressions and matrix computations that 
we can CAE in the TM, and then discuss what we cannot do. The results will 
depend on details of the axioms we adopt, but for now we consider the minimal set 
of operations described in the abstract. 

As long as we only do admissible operations, namely multiplication, division, 
addition of like-signed quantities, and addition/subtraction of (exact!) input data 
(x ± y), then the worst case relative error only grows very slowly, roughly pro­
portionally to the number of operations. It is when we subtract two like-signed 
approximate quantities and significant cancellation occurs, that the relative error 
can become large. So we may ask which problems we can CAE just using only-
admissible operations, i.e. which rational expressions factor in such a way that only-
admissible operations are needed to evaluate them, and which matrices have all 
minors with the same property. 

Here are some examples, where we assume that the inputs are arbitrary real 
or complex numbers. (1) The determinant of a Cauchy matrix Cy = l/(x» + yj) is 
CAE using the classical expression JJi<j(xj — x»)(j/j — J/O/IL j(x* + 2/.0> as is every 
minor. In fact, changing one line of the classical GE routine will compute each 
entry of the LU decomposition accurately in about the same time as the original 
inaccurate version. (2) We can CAE all minors of sparse matrices, i.e. those with 
certain entries fixed at 0 and the rest independent indeterminates ary, if and only 
if the undirected bipartite graph presenting the sparsity structure of the matrix is 
acyclic; a one-line change to GE again renders it accurate. An important special case 
are bidiagonal matrices, which arise in the conventional SVD algorithm. (3) The 
eigenvalue problem for the second centered difference approximation to a Sturm-
Liouville ODE or elliptic PDE on a rectangular grid (with arbitrary rectilinear 
boundaries) can be written as the SVD of an "unassembled" problem G = Di UD2 

where Di and D2 are diagonal (depending on "masses" and "stiffnesses") and U is 
totally unimodular, i.e. all its minors are ±1 or 0. Again, a simple change to GE 
renders it accurate. 

In contrast, one can show that it is impossible in the TM to add x + y + z 
accurately in constant time; the proof involves showing that for any algorithm the 
rounding errors 8 and inputs x, y, z can be chosen to have an arbitrarily large relative 
error. This depends on the 8's being permitted to be arbitrary real numbers in our 
model. 

Vandermonde matrices Vy = x\~~ are more subtle. Since the product of a 
Vandermonde matrix and the Discrete Fourier Transform (DFT) is Cauchy, and we 
can compute the SVD of a Cauchy, we can compute the SVD of a Vandermonde. 
This fits in our TM model because the roots of unity in the DFT need only be 
known approximately, and so may be computed in the TM model. In contrast, one 
can use the result in the last paragraph to show that the inverse of a Vandermonde 
cannot be computed accurately. Similarly, polynomial Vandermonde matrices with 
Vij = Pi(xj), Pi a (normalized) orthogonal polynomial, also permit accurate SVDs, 
but probably not inverses. 
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4. Adding nonnegativity to the traditional model 
If we further restrict the domain of (some) inputs to be nonnegative, then 

much more is possible, x + y + z as a trivial example. A more interesting example 
are weakly diagonally dominant M-matrices, which arise as discretizations of PDEs; 
they must be represented as offdiagonal entries and the row sums. 

More interesting is the class of totally positive (TP) matrices, all of whose 
minors are positive. Numerous structure theorems show how to represent such 
matrices as products of much simpler TP matrices. Accurate formulas for the 
(nonnegative) minors of these simpler matrices combined with the Cauchy-Binet 
theorem yield accurate formulas for the minors of the original TP matrix, but 
typically at an exponential cost. 

An important class of TP matrices where we can do much better are the TP 
generalized Vandermonde matrices Gy = x^3, where the pj form an increasing non-
negative sequence of integers. det(G) is known to be the product of \\i<j(xj — x{) 
and a Schur function [15] S\(Xì), where the sequence À = (Xj) = (pn+i-j — (n—jj) is 
called a partition. Schur functions are polynomials with nonnegative integer coeffi­
cients, so since their arguments Xi are nonnegative, they can certainly be computed 
accurately. However, straightforward evaluation would have an exponential cost 
0(n'Al), |A| = Xy Ar ^ u t by exploiting combinatorial identities satisfied by Schur 
functions along with techniques of divide-and-conquer and memoization, the cost 
of evaluating the determinant can be reduced to polynomial time n? \\A\j + l ) 2 . 
The cost of arbitrary minors and the SVD remains exponential at this time. Note 
that the A, are counted as part of the size of the input in this case. 

Here is our conjecture generalizing all the cases we have studied in the TM. 
We suppose that f(xi,...,xn) is a homogeneous polynomial, to be evaluated on a 
domain T>. We assume that T> C intX>, to avoid pathological domains. Typical 
domains could be all tuples of the real or complex numbers, or the positive orthant. 
We say that / satisfies condition (.4) (for Accurate) if / can be written as a product 
f = Y\mfm where each factor fm satisfies 

• /TO is of the form x», Xi — Xj or x» + Xj, or 
• |/m| is bounded away from 0 on T>. 

Conjecture 1 Let f and T> be as above. Then condition (A) is a necessary and 
sufficient condition for the existence of an algorithm in the TM model to compute 
f accurately on T>. 

Note that we make no claims that / can be evaluated efficiently; there are 
numerous examples where we only know exponential-time algorithms (doing GE 
with complete pivoting on a totally positive generalized Vandermonde matrix). 

5. Extending the TM 
So far we have considered the simplest version of the TM, where (1) we have 

only the input data, and no additional constants available, (not even integers, let 
alone arbitrary rationals or reals), (2) the input data is given exactly (as opposed 

file:////A/j
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to within a factor of 1 + 8), and (3) there is no way to "round" a real number to an 
integer, and so convert the problem to the LEM or SEM models. We note that in 
[6], (1) integers are available, (2) the input is rounded, and (3) there is no way to 
"round" to an integer. Changes to these model assumptions will affect the classes 
of problems we can solve. For example, if we (quite reasonably) were to permit 
exact integers as input, then we could CAE expressions like x — 1, and otherwise 
presumably not. If we went further and permitted exact rational numbers, then we 
could also CAE 9x2 — 1 = 9(x — | ) ( x + | ) . Allowing algebraic numbers would make 
x2 - 2 = (x - s/2)(x + y/2) CAE. 

If inputs were not given exactly, but rather first multiplied by a factor 1 + 
8, then we could no longer accurately compute x ± y where x and y are inputs, 
eliminating Cauchy matrices and most others. But the problems we could solve 
with exact inputs in the TM still have an attractive property with inexact inputs: 
Small relative changes in the inputs cause only a small relative change in the outputs, 
independent of their magnitudes. The output relative errors may be larger than the 
input relative error by a factor called a relative condition number Krei, which is 
at most a polynomial function of max(l/reLgap(xj,±£j)). Here rel_gap(#j,±£j) = 
|xjTXj|/(|xj| + |xj|) is the relative gap between inputs x, and ±Xj, and the maximum 
is taken over all expressions x, + Xj where appearing in / = Y[m fm. So if all the 
input differ in several of their leading digits, all the leading digits of the outputs 
are determined accurately. We note that Krej, can be large, depending on / and T>, 
but it can only be unbounded when a relative gap goes to zero. 

If a problem has this attractive property, we say that it possesses a relative 
perturbation theory. In practical situations, where only a few leading digits of the 
inputs Xi are known, this property justifies the use of algorithms that try to compute 
the output as accurately as we do. We state a conjecture very much like the last 
one about when a relative perturbation theory exists. 

Conjecture 2 Let f and T> be as in the last conjecture. Then condition (A) is a 
necessary and sufficient condition for f to have a relative perturbation theory. 

6. CAE in the long and short exponent models 
Now we consider standard Turing machines, where input floating point num­

bers x = f • 2e are stored as the pair of integers (/, e), so the size of x is size(x) = 
#bi ts( / ) + #bits(e). We distinguish two cases, the Long Exponent Model (LEM) 
where / and e may each be arbitrary integers, and the Short Exponent Model 
(SEM), where the length of e is bounded depending on the length of / . In the 
simplest case, when e = 0 (or lies in a fixed range) then the SEM is equivalent to 
taking integer inputs, where the complexity of problems is well understood. This is 
more generally the case if #bits(e) grows no faster than a polynomial function of 
#bi ts ( / ) . 

In particular it is possible to CAE the determinant of an integer (or SEM) 
matrix each of whose entries is an independent floating point number [5]. This is 
not possible as far as we know in the LEM, which accounts for a large complexity-
gap between the two models. 
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We start by illustrating some differences between the LEM and SEM, and then 
describe the class of problems that we can CAE in the LEM. 

First, consider the number of bits in an expression with LEM inputs can be 
exponentially larger than the number of bits in the same expression when evaluated 
with SEM inputs. For example, size(a: • y) < size(ar) + size(y) when x and y are 
integers, but size(x-y) < size(ar)-size(y) when x and y are LEM numbers: (X^=i ^ e 0 ' 
d L i 2e0 has up to n? different bit positions to store, each 2ei+ej, not 2n. In other 
words, LEM arithmetic can encode symbolic algebra, because if ei and e2 have no 
overlapping bits, then we can recover ei and e2 from the product 2e i • 2e'2 = 2ei+e'2. 

Second, the error of many conventional matrix algorithms is typically propor­
tional to the condition number K(A) = \\A\\ • ||.A-1||. This means that a conventional 
algorithm run with 0(logn(A)) extra bits of precision will compute an accurate an­
swer. It turns out that if A(x) has rational entries in the SEM model, then log K(A) 
is at most a polynomial function of the input size, so conventional algorithms run 
in high precision will CAE the answer. However log K(A) for LEM matrices can 
be exponentially larger, so this approach does not work. The simplest example 
is logK(diag(l,2e)) = e = 2 # b l t s M. On the other hand loglogK(j4(x)) is a lower 
bound on the complexity of any algorithm, because this is a lower bound on the 
number of exponent bits in the answer. One can show that loglogK(j4(x)) grows 
at most polynomially large in the size of the input. 

Finally, we consider the problem of computing an arbitrary bit in the simple 
expression p = f\™=1(l + Xi). When the xi are in the SEM, then p can be computed 
exactly in polynomial time. However when the Xi are in the LEM, then one can 
prove that computing an arbitrary bit of p is as hard as computing the permanent, 
a well-known combinatorially difficult problem. Here is another apparently simple 
problem not known to even be in NP: testing singularity of a floating point matrix. 
In the SEM, we can CAE the determinant. But in the LEM, the obvious choice of 
a "witness" for singularity, a null vector, can have exponentially many bits in it, 
even if the matrix is just tridiagonal. We conjecture that deciding singularity of an 
LEM matrix is NP-hard. 

So how do we compute efficiently in the LEM? The idea is to use sparse 
arithmetic, or to represent only the nonzero bits in the number. (A long string of Is 
can be represented as the difference of two powers of 2 and similarly compressed). 
In contrast, in the SEM one uses dense arithmetic, storing all fraction bits of a 
number. For example, in sparse arithmetic 2e + 1 takes O(loge) bits to store in 
sparse arithmetic, but e bits in dense arithmetic. This idea is exploited in practical 
floating point computation, where extra precise numbers are stored as arrays of 
conventional floating point numbers, with possibly widely different exponents [17]. 

Now we describe the class of rational functions that we can CAE in the LEM. 
We say the rational function r(x) is in factored form if r(x) = ~52™=i Pi(xi-, ••••,xk)ei, 
where each e, is an integer, and pi(xi ,...,Xk)is written as an explicit sum of nonzero 
monomials. We say size(r) is the number of bits needed to represent it in factored 
form. Then by (1) computing each monomial in each pt exactly, (2) computing the 
leading bits of their sum pt using sparse arithmetic (the cost is basically sorting the 
bits), and (3) computing the leading bits of the product of the pe

t
 l by conventional 
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rounded multiplication or division, one can evaluate r(x) accurately in time a poly­
nomial in size(r) and size(x). In other words, the class of rational expression that 
we can CAE are those that we can express in factored form in polynomial space. 

Now we consider matrix computations. It follows from the last paragraph that 
if each minor r(x) of A(x) can be written in factored form of a size polynomial in 
the size of A(x), then we can CAE all the matrix computations that depend on 
minors. So the question is which matrix classes A(x) have all their minors (or just 
the ones needed for a particular matrix factorization) expressible in a factored form 
no more than polynomially larger than the size of A(x). The obvious way to write 
r(x), with the Laplace expansion, is clearly exponentially larger than A(x), so it is 
only specially structured A(x) that will work. 

All the matrices that we could CAE in the TM are also possible in the LEM. 
The most obvious classes of A(x) that we can CAE in the LEM that were impossible 
in the TM are gotten by replacing all the indeterminates in the TM examples by-
arbitrary rational expressions of polynomial size. For example, the entries of an M-
matrix can be polynomial-sized rational expressions in other quantities. Another 
class are Green's matrices (inverses of tridiagonals), which can be thought of as 
discretized integral operators, with entries written as .4y = x» • yj. 

The obvious question is whether A each of whose entries is an independent 
number in the LEM falls in this class. We conjecture that it does not, as mentioned 
before. 

7. Conclusions and open problems 
Our goal has been to identify rational expressions (or matrices) that we can 

evaluate accurately (or on which we can perform accurate matrix computations), in 
polynomial time. Accurately means that we want to get a relative error less than 
1, and polynomial time means in a time bounded by a polynomial function of the 
input size. 

We have defined three reasonable models of arithmetic, the Traditional Model 
(TM), the Long Exponent Model (LEM) and the Short Exponent Model (SEM), and 
tried to identify the classes of problems that can or cannot be computed accurately 
and efficiently for each model. The TM can be used as a model to do proofs that 
also hold in the implementable LEM and SEM, but since it ignores the structure of 
floating point numbers as stored in the computer, it is strictly weaker than either 
the LEM or SEM. In other words, there are problems (like adding x + y + z) that 
are provably impossible in the TM but straightforward in the other two models. 

We also believe that the LEM is strictly weaker than the SEM, in the sense 
that there appear to be computations (like computing the determinant of a general, 
or even tridiagonal, matrix) that are possible in polynomial time in the SEM but 
not in the LEM. In the SEM, essentially all problems that can be written down in 
polynomial space can be solved in polynomial time. For the LEM, only expressions 
that can be written in factored form in polynomial space can be computed efficiently 
in polynomial time. 

A number of open problems and conjectures were mentioned in the paper. We 
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mention just one additional one here: What can be said about the nonsymmetric 
eigenvalue problem? In other words, what matrix properties, perhaps related to 
minors, guarantee that all eigenvalues of a nonsymmetric matrix can be computed 
accurately? 
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Computational Modeling of 
Microstructure* 

Mitchell Luskin^ 

Abstract 

Many materials such as martensitic or ferromagnetic crystals are observed 
to be in metastable states exhibiting a fine-scale, structured spatial oscillation 
called microstructure; and hysteresis is observed as the temperature, bound­
ary forces, or external magnetic field changes. We have developed a numerical 
analysis of microstructure and used this theory to construct numerical meth­
ods that have been used to compute approximations to the deformation of 
crystals with microstructure. 
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Keywords and Phrases: Microstructure, Martensite, Phase transforma­
tion. 

1. Introduction 
Martensitic crystals are observed to be in metastable states tha t can be mod­

eled by local minima of the energy [1,2,11,17,19,25,33,36] 

£(y) = / 4>CVy(x),9(x))dx + interfacial energy + loading energy, (1.1) 

where Q c R3 is the reference configuration of the crystal, y(x) : O —r R3 is the 
deformation tha t may be constrained on the boundary 9 0 , and 9(x) : O —r R is the 
temperature . The frame-indifferent elastic energy density <j>(F,9) : R 3 x 3 x l - i l 
is minimized at high tempera ture 9 > 9j on SO (3) and at low temperature 9 < 9j 
on the martensitic variants U = SO(3)cA U • • • U SO(3)L/JV where the [/» £ R 3 x 3 are 
symmetry-related transformation strains satisfying 

{RfUiRi:Ri£Ç} = {Ui,...,UN} 
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for the symmetry group Q of the high temperature (austenitic) phase. The loading 
energy above results from applied boundary forces. 

Microstructure occurs when the deformation gradient oscillates in space among 
the SO(3)c/j to enable the deformation to attain a lower energy than could be 
attained by a more homogeneous state [1,25]. The simplest microstructure is a 
laminate in which the deformation gradient oscillates between RiUi £ SO(3)c/, 
and RjUj £ SO(3)Ly for i ^ j in parallel layers of fine scale, but more complex 
microstructure is observed in nature and is predicted by the theory [2,25]. 

We have developed numerical methods for the computation of microstruc­
ture in martensitic and ferromagnetic crystals and validated these methods by 
the development of a numerical analysis of microstructure [4,6,12,14,16,22,25^ 
28]. Related results are given in [9,10,15,21,24,31,32,34]. For martensitic crys­
tals, we have given error estimates for stable quantities such as nonlinear integrals 
JQ f(x,Vy(xj)dx for smooth functions f(x,F) : Q x R3x3 —r R and for the local 
volume fractions (Young measure) of the variants SO(3)c/, even though pointwise 
values of the deformation gradient are not stable under mesh refinement. 

To model the evolution of metastable states, we have developed a computa­
tional model that nucleates the first order phase change since otherwise the crystal 
would remain stuck in local minima of the energy as the temperature or bound­
ary forces are varied [8]. Our finite element model for the quasi-static evolution of 
the martensitic phase transformation in a thin film nucleates regions of the high 
temperature phase during heating and regions of the low temperature phase during 
cooling. 

Graphical images for the computations of microstructure and phase transfor­
mation described in this paper can be found at http://www.math.umn.edu/~luskin 
and in the cited references. A more extensive description of microstructure and its 
computation can be found at the above website as well as in the selected references 
at the end of this paper. 

2. Numerical analysis of mierostrueture 

Martensitic crystals typically exist in metastable states for time-scales of tech­
nological interest. Many important analytic results have been obtained for math­
ematical models for martensitic crystals, especially for energy-minimizing defor­
mations with mierostrueture [1,2,11,20,30,35]. These results and concepts for 
energy-minimizing deformations should also have a role in the analysis of metasta-
bility [18,29]. Similarly, we have developed a numerical analysis of mierostrueture 
[4,6,12,14,16,22,25^28] for which results have been obtained primarily for the ap­
proximation of energy-minimizing deformations that we think also give insight and 
some validation for the investigation of metastability by computational methods. 

We give here a summary of the numerical analysis of martensitic mierostrue­
ture that we have developed for temperatures 9 < 9j for which the energy density 
4>(F,9) is minimized on the martensitic variants U = SO(3)c/i U • • • U SO(3)L/JV-

We assume that the energy density <j>(F, 9) is continuous and satisfies near the 

http://www.math.umn.edu/~luskin
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minimizing deformation gradients U the quadratic growth condition given by 

<P(F,9) > p\\F - n(F)\\2 f o r a l l F e R 3 x 3 , (2.1) 

where p > 0 is a constant and n : R3x3 —r U is a projection satisfying 

\F-n(F)\\ = min \\F-G\\ for all F G 
G è « 

3,3x3 

We also assume that the energy density <j>(F,9) satisfies the growth condition for 
large F given by 

<f>(F,9) > Ci\\F\\p - Co for all F £ j 3 x 3 

where Co and Ci are positive constants independent of F £ R3x3 where p > 3 to 
ensure that deformations with finite energy are uniformly continuous. 

We can then denote the set of deformations of finite energy by 

W4' = {y£C(Ü;R3) : [ <p(Vy(x),9)dx < oo}, 
Jn 

and we can define the set A of admissible deformations to be 

A = { y £ W4, : y(x) = y0(x) for all x £ 90 } . (2.2) 

Since we assume that the set of admissible deformations A is constrained on the 
entire boundary 90 , we can neglect the loading energy in (1.1). We will also set 
the interfacial energy to be zero in this section so as to consider the idealized model 
for which the length scale of the mierostrueture is infinitesimally small. For the 
theorems below, we assume boundary conditions compatible with a simple laminate 
mixing QUi for Q £ SO(3) with volume fraction À and Uj with volume fraction 1 — A, 

y0(x) = [XQUi + (1 - X)Uj] x for all x £ fl, 

where for a £ R3 and n £ R3, with a, n^O, we have the interface equation [1,19,25] 

QUi = Uj + a®n. 

We consider the finite element approximation of the variational problem 

given by 

inf £(y) 
veA 

inf £(Vh) 
Vh€Ah 

where Ah is a finite-dimensional subspace of A defined for h £ (0, ho] for some 
ho > 0. The following approximation theorem for the energy has been proven for 
the Pk or Qk type conforming finite elements on quasi-regular meshes, in particular 
for the Pi linear elements defined on tetrahedra and the Qi trilinear elements defined 
on rectangular parallelepipeds [4,10,22,25-27]. 



710 Mitchell Luskin 

Theo rem 2.1 . For each h £ (0,ho], there exists yu £ Au such that 

£(yh) = mm £(zh) < Ch1/2. (2.3) 
Zh€Ah 

We next define the volume fraction that an admissible deformation y £ A is 
in the fc-th variant SO(3)C4 for k £ {1, ..., N} by 

. meas Qk(y) 
n(y) = 77— 

meas s I 
where 

ttk(y) = {x£tt: n(Vy(x)) £ SO(3)Uk }. 

The following stability theory was first proven for the orthorhombic to mono-
clinic transformation (N = 2) [26] and then for the cubic to tetragonal transfor­
mation (N = 3) [22]. The analysis of stability is more difficult for larger N since 
the additional wells give the crystal more freedom to deform without the cost of 
additional energy. In fact, for the tetragonal to monoclinic transformation (N = 4) 
[6], the orthorhombic to triclinic transformation (N = 4) [16], and the cubic to or­
thorhombic transformation (N = 6) [4] we have shown that there are special lattice 
constants for which the laminated mierostrueture is not stable. Error estimates are 
obtained by substituting the approximation result (2.3) in the following stability-
results. 

In each case for which we have proven the approximation of the mierostrueture 
to be stable, we have derived the following basic stability estimate for the approxi­
mation of a simple laminate mixing QUi and Uj which bounds the volume fraction 
that y £ A is in the variants k ^ i,j 

Tk(y) < C (£(y)i + £(y)) for all k^i,j and y £ A. (2.4) 

For the theorems that follow, we shall assume that the lattice parameters are such 
that the estimate (2.4) holds. 

The following theorem gives estimates for the strong convergence of the pro­
jection of the deformation gradient parallel to the laminates (the projection of the 
deformation gradient transverse to the laminates does not converge strongly [25]), 
the strong convergence of the deformation, and the weak convergence of the defor­
mation gradient. 

Theo rem 2.2. (1) For any tv £ R3 such that tv • n = 0 and \w\ = 1, we have 
the estimate for the strong convergence of the projection of the deformation gradient 

(Vy(x) - Vyo(x))w\2 dx < C Ì£(y) + £(y)2 J for all y £ A. 

(2) We have the estimate for the strong convergence of the deformation 

\y(x) — tjo(x)f dx < C (£(y) + £(y)2 ) for all y £ A. 
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(3) For any Lipshitz domain u C 0 , there exists a constant C = C(OJ) > 0 
such that we have the estimate for the weak convergence of the deformation gradient 

(X7y(x) -Vyo(x))dx <c(s(y)* +£(y)2) for all y £ A. 

For fixed i, j with i ^ j we define a projection operator 7ry : R3x3 —r S0(3)c/jU 
S0(3)Uj by 

\\F - nij(F)\\ = {\\F -G\\:G£ S0(3)C/i U SO(S)Uj} for all F G R3 x 3 , 

and the operators 0 : R3x3 -r SO(3) and II : R3x3 -r {QUi,Uj} by the unique 
decomposition 

7ry(F) = 0 ( F ) n ( F ) f o r a l l F e R 3 x 3 . 

The next theorem shows that the deformation gradients of energy-minimizing 
sequences must oscillate between QUi and Uj. 

Theorem 2.3. We have for all y £ A that 

\\Vy(x) - Tl(Wy(x))\\2 dx < C (s(y) + £(y)i) . 

We now present an estimate for the local volume fraction that a deformation 
y £ A is near QUi or Uj. To describe this, we define the sets 

w*(y) = {x£u: Il(Vy(x)) = QUt and ||Vy(ar) - Q*7j|| < p}, 

oJJ
p(y) = {x £ oj : U(Vy(x)) = Uj and \\Vy(x) - Uj\\ < p}, 

for any subset u £ 0 , p > 0, and y £ A. The next theorem demonstrates that 
the deformation gradients of energy-minimizing sequences must oscillate with local 
volume fraction A near QUi and local volume fraction 1 — A near Uj. 

Theorem 2.4. For any Lipshitz domain u C 0 and for any p > 0, there 
exists a constant C = C(oj,p) > 0 such that for all y £ A 

measa!p(j/) 
^ A 

measw 

>^(y) 

measw 
- ( 1 - A ) <c(£(y)i+£(y)i). 

We next give an estimate for the weak stability of nonlinear functions of de­
formation gradients. 

Theo rem 2.5. We have for all f : 0 x R3x3 -r R and y £ A that 

{f(x,Vy(x)) - [Xf(x,QUi) + (1- X)f(x,Uj)}}dx < C\\f\\v \£(y)* + £(y)* 

where 

ll/nv 

with Zf : 0 

2— ' {(esssup\\VFf(X-,F)\\)2 + \Vzf(x)n\2 + Zf(x)2} dx < 
n 

defined by 

Zf(x) = f(x, QUi) — f(x, Uj) for all x £ ii. 
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3. A computational model for martensitic phase 
transformation 

We have developed a computational model for the quasi-static evolution of 
the martensitic phase transformation of a single crystal thin film [8]. Our thin film 
model [7] includes surface energy, as well as sharp phase boundaries with finite 
energy. The model also includes the nucleation of regions of the high temperature 
phase (austenite) as the film is heated through the transformation temperature and 
nucleation of regions of the low temperature phase (martensite) as the film is cooled. 
The nucleation step in our algorithm is needed since the film would otherwise not 
transform. 

For our total-variation surface energy model, the bulk energy for a film of 
thickness h > 0 with reference configuration 0^ = O x (—h/2, h/2), where O c R2 

is a domain with a Lipschitz continuous boundary 90 , is given by the sum of the 
surface energy and the elastic energy 

K f \D(Vu)\+ f <j)(Vu,9)dx, (3.1) 
JQh JQh 

where JQ |D(Vu)| is the total variation of the deformation gradient [7] and K is a 
small positive constant. 

We have shown in [7] that energy-minimizing deformations u of the bulk energy 
(3.1) are asymptotically of the form 

u(xi,x2,x3) = y(xi,x2) + b(xi,x2)x3 + o(x%) for (xi,x2) £ 0 , x3 £ (-h/2, h/2), 

(which is similar to that found for a diffuse interface model [3]) where (y,b) mini­
mizes the thin film energy 

£(y,b,9) = K\ f \D(Vy\b\b)\ + V2 f \b - b0\ ) + f cj>(Vy\b,9)dx (3.2) 
\Jn Jan J hi 

over all deformations of finite energy such that y = tjo on 90 . The map 6 describes 
the deformation of the cross-section relative to the film [3]. We denote by (Vy|6) £ 
R3x3 the matrix whose first two columns are given by the columns of Vy and the 
last column by 6. In the above equation, JQ \D(Vy\b\b)\ is the total variation of the 
vector valued function (Vy\b\b) : 0 —r R3 x 4 . 

We describe our finite element approximation of (3.2) by letting the elements 
of a triangulation r of 0 be denoted by K and the inter-element edges by e. We 
denote the internal edges by e C 0 and the boundary edges by e C 90 . We define 
the jump of a function ip across an internal edge e C 0 shared by two elements 
Ki,K2 £ T to be 

['/'le = 1pe,Kx -1pe,K2, 

where ipe,Ki denotes the trace on e of '<P\Kì, and we define ip\e to be the trace on 
e for a boundary edge e C 90 . Next, we denote by VI(T) the space of continuous, 
piecewise linear functions on 0 which are linear on each K £ T and by VO(T) the 
space of piecewise constant functions on 0 which are constant on each K £ T. 
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Finally, for deformations (y,b) £ VI(T) X VO(T) and temperature fields 9 £ VO(T), 

the energy (3.2) is well-defined and we have that 

[ \D(Vy\b\b)\ + V2 [ \b-bo\ + j <P(Vy\b,9)dx 
JQ Jao, J Jo, 

= K fe|[(V#|&)]e| \e\ + V2~Yl \b\* - 6°le| \e\) + Yl ^((Vy|M)k) \K\, 
VeCfi eCOfi / K£T 

where | • | denotes the euclidean vector norm, |e| denotes the length of the edge e, 
| A'| is the area of the element K, and 

1 /9 

[(Vy|6|6)]e| = ( |[Vj/]e|2 + 2 | [6 ] e | 2 ) \ 

The above term is not differentiable everywhere, so we have regularized it in our 
numerical simulations. 

Since martensitic alloys are known to transform on a fast time scale, we 
model the transformation of the film from martensite to austenite during heat­
ing by assuming that the film reaches an elastic equilibrium on a faster time 
scale than the evolution of the temperature, so the temperature 9(x,t) can be 
obtained from a time-dependent model for thermal evolution [8]. To compute the 
evolution of the deformation, we partition the time interval [0, T] for T > 0 by 
0 = to < h < • • • < tL-i <ìL = T and then obtain the solution (y(t(), b(t(j) £ AT 

for £ = 0,... ,L by computing a local minimum for the energy £(v,c,9(t(j) with 
respect to the space of approximate admissible deformations 

AT = {(v,c) £ VI(T) x V0(T) : v = y0 on 90} . (3.3) 

Since the martensitic transformation strains U C R3x3 are local minimizers of the 
energy density <j>(F,9) for all 9 near 9j, a deformation that is in the martensitic 
phase will continue to be a local minimum for the bulk energy £(v,c,9(tj) for 
9 > 9T- Hence, our computational model will not simulate a transforming film 
if we compute (y(tt),b(tt)) £ AT by using an energy-decreasing algorithm with 
the initial state for the iteration at t.( given by the deformation at ti-i, that is, 
if (y^(ti),b^(ti)) = (y(ti-i),b(ti-i)). We have thus developed and utilized an 
algorithm to nucleate regions of austenite into (y(ti-i),b(ti-i)) £ AT to obtain an 
initial iterate (y^(ti),b^(ti)) £ AT for the computation of (y(ti),b(ti)) £ AT. 

We used an "equilibrium distribution" function, P(9), to determine the prob­
ability for which the crystal will be in the austenitic phase at temperature 9 and we 
assume that an equilibrium distribution has been reached during the time between 
ti-i and t.(. The distribution function P(9) has the property that 0 < P(9) < 1 
and 

P(9) - • 0 as 9 - • ^oo and P(9) -+ 1 as 9 -+ oo. 

At each time t.(, we first compute a pseudo-random number a(K,£) £ (0,1) on 
every triangle K £ r, and we then compute (y^(U), b^(t()) £ AT by (XK denotes 
the barycenter of K): 
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1. If a(K,£) < P(9(xK,tt)) and (Vy(xK,tt-i)\b(xK,tt-i),9(xK,tt)) is in 
austenite, then set 

(yW(tt),bW(tt)) = (y(t^i),b(t^i)) on K. 

2. If a(K,£) < P(9(xK,tt)) and (Vy(xK,tt-i)\b(xK,tt-i),9(xK,tt)) is in 
martensite, then transform to austenite on K. 

3. If a(K,£) > P(9(xK,tt)) and (Vy(xK,tt-i)\b(xK,tt-i),9(xK,tt)) is in 
austenite, then transform to martensite on K. 

4. If a(K,£) > P(9(xK,tt)) and (Vy(xK,tt-i)\b(xK,tt-i),9(xK,tt)) is in 
martensite, then set 

(yW(tt),bW(tt)) = (y(t^i),b(t^i)) on K. 

We have shown in [8] for a thin film of a CuAINi alloy in the "tent" configura­
tion that we can compute the nucleation above by setting y^(t() = y(tt-i) £ VI(T) 
and by updating the piecewise constant b^(t() £ VQ(T) by 

, [0 ] , , _ y,i(xK,tt-i) xy,2(xK,tt-i) 
\y}i(xK,tt-i) X 1J}2(xK,tt-l)\ 

to nucleate austenite and 

fe[o](^,^)=7l
i/-i;^'^i;xi/-2;^'^i;l 

\y,\(XK,tl-l) X 1J}2(xK,tt-l)\ 

on K 

on K 

to nucleate martensite. 
We then compute (y(ti),b(ti)) £ AT by the Polak-Ribière conjugate gradient 

method with initial iterate (y^Q\ti),bQ\ti)) £ AT. We have also experimented 
with several other versions of the above algorithm for the computation of b^(t(). 
For example, the above algorithm can be modified to utilize different probability-
functions P(9) in elements with increasing and decreasing temperature. We can also 
prohibit the transformation from austenite to martensite in an element in which 
the temperature is increasing or prohibit the transformation from martensite to 
austenite in an element for which the temperature is decreasing. 
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Adaptive Finite Element Methods 
for Partial Differential Equations* 
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Abstract 

The numerical simulation of complex physical processes requires the use of 
economical discrete models. This lecture presents a general paradigm of deriv­
ing a posteriori error estimates for the Galerkin finite element approximation 
of nonlinear problems. Employing duality techniques as used in optimal con­
trol theory the error in the target quantities is estimated in terms of weighted 
'primal' and 'dual' residuals. On the basis of the resulting focal error indica­
tors economical meshes can be constructed which are tailored to the particu­
lar goal of the computation. The performance of this Dual Weighted Residual 
Method is illustrated for a model situation in computational fluid mechanics: 
the computation of the drag of a body in a viscous flow, the drag minimization 
by boundary control and the investigation of the optimal solution's stability. 
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1. Introduction 
Suppose the goal of a simulation is the computation or optimization of a certain 

quanti ty J(u) from the solution « of a continuous model with accuracy TOL , by-
using the solution uu of a discrete model of dimension N, 

A(u) = 0, Ah(uh) = 0. 

Then, the goal of adaptivity is the optimal use of computing resources, i.e., minimum 
work for prescribed accuracy, or maximum accuracy for prescribed work. In order 
to reach this goal, one uses a posteriori error estimates 

\J(u)-J(uh)\ « n(uh) := ^2 PK(uh)UK, 
KeTh 
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in terms of the local residuals PK(UH) of the computed solution and weights OJK 

obtained from the solution of a linearized dual problem. In the following, we will 
describe a general optimal control approach to such error estimates in Galerkin finite 
element methods. For earlier work on adaptivity, we refer to the survey articles [10], 
[1] and [7]. The contents of this paper is based on material from [5], [6] and [2], 
where also references to other recent work can be found. 

2. Paradigm of a posteriori error analysis 
We develop a general approach to a posteriori error estimation for Galerkin 

approximations of variational problems. The setting uses as little assumptions as 
possible. Let X be some function space and L(-) a differentiable functional on X. 
We are looking for stationary points of L(-) determined by 

L'(x)(y) = 0 Vj/GX, 

and their Galerkin approximation in finite dimensional subspaces Xf,, c X , 

L'(xh)(yh) = 0 Vyh£Xh. 

For this situation, we have the following general result: 

Proposition 1 There holds the a posteriori error representation 

L(x) - L(xh) = \L'(xh)(x-yh) + Rh, (2.1) 

for arbitrary y^ £ Xf,,. The remainder Rf,, is cubic in e := x — Xf,,, 

,-i 
i / j m i Rh := ^ L (xh + se)(e,e,e) s(s — l)ds. 
" Jo 

Proof We sketch the rather elementary proof. First, we note that 

L(x) — L(xh) = I L'(xh + se)(e)ds 

- \{L'(xh)(e) + L'(x)(e)} + \L'(xh)(e). 

Since xu is a stationary point, 

L'(xh)(e) = L'(xh)(x-yh) + L'(xh)(yh-xh) = L'(xh)(x-yh), yh £ Xh. 

Finally, using the error representation of the trapezoidal rule, 

/ (s )ds-H/ (0) + / ( ! ) } = è / f"(s)s(s-l)ds, 
Jo 

completes the proof. Notice that the derivation of the error representation (2.1) does 
not assume the uniqueness of the stationary points. But the a priori assumption 
Xh —t x (h—rO) makes this result meaningful. 
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3. Variational equations 
We apply the result of Proposition 1 to the Galerkin approximation of varia­

tional equations posed in some function space V, 

a(u)('ip)=0 Vt/)6l» (3.1) 

Suppose that some functional output J(u) of the solution u is to be computed 
using a Galerkin approximation in finite dimensional subspaces Vf,, C V, 

a(uh)(tph) = 0 W>fc€Vfc. (3.2) 

The goal is now to estimate the error J(u)—J(uh) • To this end, we employ a formal 
Euler-Lagrange approach to embed the present situation into the general framework 
laid out above. Introducing a 'dual' variable z ('Lagrangian multiplier'), we define 
the Lagrangian functional £(u,z) := J(u) — a(u)(z). Then, stationary points 
{u,z} £ Vx V of £(-,-) are determined by the system 

C(u,z)M) = { f i S p ' ( u ) ( ^ 0 ) } = o v { ^ } . 

The corresponding Galerkin approximation determines {uf,,,Zf,,} £ 14x14 by 

r>(„ y\im ,/, ï - / J'(uh)(fh) - a!(uh)(iph, zh)) 1 _ w / , , 
£{uh'Zh){iph'4lh)-\ -{a(uh)(tph) j-° V i ^ ' ^ > -

Set x := {u,z}, Xf, := {uf,,,Zf,,}, and L(x) := £(u,z). Then, 

J(u) - J(uh) = L(x)+a(u)(z) - L(xh) - a(uh)(zh). 

Proposition 2 With the 'primal' and 'dual' residuals 

p(uh)(-) •= -a(uh)(-), 

P*(zh)(-) := J'(uh)(-)-a'(uh)(-,zh), 

there holds the error identity 

J(u) - J(uh) = \p(uh)(z-tph) + \p*(zh)(u-Lph) + Kh, (3.3) 

for arbitrary (ph,'tph € 14. The remainder TZf,, is cubic in the primal and dual 
errors eu := u — Uf,, and ez := z-Zf,,-

The evaluation of the error identity (3.3) requires guesses for primal and dual 
solutions u and z which are usually generated by post-processing from the ap­
proximations Uf,, and Zf,, respectively. The cubic remainder term TZf,, is neglected. 
We emphasize that the solution of the dual problem takes only a 'linear work unit' 
compared to the solution of the generally nonlinear primal problem. 
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4. Optimal control problems 

Next, we apply Proposition 1 to the approximation of optimal control prob­
lems. Let V be the 'state space' and Q the 'control space' for the optimization 
problem 

J(u, q) -T min! a(u)(tp) + b(q,tp) = 0 Vip £ V. (4.1) 

Its Galerkin approximation uses subspaces 1 4 x Q h C VxQ as follows: 

J(uh,Qh) ^ m i n ! a(uh)(tph) + b(qh,tp) = 0 \/tph £ Vh. (4.2) 

For embedding this situation into our general framework, we again employ the Euler-
Lagrange approach introducing the Lagrangian functional £(u,q,z) := J(u,q) — 
A(u)(z) — B(q, z). Corresponding stationary points x := {«, q, z} £ X := VxQxV 
are determined by the system ('first-order optimality condition') 

4(«><?)(<A> -a'(u)(ip,z) Ì 
J'q(u,q)(x)-b(x,z) \=0 V{<p,X,rl>}. (4.3) 
-a(u)(ip)-b(q,tp) J 

The Galerkin approximation detrmines Xf,, := {uf,,,qh-,Zf,,} £ A4 := Vf,,xQf,,x Vf,, in 
finite dimensional subspace 14 C V, Qh C Q by 

JL(uh,Qh)(fh)-a'(uh)(iph,zh) "j 
J'q(uh,qh)(Xh) -b(xh,Zh) > = 0 V{iph,Xh,iph}- (4-4) 
-a(uh)(tph) -b(qh,iph) J 

For estimating the accuracy in this discretization, we propose to use the natural 
'cost functional' of the optimization problem, i.e., to estimate the error in terms of 
the difference J(u,q)—J(uh,qh) • Then, from Proposition 1, we immediately obtain 
the following result: 

Proposi t ion 3 With the 'primal', 'dual' and 'control' residuals 

P*(zh)(-) 

P9(qh)(-) 

P(uh)(-) 

JL(uh,Qh)(-) -a'(uh)(;zh), 

Jq(Uh,qh)(-) -b(-,Zh), 

-a(uh)(-) -b(qh,-), 

there holds the a posteriori error representation 

J(u,q)-J(uh,qh) = \p*(zh)(u-Lph) + \pq(qh)(q^Xh) 

\p(u.h)(z-tph) + Uh, 
(4.5) 

for arbitrary ifih, '<Ph € 14 and Xh € Qh- The remainder TZh is cubic in the errors 
eu:=u-uh, eq:=q-qh, ez:=z-zh-
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We note that error estimation in optimal control problems requires only the 
use of available information from the computed solution {uh,qh, Zh} , i.e., no extra 
dual problem has to be solve. This is typical for a situation where the discretiza­
tion error is measured with respect to the 'generating' functional of the problem, 
i.e. the Lagrange functional in this case. In the practical solution process the 
mesh adaptation is nested with an outer Newton iteration leading to a successive 
'model enrichment'. The 'optimal' solution {u°h

pt,qh
vt} obtained by the adapted 

discretization may satisfy the state equation only in a rather week sense. If more 
'admissibility' is required, we may solve just the state equation with an better dis­
cretization (say on a finer mesh) using the computed optimal control q°h

v as data. 

5. Eigenvalue problems 
Finally, we apply Proposition 1 to the Galerkin approximation of eigenvalue 

problems. Consider in a (complex) function space V the generalized eigenvalue 
problem 

a(u,tp) = Xrn(u,ip) V̂> £ V, X £ C, m(u,u) = 1, (5.1) 

where the form a(-, •) is linear but not necessarily symmetric, and the eigenvalue 
form m(-, •) is symmetric and positive semi-definit. The Galerkin approximation is 
defined in finite dimensional subspaces 14 C V, 

a(uh,iph) = Xh,m(uh,iph) ViphtVh, Xh £ C, m(uh,uh) = 1. (5.2) 

We want to control the error in the eigenvalues À — Xh • To this end, we embed 
this situation into the general framework of variational equations by introducing 
the spaces V := V x C and 14 : = V^xC, consisting of elements U := {«, A} and 
Uh := {uh, Xh} , and the semi-linear form 

A(U)(^) := Xm(u,ip)-a(u,tp) + p{m(u,u) - l } , * = {ip,p} £ V. 

Then, the eigenvalue problem (5.1) and its Galerkin approximation (5.2) can be 
written in the compact form 

A(U)(W) = 0 V* G V, (5.3) 

A(Uh)(^h) = 0 V* f tGV f t. (5.4) 

The error in this approximation will be estimated with respect to the functional 

J ($ ) := pm(tp,tp), 

where J(U) = X since m(u, u) = 1. The corresponding continuous and discrete 
dual solutions Z = {z,n} £ V and Zh = {zh,^h} € 14 are determined by the 
problems 

A'(U)($,Z) = J'(U)($) V#GV, (5.5) 

Ä(Uh)(*h, Zh) = J'(Uh)($>h) V#ft G Vh- (5.6) 
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A straightforward calculation shows that these dual problems are equivalent to the 
adjoint eigenvalue problems associated to (5.1) and (5.2), 

a(ip, z) = nm(ip, z) V</? G V, m(u,z) = l, (5.7) 

a(*fih, zh) = nh m(iph, zh) VVft G Vh, m(uh, zh) = 1. (5.8) 

Then, application of Proposition 1 yields the following result: 

Proposition 4 With the 'primal' and 'dual' residuals 

p(uh,Xh)(-) := a(uh,-)-Xh,m(uh,-), 

P*(zh,nh)(-) := a(-, zh) -nh m(-, zh), 

there holds the a posteriori error representation 

X-Xh = \p(uh,\h)(z-iph) + \p*(zh,nh)(u-^h) -Uh, (5-9) 

for arbitrary iph, *fih € 14, with the remainder term 

Tlh = \(X-Xh)m{v-Vh,z-Zh). 

We note that in Proposition 4, no assumption about the multiplicity of the 
approximated eigenvalue À has been made. In order to make the error represen­
tation (5.9) meaningful, we have to use a priori information about the convergence 
{Xh, Vh} —r {A, v} as h —t 0. The simultaneous solution of primal and dual eigen­
value problems naturally occurs within an optimal multigrid solver of nonsymmetric 
eigenvalue problems. Further, error estimates with respect to functional J(u) of 
eigenfunctions can be derived following the general paradigm. Finally, in solving 
stability eigenvalue problems A'(u)v = XMv, we can include the perturbation of 
the operator A'(ûh) ~ A'(u) in the a posteriori error estimate of the eigenvalues. 

6. Application in fluid flow simulation 
In order to illustrate the abstract theory developed so far, we present some 

results for the application of 'residual-driven' mesh adaptation for a model problem 
in computational fluid mechanics, namely 'channel flow around a cylinder' as shown 
in the figure below. The stationary Navier-Stokes system 

A{u):={ - ^ t , + t,.V« + V p | = 0 

determines the pair u := {v,p} of velocity vector v and scalar pressure p of a 
viscous incompressible fluid with viscosity v and normalized density p = 1. The 
physical boundary conditions are w|rrigid

 = 0 , wlrin = wm , and vdnv — np\rout = 0, 
i.e., the flow is driven by the prescribed parabolic inflow vm . The Reynolds number 
is Re = ^ -^ = 20, such that the flow is stationary. 
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r;, 

Ti 

Os 
r2 

r, out 

Let the goal of the simulation be the accurate computation of the effective 
force in the main flow direction imposed on the cylinder, i.e. the so-called 'drag 
coefficient', 

J(u) := cdrag = i„,irii2r> / nT(2vT-pT)eids, 
max Iv D 

where S is the surface of the cylinder, D its diameter, and r = |(Vw + VwT) the 
strain tensor. In practice, one uses a volume-oriented representation of Cdrag • 

Here, we cannot describe the standard variational formulation of the Navier-
Stokes problem and its Galerkin finite element discretization in detail but rather 
refer to the literature; see [9], [6], and the references therein. 

In the present situation the primal and dual residuals occuring in the a poste­
riori error representation (3.3) have the following explicit form: 

p(uh)(z-zh):= YI {(Rh,zv-zv
h)K + (rh„zv-zv

h)dK + (zp-zl,V-Vh)K+ •••}, 
KeTh 

P*(zh)(u-uh):= Y \(Rh,v^vh)K + (ri,v-vh)dK + (p-Ph,^-Zh)K + ---j, 
KeTh 

with the cell and edge residuals defined by 

Rh\K •= f + ^à.Vh,-vh-Vvh-Vp, 

Rt^ := j + vAzl + Vh-Vzl-VvTzl + V-Vhzl-Vzl 

\[vdnijh-nph], if F £ dû 
-vdnVh + nph, if F c F 

xh\K 

rhW 
out; (= 0 else) 

r h\T :z 
\[vdnz

v
h + n-VhZv

h- zln] 
-vdnz

v
h-n-vhz

v
h + zp

hn, 
if r £ ao. 
if F c rout, (= 0 else) 

where [... ] denots the jump across edges F , and ' . . . ' stands for terms representing 
errors due to boundary and inflow approximation as well as stabilization. 

Practical mesh adaptation on the basis of the a posteriori error estimates pro­
ceeds as follows: At first, the error functional may have to be regularized according 
to J(u) = J(u) + ö(TOL). Then, after having computed the primal approximation 
Uh , the linear discrete dual problem is solved: 

(Â(uh)*zh,^h) = J'(uh)(tPh) VVft G Vh- (6.1) 

The error estimator is localized, r)u = ^2K€T T\K , and approximation of the weights 
are computed by patch-wise higher-order interpolation: (z—Zh)\K ~ (I2h

zf>^zh)\K • 
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Finally, the current mesh is adapted by 'error balancing' T\K ~ rju/#{K £ ^h} • In 
the following, we show some results which have been obtained using mesh adaptation 
on the basis of the Dual Weighted Residual Method ('DWR method'). 

6.1. Drag computat ion (from [3]) 
The drag is computed on meshes generated by the DWR method and by an 'ad 

hoc' refinement criterion based on smoothness properties of the computed solution. 

Table 1: Results for drag computation on adapted meshes (1%-error in bold face). 

Computation of drag 
L 
4 
5 
6 
6 

N 
984 

2244 
4368 
7680 

0 0 

Cdrag 

5.66058 
5.59431 
5.58980 
5.58507 
5.57953 

?7drag 

l . l e -1 
3.1e-2 
1.8e-2 
8.0e-3 

^eff 

0.76 
0.47 
0.58 
0.69 

::;:: JJ!.!L!JL^!!J.L!LL!LLJi.. 

1 • i l • • 

Figure 1: Refined meshes by 'ad hoc' strategy (top) and DWR 
method (bottom) 

6.2. Drag minimization (from [4]) 
The drag coefficient is to be minimized by imposing a pressure drop at the 

two outlets Ti above and below the cylinder. In this case of 'boundary control' the 
control form is given by b(q,ip) := — (q,n-ipv)r1ur2 • 

Table 2: Uniform refinement versus adaptive refinement for Re = 40. 

Uniform refinement 
N 

10512 
41504 
164928 

^d rag 

3.31321 
3.21096 
3.11800 

Adaptive refinement 
N 

1572 
4264 
11146 

^d rag 

3.28625 
3.16723 
3.11972 
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Figure 2: Velocity of the uncontrolled flow (top), controlled flow 
(middle), corresponding adapted mesh (bottom) 

I opt {vopt,popt} 

6.3. Stability of optimized flows (from [8]) 
We want to investigate the stability of the optimized solution 

by linear stability theory. This is a crucial question since in the present case the 
optimal solution is obtained by a stationary Newton iteration which may converge 
to physically unstable solutions. In this context, we have to consider the non-
symmetric eigenvalue problem for u := {v,p} £ V and À G C: 

-vAv + vopt-Wv + t»Vwopt + Vp Ì _ A f v 
V-u I 1 0 

A'(uopt)u 

If the real parts of all eigenvalues are positive, Re À > 0, then the (stationary) 
base flow {uo p t ,po p t} is considered as stable (but with respect to possibly only-
very small perturbations). We find that the optimal solution is at the edge of being 
unstable. 

Figure 3: Streamlines of real parts of the 'critical' eigenfunction 
shortly before the Hopf bifurcation and after, depending on the 
imposed pressure drop 
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c5 
Q. 
CD 
d) 

a: 

"H K 
\ K 

\ \ 
Pressure drop Pressure drop 

Figure 4: Real and imaginary parts of the critical eigenvalue as 
function of the control variable 
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High Dimensional Finite Elements for 
Elliptic Problems with Multiple Scales 

and Stochastic Data* 

C. Schwab1' 

Abstract 

Multiple scale homogenization problems are reduced to single scale prob­
lems in higher dimension. It is shown that sparse tensor product Finite Ele­
ment Methods (FEM) allow the numerical solution in complexity independent 
of the dimension and of the length scale. Problems with stochastic input data 
are reformulated as high dimensional deterministic problems for the statistical 
moments of the random solution. Sparse tensor product FEM give a deter­
ministic solution algorithm of log-linear complexity for statistical moments. 
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Keywords and Phrases: Sparse finite element methods, Homogenization, 
Stochastic partial differential equations, Wavelets. 

1. Introduction 
The numerical solution of elliptic problems with multiple scales in a bounded 

domain D can be achieved either by analytic homogenization [2], [10] through 
asymptotic analysis or by specially designed Finite Element spaces to capture the 
fine scales of the problem [8], [7]. In asymptotic theory of homogenization, the 
fine scale of the solution is averaged and lost in the homogenized limit. Fine scale 
information can be recovered from so called correctors which must be calculated 
separately. An alternative which we pursue here is to "unfold" the homogenization 
problem into a single scale problem in high dimension - so tha t homogenized and 
fine scale behaviour are still coupled [3]. As we will show here, this limiting, high-
dimensional single scale problem can be solved numerically by sparse tensor product 
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FEM in complexity comparable to the optimal one for single scale problems in the 
physical domain D. 

We also show how the same idea can be applied to the fast deterministic 
calculation of two and M point spatial correlation functions of random solutions to 
elliptic problems. 

2. Homogenization problem 
In a bounded domain D c lRrf with Lipschitz boundary F = dD, we consider 

the elliptic problem in divergence form 

-div(i4e(a:)Vue) = f(x) in D, ue = 0 on ÔD. (2.1) 

Problem (2.1) has multiple separated scales in the sense that 

Ae(x) = AÌx,V-\ ), x£ D (2.2) 

where Y = (0, l)d denotes the unit cell and we denote by [f ]y the unique element 
in TLd such that x £ e([f]y + Y) and set {§}y := f - [§]y G Y. In (2.2), the 
function A(x,y) £ L°°(D x Y)d^ is Y-periodic with respect to y and satisfies, for 
every (x,y) £ D x Y, and some 0 < a < 1: 

VC G W : a ICI2 < CT A(x, y)Ç< oT1 |C|2 . (2.3) 

Then problem (2.1) admits, for every / G L2(D), a unique weak solution: 

ueeH*(D): Be(ue,v) = (f,v) V« G H*(D) (2.4) 

where B6(u,v) = JD Vv • A(x, *)Vudx. As it is well known, as e —¥ 0, u6 —¥ u° 
in L2(D) strongly and in -ff1(-D) weakly, and u° is the solution of the homogenized 
problem 

^div(,4°(a:)V«0) = / in D, u° = 0 on ÔD, (2.5) 

and formulas for A°(x) are available [2, 6]. The lack of strong Jf1(_D)-convergence 
indicates that in the limit e —¥ 0, information on the fine scale of t r is lost. It can 
be recovered by calculating so-called correctors by either differentiating t r or by-
solving a second problem of the type (2.1). Both approaches are not attractive as 
basis for numerical solution methods: differentiating a numerical approximation of 
u° will reduce convergence rates, and solving (2.1) for correctors amounts to solving 
a problem akin to the original one. 

A variant of the two-scale convergence, originally due to [9, 1], and recently-
developed in [3], allows to obtain a single scale, "unfolded", limit problem which 
gives u° and essential information on oscillations of t r . To describe it, define for 
every (p £ L2(D) the "unfolding" operator 

, M - ] +ey) if e([-l +Y)CD 
%(ip)(x,y) := { V LeJy J UeJy J (2.6) 

0 else 
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for x £ D, y £ Y. Then there holds [3]. 

Proposi t ion 2 .1 . Assume that 

Äe(x,y) := %(Ae)(x,y) -r Ä(x,y) a.e.(x,y) £Dx Y. (2.7) 

Then there exists in u° £ HQ(D) such that, as e —¥ 0, the solutions t r of (2.4) 
satisfy 

ue —^ tP £E\(D) (2.8) 
W(D) 

and there exists <j>(x,y) £ L2(D, HpeT(Y)/IR) such that, as e —¥ 0, 

TAVxu
e) —^ Vxu° + Vv<j) in L2(Dx Y)d. (2.9) 

L2(DxY)d 

The functions u° £ HQ(D), <p £ L2(D,Hpei(Y)/lR) solve the "unfolded" limiting 
problem: find u° £ H£(D), cj) £ L2(D, Hlei(Y)/IR) such that 

B(u°,(f>;v,tp) := 

{Vxv + Vy'ip}T Ä(x, y){Vxu° + Vy<p}dy dx = 

D Y 

fv dx Vw G FQ1 (D), tP £ L2(D, F ier(Y)/IR). 

D 

(2.10) 

R e m a r k 2.2. i) Problem (2.10) is independent of e and therefore a single scale 
problem. 

ii) As e —t 0, u6(x) —t u°(x) in L2(D) and Vxu
6 —¥ Vxu° + Vy<p(-, -) strongly in 

L2(D,Wl '). Therefore, u° coincides with the solution of the homogenized problem 
(2.5) and <j> retains information on the oscillations of t r as e —¥ 0. Information 
on gradients of u6 is introduced at the price of higher dimension of the limiting 
problem: while (2.5) is posed o n D c Krf, (2.10) must be solved on D x Y c IR2rf. 

iii) As (2.10) is derived by weak convergence methods, no information about the 
boundary behaviour of t r is obtained by solving (2.10). 

iv) In (2.4), / = f(x) was assumed independent of e. Loadings of the type f(x,x/e) 
may equally be accommodated. 

v) Property (2.7) holds under certain conditions on A6, for example if A(x, y) = A(y) 
orif A £L1(Y,C°(D)). 

The limit problem (2.10) is well-posed: 

Proposition 2.3. Assume (2.3). Then there is C > 0 such that 

V« G H*(D), V4> e L2(D,H^er(Y)/H) : 
(2.11) 

B(u, 4>; u, 4>) > C(| |u | |^1 ( D ) + \\<PfL2(D^ (y))) • 
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The proof is immediate if we observe (2.3) and 

|Vxu + Vy4>\2 = |Vœ«|2 + 2Vxu • Vy4> + \Vy4>\ 

and that, due to <j> £ L2(D,Hper(Y)/lR), it holds 

Vxu-Vy(f)dydx = / Vxu • / Vy<j>dydx = 0. 

D Y D Y 

The limit problem (2.10) admits the following regularity: if A(x, y), dD are smooth, 
then / G H^1+k(D) implies 

u° £ H1+k(D), <p £ Hk(D, C£T(Y)). (2.12) 

3. Sparse finite element discretization 
We discretize the unfolded limiting problem (2.10) by a sparse Finite Element 

Method (FEM) (e.g. [5] and the references there). To this end, assume I? is a 
bounded Lipschitz polyhedron with straight faces and let {Tf}, {T} } be sequences 
of nested, quasiuniform meshes in D resp. Y consisting of shape-regular simplices 
T of meshwidth hi = 0(2^e), and such that the periodic extension of T^ beyond 
Y is regular. 

Let further p > 1 be a polynomial degree. Then we denote 

V # = S^(D,Te
D) = {u£ H^D) : VT G Te

D : u\T £ VP(T)} , 

V4 = S$(Y,T?) = {u £ H$ei(Y) : VT G 7 f : U\T £ PP(T)}/U, 

y(ß0 = SP-lfirDiTD^ = r u € L 2 ( D ) . y y € j-D . U | T € Vp_^T)-j , 

where VP(T) denotes the polynomials of total degree at most p on T. 

Since the triangulations are nested, the Finite Element spaces are hierarchical: 

V¥ C Vtf C - - - C Vlj C - - - C Hi(D), 

V? C 14 C - - - C Vy C - - - C Hler(Y). 

Define orthogonal projections Pß3 : H3(D) -r VD'3, j = 0,1 and PY : Hpei(Y) -r 

VY and set Pß 'J := 0, PC1 := 0. Then we have the increment or detail-spaces 

Wff := (P^-P^)Vif, 1=0,1,2,... 

Wy := (Py-Py-^Vl £ = 0 , 1 , 2 , . . . 

and, for every L > 0, the multilevel decompositions 

VèJ= © Wff, WL= 0 Wy, i = 0,1 (3.3) 
0<«L 0<«L 
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which are orthogonal in HJ(D) resp. HpeT(Y). 

For L > 0, define the full tensor product space 

SL = v£°®Vf = 0 Wff®w(cL2(D,Hlei(Y)/m). (3.4) 
0<t,t'<L 

Assume the regularity (2.12) with some k > 0. 

Then (2.11) shows that the finite element approximation 

(uL,(pL) £ V^1 x SL : B(uL,cj,L;vL,iPL) = (f,vL) V(vL,1JJL) £ V^1 x SL (3.5) 

exists, is unique and a tensor product argument show that it satisfies the asymptotic 
error bounds 

| |«° - UL\\Hi(D) + \\<j> - <f>L\\L'MD,m(Y)) 

< Ch™m{P'k) {\\u0\\Hk+l(D) + \\<P\\L1(D;HI' + HY)) + H0llff*(D;ffi(y))} • 

We note that dim(V^'1) = 0(2Ld) = dimV^, whereas dim(SL) = 0(22Ld) = 
0(dim(VD' )2) as L -r oo, since SL is a FE-space in D x Y c IR2 . Also, note that 
in (3.6) the full regularity (2.12) of <j> was not used. 

The large number of degrees of freedom in SL due to high dimension renders 
the unfolded problem (2.10) impractical for efficient numerical solution. A remedy-
is to use the sparse tensor product spaces ([5] and the references there) 

SL:= 0 wb0®WJr (3.7) 
0<t+t'<L 

which have substantially smaller dimension than the full tensor product spaces (3.4). 
The joint regularity (2.12) in x and y of <j>(x,y) allows to retain the error 

bounds (3.6) with SL in place of SL: 

Proposition 3.1. Let (uL,<pL) £ VD' x SL denote the sparse FE-solutions which 
satisfy (3.5) with SL in place of SL. 

Ifu° £ H1+k(D), cj) £ H^D^^+^Y)), for some k>l, then 

II«0 - uL\\Hi(D) + \\4> - <PL\\L'HD,HHY)) 

< C(L+l)i h™m{p'k) {\\u°\\Hk+i{D) + U\\HHD;H^(Y))} 

and the total number of degrees of freedom is bounded by 

(3.8) 

dim(V^'1) + dim(SL) < CL2dL . (3.9) 

Remark 3.2. i) Since dim(VD' ) < C2dL, computation of (u,<pL) in D x Y re­
quires, up to L = 0 ( | log/i^l), the same number of degrees of freedom as the FE 
approximation of u° from (2.5) in D. Moreover, the FE approximation of (2.10) 
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does not require the determination of A°(x). In addition, the convergence rate (3.8) 
is, up to (L + 1)2, equal to the rate (3.6) for the full tensor product-spaces. 

ii) Sparse tensor products of finite elements in one dimension were proposed by 
Zenger and his students in the 1990ies for the efficient solution of partial differential 
equations in three dimensions (see [5] and the references there). While allowing 
similar convergence rates as the full tensor product spaces, extra regularity of the 
solution (generally not available in non-smooth domains) is required. In (3.7), sparse 
tensor products of standard finite element spaces in D resp. Y c M,d are taken and 
realistic regularity of the solution available from the structure of the limit problem 
(2.10) was used. 

iii) The approach generalizes to problems with M > 2 scales. The unfolded problem 
is then posed on a product domain 

D x Y x • • • x YM-i C nMd 

and an approximation of order (L+l)^~ h™ p' can be obtained with 0 ( L M _ 1 2dL) 
degrees of freedom. 

iv) Explicit construction of the sparse tensor product-space SL requires bases for the 
detail-spaces Wß , WY. These are available, for example, via suitable semiorthog-
onal wavelet bases (e.g. [4]). These bases allow also for optimal preconditioning of 
the linear system corresponding to (3.5). 

v) We discussed here only the diffusion problem (2.1). The results can be generalized 
to Elasticity, and the Stokes Equations. 

vi) If only partial periodicity or patchwise periodic patterns are present, the unfold­
ing approach works equally. See [3] for details. 

4. Stochastic data 
Let ( 0 , S , F ) be a a-finite probability space and A(x) £ L°°(D,IR^^) satisfy 

for every C G IR 
3a , /3>0:o: |C | 2 < CT A(x) C < /5|C|2 • (4-1) 

For a random source term / G L2(iì,dP; L2(Dj), consider the Dirichlet problem 

L(x,dx)u = —V • A(x) Vu(x,oj) = f(x,oj) in D, u = 0 on dD (4.2) 

for P-a.e. u £ ii. The random solution U(X,OJ) of (4.2) is searched in the Bochner-
space 

nl(D) := L2(Ü,dP; H^(D)) =* L2(Ü,dP) ® H^(D). (4.3) 

We note that L2(Q,dP), equipped with inner product 

(u,v) = I u(uj)v(uj)dP(uj), (4.4) 

n 
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is a Hilbert space. The variational form of (4.2) reads: find u £ %\(D) such that 

A(u,v) = (f,v)cHD) VveH^D) (4.5) 

where 
A(u, v) = ((A ® id)(V <g> id)u, (V <g> id)v)c^(D)d 

and (f,v)c2(D) = JD(f(x,'),v(x,'))dx. The form A(-, •) in (4.5) is coercive on 
1-L\(D) x Tì\(D), implying the existence of a unique random solution U(X,OJ) of 
(4.5). Numerical solution of (4.5) that involves a FEM in D and Monte-Carlo in 
0 is prohibitively expensive. Alternatively, we might try to compute directly the 
statistics of u(x,oj). For example, the mean field Eu(x) = JQ u(x,oj)dP(oj) solves 

L(x, dx)Eu = Ef in D, Eu = 0 on ÔD . (4.6) 

For x,x' £ D, define the two point correlation function 

Cu(x, x') = (u(x, •), u(x', •)). (4.7) 

Then the variance of U(X,OJ) is given by 

(Var«(a:,-))2 := (Eu(x))2 - (Cu(x,x))2 . (4.8) 

The two-point correlation Cu(x,x') is the solution of a deterministic problem in 
D x D. Formally 

L(x,dx)L(x',dx,)Cu = Cf in DxD, (4.9) 

and in variational form: 

Cu £ H$(D x D) : Q(CU,Cv) = (Cf,Cv) VC„ e H$(D x D) (4.10) 

where H$(D x D) := H£(D) ® H£(D) and 

Q(CU,CV)= / X/xyCv A(x)®A(ij)X/XyCudxdy,X/xy:=X/x®X/y. 

DxD 

Proposition 4.1. The two point correlation Cu of the random solution U(X,OJ) is 
the unique solution of the deterministic problem (4-10) in D x D. 

Hence to get two point correlation functions, Monte-Carlo can be traded for a 
deterministic problem in high dimensions. The key to its efficient numerical solution 
lies in the regularity of the solution: if the mean field problem (4.6) satisfies a shift-
theorem at order s > 0, i.e. Ef £ H^1+S(D) => Eu £ H1+S(D), then 

Ct £ H-1+S'-1+S(D xD)=^ Cu £ H^+S'1+S(D x D). (4.11) 

A similar regularity result in weighted spaces of mixed highest derivatives holds if 
D c E J has corners [10]. This regularity in spaces of mixed highest derivatives 
allows to approximate Cu from the sparse tensor product FE spaces 

VL := 0 Wt'1 ® Wi'1 (4.12) 
0<t+t'<L 
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of dimension dim(t / L) < CL2dL at a near optimal convergence rate: if C£ G VL 

denotes the FE approximation of Cu, it holds [10] 

11C«-- Cu. Hfl-i.i(DxD) <C\loghiJ\
lsh™ms'p \\Cu\\HB+i,B+i(DyiD). (4.13) 

Moreover, using a semiorthogonal wavelet basis of the detail-spaces Wß in (3.2), 
we can design an algorithm which computes C^ to the order of the discretization 
error (4.13) in 0(NiJL

4-d+2) operations where NL, = 0(2dL) denotes the number of 
degrees of freedom in D (see [10] for details). 

As for homogenization problems with multiple scales, M point correlation 
functions of U(X,UJ) can be approximated at the rate | log /ii | (J^—!)/2 /j™n(s>w w^ij 
0(NL LM^V) degrees of freedom . Let us also remark that high regularity in (4.13) 
corresponds to strong spatial correlation of U(X,OJ). 

In the spatially uncorrelated limit, formally Cf(x,y) = 5(x — y) and we have 
for smooth dD,A(x),d < 3: 

Cu £ H1+S'1+S(D xD),0<s<l-^, 

11 i— — —^ ^ j 
so that only the low convergence rates | log hßCihL

 4 " for C„ follow. This is due 
to the singular support of Cu being the diagonal {(x,y) : x = y}. The efficient 
approximation of such Cu is the topic of ongoing research. 
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Fast Algorithms for Optimal Control, 
Anisotropic Front Propagation and 

Multiple Arrivals 

J. A. Sethian* 

Abstract 

We review some recent work in fast, efficient and accurate methods to 
compute viscosity solutions and non-viscosity solutions to static Hamilton-
Jacobi equations which arise in optimal control, anisotropic front propagation, 
and multiple arrivals in wave propagation. For viscosity solutions, the class of 
algorithms are known as "Ordered Upwind Methods", and rely on a systematic 
ordering inherent in the characteristic flow of information. For non-viscosity 
multiple arrivals, the techniques hinge on a static boundary value phase-space 
formulation which again can be solved through a systematic ordering. 

2000 Mathematics Subject Classification: 65N06, 65M06, 86A22, 49L25. 
Keywords and Phrases: Hamilton-Jacobi equations, Fast marching meth­
ods, Ordered upwind methods. 

1. Introduction 
This paper reviews recent work on algorithms for static Hamilton-Jacobi equa­

tions of the form H(Du,x) = 0; the solution u depends on a: G Rn, and boundary-
conditions are supplied on a subset of Rn. These equations arise in such areas as 
wave propagation, optimal control, anisotropic front propagation, medical imaging, 
optics, and robotic navigation. We develop algorithms to solve these equations re­
markably quickly, with the same optimal efficiency as classic algorithms for shortest 
paths on discrete weighted networks, but extended to continuous Hamilton-Jacobi 
equations. 

The algorithms, which rely on a close examination of the flow of information 
inherent in static Hamilton-Jacobi equations, are robust, unconditionally stable 
without t ime step restriction, and efficient. They are "One-pass" schemes, in tha t 
the solution is computed at N grid points in 0(NlogN) steps. 
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sethian@math.berkeley.edu 

mailto:sethian@math.berkeley.edu


736 J. A. Sethian 

1.1. Viscosity vs. non-viscosity solutions 
What is meant by a solution to H(Du,x) = 0? Viscosity solutions [3] provide 

a unique and well-posed formulation which is linked to the unique viscosity limit 
of the associated smoothed equation; these are first arrivals in the propagation 
of information. Fig. la shows an example from semiconductor manufacturing in 
which a beam whose strength is angle-dependent is used to anistropically etch away 
a metal surface. Fig. lb shows an optimal control problem to find the shortest exit 
path for a vehicle with position and direction-dependent speed. 

Ion etching in anisotropic front propagation 
Fig. la 

Vehicle Moves with Speed F 

Optimal control 
Fig. lb 

Figure 1: Viscosity solutions to static H J equations 

The above are viscosity solutions. However, there are many cases in which later 
arrivals, or "non-viscosity" solutions, are desirable. Fig. 2a shows the propagation 
of a wave inwards from a square boundary; the evolving front passes through itself 
and later arrivals form cusps and swallowtails as they move; Fig. 2b shows multiple 
arrivals in geophysical wave propagation. 
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Fig. 2a 
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Fig. 2b 

Figure 2: Non-viscosity solutions 

Our goal is to create efficient algorithms which allow us to compute both types 
of solutions. In the case of viscosity solutions, algorithms are provided by the class 
of "Ordered Upwind Methods" developed by Sethian and Vladimirsky in [12, 13]; 
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these methods work in physical space and construct the solution in a "One-pass" 
manner through a careful adherence to a causality inherent in the characteristic flow 
of the information. In the case of non-viscosity solution, algorithms are provided 
by the time-independent phase-space formulation developed by Fomel and Sethian 
[7], which relies on conversion of multiple arrivals into an Eulerian static boundary-
value problem, which can also be solved very efficiently in a "One-pass" manner 
which avoids all iteration through a careful ordering procedure. The remainder of 
this paper is devoted to describing these two classes of algorithms and providing a 
few computational results. 

2. Fast methods for viscosity solutions 

We first discuss "Ordered Upwind Methods" introduced in [12] for computing 
viscosity solutions. 

2.1. Discrete control: Dijkstra's method 
Consider a discrete optimal trajectory problem on a network. Given a network 

and a cost associated with each node, the global optimal trajectory is the most 
efficient path from a starting point to some exit set in the domain. Dijkstra's 
classic algorithm [4] computes the minimal cost of reaching any node on a network 
in 0(N log N) operations. Since the cost can depend on both the particular node, 
and the particular link, Dijkstra's method applies to both isotropic and anisotropic 
control problems. The distinction is minor for discrete problems, but significant for 
continuous problems. Dijkstra's method is a "one-pass" algorithm; each point on 
the network is updated a constant number of times to produce the solution. This 
efficiency comes from a careful analysis of the direction of information propagation 
and stems from the optimality principle. 

We briefly summarize Dijsktra's method, since the flow logic will be important 
in explaining our Ordered Upwind Methods. For simplicity, imagine a rectangular 
grid of size h, where the cost Cjj > 0 is given for passing through each grid point 
Xij = (ih,jh). Given a starting point, the minimal total cost c/y of arriving at 
the node ary can be written in terms of the minimal total cost of arriving at its 
neighbors: 

Uij = min (Ui-ij, Ui+ij, Uij-i,Uij+i) + Cj. (2.1) 

To find the minimal total cost, Dijkstra's method divides mesh points into 
three classes: Far (no information about the correct value of U is known), Accepted 
(the correct value of U has been computed), and Considered (adjacent to Accepted). 
The algorithm proceeds by moving the smallest Considered value into the Accepted 
set, moving its Far neighbors into the Considered set, and recomputing all Con­
sidered neighbors according to formula 2.1. This algorithm has the computational 
complexity of 0(N log(Nj); the factor of log(Ar) reflects the necessity of maintain­
ing a sorted list of the Considered values c/, to determine the next Accepted mesh 
point. Efficient implementation can be obtained using heap-sort data structures. 
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2.2. Continuous control: ordered upwind methods 

Consider now the problem of continuous optimal control; here, the goal is to 
find the optimal path from a starting position to an exit set. Dijkstra's method does 
not converge to the continuous solution as the mesh becomes finer and finer, since 
(see [11]) it produces the solution to the partial differential equation max(|ux |, |uj,|) = 
h* C, where h is the grid size. As h goes to zero, this does not converge to the solu­
tion of the continuous Eikonal problem given by \u2 + u2,]1/2 = C. Thus, Dikstra's 
method cannot be used to obtain a solution to the continuous problem. 

2.2.1. Ordered upwind solvers for continuous isotropic control 

In the case of isotropic cost functions in which the cost depends only on po­
sition and not on direction, two recent algorithms, first Tsitsiklis's Method [16] 
and then Sethian's Fast Marching Method [10] have been introduced to solve the 
problems with the same computational complexity as Dijkstra's method. Both 
methods exploit information about the flow of information to obtain this efficiency; 
the causality allows one to build the solution in increasing order, which yields the 
Dijkstra-like nature of the solutions. Both algorithms result from a key feature 
of Eikonal equations, namely that their characteristic lines coincide with the gra­
dient lines of the viscosity solution u(x); this allows the construction of one-pass 
algorithms. Tsitsiklis' algorithm evolved from studying isotropic min-time optimal 
trajectory problems, and involves solving a minimization problem to update the 
solution. Sethian's Fast Marching Method evolved from studying isotropic front 
propagation problems, and involves an upwind finite difference formulation to up­
date the solution. Each method starts with a particular (and different) coupled 
discretization and each shows that the resulting system can be decoupled through 
a causality property. We refer the reader to these references for details on ordered 
upwind methods for Eikonal equations, as well as [13] for a detailed discussion about 
the similarities and differences between the two techniques. 

2.2.2. Ordered upwind solvers for continuous anisotropic general opti­
mal control 

Consider now the full continuous optimal control problem, in which the cost 
function depends on both position and direction. In [12,13], Sethian and Vladimirsky 
built and developed single-pass "Ordered Upwind Methods" for any continuous op­
timal control problem. They showed how to to produce the solution c/, by recalcu­
lating each Ui at most r times, where r depends only the equation and the mesh 
structure, but not upon the number of mesh points. 

Building one-pass Dijkstra-like methods for general optimal control is con­
siderably more challenging than it is for the Eikonal case, since characteristics no 
longer coincide with gradient lines of the viscosity solution. Thus, characteristics 
and gradient lines may in fact lie in different simplexes. This is precisely why both 
Sethian's Fast Marching Method and Tsitsiklis' Algorithm cannot be directly ap­
plied in the anisotropic (non-Eikonal) case: it is no longer possible to de-couple the 
system by computing/accepting the mesh points in the ascending order. 
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The key idea introduced in [12, 13] is to use the location anisotropy of the 
cost function to limit of the number of points on the accepted front that must be 
examined in the update of each Considered point. Consider the anisotropic min-
time optimal trajectory problems, in which the speed of motion depends not only 
on position but also on direction. The value function u for such problems is the 
viscosity solution of the static Hamilton-Jacobi-Bellman equation 

maxaeSl {(Vu(x) • (-aj)f (a, x)} = 1, x £ ii, .^ ^ 
u(x) = q(x), x £ dii. 

In this formulation, a is the unit vector determining the direction of motion, f(a, x) 
is the speed of motion in the direction a starting from the point x £ ii, and q(x) 
is the time-penalty for exiting the domain at the point x £ dii. The maximizer a 
corresponds to the characteristic direction for the point x. If / does not depend on 
a, Eqn. 2.2 reduces to the Eikonal equation, see [1]. 

Now, define the anisotropy ratio Fi/F2, where 0 < Fi < f(a,x) < F2 < oo. 
In [13], two key lemmas were proved: 

• Lemma 1. Consider the characteristic passing through x £ ii and level curve 
u(x) = C, where qmax < C < u(x). The characteristic intersects that level set 
at some point x. Ifx is distance d away from the level set then ||x —x|| < d j ^ . 

• Lemma 2. Consider an unstructured mesh X of diameter h on il. Consider 
a simple closed curve Y lying inside 0 with the property that for any point x 
on Y, there exists a mesh point y inside Y such that \\x — y\\ < h. Suppose the 
mesh point a;, has the smallest value u(a7,) of all of the mesh points inside the 
curve. If the characteristic passing through a7, intersects that curve at some 
point Xi then ||aJ, — a7,|| < hj^-. 

Thus, one may use the anisotropy ratio to exclude a large fraction of points on 
the Accepted Front in the update of any Considered Point; the size of this excluded 
subset depends on the anisotropy ratio. Building on these results, a fast, Dijkstra-
like method was constructed. As before, three of mesh points classes are used. The 
Accepted Front is defined as a set of Accepted mesh points, which are adjacent to 
some not-yet-accepted mesh points. Define the set AF of the line segments XjXu, 
where Xj and xu are adjacent mesh points on the AcceptedFront, such that there 
exists a Considered mesh point a:, adjacent to both Xj and xu- For each Considered 
mesh point a:, one defines the part of AF "relevant to a:,": 

f -F2Ì 
NF(xj) = < (xj,Xk) £ AF \3x on (xj,Xk) s.t. ||a: — x»|| < h-=- >. 

We will further assume that some consistent upwinding update formula is available: 
if the characteristic for a:, lies in the simplex XjXjXk then c/, = K(Uj,Uk, Xj, Xj, Xk)• 
For the sake of notational simplicity we will refer to this value as Kj^. 

1. Start with all mesh points in Far (Uj = 00). 
2. Move the boundary mesh points (a:, G Sii) to Accepted (Uj = q(xj)). 
3. Move all the mesh points a:, adjacent to the boundary into Considered and 

evaluate the tentative value of c/, = min^Xj/Xk^NF^x^ Kj^. 
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4. Find the mesh point xr with the smallest value of U among all the Considered. 
5. Move xr to Accepted and update the Accepted Front. 
6. Move the Far mesh points adjacent to xr into Considered. 
7. Recompute the value for all the Considered a:, within the distance hj?- from 

xr. If less than the previous tentative value for a:, then update [/». 
8. If Considered is not empty then go to 4). 

2.2.3. Analysis and results 

This is a "single-pass" algorithm since the maximum number of times each 
mesh point can be re-evaluated is bounded by the number of mesh points in the hjr-
neighborhood ofthat point; the method formally has the computational complexity 
of 0 ( ( | f ) 2 M log (M )). Convergence of the method to the viscosity solution is proved 
in [13], and depends on the upwinding update formula c/, = K(UJ,UU,Xì,XJ,XU). 

As an example, taken from [12], we compute the geodesic distance on the 
manifold g(x,y) = .9sin(27ra:)sin(27rt/) from the origin. This can be shown to be 
equivalent to solving the static Hamilton-Jacobi equation 

|Vu(a:)||F x 
Wu(x) 
|Vu(a;)| 

1, (2.3) 

where UJ is the angle between X7u(x, y) and the positive direction of the a:-axis. The 
anisotropy is substantial, since the dependence of F upon UJ can be pronounced 
when Vg is relatively large. Equidistant contours are shown on the left in Figure 3. 

• Want Arrival Path 

50 100 150 200 250 300 350 Source 
Figure 3: Left: Anistropic front propagation Right: Arrival paths 
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3. Fast methods for multiple arrivals 

3.1. Computing multiple arrivals 

We now consider the problem of multiple arrivals. As an example, consider 
the two-dimensional Eikonal equation 

\Vu\F(x,y) = 0 (3.1) 

with F(x,y) given. We imagine a computational domain and a source point, as 
shown on the right in Figure 3. Suppose the goal is to determine the arrival time 
and path to each point in the interior from the source point. Here, we are interested 
not only in the first arrival, but all later arrivals as well. 

One popular approach to computing multiple arrivals is to work in phase 
space, in which the dimensionality of the problem is increased from physical space to 
include the derivative of the solution as well. There are two approaches to computing 
these multiple arrivals through a phase space formulation. One is a Lagrangian (ray-
tracing) approach, in which the phase space characteristic equations are integrated, 
often from a source point, resulting in a Lagrangian structure which fans out over 
the domain. Difficulties can occur in either in low ray density zones where there 
are very few rays or near caustics where rays cross. The other is an Eulerian 
description of the problem, in either the physical domain or phase space. In recent 
years, this has led to many fascinating and clever Eulerian PDE-based approaches 
to computing multiple arrivals, see, for example, [15, 14, 9, 5, 2]. We note that the 
regularity of the phase space has been utilized previously in theoretical studies on 
the asymptotic wave propagation [8]. The above phase space approaches to solving 
for multiple arrivals have two characteristics in common: 

• A phase space formulation increases the dimensionality of the problem. In two 
physical dimensions, the phase space formulation requires three dimensions; in 
three physical dimensions, the phase space formulation is in five dimensions. 

• Given particular sources, the problem is solved with those source location (s) 
as initial data. Different sources requires re-solving the entire problem. 

• The problem is cast as an initial value partial differential equation, and is 
evolved in time. Time step considerations in regions of high velocity play a 
role in the stability of the underlying scheme. 

3.2. A boundary value formulation 

Fomel and Sethian [7] take a different approach. A set of time-independent 
"Escape Equations" are derived, each of which is an Eulerian boundary value partial 
differential equation in phase space. Together, they give the exit time, location and 
derivative of all possible trajectories starting from all possible interior points. Thus, 
the particular choice of sources is reduced to post-processing. The computational 
speed depends on whether one wants to obtain results for all possible boundary-
conditions, or in fact only for a particular subset of possibilities. 



V« • — = p • VPH. (3.4) 

Ordered Upwind Methods 743 

3.2.1. Liouville formulation 

Briefly (see [7] for details) begin with the static Hamilton-Jacobi equation 

H(x,Vu) = 0, (3.2) 

and write the well-known characteristic equations in phase space (x,p), where p 
corresponds to V« (see, for example, [6]). The characteristics must obey 

^ = V P F ; f- = -VXH. (3.3) 
da da 

Differentiating the function u(x(aj), we obtain an additional equation for trans­
porting the function u along the characteristics: 

du dx 
da da 

Eqns. 3.3,3.4 can be initialized at a = 0: x(0) = XQ, p(0) = Po, «(0) = 0. 
One can now convert the phase space approach into a set of Liouville equations. 

To simplify notation, we denote the phase-space vector (x,p), by y, the right-hand 
side of system given in Eqn. 3.3 by vector function R(y), and the right-hand side 
of Eqn. 3.4 by the function r(y). In this notation, the Hamilton-Jacobi system is 

d-^ = R(y)-, 9-^=r(y), (3.5) 

and is initialized at a = 0 as y = t/o and u = 0. This system satisfies 

dy(yo,a) t . , , 
— — — = X70yR(yo), (3.6) 

and the transported function u satisfies the analogous equation 

^ = V , « % ) + r W , (3.7) 

where Vo denotes the gradient with respect to t/o- These are the Liouville equations. 

3.2.2. Formulation of escape equations 

The key idea in [7] is as follows. Assume a closed boundary dT> in the y 
space that is crossed by every characteristic trajectory originating in y0 £ T>. This 
defines for every y0 the function a = a(yo) of the first crossing of the corresponding 
characteristic with dT>. Now introduce a differentiable function Y(y) that identifies 
the boundary, that is, Y(y) = 0. In particular, we then have that F (y(yo, &(yo)) = 0. 
One can then differentiate with respect to the initial condition y0 to obtain an escape 
equation for the parameter a. Similarly, one can derive escape equations for the 
position and value, yielding the full set of 

Escape Equations 1 + Vo? • R(yo) = 0 

V0yR(yo) = 0 

V0u- R(y0) +r(y0) = 0 

(3.8) 



744 J. A. Sethian 

3.3. Fast solution of escape equations 

Summarizing, rather than compute in physical space, we derive boundary value 
Escape equations in phase space y = (x,p). All time step considerations are avoided, 
and one can compute all the arrivals from all possible sources simultaneously. This 
Eulerian formulation means that the entire domain is covered, even quiet slow zones. 

Finally, and most importantly, a constructive, "One-pass" algorithm, similar 
to the one presented for viscosity solutions, can be designed. Exit time, position, and 
derivative at the boundary form boundary conditions. We can then systematically 
march the solution inwards in phase space from the boundary, constructing the 
solution through an ordering sequence based on the characteristics that ensures 
computational phase space mesh points need not be revisited more than once. 

Consider a square boundary as an example, and suppose we wish to find the 
time u(x, z, 9) at which a ray leaving the initial point (x, z) inside the square, initially-
moving in direction 9, hits the boundary. We assume that the slowness field n(x, z) 
is given. First, note that the set u(x,z,9) = T, drawn in x,z,9 space, gives the 
set of all initial positions and directions which reach the boundary of the square at 
time T. By the uniqueness of characteristics, the set of all points parameterized 
by T and given by U(T) = {x, z, 9 \ u(x, z, 9) = T} sweep out the solution space. 
Figure 9a shows the solution surfaces u(x, z, 9) for the collapsing square. 

Details on the exact algorithm are given in [7]. As demonstration (see [7]), in 
Figure 9b, the top pair shows all the arrivals starting from a source at the center of 
the top wall, together with the slowness field on the right (darker is slower). The 
bottom pair shows the first arrival and on the amplitude of the displayed arrival 
(the lighter the tone, the more amplitude). 
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High Resolution Methods 
for Time Dependent Problems 

with Piecewise Smooth Solutions 

Eitan Tadmor* 

Abstract 

A trademark of nonlinear, time-dependent, convection-dominated prob­
lems is the spontaneous formation of non-smooth macro-scale features, like 
shock discontinuities and non-differentiable kinks, which pose a challenge for 
high-resolution computations. We overview recent developments of modern 
computational methods for the approximate solution of such problems. In 
these computations, one seeks piecewise smooth solutions which are realized 
by finite dimensional projections. Computational methods in this context can 
be classified into two main categories, of local and global methods. Local 
methods are expressed in terms of point-values (— Hamilton-Jacobi equa­
tions), cell averages (— nonlinear conservation laws), or higher focalized mo­
ments. Global methods are expressed in terms of global basis functions. 

High resolution central schemes will be discussed as a prototype example 
for local methods. The family of central schemes offers high-resolution "black-
box-solvers" to an impressive range of such nonlinear problems. The main in­
gredients here are detection of spurious extreme values, non-oscillatory recon­
struction in the directions of smoothness, numerical dissipation and quadra­
ture rules. Adaptive spectral viscosity will be discussed as an example for 
high-resolution global methods. The main ingredients here are detection of 
edges in spectral data, separation of scales, adaptive reconstruction, and spec­
tral viscosity. 
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A trademark of nonlinear time-dependent convection-dominated problems is 
the spontaneous formation of non-smooth macro-scale features which challenge 
high-resolution computations. A prototype example is the formation of shock dis­
continuities in nonlinear conservation laws, 

d 
—u(x,t) + Vx-f(u(x,t)) = 0, u:= (u,i,...,um)T. (1.1) 

It is well known, e.g., [9], that solutions of (1.1) cease to be continuous, and (1.1) 
should be interpreted in a weak sense with the derivatives on the left as Radon 
measures. This requires clarification. If u(x,t) and v(x,t) are two admissible solu­
tions of (1.1) then the following stability estimate is sought (here and below a, ß,... 
stand for different generic constants), 

\H;t)-v(;t)\\<<*t\H;0)-v(;0)\\- (1.2) 

Such estimates with different norms, || • ||, are playing a key role in the linear 
setting — both in theory and computations. For linear hyperbolic systems, for 
example, (1.2) is responsible for the usual Instability theory, while the stability of 
parabolic systems is often measured by the L°°-norm, consult [14]. But for nonlinear 
conservation laws, (1.2) fails for any Lp-norm with p > 1. Indeed, comparing u(x,t) 
with any fixed translation of it, v(x, t) := u(x + h,t), the IP version of (1.2) implies 

^A+hu(-,t%Lv(TLä) < at||A+ftti(-,0)||Lp(Rd), A+hu(-,t) := u(-+ h,t) -u(-,t). 

For smooth initial data, however, the bound on the right yields [|z .̂+/j,ti(-, t)||i^ < 
at\h\, which in turn, for p > 1, would lead to the contradiction that u(-,t) must 
remain continuous. Therefore, conservation laws cannot satisfy the Instability es­
timate (1.2) after their finite breakdown time, except for the case p = 1. The latter 
leads to Bounded Variation (BV) solutions, ||u(-,t)||ßv := sup \\A+h,u(-,t)\\Li/\h\ < 
at < oo, whose derivatives are interpreted as the Radon measures mentioned above. 
BV serves as the standard regularity space for admissible solutions of (1.1). A com­
plete BV theory for scalar conservation laws, m = 1, was developed Kruzkov. Fun­
damental results on BV solutions of one-dimensional systems, d = 1, were obtained 
by P. Lax, J. Glimm, and others. Consult [2] for recent developments. Relatively-
little is known for general (m — 1) x (d — 1) > 0, but cf., [12]. 

We argue that the space of BV functions is still too large to describe the ap­
proximate solutions of (1.1) encountered in computations. Indeed, in such compu­
tations one does not 'faithfully' realize arbitrary BV functions but rather, piecewise 
smooth solutions. We demonstrate this point in the context of scalar approximate 
solutions, vh(x,t), depending on a small computational scale h ~ 1/N. A typical 
error estimate for such approximations reads, [4] 

\\vh(-, t) - u(-, t)\\LUn) < \\vh(-, 0) - u(-,0)|LL(R) + ath
1/2. (1.3) 

The convergence rate of order 1/2 is a well understood linear phenomena, which is 
observed in computations1. The situation in the nonlinear case is different. The 

1 Bernstein polynomials, -BJV(M), provide a classical example of first-order monotone approxi­
mation with L1-error of order (\\U\\BVIN)1'2. The general linear setting is similar, with improved 
rate ~ / i r / ( r + 1 ) for r-order schemes. 
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optimal convergence rate for arbitrary BV initial data is still of order one-half, 
[15], but actual computations exhibit higher-order convergence rate. The apparent 
difference between theory and computations is resolved once we take into account 
piecewise smoothness. We can quantify piecewise smoothness in the simple scalar 
convex case, where the number of shock discontinuities of u(-,t) is bounded by the 
finitely many inflection points of the initial data, u(ar, 0). In this case, the singular 
support of u(-,t) consists of finitely many points where S(t) = {x | dxu(x,t) 4- ^oo}. 
Moreover, the solution in between those point discontinuities is as smooth as the 
initial data permit, [21], namely 

sup \dPu(x,t)\ < epLT sup \dpu(x,0)\+ConstL, <5L(£) := {x | dxu(x,t) > —L}. 
x€SL(t) x€SL(0) 

If we let d(x,t) := dist(x,S(tj) denote the distance to S(t), then according to [19], 
the following pointwise error estimate holds, \vh(x, t) — u(x,i)\ < at.h/d(x,t), and 
integration yields the first-order convergence rate 

\\vh(-,t)-u(-,t)\\Llc(K) < ath\log(h)\. (1.4) 

There is no contradiction between the optimality of (1.3) and (1.4). The former ap­
plies to arbitrary BV data, while the latter is restricted to piecewise smooth data and 
it is the one encountered in actual computations. The general situation is of course, 
more complicated, with a host of macro-scale features which separate between re­
gions of smoothness. Retaining the invariant properties of piecewise smoothness in 
general problems is a considerable challenge for high-resolution methods. 

2. A sense of direction 
A computed approximation is a finite dimensional realization of an underlying 

solution which, as we argue above, is viewed as a piecewise smooth solution. To 
achieve higher accuracy, one should extract more information from the smooth parts 
of the solution. Macro-scale features of non-smoothness like shock discontinuities, 
are identified here as barriers for propagation of smoothness, and stencils which 
discretize (1.1) while crossing discontinuities are excluded because of spurious Gibbs' 
oscillations. A high resolution scheme should sense the direction of smoothness. 

Another sense of directions is dictated by the propagation of information gov­
erned by convective equations. Discretizations of such equations fall into one of 
two, possibly overlapping categories. One category of so-called upwind schemes 
consists of stencils which are fully aligned with the local direction of propagating 
waves. Another category of so-called central schemes consists of two-sided stencils, 
tracing both right-going and left-going waves. A third possibility of stencils which 
discretize (1.1) 'against the wind' is excluded because of their inherent instability, 
[14]. A stable scheme should sense the direction of propagation. 

At this stage, high resolution stable schemes should compromise between two 
different sets of directions, where propagation and smoothness might disagree. This 
require essentially nonlinear schemes, with stencils which adapt their sense of direc­
tion according to the computed data. We shall elaborate the details in the context 
of high-resolution central scheme. 
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3. Central schemes 
We start with a quotation from [14, §12.15], stating "In 1959, Godunov de­

scribed an ingenious method for one-dimensional problems with shocks". Godunov 
scheme is in the crossroads between the three major types of local discretizations, 
namely, finite-difference, finite-volume and finite-element methods. The ingenuity 
of Godunov's approach, in our view, lies with the evolution of a globally defined 
approximate solution, vh(x,tn), replacing the prevailing approach at that time of 
an approximate solution which is realized by its discrete gridvalues, vv(t

n). This 
enables us to pre-process, to evolve and to post-process a globally defined approx­
imation, vh(x,tn). The main issue is how to 'manipulate' such piecewise smooth 
approximations while preserving the desired non-oscillatory invariants. 

Godunov scheme was originally formulated in the context of nonlinear con­
servation laws, where an approximate solution is realized in terms of a first-order 
accurate, piecewise-constant approximation 

vh(x,tn) := Ahv(x,tn) := £«„ (*" ) ! / „ (* ) , M*") := TTl f "fo»*")^-

The cell averages, vv, are evaluated over the equi-spaced cells, Iv := {x\\x — xv\ < 
h/2} of uniform width h = Aar. More accurate Godunov-type schemes were devised 
using higher-order piecewise-polynomial projections. In the case of one-dimensional 
equi-spaced grid, such projections take the form 

—Ï~) + 2 W ""(—ft" / + " " 
V 

Here, one pre-process the first-order cell averages in order to reconstruct accurate 
pointvalues, vv, and say, couple of numerical derivatives vj/hjvj'/h2, while the 
original cell averages, {vv}, should be preserved, Ah,Vh,vh = Ah,vh. The main 
issue is extracting information in the direction of smoothness. For a prototype 
example, let A+vv and A_t3„ denote the usual forward and backward differences, 
A±vv := ±(vv±i — vv). Starting with the given cell averages, {vv}, we set vv = vv, 
and compute 

i /A - A - N / N sgn(zi) + sgn(z2) . ,. , , n .„ ,. 
vv = mm(A+vl/, A^vv), mm(zi,z2):= min{|zi|, |z2|j. (3.1) 

The resulting piecewise-linear approximation is a second-order accurate, Total Vari­
ation Diminishing (TVD) projection, \\Vh,vh(x)\\Bv < I I ^ M I I B I - ' - This recipe of 
so-called minmod numerical derivative, (3.1), is a representative for a large library 
of non-oscillatory, high-resolution limiters. Such limiters dictate discrete stencils in 
the direction of smoothness and hence, are inherently nonlinear. Similarly, nonlinear 
adaptive stencils are used in conjunction with higher-order methods. A description 
of the pioneering contributions in this direction by Boris & Book, A. Harten, B. 
van-Leer and P. Roe can be found in [10]. The advantage of dealing with globally-
defined approximations is the ability to pre-process, to post-process and in partic­
ular, to evolve such approximations. Let u(x,t) = uh(x,t) be the exact solution 
of (1.1) subject to uh(x,tn) = Vh,vh(x,tn). The exact solution lies of course out­
side the finite computational space, but it could be realized in terms of its exact 
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cell averages, vh(x,tn+1) = ^ v vv(t
n+1)liv(x). Averaging is viewed here a simple 

post-processing. Two prototype examples are in order. 
Integration of (1.1) over control volume Iv x [tn,tn+1], forms a local stencil which 
balances between the new averages, {vv(t

n+1)}, the old ones, {vv+k(tn)}, and the 
fluxes across the interfaces along xv±i/2 x [tn, tn+1]. In this case, the solution along 
these discontinuous interfaces is resolved in terms of Riemann solvers. Since one 
employs here an exact evolution, the resulting Godunov-type schemes are upwind 
scheme. The original Godunov scheme based on piecewise constant projection is 
the forerunner of all upwind schemes. As an alternative approach, one can realize 
the solution u(x,tn+1), in terms of its exact staggered averages, {vv+i/2(t

n+1)}. 
Integration of (1.1) over the control volume Iv+i/2 x [tn,tn+1] subject to piecewise 
quadratic data given at t = tn, u(x,tn) = Vh,vh(x,tn), yields 

-iß(tn+1) = l(vAtn) + v„+i(f> 

+ l(vj(n^vi+1(n) + ^(F:ti/2-Frl/2), (3.2) 

where F " !" stands for the averaged flux, F " !" = Jt„ f(u(xv,T)dT/At. 
Thanks to the staggering of the grids, one encounters smooth interfaces xv x 
[tn,tn+1], and the intricate (approximate) Riemann solvers are replaced by sim­
pler quadrature rules. For second-order accuracy, for example, we augment (3.2) 
with the mid-point quadrature 

F^l2 = f(vv(t
n+1/2)), vv(t

n+1'2) = vAtn) - ^f(Mtn))'- (3-3) 

Here, the prime on the right is understood in the usual sense of numerical dif­
ferentiation of a gridfunction - in this case the flux {f(vv(t

n))}v. The resulting 
second-order central scheme (3.3),(3.2) was introduced in [13]. It amounts to a sim­
ple predictor-corrector, non-oscillatory high-resolution Godunov-type scheme. For 
systems, one implements numerical differentiation for each component separately. 
Discontinuous edges are detected wherever cell-averages form new extreme values, 
so that vj(tn) and f(vv(t

n))' vanish, and (3.3),(3.2) is reduced to the forerunner of 
all central schemes — the celebrated first-order Lax-Friedrichs scheme, [10]. This 
first-order stencil is localized to the neighborhood of discontinuities, and by assump­
tion, there are finitely many them. In between those discontinuities, differentiation 
in the direction of smoothness restores second-order accuracy. This retains the 
overall high-resolution of the scheme. Consult Figure 1 for example. 

Similarly, higher-order quadrature rules can be used in connection with higher-
order projections, [3], [11]. A third-order simulation is presented in Figure 2. Finite-
volume and finite-element extensions in several space dimensions are realized over 
general, possibly unstructured control volumes, ilv x [tn, tn+1], which are adapted to 
handle general geometries. Central schemes for 2D Cartesian grids were introduced 
in [6], and extended to unstructured grids in [1]. A similar framework based on 
triangulated grids for high-resolution central approximations of Hamilton-Jacobi 
equations was described in [4] and the references therein. 

Central schemes enjoy the advantage of simplicity - they are free of (approx­
imate) Riemann solvers, they do not require dimensional splitting, and they apply 



752 E. Tadmor 

to arbitrary flux functions2 without specific references to eigen-decompositions, Ja-
cobians etc. In this context, central schemes offer a "black-box solvers" for an 
impressive variety of convection-dominated problems. At the same time, the cen­
tral framework maintain high-resolution by pre -and post-processing in the direc­
tion of smoothness. References to diverse applications such as simulations of semi­
conductors models, relaxation problems, geometrical optics and multiphase compu­
tations, incompressible flows, polydisperse suspensions, granular avalanches MHD 
equations and more can be found at [16]. 

Figure 1: Second-order central scheme 
simulation of semiconductor device 
governed by ID Euler-Poisson equa­
tions. Electron velocity in IO7 cm/s 
with N = 400 cells. 

Figure 2: Third-order central scheme 
simulation of ID MHD Riemann prob­
lem. with N = 400 cells. The y-
magnetic field at t = 0.2. 

The numerical viscosity present in central schemes is of order O At It is 
suitable for the convective regime where At ~ Aar, but it is excessive when a small 
time step is enforced, e.g., due to the presence of diffusion terms. To overcome this 
difficulty, a new family of central schemes was introduced in [7] and was further 
refined in [8]. Here, the previous staggered control volumes, I„+i/2 x [tn,tn+1], 
is replaced by the smaller — and hence less dissipativi, Jv+i/2 x [tn,tn+1], where 
J, H-l /2 -I/+1/2 At x [a" encloses the maximal cone of propagation, a± = 
aH-i/2 = (mîn)*;̂ *! (/«)• The ^ a c t ^ ^ ^e staggered grids are O(At) away from 
each other, yields central stencils with numerical viscosity of order ö(Ax2r^1). 
Being independent of At enables us to pass to the limit At 4- 0. The resulting semi-
discrete high-resolution central scheme reads vv(i) = —(fv+i/2(t) — fv-i/2(i))/Ax, 
with a numerical flux, /„+1/2, expressed in terms of the reconstructed pointvalues, 
v± = v±+i/2 = VhVh(xv+i/2±,i), 

f ff\ — a+f(v)^a'f(v+) 1 n+-v+-v~ ,~r, 
U+iß(t) „ + _ „ _ + a a „ + _ „ - • (3-4) 

An instructive example is provided by gasdynamics equations with tabulated equations of 
state. 
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Instructive examples are provided in Figures 3, 4. 
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Figure 3: Convection-diffusion eq. 
ut + (u2)x/2 = (ux/y/l + u2

x)x sim­
ulated by (3.4),(3.1), with 400 cells. 

Figure 4: Third-order central scheme 
for 2D Riemann problem. Density con­
tour lines with 400 x 400 cells. 

4. Adaptive spectral viscosity methods 
Godunov-type methods are based on zeroth-order moments of (1.1). In each 

time step, one evolves one piece of information per spatial cell — the cell aver­
age. Higher accuracy is restored by numerical differentiation in the direction of 
smoothness. An alternative approach is to compute higher-order moments, where 
the cell averages, vv, and say, couple of numerical derivatives, vj, vv" are evolved in 
time. Prototype examples include discontinuous Galerkin and streamline-diffusion 
methods, where several local moments per computational cell are evolved in time, 
consult [4] and the references therein. As the number of projected moments in­
crease, so does the size of the computational stencil. At the limit, one arrives at 
spectral methods based on global projections, 

vN(x,t) =VNv(x,t) := ^2 vk(t)<j>k(x), Vk •= (v(;t),<j>k(-))-
\k\<N 

Here, <j>k(x) are global basis functions, <pu = e%kx,Tf.(x),... and v'u are the mo­
ments induced by the appropriately weighted, possibly discrete inner-product (•, •). 
Such global projections enjoy superior resolution — the error ||u(-) — VNV(-)\\ de­
cays as fast as the global smoothness of v(-) permits. With piecewise smooth so­
lutions, however, we encounter first-order spurious Gibbs' oscillations throughout 
the computational domain. As before, we should be able to pre- and post-process 
piecewise smooth projections, recovering their high accuracy in the direction of 
smoothness. To this end, local limiters are replaced by global concentration ker­
nels of the form, [5], K%vN(x) = ^ ^ Y,\k\<NT)yN )vk(4>k(x))x, where n(-) is an 
arbitrary unit mass C°°[0,1] function at our disposal. Detection of edges is fa­
cilitated by separation between the 0(1) scale in the neighborhoods of edges and 
ö(ff) scales in regions of smoothness, KM'UM(X) ~ [v(x)] + 0(Nd(x))^r. Here, 
[v(x)] denotes the amplitude of the jump discontinuity at x (- with vanishing am­
plitudes signaling smoothness), and d(x) is the distance to the singular support 
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of v(-). Two prototype examples in the 27r-periodic setup are in order. With 
JJ(£) = 1 one recovers a first-order concentration kernel due to Fejer. In [5] we 
introduced the concentration kernel, nexp(£) :~ exp{ß/C(l — £)}, with exponen­
tially fast decay into regions of smoothness. Performing the minmod limitation, 
(3.1), rnrn{K1

NVM(x),Ke^pVM(x)}, yields an adaptive, essentially non-oscillatory 
edge detector with enhanced separation of scales near jump discontinuities. Once 
macro-scale features of non-smoothness were located, we turn to reconstruct the 
information in the direction of smoothness. This could be carried out either in the 
physical space using adaptive mollifiers, ^$,p, or by nonlinear adaptive filters, ap. 
In the 2n periodic case, for example, we set \P * VNV(X) := (^$:P(x — -),VNV(-)) 

where \P is expressed in terms of the Dirichlet kernel, Dp(y) :— ^ ^ — ' 
2sin(7Tj;/2) 

^6 Ay) 9' Dpi P = Pß(v) -=e ßy2/(y2-t) l[_i , i](y). (4.1) 

Mollifiers encountered in applications maintain their finite accuracy by localization, 
letting 0 1 0 . Here, however, we seek superior accuracy by the process of cancellation 
with increasing p f. To guarantee that the reconstruction is supported in the 
direction of smoothness, we maximize 9 in terms of the distance function, 9(x) = 
d(x), so that we avoid crossing discontinuous barriers. Superior accuracy is achieved 
by the adaptive choice p :~ d(x)N, which yields, [20], 

\*{d(x),d(x)N}*'PNv(x)-v(x)\ < Const.(d(x)N)re^^^. 

The remarkable exponential recovery is due to the Gevrey regularity of pß £ Q2 and 
Figure 5 demonstrates such adaptive recovery with exponential convergence rate 
recorded in Figure 6. An analogous filtering procedure can be carried out in the 
dual Fourier space, and as before, it hinges on a filter with an adaptive degree p 

^*VNv(x) := J2 ^ ( ^ ) « * e t o , ap(0 = e ^ / ( C 2 - D ) p „ (d(x)N)r/r+1. 
\k\<N 

Figure 5: Adaptive reconstruction of 
the piecewise smooth data from its us­
ing N = 128-modes using (4.1). 

Figure 6: Log error for an adap­
tive spectral mollifier based on N = 
32, 64, and 128 modes. 
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Equipped with this toolkit to process spectral projections of piecewise smooth 
data, we turn to consider their time evolution. Godunov-type methods are based 
evolution of cell averages. Cell averaging is dissipative, but projections onto higher-
order moments are not. The following example, taken from [18] shows what go 
wrong with global projections. We consider the Fourier method for 27r-periodic 
inviscid Burgers' equation, dt.VN(x, t) + dxSw(v%(-, tj)/2 = 0. Orthogonality implies 
that [|WJV(-,*)[||2 is conserved in time, and in particular, that the Fourier method 
admits a weak limit, vw(-,t) —*• v(t). At the same time, v(t) is not a strong limit, 
for otherwise it will contradict the strict entropy dissipation associated with shock 
discontinuities. Lack of strong convergence indicates the persistence of spurious 
dispersive oscillations, which is due to lack of entropy dissipation. With this in mind, 
we turn to discuss the Spectral Viscosity (SV) method, as a framework to stabilize 
the evolution of global projections without sacrificing their spectral accuracy. To 
this end one augments the usual Galerkin procedure with high frequency viscosity 
regularization 

d_ 

o~t 
vN(x,t) +VNVX • f(vN(-,t)) = -N Y^ v(-4)Mt)Mx 

\k\<N 

(4.2) 

where a(-) is a low-pass filter satisfying <r(£) > (|£|2s — j | I • Observe that the 
SV is only activated on the highest portion of the spectrum, with wavenumbers 
|fc| > 7A r(2 s - 1)/2 s . Thus, the SV method can be viewed as a compromise between 
the stable viscosity approximations corresponding to s = 0 but restricted to first 
order, and the spectrally accurate yet unstable spectral method corresponding to 

i 
a. 1.2 

? 

•§ 0.6 , . , . 

Figure 7: Enhanced detection of edges 
with v(x) given by v(x) = —sgnx • 
cos(a: + x • sgnx/2)l[_njn](x). 

Figure 8: Legendre SV solution of in­
viscid Burgers' equation. Reconstruc­
tion in the direction smoothness. 

The additional SV on the right of (4.2) is small enough to retain the formal spectral 
accuracy of the underlying spectral approximation. At the same time, SV is large 
enough to enforce a sufficient amount of entropy dissipation and hence, to prevent 
the unstable spurious Gibbs' oscillations. The original approach was introduced 
in [18] in conjunction with second-degree dissipation, s = 1. Extensions to several 
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space variables, non-periodic expansions, further developments of hyper SV methods 
with 0 < s < oo, and various applications can be found in [17]. We conclude with 
an implementation of adaptive SV method for simple inviscid Burgers' in Figure 8. 
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Some Geometric PDEs Related to 
Hydrodynamics and Electrodynamics 

Yann Brenier* 

Abstract 

We discuss several geometric PDEs and their relationship with Hydrody­
namics and classical Electrodynamics. We start from the Euler equations of 
ideal incompressible fluids that, geometrically speaking, describe geodesies on 
groups of measure preserving maps with respect to the L2 metric. Then, we 
introduce a geometric approximation of the Euler equation, which involves the 
Monge-Ampère equation and the Monge-Kantorovich optimal transportation 
theory. This equation can be interpreted as a fully nonlinear correction of the 
Vlasov-Poisson system that describes the motion of electrons in a uniform neu­
tralizing background through Coulomb interactions. Finally we briefly discuss 
an equation for generalized extremal surfaces in the 5 dimensional Minkowski 
space, related to the Born-Infeld equations, from which the Vlasov-Maxwell 
system of classical Electrodynamics can be formally derived. 

2000 Mathematics Subject Classification: 58D05, 35Q, 82D10, 76B. 
Keywords and Phrases: Hydrodynamics, Euler equations, Geodesies, Sys­
tem of particles, Monge-Ampère equations, Extremal surfaces, Electrodynam­
ics, Born-Infeld equations. 

1. The Euler equations of incompressible fluids 
The motion of an incompressible fluid moving in a compact domain D of the 

Euclidean space Hd can be mathematically defined as a trajectory t -r g(t) on the 
set, subsequently denoted by G(D), of all diffeomorphisms of D with unit jacobian 
determinant. This space can be embedded in the set S(D) of all Borei maps h from 
D into itself, not necessarily one-to-one, such tha t 

4>(h(x))dx = I (p(x)dx 
D .ID 

for all <p £ C(D), where dx denotes the Lebesgue measure, normalized so tha t the 
measure of D is 1. For the composition rule, G(D) is a group (the identity map I 
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being the unity of the group), meanwhile S(D) is a semi-group. Both G(D) and 
S(D) are naturally embedded in the Hilbert space U = L2(D,Hd) of all square 
integrable mapping from D into Rrf and, therefore, inherit from U a formal Rie­
mannian structure. The equations of geodesies on G(D) turn out to be exactly [AK] 
the equations of incompressible inviscid fluids introduced by Euler near 1750 [Eu]. 
The Euler equations play a fundamental role in Fluid Mechanics (for geophysical 
flow modelling in particular) and their global well-posedness is one of the most chal­
lenging problems in the field of nonlinear PDEs. Their mathematical importance 
is confirmed by the recent publication of several books by Arnold-Khesin [AK], 
Chemin [Ch], P.-L. Lions [Li], Marchioro-Pulvirenti [MP], as well as by Majda's 
lecture in the Kyoto ICM [Ma]. 

From a geometric point of view (different from the usual PDE setting which 
consists in solving the Euler equations with prescribed initial conditions), it is nat­
ural to look for minimizing geodesies between the identity map and prescribed 
measure preserving maps. More precisely : 

Definition 1.1 Given h £ G(D), find a curve t £ [0,1] —¥ g(t) £ G(D) satisfying 
g(0) = I, g(l) = h, that minimizes 

AD(g) = \J \\g'(t)\\hdt=^J J \dtg(t,x)\2dxdt. 

The infimum is nothing but \52
D(I, h), where SD denotes the geodesic distance 

on G(D), and any smooth minimizer g must be a smooth solution of the Euler 
equations (written in "Lagrangian coordinates") 

g" ° g'1 = ^Vp, 

where p = p(t,x) £ R is the pressure field and Vp = (dXlp,...,dXdp). The mini­
mization problem will be subsequently called "Shortest Path Problem" (SPP). 
The basic local existence and uniqueness theorem for the SPP is due to Ebin and 
Marsden [EM]. If h and I are sufficiently close in a sufficiently high order Sobolev 
norm, then there is a unique shortest path. In the large, uniqueness can fail for the 
SPP. For example, in the case when D is the unit disk, h(z) = —z, the SPP has two 
solutions g(t,z) = ze+%wt and g(t,z) = ze^%wt, where complex notations are used. 
In 1985, A. Shnirelman [Sh] found, in the case D = [0, l ] 3 , a class of data for which 
the SPP cannot have a (classical) solution. These data are those of form 

ft(a:i,a:2,a:3) = (H(xi,x2),Xz), 

where U is an area preserving mapping of the unit square, i.e. an element of 
G([0,1]2), for which 

ô[o,i]s(I,h) < ö[0A]z(I,H) < +00 . 

(This means that, although h is really a two dimensional map, genuinely 3D mo­
tions perform better to reach h from I than purely 2D motions.) 
Shnirelman also proved [Sh], [Sh2], that ^([0, l]d) is the right completion of G([0, l]d) 
for the geodesic distance ö, for all dimension d > 3. (Notice that ^([0, l]d) is the 
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L2 completion of G([0, l]d) for all d > 2 [Ne]. So, the case d = 2 is very peculiar.) 
In such situations, a complete existence and uniqueness result for the SPP was ob­
tained in [Br2], provided the pressure field is considered as the right unknown and 
not the path t —¥ g(t) itself. 

Theo rem 1.2 Let h £ S([0, l]3) of form h(xi,x2,xz) = (H(xi,x2),xz) with H £ 
S([0, l]2). Then there is a unique vector-valued measure Vp(t,xi,x2) such that, 
for each sequence of curves t £ [0,1] —¥ gn(t) £ G([0, l]3) labelled by n £ N and 
satisfying 

A[o,i]3(9n) -> 2^(o,if(I,n), \\gn(l) - fr|U2([o,i]3 -^ 0, 

as n —t oo, then (in the distributional sense) 

9n °9nl -+ ~Vp. 

In other words, the acceleration field of all minimizing sequences converge to —Vp 
which uniquely depends on data h. The proof relies on an appropriate concept of 
generalized solutions (related to "Young's measures" [Yo], [Ta], [DM], [She]) that 
describe the oscillatory behaviour of the (gn) a s n - i +oo and reduces the SPP to 
a convex minimization problem. (See [Br2] for more details.) More precisely, the 
associated measures 

cn(t,x,a) = ö(x - gn(t,aj), mn(t,x,a) = dtgn(t,a)ö(x - gn(t,aj), 

have cluster points (c, m) that have the following properties : 
1) m is absolutely continuous with respect to c and its vector-valued density v(t, x, a) 
is c— square integrable; 
2) c and v do not depend on x3 and vz = 0, 
3) c and v solve 

dtc+Vx.(cv) = 0, dt(cv) + Vx.(cv®v) + cVxp = 0, (1.1) 

where the product cVxp has to be properly defined (in a way related to the work of 
Zheng and Majda [ZM]). Equations (1.1) are obtained as the optimality equations 
of the convexified minimization problem. Therefore, it is a priori unclear they have 
any physical meaning as evolution equations. However, they correspond, up to a 
change of unknown, to the hydrostatic limit of the Euler equations, obtained from 
the Euler equations by neglecting the vertical acceleration term, namely: 

Kg"og-1 = -Vp, 

where K is the singular diagonal matrix (1,1,0). These hydrostatic (or "shear 
flow") equations are widely used for atmosphere and ocean circulation modelling, 
as the building block of the so-called "primitive equations". However, they are 
more singular than the Euler equations and their mathematical analysis is very-
limited, as discussed in [Li]. Conditional well posedness and derivation from the 
Euler equations have been established in [Br3] and [Gr]. 
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Remarks 

An intriguing question is whether or not the uniqueness of Vp can be proved 
by more classical tools even in the case when U £ G([0, l]2) can be connected to 
the identity map by a classical shortest path on G([0, l]2). 

Since ^([0, l]3) is the right completion of G([0, l]3) with respect to the geodesic 
distance, one could expect the SPP to have a solution in ^([0, l]3) for all data h. 
This is not true. An example of such a data is h(xi, x2,xs) = (1 — xi, #2, £3). Only-
generalized flows, as discussed in [Br2], can describe shortest paths in full generality. 

Example of generalized solutions 
Explicit examples of non trivial generalized shortest paths can be computed 

either numerically or exactly. Let us just quote a typical example, when D is the 
cylinder {(z,s) = (xi,x2,s), \z\ < 1, 0 < s < 1} and h(z,s) = (—z,s). Then, 
the classical SPP has two distinct solutions g+(t, z, s) = (et7!tz, s) and g~(t,z,s) = 
(e^t7!tz, s), with the same pressure field p = ir2\z\2/2, where complex notations are 
used on the disk \z\ < 1. (Notice that there is no motion along the vertical axis s.) 
Trivial generalized solutions are obtained by mixing these two solutions. However, a 
non trivial generalized solution exists and can be described as follows. For each fluid 
particle initially located at (z,s), the elevation s stays unchanged and the initial 
horizontal position z splits up along a circle of radius (1 — |z|2)1/ /2 sia(nt), with 
center zcos(7rf), that moves across the unit disk and shrinks down to the point —z 
as t = 1. In addition, each particle is accelerated by the pressure field p= ir2\z\2/2, 
as expected from the theory. 

2. Polar factorization of maps and the Monge-
Ampère equation 

A way to define approximate geodesies on G = G(D) is to introduce a penalty-
parameter e > 0 and to consider the formal (hamiltonian) dynamical system in the 
Hilbert space H = L2(D,Kd) 

where the unknown M is a curve t —¥ M(t) £ H, Ö/ÖM denotes the gradient 
operator in U, and 

dH(M,G)= inf \\M-g\\H (2.2) 
geG 

is the distance in U between M and G, where ||.||H is the Hilbert norm of U. This 
approach is related to Ebin's slightly compressible flow theory [Eb], and is a natural 
extension of the theory of constrained finite dimensional mechanical systems [RU], 
[AK]. Notice that the approximate geodesic equation is sensitive only to the L2 

closure of G(D), which is, in the case D = [0, l]d, d>2, the entire semi-group S(D) 
[Ne]. As the penalty parameter e goes to zero, we expect that for appropriate initial 
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data, typically for M(t = 0) = I and (d/dt)M(t = 0) = VQ, where VQ is a smooth 
divergence free vector field on D tangent to the boundary, the time dependent map 
M converges to a geodesic curve on G. Because of the classical properties of the 
distance function in a Hilbert space, for each point M £ H for which there exists a 
unique closest point irs(M) on S(D), we have 

Thus, we can formally write the approximate geodesic equation (2.1) 

e2^=M + M-ns(M)=0. (2.4) 

Therefore, it is natural to address the following variational problem, that we call 
the Closest Point Problem (CPP) 

Definition 2.1 Given M £ L2(D,Hd), find h £ S(D) that minimizes 

1 
\M (x) — h(x)\"dx. 

2 .ID 

The solution of the CPP is given by the Polar Factorization theorem for maps 
[Bri] 

Theorem 2.2 Let M : D —¥ Rrf be an L2 map such that the probability measure 

PM(X) = / ô(x — M(a))da 
JD 

is a Lebesgue integrable function on D. Then, there exists a unique closest point 
irs(M) on S(D) and there is a Lipschitz convex function $ on Rrf such that 

ns(M)(a) = (V*)(M(a)), a.e.a£D. 

In addition, $ is a weak solution, in a suitable sense, of the Monge-Ampère equation 

det(dxx$(xj) = pM(x). 

Thus, the Monge-Ampère equation [Ca], which is usually considered as a non 
variational geometric PDE related to the concept of Gaussian curvature, also is the 
optimality equation of a variational problem closely linked to the Euler equations 
of incompressible inviscid fluids. In addition, the Polar Factorization theorem can 
be seen as a nonlinear version of the Helmholtz-Hodge decomposition theorem for 
vector fields which asserts that any L2 vector field on D can be written in a unique 
way as the (orthogonal) sum of the gradient of a scalar field and a divergence 
free field tangent to dD. Shortly after [Bri], Caffarelli [Ca] established several 
regularity results for the Polar Factorization. For example, provided D is smooth 
and strictly convex, any smooth orientation preserving diffeomorphism M of D has 
a unique Polar Factorization with smooth factors, and irs(M) belongs to G(D). 
More recently, McCann [Mc] generalized the Polar Factorization theorem when D 
is a compact Riemannian manifolds. 
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3. Optimal Transportation Theory 

In [Bri], the solution of the CPP problem is based on the Optimal Transporta­
tion Theory (OTT). The OTT was introduced by Monge in 1781 [Mo] to solve an 
engineering problem and renewed by Kantorovich near 1940 [Ka] in the framework 
of Linear Programing and Probability Theory [RR]. In modern words, this amounts 
to look for a probability measure f i o n a given product measure space Ax B, with 
prescribed projections on A and B, that minimizes 

c(x,y)dß(x,y), 
AxB 

where the "cost function" c > 0 is given on .4 x B. The CPP roughly corresponds 
to the case when A = B = D, c(x,y) = \M(x) — y\2 and each projection of p is the 
(normalized) Lebesgue measure on D. The connexion established in [Bri] between 
the OTT and the Monge-Ampère equation, enhanced by Caffarelli's regularity the­
ory [Ca], introduced OTT as an active field of research in nonlinear PDEs. Let us 
first quote the work of Evans-Gangbo [Ev] to solve the original Monge problem with 
PDE techniques, related to the Eikonal equations, and the recent contributions of 
Ambrosio, Caffarelli, Feldman, McCann, Trudinger, Wang. (A first attempt was 
made by Sudakov [Su] with purely probabilistic tools.) Let us next point out the 
importance of OTT for modelling purposes in Applied Mathematics. First of all, 
it is fair to say that the OTT and the Monge-Ampère equation were already key-
ingredients in Cullen and Purser's theory of semi-geostrophic atmospheric flows, 
which goes back to the early 1980s and preceded our Polar Factorization theorem 
(see references in [CNP]). Next, Jordan-Kinderlehrer-Otto [JKO], using OTT, es­
tablished that the heat equation can be seen as a gradient flow for Boltzmann's 
entropy functional. More systematically, Otto [Ot] showed how the OTT confers 
a natural Riemannian structure to sets of Probability measures and recognized a 
large class of dissipative PDEs as gradient flows of various functionals for such 
Riemannian structures. Examples of such PDEs are porous media equations, lu­
brication equations, granular flow equations, etc... Let us also mention that OTT 
has became a powerful tool in Calculus of Variations (through McCann's concept of 
displacement convexity [Mc]) and Functional Analysis, where all kind of functional 
inequalities (Minkowski, Brascamp-Lieb, Log Sobolev, Bacry-Emery, etc,...) can 
be established through OTT arguments, as shown, in particular, by Barthe [Ba], 
McCann [Me], Otto, Villani [OV]. Let us finally mention that [BB] has provided 
for the OTT a formulation different from the Monge-Kantorovich one, by introduc­
ing an interpolation variable (which was already present in McCann's concept of 
displacement convexity). This point of view is useful for both numerical [BB] and 
theoretical purposes, in particular, by allowing non trivial generalizations of the 
OTT related to section . 

4. Approximate geodesies and Electrodynamics 
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Let us go back to the approximate geodesic equation (2.4) that can be (for­
mally) written, thanks to the Polar Factorization theorem, 

dtt.M(t,a) + (^4>)(t,M(t,a))=0, det(I - e2dxx<j>(t,x)) = pM(t,x) (4.1) 

(where <j>(t,x) stands for e^2(\x\2/2 — $(t,x))). A formal expansion about e = 0 
leads, as expected, to the Euler equation (written in Lagrangian coordinates) at the 
zero order and, at the next order (and exactly as d = 1), to 

dttM(t,a) + (V<j))(t,M(t,a)) =0, e2A<j)(t,x) = l-pM(t,x), (4.2) 

which can be equivalently written as 

dtf + C.Vxf-Vx<i>.Vif = 0, e2A<f>=l-JfdÇ (4.3) 

by introducing the "phase density" 

f(t, x,0= / S(x - M(t, a))6(£ - dtM(t, a))da. 
.ID 

This system is nothing but the Vlasov-Poisson system that describes the classical 
non-relativistic motion of a continuum of electrons around a homogeneous neutral­
izing background of ions through Coulomb interactions. 

So, the approximate geodesic equation, which can be written as a "Vlasov-
Monge-Ampère" (VMA) system, 

3 t / + £ - V * / - V ^ . V € / = 0, det(I-e2dx,A) = j fdt; (4.4) 

can be interpreted as a (fully nonlinear) correction of the Vlasov-Poisson system 
for small values of e. Recently, Loeper [Lo] has shown that the VMA system has 
local smooth solutions and global weak solutions. Loeper has also proved that the 
Euler equations and the Vlasov-Poisson system correctly describe the asymptotic 
behaviour of the VMA system as e - I 0. The asymptotic analysis is based on 
the so-called modulated energy method already used in [Br5] to derive the Euler 
equations from the Vlasov-Poisson system. 

Notice that, thanks to the substitution of the Monge-Ampère equation (a 
fully non-linear elliptic PDE) for the classical Poisson equation, the "electric" field 
V(p(t,x) is pointwise bounded by the diameter of D divided by e2, independently 
on the initial conditions. In particular, point charges do not create unbounded force 
fields as in classical Electrodynamics. 

5. A caricature of Coulomb interaction 
The approximate geodesic equation (2.4) can be easily discretized in space 

by substituting i) for D a discrete set of N "grid" points equally spaced in D, 
say Ai,..., AN, ii) for U the euclidean space RrfJV, iii) for G the discrete set of all 
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sequences (A!Tl,...,A!TN) £ HdN generated by permutations a of the first N in­
tegers, while keeping unchanged equation (2.4). (Note that such a discretization 
using permutations cannot be so easily defined for the Euler equations, which for­
mally correspond to the limit case e = 0.) Then M(i) = (Mi(i),..., M^(t)) can be 
interpreted as a set of N harmonic oscillators 

e2^Ma + Ma-A„a(t)=0, (5.1) 

where the time dependent permutation a(t) is subject to minimize, at all time t, 
the total potential energy 

JV 

J2\Ma(t)-AaJ
2. (5.2) 

a = l 

This system can be seen as a collection of N springs linking each particle Ma to one 
of the fixed particle Aß according to a dynamical pairing ß = aa (t) maintaining the 
bulk potential energy at the lowest level. There is some ambiguity in the definition 
of this formal hamiltonian system for which the hamiltonian is given by 

1 N rlhf 1 N 

In particular, a(t) is not uniquely defined at each time t for which several par­
ticles have the same position. However, the potential is the sum of a quadratic 
and a Lipschitz concave functions of M. So its gradient has linear growth at in­
finity and its second order partial derivatives are locally bounded measures. This 
is enough, according to recent results by Lions and Bouchut [Bo], [Li2], to ensure 
that unique global solutions are well defined for Lebesgue almost every initial data 
AfQ(0), j|AfQ(0), a = 1,...,N. As expected, the limit N —r +oo, e —¥ 0 (provided 
N goes fast enough to +oo), leads to the Euler equation, as proven in [Br4]. From 
the electrostatic point of view, the dynamical system describes a nonlinearly cutoff 
Coulomb interaction between N electrons (with positions Ma) and a background 
of N motionless ions (with fixed positions Aa). 

6. Generalized extremal surface equations and Elec­
trodynamics 

As seen above, the approximate geodesic equation (4.1)—which has been in­
troduced as a natural geometrical approximation to the Euler equations—turns out 
to be a model for electrostatic interaction with a non-linearly cutoff Coulomb poten­
tial. This feature is somewhat reminiscent of the Born-Infeld non-linear theory of 
the electromagnetic field [BI] (see also [BDLL], [GZ]...). Therefore, one may try to 
design from similar geometric ideas a non-linearly cutoff theory for classical Electro­
dynamics. An attempt is made in [Br6]. Instead of considering springs linking two 
particles of opposite charges we rather consider (with a more space-time oriented 
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point of view) surfaces (t,s) —¥ X(t,s) spanning curves t —¥ X-(t) and t —¥ X+(t) 
followed by two particles of opposite charge, so that X(s = —l,t) = X-(t) and 
X(s = l,t) = X+(t), s £ [—1,1] standing for the "interpolation" parameter be­
tween the two trajectories. Just by prescribing (t,s) —¥ (t,s,X(t,sj) to be an 
extremal surface in the the 5 dimensional Minkowski space (t,s,xi,x2,xz) (with 
signature (—V + + +)), we get the building block of the model. In other words, the 
individual Action of each surface is 

f y/l + \dsX\2 - \dtX\2 - \dsX x dtX\2dtds, (6.1) 

(which is basically the Nambu-Goto Action of classical string theory). Next, we 
associate with X a "generalized surface" (p, J, E, B) (or more precisely a "cartesian 
current" in the sense of [GMS]) defined by 

p(t, s,x) = 5(x — X(t, sj), J(t,s,x) = dt.X(t,s)ö(x — X(t,sj), (6.2) 

E(t, s, x) = dsX(t, s)ö(x - X(t, s)), (6.3) 

B(t, s, x) = dsX(t, s) x dtX(t, s)ö(x - X(t, s)) (6.4) 

and subject to compatibility conditions 

dsp + V.E = 0, dtp + V.J = 0, dtE-dsJ-VxB = 0. (6.5) 

In terms of (p, J, E, B) the Action of X can be written as 

K(p, J, E,B)= f ^p2-J2 + E2-B2. (6.6) 

Varying this Action under constraint (6.5) leads to a system of evolution equations 
for (p,J,E,B) (see [Br6] for an explicit form), that we can call "generalized ex­
tremal surface equations" (GESE). They enjoy (at least in the simplest cases when 
the solutions depend on one or two space variables) many interesting properties : 
hyperbolicity, linear degeneracy of all fields [BDLL], symmetries between t and s, 
J and E etc... From the GESE, we can derive through various (formal!) limiting 
process 1) the Born-Infeld and the Maxwell equations, as (p, J) are prescribed at 
s = — 1 and s = +1 (in which case there is no coupling between charged particles 
and the electromagnetic field), 2) the Vlasov-Born-Infeld and the Vlasov-Maxwell 
equations as (E,B) = 0 is prescribed at s = —1 and s = +1 (which corresponds 
to a free boundary condition dsX = 0 for an individual surface and yields a full 
coupling between charged particles and the electromagnetic field). In spite of the 
possible physical irrelevance of the GESE, their mathematical analysis (global exis­
tence, uniqueness, e t c . ) , and the rigorous derivation from them of classical models, 
such as the Vlasov-Maxwell equations, are, in our opinion, challenging problems in 
the field of non-linear PDEs. 
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Measuring and Hedging 
Financial Risks in Dynamical World 
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Abstract 

Financial markets have developed a lot of strategies to control risks induced 
by market fluctuations. Mathematics has emerged as the leading discipline to 
address fundamental questions in finance as asset pricing model and hedging 
strategies. History began with the paradigm of zero-risk introduced by Black 
& Scholes stating that any random amount to be paid in the future may be 
replicated by a dynamical portfolio. In practice, the lack of information leads 
to ill-posed problems when model calibrating. The real world is more complex 
and new pricing and hedging methodologies have been necessary. This chal­
lenging question has generated a deep and intensive academic research in the 
20 last years, based on super-replication (perfect or with respect to confidence 
level) and optimization. In the interplay between theory and practice, Monte 
Carlo methods have been revisited, new risk measures have been back-tested. 
These typical examples give some insights on how may be used mathematics 
in financial risk management. 
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1. Introduction 
Financial markets have become an important component of people's life. All 

sorts of media now provide us with a daily coverage on financial news from all mar­
kets around the world. At the same time, not only large institutions but also more 
and more small private investors are taking an active par t in financial t rading. In 
particular, the e-business has led to an unprecedented increase in small investors 
direct t rading. Given the magnitude of the potential impact a financial crisis can 
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have on the real side of the economy, large, and even small, breakdowns have re­
ceived particularly focal attention. Needless to say, the rapid expansion of financial 
markets calls upon products and systems designed to help investors to manage their 
financial risks. The financial risk business now represents more than $15 trillion an­
nually in notional. A large spectrum of simple contracts (futures, options, swaps, 
etc.) or more exotic financial products (credit derivatives, catastrophe bonds, ex­
otic options, etc.) are offered to private investors who use them to transfer financial 
risks to specialized financial institutions in exchange for suitable compensation. A 
classic example is the call option, which provides a protection in case of a large 
increase in the underlying asset price 1 . More generally, a derivative contract is an 
asset that delivers a payoff H(OJ) at maturity date, depending upon the scenario u. 

As argued by Merton [19], the development of the financial risk industry would 
not have been possible without the support of theoretical tools. Mathematics has 
emerged as the leading discipline to address fundamental questions in financial risk 
management, as asset pricing models and hedging strategies, based on daily (in­
finitesimal) risk management. Mathematical finance, which relates to the applica­
tion of the theory of probability and stochastic processes to finance, in particular the 
Brownian motion and martingale theory, stochastic control and partial differential 
equations, is now a field of research in its own right. 

2. The Black & Seholes paradigm of zero-risk 
It is surprising that the starting point of financial industry expansion is "the 

Brownian motion theory and Ito stochastic calculus", first introduced in finance by 
Bachelier in this PhD thesis (1900, Paris), then used by Black, Seholes and Merton 
in 1973. Based on these advanced tools, they develop the totally new idea in the 
economic side that according to an optimal dynamic trading strategy, it is possible 
for option seller to deliver the contract at maturity without incurring any residual 
risk. At this stage, any people not familiar with stochastic analysis (as the majority 
of traders in the bank) may be discouraged. As Foellmer said in Bachelier Congress 
2000, it is possible to reduce technical difficulties, and to develop arguments which 
are essentially probability-free. 

A DYNAMICAL UNCERTAIN WORLD 

The uncertainty is modelled via a family Q of scenarios u, i.e. the possible 
trajectories of the asset prices in the future. Such paths are described as posi­
tive continuous functions u with coordinates Xt = oj(i), such that the continuous 
quadratic variation exists: [X]t(u;) = lim„ XV<t teD (^*;+i — -^t;)2 along the se­
quence of dyadics partitions Dn. The pathwise version of stochatic calculus yields 
to Itô's formula, 

f(t,Xt)(oj) = f(0,xo) + fQf'x(s,Xs)(uj)dXs(uj) + /„* ft(s,Xs)(uj)dt 

1 A Call option provides its buyer with the right (and not the obligation) to purchase the risky 
asset at a pre-specified price (the exercise price) at or before a pre-specified date in the future 
(maturity date). The potential gain at maturity can therefore be written as (XT — K) +, where 
XT denotes the value of the underlying asset at time T 
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+ JthJxx(s,Xs)(uj)d[X}s(uj). 

The second integral is well defined as a Lebesgue-Stieljes integral, while the first 
exists as Itô's integral, defined as limit of non-anticipating Riemann sums, (where 
we put St. = Fx(t,Xt)), T,ti<t,ti€Dn Çti(u)(Xti+1 - Xti). 

From a financial point of view, the Itô's integral may be interpreted as the 
cumulative gain process of trading strategies: 5t is the number of the shares held 
at time t then the increment in the Riemann sum is the price variation over the 
period. The non anticipating assumption corresponds to the financial requirement 
that the investment decisions are based only on the past prices observations. The 
residual wealth of the trader is invested only in cash, with yield rate (short rate) rt 

by time unit. The self-financing condition is expressed as: 

dVt = rt(Vt — 5t-Xt)dt + öt-dXt = rtVtdt + öt-(dXt — rtXt dt), Vu = z. 

HEDGING DERIVATIVES: A SOLVABLE TARGET PROBLEM 

Let us come back to the problem of the trader having to pay at maturity T the 
amount / î ( I T ) ( U ) in the scenario u ((XT(OJ) — K)+ for a Call option). This target 
has to be hedged (approached) in all scenarios by the wealth generated by a self-
financing portfolio. The "miraculous" message is that, in Black & Seholes world, a 
perfect hedge is possible and easily computable, under the additional assumption: 
the short rate is deterministic and the quadratic variation is absolutely continuous 
d[X]t = a(t,Xt) X2dt. The (regular) strictly positive function a(t,x) is a key-
parameter in financial markets, called the local volatility. 

Looking for the wealth as a function f(t,Xt), we see that, given Itô's formula 
and self-financing condition, 

df(t,Xt) = fl(t,Xt)dt + f'x(t,Xt)dXt + yx'x(t,Xt)X2a2(t,Xt)dt 

= f(t, Xt)rtdt + 8(t, Xt) (dXt — Xtrt dt) 

By identifying the dXt terms (tanks to assumption a(t, x) > 0), 8(t, Xt) = f'x(t, Xt), 
and / should be solution of the following partial differential equation, Pricing PDE 
in short, 

fl(t,x) + yx'x(t,x)x2a2(t,x) + fx(t,x)xrt - f(t,x)rt = 0, f(T,x) = h(x) (2.1) 

The derivative price at time to must be f(to, XQ), if not, it is easy to generated profit 
without bearing any risk (arbitrage). That is the rule of the unique price, which 
holds in a liquid market. 

The PDE's fundamental solution q(t,x,T,y) (h(x) = öy(xj) may be inter­
preted in terms of Arrow-Debreu "states prices" density, introduced in 1953 by these 
Nobel Prize winners for a purely theoretical economical point of view and by com­
pletely different arguments. The pricing rule becomes: f(t,x) = J h(y)q(t,x,T,y)dy. 
q is also called pricing kernel. When a(t, x) = at, the pricing kernel is the log-normal 
density, deduced from the Gaussian distribution by an explicit change of variable. 
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The closed formula for Call option price is the famous 2 Black and Seholes formula, 
which is known by any practitioner in finance. The impact of this methodology was 
so important that Black (who already died), Seholes and Merton received the Nobel 
prize for economics in 1997. 

In 1995, B.Dupire [9] give a clever formulation for the dual PDE (one dimen­
sional in state variable) satisfied by q(t,x,T,y) in the variables (T,y). If C(T,K) 
is the Call price with parameters (T,K) when market conditions are (to,xo), then 

C'T(T,K) = \a2(T,K)K2C'iiK(T,K)-rKC'K(T,K), C(t0,x0) = (x0 - K)+ 

In short, if rt = 0, C'T(T, K) = \a2(T, K) K2C'^K(T, K) 

3. Model calibration and Inverse problem 
In pratice, the main problem is the model calibration. Before discussing that, 

let me put the problem in a more classical framework. Following P. Levy, asset price 
dynamics may be represented through a Brownian motion via stochastic differential 
equation (SDE) 

dXt = Xt(p(t,Xt)dt + a(t,XtjdWt), Xto = XQ 

where the Brownian motion W may be viewed as a standardized Gaussian noise 
with independent increments. 

The local expected return p(t,Xt) is a trend parameter appearing for the first 
time in our propose. That is a key point in financial risk management. Since this 
parameter does not appear in the Pricing-PDE, the Call price does not depend 
on the market trend. It could seem surprising, since the first motivation of this 
financial product is to hedge the purchaser against underlying rises. By using 
dynamical hedging strategy, the trader (seller) may be also protected against this 
unfavorable evolution. For a statistical point of view, this point is very important, 
because this parameter is very difficult to estimate. 

In the B & S model with constant parameters, the volatility square is the 
variance by time unit of the log return ln(X t) — ln(X t-h) = Rt. If the only avail­
able information is given by asset price historical data, the statistical estimator to 
be used is the empirical variance, computed on a more or less long time period, 
a2 = jy -̂j- Xà=o (Rti ~ RN)2, where RN = jf Xà=o ^*;- ^his estimator is called 
historical volatility. 

However, traders are reserved in using this estimator. Indeed, they argue that 
financial markets are not "statistically" stationary and that past is not enough to 

2In the Black-Scholes model with constant coefficients, the Call option price CBS(t,x,K,T) is 
y2 

given via the Gaussian cumulative function j\f(z) = f^ -TS= e~ ^~ dy ,and 0 = T — t, 

CBS(t, x,t + 0,K) = xN(di (0, x/K)) - Ke~T0N(do(0, x/K)) 

do(0,x/K) = ^ j L o g (j^w) - f o V ê , di(e,x/K) = do(0,x/K) + aV0 

Moreover A(t,x) = dxC
BS(t,x,t + 6,K) = Af(di(6,x/K)). 
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explain the future. When it is possible, traders use additional information given by-
quoted option prices and translate it into volatility parametrization. The implied 
volatility is defined as: Cobs(T,K) = CBS(t0,x0,T,K,aimP). 

Moreover, the A of the replicating portfolio is A%mp = dxC
BS(t0,x0, T, K, a%mp) 

This strategy is used dynamically by defining the implied volatility and the 
associated A at any renegotiation dates. It was this specific use based on the 
hedging strategy that may explain the Black & Seholes formula success. 

This attractive methodology has been appeared limited: observed implied 
volatilities are depending on the option parameters (time to maturity and exer­
cise price) (implied volatility surface) in complete contradiction with B&S model 
assumptions. In particular, the market quotes large movements (heavy tail dis­
tribution) higher than in the log-normal framework. The first idea to take into 
account this empirical observation is to move to a model with local volatility 
a(t,x). The idea is especially attractive since the Dupire formula (2.2) gives a sim­
ple relation between "quoted Call option prices" and local volatility: a2(K,T) = 
2C'T(T, K)(K2C'liK(T, K))-1. The local volatility is computable from a continuum 
of coherent (without arbitrage) observed quoted prices. Unfortunately, the option 
market is typically limited to a relatively few different exercize prices and maturi­
ties; a naive interpolation yields to irregularity and instability of the local volatility. 
ILL-POSED INVERSE PROBLEM 

The problem of determining local volatility can be viewed as a function ap­
proximation non linear problem from a finite data set. The data set is the value 
Cjj of the solution at (to,Xo) of Pricing-PDE with boundary conditions hij(x) = 
(x — Kij)+ at maturity Tt. Setting the problem as PDE's inverse problem yields to 
more robust calibration methods. These ideas appear for the first time in finance 
in 1997 [16], but the problem is not classical because of the strongly non linearity 
between option prices and local volatility; the data set is related to a single given 
initial condition. 

Prices adjustment is made through a least square minimization program, in­
cluding a penalization term related to the local volatility regularity. 

G(o) = Ei, iWi, i(/(to,a:o,/i«,i,î«,a(.,.)) - C%')\ 

J (a, a) = a\\Va\\2 + G (a) —¥ min^ . 

Existence and uniqueness of solution is only partially solved [4]. Using large devia­
tion theory, the asymptotic in small time of local volatility is expressed in terms of 
implied volatility: a^^K,^)-1 = l n ( ^ ) " 1 J * ^ § ^ . 

Avellaneda & alii [2] have used another penalization criterion based on a 
stochastic control approach ; the control is the volatility parameter itself constrained 
to be very close to a prior volatility (n(a) = \a(t,x) — ao(t,x)\2 for instance). The 
gradient criterion is replaced by K(a) = U(to,xo,a) where U(T,x,a) = 0 and 

Ul(t,x) + \a2'(t,x)x2Ux'x(t,x) + rxUx(t,x) -U(t,x) + n(a(t,x)) = 0. 

4. Portfolio, duality and incomplete market 
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In the previous framework, options market may be entirely explained by un­
derlying prices. In economic theory, it corresponds to market efficiency: a secu­
rity price contains all the information on this particular security. In option world, 
the observed statistical memory of historical volatility leads naturally to consider 
stochastic volatility models with specific uncertainty 

dXt = Xt (p(t, Xt, Yt)dt + a(t, Xt,Yt)dWl), dYt = n(t, Xt,Yt) + *y(t, Xt, Yt) dW2 

where dW1 and dW2 are two correlated Brownian motions. 7 is the volatility of 
the volatility. What does it change ? In fact, everything ! Perfect replication by 
a portfolio is not possible any more ; the notion of unique price does not exist any-
longer... But, such a situation is often the general case. What kind of answer may 
we bring to such a problem? 
Super-replication and Robust Hedging 

The option problem is still a target problem CT, to be replicated by a portfolio 

VT(TT,ö) = ir + JQ ^jSldX} depending on market assets X%. Constraints (size, 
sign...) may be imposed on investment decisions (5\) 3. Let VT be the set of all 
derivatives, replicable at time T by an admissible portfolio. Their price at to is the 
value of their replicating portfolio. 

Super-replicating CT is finding the smallest derivative CT £ VT which is greater 
than CT in all scenarios. The super-replication price is the price of such a 
derivative. The CT replicating portfolio is the CT robust hedging. 

There are several ways to characterise the super-replicating portfolio: 
1) Dynamic programming on level sets: this is the most direct (but least 

recent) approach. This method proposed by Soner & Touzi [20] has led the way for 
original works in geometry by giving a stochastic representation of a class of mean 
curvature type geometric equations. 

2) Duality: this second approach is based on the VT "orthogonal space", a set 
QT of martingale measures to be characterised. The super-replication price is given 
by 

C ' O = S U P Q G Q T E Q [ C T ] . 

We develop this last point, which is at the origin of many works. 

Martingale measures 

The idea of introducing a dual theory based on probability measures is due to 
Bachelier (1900), and above all to Harisson & Pliska (1987). The actual and achieved 
form is due to Delbaen & Schachermayer [7] and to the very active international 
group in Theoretical Mathematical Finance. 

A martingale measure is a probability such that: VVT £ VT, EQ[VT] = Vu. Us­
ing simple strategies (discrete times, randomly chosen), this property is equivalent 
to prices of fundamental assets (X|) are Q-(local) martingales: the best Xl+h-
estimated (w.r. to Q) given the past at time t is X | itself. The financial game is 
fair with respect to martingale measures. 

3For the sake of simplicity, interest rates are assumed to be null 
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When VT contains all possible (path-dependent) derivatives, the market is said 
to be complete, and the set of martingale measures is reduced to a unique element 
Q, often called risk-neutral probability. This is the case in the previous framework. 
Dynamics become dXt = Xt a(t, Xt)dWt where W® is a Q-Brownian motion. This 
formalism is really efficient as it leads to the following path dependent derivative 
pricing rule: C70 = E Q ( C T ) . 

Computing the replicating portfolio is more complex. In the diffusion case, 
the price is a deterministic function of risk factors and the replicating portfolio only 
depends on partial derivatives. The general case will be mentioned in the paragraph 
dedicated to Monte-Carlo methods. 
INCOMPLETE MARKET 

The characterization of the set QT is all the more delicate so since there are 
many different situations which may lead to market imperfections (non-tradable 
risks, transaction costs ...). 

An abstract theory of super-replication (and more generally of portfolio opti­
mization under constraints) based on duality has been intensively developed. The 
super-replicating price process is showed [10],[15] to be a super-martingale with re­
spect to any admissible martingale measure. Hence, by the generalization of the 
Doob-Meyer representation, the super-replicating portfolio is the UQT~ martingale" 
part of the super-price Kramkov-decomposition. 

Super-replication prices are often too expensive to be used in practice. How­
ever, they give an upper bound to the set of possible prices. In the previously de­
scribed stochastic volatility model, the super-replication price essentially depends 
on possible values of stochastic volatility: 

1. If the set is R+, then the super-replicating derivative of h(Xr) is h(Xr) where 
h is the concave envelop of h ; the replicating strategy is the trivial one: buying 
h'x(xo) stocks and holding them till maturity. 

2. If the volatility is bounded (up and down relatively to 0), the super-replication 
price is a^(not depending on y) solution of ^ 

h't(t,x) + | supy(a
2(t, x, y)hxx(t, x)) = 0, h(T,x) = h(x). 

When h is convex, h(t, x) is convex and the super-replication price is the one 
calculated with the upper volatility (in y). 

Calibration constraints may be easily taken into account without modifying this 
framework. We only have to assume that the terminal net cash flows of calibrating 
derivatives belong to VT or equivalently we have to add linear constraints to the 
dual problem: Cgal = sup{EQ(CT) ; Q £ QT ,EQ((XTi - I fy)+) = Cy}. 

Risk measures 

When super-replicating is too expensive, the trader has to measure his market 
risk exposure. The traditional measure is the variance of the replicating error. But 
a new criterion, taking into account extreme events, is now used, transforming the 
risk management at both quantitative and qualitative levels. 

VALUE AT RISK 

The VaR criterion, corresponding to the maximal level of losses acceptable with 



780 N. El Karoui 

probability 95%, has taken a considerable importance for several years. Regulation 
Authorities have required a daily VaR computation of the global risky portfolio 
from financial institutions. Such a measure is important on the operational point 
of view, as it affects the provisions a bank has to hold to face market risks. VaR 
estimation (quantile estimation) and its links with extreme value theory [12] are 
widely debated in the market, just as by academics. 

Moreover, a huge debate has been introduced by academics [1] on the VaR 
efficiency as risk measure. For instance, its non-additive property enables banks to 
play with subsidiary creations. This debate has received an important echo from the 
professional world, which is possibly planning to review this risk measure criterion. 
Sub-additive and coherent risk measures are an average estimation of losses with 
respect to a probability family: p(X) = SUPQGQT EQ(-X). 

This characterisation has recently been extended to convex risk measures, by-
adding a penalization term depending on probability density (entropy for instance). 
RISK MEASURES AND RESERVE PRICE 

A trader willing to relax the super-replication assumption is naturally thinking 
in terms of potential losses with given probability (level confidence) of his replicat­
ing error. It corresponds to the quantile hedging strategy. Other risk measures 
(quadratic, convex, entropie) may be used. Optimization theory is coming back 
when looking for the smallest portfolio, generating an acceptable loss. The ini­
tial value of this portfolio is called the reserve price. Mean-variance and entropie 
problems have now a complete solution [13]. More surprisingly (because of non-
convexity), this also holds for the quantile hedging problem [14]. All these results 
are in fact sub-products of portfolio optimization in incomplete markets [6] or [8]. 

5. New research fields 
Monte-Carlo methods 

Dual version of super-replication problems, just as new risk measures, under­
line the interest to compute very well and quickly quantities such as E Q ( X ) and 
more generally SUPQGQT E Q ( X ) . For small dimensional diffusions, these quantities 
may be computed as the solution of some linear PDE (for the expected value) and 
non-linear PDE (for the sup). However, the computational efficiency falls rapidly 
with the dimension. That increases the interest for the so-called probabilistic meth­
ods. 

The fundamental idea of Monte-Carlo methods is the computation of E Q ( X ) 
by simulation, i.e. by drawing a large number (N ~ IO5) of independent scenarios 
w' and taking the average value of the results -^ ^ i = 1 X(UJ%). Of course, this method 
does not work very well when being too naive, but convergence may be accelerated 
by different techniques. 

In the finance area, the important quantities are both the price and the sen­
sitivities to different model parameters. Based on integration by parts, efficient 
methods have been developed to compute in a coherent manner prices and their 
derivatives [17]. In the case of path-dependent options, the derivative is taken with 
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respect to a Brownian motion perturbation (Malliavin Calculus). 
Very original is the actual research on solving, by Monte-Carlo methods, 

optimization problem expressed as "sup" of a family of expected values (super-
replication prices). These solutions are based on dynamic programming, enabling 
to turn a maximization in expected value into a pathwise maximization. The for­
mulation in terms of Backward SDE's, introduced by Peng and Pardoux in 1987 
and in finance4 in [11],[18] well describes this effect. 

In all cases, the problem is to compute conditional expectation by Monte 
Carlo, using the function approximation theory, or more generally random variable 
approximation in in the Wiener space (chaos decomposition). 

Problems related to the dimension, and statistical modelling 

Financial problems are usually multidimensional, but only few liquid financial 
products are depending on multi-assets. Even if the different market actors consider 
they can have a good knowledge of each individual asset behavior, the question is 
now to find a multidimensional distribution given each component distribution. This 
problem is a statistical one, known as the copula theory: Copula is a distribution 
function on [0,1]" with identity function as marginal. They are useful to give 
bounds to asset prices. Dynamically, the problem still to be solved is to find the 
local volatility matrix of multidimensional diffusion given the "Dupire" dynamics 
of each coordinate. 

High dimensional problems arise when computing bank portfolio VaR (with 
a number of observations less than that of risk factors), or hedging derivatives 
depending on a large number of underlying assets. Main risk factors may be very-
different in a Gaussian framework or heavy tail framework (Levy processes) [5]. 
Random matrix theory or other asymptotic tools may bring some new ideas to this 
question. 

By presenting the most important tools of the financial risk industry, I have 
voluntary left apart anything on financial asset statistical modelling, which may be 
the subject of a whole paper on its own. It is clear that the VaR criterion, the 
market imperfections are highly dependent on an accurate analysis of the real and 
historical world [3]. Intense and very innovating research is now developed (High-
frequency data, ARCH and GARCH processes, Levy processes with long memory, 
random cascades). 

6. Conclusion 
As a conclusion, applied mathematicians have been highly questioned by prob­

lems coming from the financial risk industry. This is a very active world, rapidly-
evolving, in which theoretical thoughts have often immediate and practical fallout. 

4A BSDE solution is a couple of adapted processes (Yt,Zt) such that 

-dYt = f(t, Yt,Zt)dt - ZtdWt, YT = CT-

Thanks to comparison theorem, Yt = s u p j e / Y} is the solution of the BSDE with driver f(t, y, z) • 
snpieI p(t,y,z) 
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On the other hand, practical constraints raise new theoretical problems. This pa­
per is far from being an exhaustive view of the financial problems. It is more a 
subjective view conditioned by my own experience. Many exciting problems, from 
both theoretical and practical points of view, have not been presented. May active 
researchers in these fields forgive me. 
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Exploring the Capability and Limits 
of the Feedback Mechanism 

Lei Guo* 

Abstract 

Feedback is a most important concept in control systems, its main purpose 
is to deal with internal and/or external uncertainties in dynamical systems, 
by using the on-line observed information. Thus, a fundamental problem in 
control theory is to understand the maximum capability and potential limits 
of the feedback mechanism. This paper gives a survey of some basic ideas and 
results developed recently in this direction, for several typical classes of un­
certain dynamical systems including parametric and nonparametric nonlinear 
systems, sampled-data systems and time-varying stochastic systems. 

2000 Mathematics Subject Classification: 93B52, 93C40. 
Keywords and Phrases: Dynamical systems, Feedback control, Uncer­
tainty, Adaptation, Stabilization. 

1. Introduction 
Feedback is ubiquitous, and exists in almost all goal-directed behaviors [1]. It 

is indispensable to the human intelligence, and is important in learning, adaptat ion, 
organization and evolution, etc. Feedback is also the most important concept in 
control, which is a fundamental systems principal when dealing with uncertainties 
in complex dynamical systems. The uncertainties of a system are usually classi­
fied into two types: internal (structure) and external (disturbance) uncertainties, 
depending on the specific dynamical systems to be controlled. Feedback needs in­
formation, and there are also two types of information in a control system: a priori 
information and posteriori information. The former is the available information 
before controlling a system, while the later is the information exhibited by the sys­
tem dynamic behaviors. It is the posteriori information tha t makes it possible for 
the feedback to reduce the influences of the uncertainties on control systems. Two 
of the fundamental questions in control theory are: How much uncertainty can be 
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dealt with by feedback ? What are the limits of feedback ? These are conundrums, 
despite of the considerable progress in control theory over the past several decades. 

The existing feedback theory in control systems can be roughly classified into 
three groups: traditional feedback, robust feedback and adaptive feedback. In the 
ideal case where the mathematical model can exactly describe the true system, 
the feedback law that are designed based on the full knowledge of the model may­
be referred to as traditional feedback. Unfortunately, as is well known, almost 
all mathematical models are approximations of practical systems, and in many-
cases there are inevitable large uncertainties in our mathematical descriptions. The 
primary motivation of robust and adaptive control is to deal with uncertainties 
by designing feedback laws, and much progress has been made in these two areas. 
Robust feedback design allows that the true system model is not exactly known 
but lies in a "ball" centered at a known nominal model with reliable model error 
bounds(cf. e.g. [2], [3]). 

By adaptive feedback we mean the (nonlinear) feedback which captures the un­
certain (structure or parameter) information of the underlying system by properly-
utilizing the measured on-line data. The well-known certainty-equivalence princi­
ple in adaptive control is an example of such philosophy. Since an on-line learning 
mechanism is usually embedded in the structure of adaptive feedback, it is conceiv­
able that adaptive feedback can deal with larger uncertainties than other forms of 
feedback can do. Over the past several decades, much progress has been made in 
the area of adaptive control (cf. e.g. [4]-[9]). For linear finite dimensional systems 
with uncertain parameters, a well-developed theory of adaptive control exists today, 
both for stochastic systems (cf. [5],[8],[9]) and for deterministic systems with small 
unmodelled dynamics (cf. [6]). This theory can be generalized to nonlinear sys­
tems with linear unknown parameters and with linearly growing nonlinearities (cf. 
e.g.[12]). However, fundamental difficulties may emerge in the design of stabilizing 
adaptive controls when these structural conditions are removed. This has moti­
vated a series of studies on the maximum capability (and limits) of the feedback 
mechanism starting from [10]. 

To explore the maximum capability and potential limits of the feedback mech­
anism, we have to place ourselves in a framework that is somewhat different from 
the traditional robust control and adaptive control. First, the system structure 
uncertainty may be nonlinear and/or nonparametric, and a known or reliable ball 
containing the true system, which is centered at a known nominal model, may not 
be available a priori. Second, we need to consider the maximum capability of the 
whole feedback mechanism (not only a fixed feedback law or a special class of feed­
back laws). Moreover, we need to answer not only what the feedback can do, but 
also the more difficult and important question, what the feedback can not do. We 
shall also work with discrete-time (or sampled-data) feedback laws, as they can 
reflect the basic causal law as well as the limitations of actuator and sensor in a 
certain sense, when implemented with digital computers. 

In this talk, we will give a survey of some basic ideas and results obtained in 
the recent few years ([10]-[17]), towards understanding the capability and limits of 
the feedback mechanism in dealing with uncertainties. For several basic classes of 
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uncertain nonlinear dynamical control systems, we will give some critical values and 
"Impossibility Theorems" concerning the capability of feedback. The reminder of 
the paper is organized as follows: the problem formulation will be given in Section 
2, and some basic classes of discrete-time parametric and nonparametric nonlinear 
control systems will be studied in Sections 3 and 4, respectively. Other classes of 
uncertain systems, including sampled-data systems and time-varying linear systems 
with hidden Markovian jumps, will be considered in Section 5, and some open 
problems will be stated in the concluding remarks in Section 6. 

2. Problem formulation 
Let {ut,t > 0} be an 7iTO-valued input process of a discrete-time or sampled-

data uncertain dynamical control system (whose structure is unknown or not fully-
known, and is subject to some noise disturbances), and let {yt,t > 0} be the 
corresponding on-line observed ^"-valued output process (see the following figure). 

At any moment t > 0, the input signal Ut is said to be a feedback signal, if 
there is a Lebesgue measurable mapping ht(-) : IZ^t+1^n —r IZm such that 

ut = ht(yo,yi,--,yt)-

In other words, Ut is a function of the posteriori information observed up to time t. 
A feedback law « is a sequence of feedback signals, i.e., u = {ut, t > 0}. Furthermore, 
the feedback mechanism U is defined as the set of all possible feedback laws, 

U = {u\ u is any feedback law}. 

For a complex system whose structure contains uncertainties, it is not a simple 
(and in fact difficult) problem to find a feedback law u, such that the corresponding 
output process can achieve a desired goal. This involves questions like: what kind 
of properties of an uncertain dynamical system can be changed by feedback ? how 
to construct a satisfactory feedback based on the available information ? More 
fundamental questions are: how much uncertainty can be deal with by feedback ? 
What are the maximum capability and limits of the feedback mechanism U ? In 
the next three sections, we will present some preliminary results towards answering 
these questions. For further discussion, we need the following definition. 

Definition 2.1. A dynamical control system is said to be globally stabilizable 
if there exists a feedback law u £ U, such that the output process of the system is 
bounded in the mean square sense, i.e., 

sup E\\yt\\2 < oo, for any initial value yo-
t>o 
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3. Parametric nonlinear systems 
Consider the following basic discrete-time parametric nonlinear system: 

yt+i=9f(yt)+ut + wt+i, (3.1) 

where yt, ut and wt are the scalar system output, input and noise processes, respec­
tively. For simplicity, we assume that 

Al) {tvt} is a Gaussian noise process; 
A2) 9 is an unknown non-degenerate Gaussian random parameter; 
A3) The function /(•) is known and has the following growth rate: 

f(x) ~ Mxb, as x -r oo, 

where 6 > 0, M > 0 are constants. Obviously, if fo < 1, then the nonlinear function 
/(•) has a growth rate which is bounded by linear growth. This case can be easily-
dealt with by the existing theory in adaptive control (see e.g. [12]). Our prime 
concern here is to know whether or not the system can be globally stabilized by-
feedback for any 6 > 1? 

The following theorem gives a critical value of 6, which characterizes the max­
imum capability of the feedback mechanism. 

Theorem 3.1. Consider the system (3.1) with Assumptions Al) A3) holding. 
Then b = 4 is a critical case for feedback stabilizability. In other words, 

(i). If b > 4, then for any feedback law u £ U, there always exists a set D (in 
the basic probability space) with positive probability such that 

\yt\ ^ o o , on D 

at a rate faster than exponential. 
(ii). Ifb<4, then the least-squares-based adaptive minimum variance feedback 

control ut = —Otf(yt) where 9t is the least-squares estimate for 9 at time t, can 
render the system to be globally stable and optimal, with the best rate of convergence: 

T 

2_.(Vt — wt)2 = O(logT), a.s., as T —y oo. 
t=i 

Remark 3.1. This result is somewhat surprising since the assumptions in 
our problem formulation have no explicit relationships with the value 6 = 4. We 
remark that the related results were first found and established in a somewhat gen­
eral framework in [10]. In particular, the first part (i) was contained in Remark 2.2 
in [10], and was later extended to general unknown parameter case in [12] by us­
ing a conditional Cramer-Rao inequality. The second part (ii) is a special case of 
Theorem 2.2 in [10]. 

Remark 3.2. There are many implications of Theorem 3.1. For example, the 
limitation of feedback given in Theorem 3.1 (i) is readily applicable to general class 
of uncertain systems of the form 

yt+l = Milt, -;Vt-p,1H, .-,Ut-q) + m+i, 
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as long as it contains the basic class (3.1) as a subclass. Theorem 2.1 can also be 
used to show the fundamental differences between continuous-time and discrete-
time nonlinear adaptive control(see also, [12]). Note that the noise free case can 
be trivially controlled, regardless of the growth rate of the nonlinear function /(•) 
(see [11]). This means that the noise effect in (3.1) plays an essential role in the 
non-stabilizability result of Theorem 3.1 (i): the noise effect gives estimation errors 
to even the "best" parameter estimates, which are then amplified step by step by 
the nonlinearity of the system, leading to the final instability of the closed-loop 
systems, despite of the strong consistency of the parameter estimates ([10]) . 

Theorem 3.1 concerns with the case where the unknown parameter 9 is a scalar. 
To see what happens when the number of the unknown parameters increases, let us 
consider the following polynomial nonlinear regression: 

yt+i = 9iybl + 92y
bt2 + ••• + 9py

b
t
p +ut + w*+i • (3.2) 

Again, for simplicity, we assume that 
Al) ' bi > b2 > • • • > bp > 0; 
A2)' {tvt} is a sequence of independent random variable with a common dis­

tribution N(0,1); 

A3)' 9 = [9i • • • 9PY is a random parameter with distribution N(9, Ip). 
Now, introduce a characteristic polynomial 

P(z) = zp+1 - hzp + (h - b2)z
v~1 + • • • + (bp-! - bp)z + bp, 

which plays a crucial role in characterizing the limits of the feedback mechanism as 
shown by the following "impossibility theorem". 

Theo rem 3.2. If there exists a real number z £ (l,6i) such that P(z) < 0, 
then the above system (3.2) is not stabilizable by feedback. In fact, for any feedback 
law u £ U and any initial condition t/o £TZ1, it is always true that 

E\yt\2 —>• oo, as t —t oo 

at a rate faster than exponential. 
Remark 3.3. The proof of Theorem 3.2 can be found in [11], and extensions 

to non-Gaussian parameter case can be found in [12]. An important consequence 
of this theorem is that the system (3.2) is not stabilizable by feedback in general, 
whenever 6i > 1 and the number of unknown parameters p is large(see [11]). This 
fact implies that the uncertain nonlinear system 

Dt+i = f(yt) + ut + wt 

with /(•) being unknown but satisfying 

11/0*011 <ci +c2[|a:[|6, 6 > 1 , 

may not be stabilizable by feedback in general. This gives us another fundamental 
limits on feedback in the presence of parametric uncertainties in nonlinear systems, 
and motivates the study of nonparametric control systems with linear growth con­
ditions in the next section. 
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4. Nonparametric nonlinear systems 
Consider the following first-order nonparametric control system: 

Vt+i = f(yt) + ut + wt+i, t>0, y0£P1, (4.1) 

where {yt} and {ut} are the scalar output and input, and {tvt} is an "unknown but 
bounded" noise sequence, i.e. \wt\ < w, W, for some constant w > 0. The nonlinear 
function f(-) : P} —y P} is assumed to be completely unknown. We are interested 
in understanding how much uncertainty in f(-) can be dealt with by feedback. In 
order to do so, we need to introduce a proper measure of uncertainty first. 

Now, define T = {/ : P} —¥ P1} and introduce a quasi-norm on T as follows: 

II t\\ A I" l / ( X ) ~f(y)\ W# r- T 
11/11 = hm sup — • -, Vj £ r. 

a^°°(x,y)eR2 \x-y\ + a 
Having introduced the norm || • ||, we can then define a ball in the space (T, || • ||) 

centered at its "zero" 9p with radius L: 

T(L) = {f£T: 11/11 <L} 

where 9p = {/ £ T : | | / | | = 0}. It is obvious that the size of T(L) depends on the 
radius L, which will be regarded as the measure of the size of uncertainty in our 
study to follow. 

The following theorem establishes a quantitative relationship between the ca­
pability of feedback and the size of uncertainty. 

Theorem 4.1. Consider the nonparametric control system (4-1)- Then the 
maximum uncertainty that can be dealt with by feedback is a ball with radius L = 
| + \/2 in the normed function space (J7, || • ||), centered at the zero 6F- TO be precise, 

(i) If L < | + \/2, then there exists a feedback law u £ U such that for any 
f £ T(L), the corresponding closed-loop control system (4-1) is globally stable in 
the sense that 

sup{|t/t| + \ut\} < oo, Vy0£P1; 
t>o 

(ii) If L > | + \/2, then for any feedback law u £ U and any initial value 
2/0 £ P}, there always exists some f £ T(L) such that the corresponding closed-loop 
system (4-1) is unstable, i.e., 

sup \yt\ = oo. 
t>o 

The proof of the above theorem is given in [14], where it is also shown that 
once the stability of the closed-loop system is established, it is a relatively easy task 
to evaluate the control performance. 

Remark 4.1. The stabilizing feedback law in Theorem 4.1 (i) can be con­
structed as follows(see [14]): 

( u' , ,, if \yt-yit\> e 
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where e > 0 is any given threshold. In other words, Ut is a switching feedback 
based on a stabilizing feedback u't and a tracking feedback u", which are defined as 
follows: 

u't = -ft(yt) + -^(h + bt) 

where / is the nearest neighbor (NN) estimate of / defined by 

ft(Vt) =yu+i -uit 

with 
. A . , , 
it = argmin \yt — yi\ 

0<«<t - l and where 
6* = min Uj, 6+ = max y; 

The tracking feedback u" is defined 

u't = -ft(yt)+yï+i, 

where {y£} is a bounded reference sequence. It is obvious that ut depends on the 
observations {yo, tji, • • •, yt} only. 

One may try to generalize Theorem 4.1 to the following high-order nonlinear 
systems (p > 1): 

y t+i = f(yt,yt-i,---,yt-p+i) + ut + wt+i (4.2) 

where f(-) : Rp —• R1 is assumed to be completely unknown, but belongs to the 
following class of Lipschitz functions: 

T(L) = {/(•) : | /0r) - f(y)\ < L\\x - «||, Vx, y £ Pp\ 

p 
where L > 0, \\x\\ = J2 \xt\, x = (ai, • • • ,XP)T € Rp. Again, {wt} is a sequence 

ì=i 
of "unknown but bounded" noises. The following "impossibility theorem" is estab­
lished in [17]. 

Theorem 4.2. If L and p satisfy 

1 1 i 
L+ - > (1 + -)(pL)^ (4.3) 

2 p 

then there does not exist any globally stabilizing feedback law for the class of uncer­
tain systems (4-2) with f £ T(L). 

It is easy to see that if p = 1 then the above inequality (4.3) reduces to 
L > | + \/2, which we know to be a critical value for the capability of feedback 
by Theorem 4.1. However, when p > 1 and (4.3) does not hold, whether or not 
there exists a stabilizing feedback for the uncertain system (4.2) with / £ T(L) still 
remains as an open question. 
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5. Other uncertain systems 
In this section, we briefly mention some related results on other basic classes 

of uncertain systems. 
Let us first consider the following simple but basic continuous-time system: 

xt = f(xt) + ut, t>0,x0£P1- (5.1) 

The system signals are assumed to be sampled at a constant rate h > 0, and 
the input is assumed to be implemented via the familiar zero-order hold device (i.e., 
piecewise constant functions): 

ut = uuh, kh<t<(k+l)h, (5.2) 

where uuh depends on {xo,Xf,,,---,Xkh}-
The nonlinear function / in (5.1) is assumed to be unknown but belongs to 

the following class of local Lipschitz (LL) functions: 

G\ = {/| / is LL and satifies \f(x)\ < L\x\ + c,Va: £ R1}, (5.3) 

where c > 0 and L > 0 are constants. The "slope" L of the unknown nonlinear 
functions in G^ may be regarded as a measure of the size of the uncertainty. Similar 
to the discrete-time case in Theorem 4.1, L plays a crucial role in the determination 
of the capability and limits of the sample-data feedback [13]. 

Theorem 5 .1. Consider the sampled-data control system (5.1) (5.2). If Lh > 
7.53, then for any c > 0 and any sampled-data control {uuh, k > 0} there always 
exists a function f* £ G^, such that the state signal of (5.1) (5.2) corresponding 
to f* with initial point XQ = 0 satisfies (k > 1) 

i i . / i^n, h_-i 7 

\Xkh\ > (-z-) -ch —• °°. 
Z k—»oo 

Remark 5.1. This "impossibility theorem" shows that if Lh is larger than 
a certain value, then there will exist no stabilizing sampled-data feedback. On 
the other hand, it is easy to show that if Lh < log 4, then a globally stabilizing 
sampled-data feedback can be constructed (see [13]). An obvious open question 
here is how to bridge the gap between log 4 and 7.53. Needless to say, Theorem 5.1 
gives us some useful quantitative guidelines in choosing properly the sampling rate 
in practical applications. 

Next, we consider the following linear time-varying stochastic model: 

xt+i = A(9t)xt + B(9t)ut + wt+i, t > 1; (5.4) 

where xt £ Pn ,u.t £ Pm and wt+i £ Pn are the state, input and noise vectors 
respectively. We assume that 

HI) {9t} is an unobservable Markov chain which is homogeneous, irreducible 
and aperiodic, and which takes values in a finite set {1,2, • • • , N} with transition 
matrix denoted by P = (PìJ)NN, where by definition py = P{9t = j | 0 t - i = i}-
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H2) There exists some mxn matrix K such that det[(At —Aj) — (Bì—BJ)K\ ^ 

0, Vi # j , 1 < i, j < N, where At = A(i) £ Pnn, Bi = B(i) £ Pnm are the system 
matrices. 

H3) {tvt} is a martingale difference sequence which is independent of {9t}, 
and satisfies a I < Ewtw[, Etv'ttvt < aw, Vt, where a and aw are two positive 
constants, and the prime superscript represents matrix transpose. 

For simplicity of presentation, we denote S = {1,2, ••• ,N}. The following 
theorem gives a fairly complete characterization of feedback stabilizability for the 
hidden Markovian model (5.4) [16]. 

Theo rem 5.2. Let the above Assumptions Hl) H3) hold for the dynamical 
system (5.4) with hidden Markovian switching. Then the system is stabilizable by 
feedback if and only if the following coupled algebraic Riccati-like equations have a 
solution consisting of N positive definite matrices {Af, > 0 , i ë S } . ' 

Y,A'jPljMjAj-(^A'jPljMjBj)(^B^jMjBj)+(^B^jMjAj)-Ml = -I, 
j j j j 

where i £ S and (-)+ denotes the Moore-Penrose generalized-inverse of the corre­
sponding matrix. 

R e m a r k 5.2. Theorem 5.2 shows that the capability of feedback depends 
on both the structure complexity measured by {Aj,Bj,l < j < N} and the in­
formation uncertainty measured by {py, l < i,j < N}. To make it more clear 
in understanding how the capability of feedback depends on both the complex­
ity and uncertainty of the system, we consider the simple scalar variable case with 
B(9t) = 1, where the Markov chain {9t} has two states {1,2} only and pi2 = p2i. It 
can be shown by Theorem 5.2 that the system is stabilizable if and only if CP < 1, 

where C = (A2 — Ai)2 and P = (1 — pi2)pi2 can be interpreted as measures of 
the structure complexity (degree of dispersion) and the information uncertainty 
respectively (see [15] for details). 

6. Concluding remarks 
For several basic classes of uncertain dynamical control systems, we have given 

some critical values or equations to characterize the capability and limits of the 
feedback mechanism, and have shown that "impossibility theorems" hold even for 
some seemingly simple uncertain dynamical systems. Of course, many important 
problems still remain open. Examples are as follows: 

(i) For general high-dimensional or high-order uncertain nonlinear control sys­
tems, to find critical conditions characterizing the capability of feedback, at least 
to find general sufficient conditions under which feedback stabilization is possible 
in the discrete-time case. 

(ii) To characterize the maximum capability of feedback that is designed based 
on switched linear control models, in dealing with uncertain nonlinear dynamical 
systems. 
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(iii) To find a suitable mathematical framework within which the issue of 
establishing a quantitative relationship among a priori information, feedback per­
formance and computational complexity can be addressed adequately. 
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A Computer Verification of 
the Kepler Conjecture 

Thomas C. Hales* 

Abstract 

The Kepler conjecture asserts that the density of a packing of congruent 
balls in three dimensions is never greater than 7r/vT8. A computer assisted 
verification confirmed this conjecture in 1998. This article gives a historical 
introduction to the problem. It describes the procedure that converts this 
problem into an optimization problem in a finite number of variables and the 
strategies used to solve this optimization problem. 
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1. Historical introduction 
The Kepler conjecture asserts tha t the density of a packing of congruent balls 

in three dimensions is never greater than n/^/W « 0.74048 This is the oldest 
problem in discrete geometry and is an important part of Hilbert 's 18th problem. 
An example of a packing achieving this density is the face-centered cubic packing 
(Figure 1). 

A packing of balls is an arrangement of nonoverlapping balls of radius 1 in 
Euclidean space. Each ball is determined by its center, so equivalently it is a 
collection of points in Euclidean space separated by distances of at least 2. The 
density of a packing is defined as the lim sup of the densities of the partial packings 
formed by the balls inside a ball with fixed center of radius R. (By taking the 
l imsup, rather than liminf as the density, we prove the Kepler conjecture in the 
strongest possible sense.) Defined as a limit, the density is insensitive to changes 
in the packing in any bounded region. For example, a finite number of balls can be 
removed from the face-centered cubic packing without affecting its density. 

Consequently, it is not possible to hope for any strong uniqueness results for 
packings of optimal density. The uniqueness established by Lemma 2.8 is nearly as 
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Figure 1: The face-centered cubic packing 

strong as can be hoped for. It shows tha t certain local structures (decomposition 
stars) at tached to the face-centered cubic (fee) and hexagonal-close packings (hep) 
are the only structures tha t maximize a local density function. 

1.1 Hariot and Kepler 
The modern mathematical study of close packings can be traced to T. Hariot. 

Hariot 's work—unpublished, unedited, and largely undated—shows a preoccupa­
tion with packings of balls. He seems to have first taken an interest in packings 
at the prompting of Sir Walter Raleigh. At the time, Hariot was Raleigh's math­
ematical assistant, and Raleigh gave him the problem of determining formulas for 
the number of cannonballs in regularly stacked piles. Shirley, Hariot 's biographer, 
writes tha t this study "led him inevitably to the corpuscular or atomic theory of 
mat ter originally deriving from Lucretius and Epicurus [25, p.242]." 

Kepler became involved in packings of balls through his correspondence with 
Hariot in the early years of the 17th century. Kargon writes, in his history of 
atomism in England, 

According to Hariot the universe is composed of atoms with void space 
interposed. The atoms themselves are eternal and continuous. Physical proper­
ties result from the magnitude, shape, and motion of these atoms, or corpuscles 
compounded from them.. .. 

Probably the most interesting application of Hariot's atomic theory was in 
the field of optics. In a letter to Kepler on 2 December 1606 Hariot outlined his 
views. Why, he asked, when a light ray falls upon the surface of a transparent 
medium, is it partially reflected and partially refracted? Since by the principle 
of uniformity, a single point cannot both reflect and transmit light, the answer 
must lie in the supposition that the ray is resisted by some points and not 
others.. . . 

It was here that Hariot advised Kepler to abstract himself mathemati­
cally into an atom in order to enter 'Nature's house'. In his reply of 2 August 
1607, Kepler declined to follow Harriot, ad atomos et vacua. Kepler preferred 
to think of the reflection-refraction problem in terms of the union of two op-
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posing qualities—transparence and opacity. Hariot was surprised. "If those 
assumptions and reasons satisfy you, I am amazed." [19, p.26] 

Despite Kepler's initial reluctance to adopt an atomic theory, he was eventually-
swayed, and in 1611 he published an essay that explores the consequences of a 
theory of matter composed of small spherical particles. Kepler's essay was the 
"first recorded step towards a mathematical theory of the genesis of inorganic or 
organic form" [28, p.v]. 

Kepler's essay describes the face-centered cubic packing and asserts that "the 
packing will be the tightest possible, so that in no other arrangement could more 
pellets be stuffed into the same container." This assertion has come to be known 
as the Kepler conjecture. This conjecture was verified with computer assistance in 
1998 [15]. 

1.2 Newton and Gregory 

The next episode in the history of this problem is a debate between Isaac 
Newton and David Gregory. Newton and Gregory discussed the question of how 
many balls of equal radius can be arranged to touch a given ball. This is the three-
dimensional analogue of the simple fact that in two dimensions six pennies, but no 
more, can be arranged to touch a central penny. This is the kissing-number problem 
in n-dimensions. In three dimensions, Newton said that the maximum was 12 balls, 
but Gregory claimed that 13 might be possible. B. L. van der Waerden and Schütte 
in 1953 showed that Newton was correct [24]. 

The two-dimensional analogue of the Kepler conjecture is to show that the 
honeycomb packing in two dimensions gives the highest density. This result was 
established in 1892 by Thue, with a second proof appearing in 1910 ([26], [27]). 

In 1900, Hilbert made the Kepler conjecture part of his 18th problem [16]. 
The third part of that problem asks, " How can one arrange most densely in space 
an infinite number of equal solids of given form, e.g. spheres with given radii . . . , 
that is, how can one so fit them together that the ratio of the filled to the unfilled 
space may be as great as possible?" 

1.3 The l i terature 

Past progress toward the Kepler conjecture can be arranged into four cate­
gories: (1) bounds on the density, (2) descriptions of classes of packings for which 
the bound of ir/^/W is known, (3) convex bodies other than balls for which the 
packing density can be determined precisely, (4) strategies of proof. 

Various upper bounds have been established on the density of packings. A list 
of such bounds appears in [10]. Rogers's bound of 0.7797 is particularly natural 
[23]. It remained the best available bound for many years. 

1.4 Classes of packings 

If the infinite dimensional space of all packings is too unwieldy, we can ask if 
it is possible to establish the bound n/^/ÌH for packings with special structures. 
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If we restrict the problem to packings of balls whose centers are the points 
of a lattice, the packings are described by a finite number of parameters, and the 
problem becomes much more accessible. Lagrange proved that the densest lattice 
packing in two dimensions is the familiar honeycomb arrangement [21]. Gauss 
proved that the densest lattice packing in three dimensions is the face-centered 
cubic [9]. The enormous list of references in [4] documents the many developments 
in lattice packings over the past two centuries. 

1.5 Other convex bodies 

If the optimal packings of balls are too difficult to determine, we might ask 
whether the problem can be solved for other convex bodies. To avoid trivialities, we 
restrict our attention to convex bodies whose packing density is strictly less than 1. 

The first convex body in Euclidean 3-space that does not tile for which the 
packing density was explicitly determined is an infinite cylinder [1]. Here A. Bezdek 
and W. Kuperberg prove that the optimal density is obtained by arranging the 
cylinders in parallel columns in the honeycomb arrangement. 

In 1993, J. Pach exposed the humbling depth of our ignorance when he issued 
the challenge to determine the packing density for some bounded convex body that 
does not tile space [22]. (This challenge was met by A. Bezdek [2].) 

1.6 Strategies of proof 
In 1953, L. Fejes Tóth proposed a program to prove the Kepler conjecture [5]. 

A single Voronoi cell cannot lead to a bound better than the dodecahedral bound. 
(The dodecahedral bound is the ratio of the volume of a inscribed ball to the volume 
of the containing dodecahedron.) L. Fejes Tóth considered weighted averages of 
the volumes of collections of Voronoi cells. These weighted averages involve up to 
13 Voronoi cells. He showed that if a particular weighted average of volumes is 
greater than the volume of the rhombic dodecahedron, then the Kepler conjecture 
follows. The Kepler conjecture is an optimization problem in an infinite number of 
variables. L. Fejes Tóth's weighted-average argument was the first indication that 
it might be possible to reduce the Kepler conjecture to a problem in a finite number 
of variables. Needless to say, calculations involving the weighted averages of the 
volumes of several Voronoi cells are complex. 

L. Fejes Tóth made another significant suggestion in [6]. He was the first to 
suggest the use of computers in the Kepler conjecture. After describing his program, 
he writes, 

Thus it seems that the problem can be reduced to the determination of the 
minimum of a function of a finite number of variables, providing a programme 
realizable in principle. In view of the intricacy of this function we are far 
from attempting to determine the exact minimum. But, mindful of the rapid 
development of our computers, it is imaginable that the minimum may be 
approximated with great exactitude. 

A widely publicized attempt to prove the Kepler conjecture was that of Wu-Yi 
Hsiang [17], [18]. Hsiang's approach can be viewed as a continuation and extension 
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of L. Fejes Tóth's program. Hsiang's work contains major gaps and errors [3]. A 
list of published materials relating to these errors can be found in [10]. 

2. Structure of the proof 
This section describes the structure of the proof of the Kepler Conjecture. 

Theorem 2.1. (The Kepler Conjecture) No packing of congruent balls in Euclidean 
three space has density greater than that of the face-centered cubic packing. 

Here, we describe the top-level outline of the proof and give references to the 
sources of the details of the proof ([8], [11], [12], [13], [14], [7], [15]). 

Consider a packing of congruent balls of unit radius in Euclidean three space. 
The density of a packing does not decrease when balls are added to the packing. 
Thus, to answer a question about the greatest possible density we may add non-
overlapping balls until there is no room to add further balls. Such a packing will 
be said to be saturated. 

Let A be the set of centers of the balls in a saturated packing. Our choice of 
radius for the balls implies that any two points in A have distance at least 2 from 
each other. We call the points of A vertices. Let B(x, r) denote the ball in Euclidean 
three space at center x and radius r. Let ö(x, r, A) be the finite density, defined by 
the ratio of A(x,r,A) to the volume of B(x,r), where A(x,r,A) is defined as the 
volume of the intersection with B(x,r) of the union of all balls in the packing. Set 
A(x,r) = An B(x,r). 

The Voronoi cell ii(v) around a vertex v £ A is the set of points closer to v than 
to any other ball center. The volume of each Voronoi cell in the face-centered cubic 
packing is ^/32. This is also the volume of each Voronoi cell in the hexagonal-close 
packing. 

Let a : A —r R be a function. We say that a is negligible if there is a constant 
Ci such that for all x £ l 3 and r > 1, we have 

Y^ a(v) <Cir2. 
l?EA(;£,r) 

We say that the function a is fee-compatible if for all v £ A we have the inequality 

732 < vol(0(w)) + a(v). 

Lemma 2.2. / / there exists a negligible fee-compatible function a : A —r R for a 
saturated packing A, then there exists a constant C such that for all x £ R3 and 
r > 1, we have 

6(x,r,A) <n/VÏ8 + C/r. 

Proof. The numerator A(x, r, A) of ö(x, r, A) is at most the product of the volume 
of a ball 47r/3 with the number \A(x,r + 1)| of balls intersecting B(x,r). Hence 

A(x,r,A) < \A(x,r+ 1)|4TT/3. (2.1) 
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In a saturated packing each Voronoi cell is contained in a ball of radius 2 
centered at the center of the cell. The volume of the ball B(x,r + 3) is at least 
the combined volume of Voronoi cells lying entirely in the ball. This observation, 
combined with fcc-compatibility and negligibility, gives 

32|A(x,r + l ) | < Y^ (a(w)+vol(0(w))) 
D€A(x,r+l) 

<Ci(r + l)2+volB(x,r + 3) ^ ' ^ 

< Ci(r + l)2 + (1 + 3/rfvolB(x,r). 

Divide through by volB(x,r) and eliminate \A(x,r + 1)| between Inequality (2.1) 
and Inequality (2.2) to get 

n Cr-I-lì2 

ô(x,r,A) < ^ = ( l + 3/r)3 + d - 1 ; 

/18 r V 3 2 

The result follows for an appropriately chosen constant C. 

Remark 2.3. We take the precise meaning of the Kepler Conjecture to be a bound 
on the essential supremum of the function ö(x, r) as r tends to infinity. Lemma 
2.2 implies that the essential supremum of ö(x, r, A) is bounded above by n/^/W, 
provided a negligible fcc-compatible function can be found. The strategy will be to 
define a negligible function, and then to solve an optimization problem in finitely-
many variables to establish that it is fcc-compatible. 

The article [8] defines a compact topological space X and a continuous function 
a on that space. 

The topological space X is directly related to packings. If A is a saturated 
packing, then there is a geometric object D(v, A) constructed around each vertex 
v £ A. D(v,A) depends on A only through the vertices in A at distance at most 
4 from v. The objects D(v, A) are called decomposition stars, and the space of all 
decomposition stars is precisely X. 

Let ötet be the packing density of a regular tetrahedron. That is, let S be a 
regular tetrahedron of edge length 2. Let B the part of S that lies within distance 
1 of some vertex. Then out is the ratio of the volume of B to the volume of S. We 
have ötet = v /8arctan(v /2/5). 

Let 80Ct be the packing density of a regular octahedron of edge length 2, again 
constructed as the ratio of the volume of points within distance 1 of a vertex to the 
volume of the octahedron. We have 80Ct « 0.72. 

Let pt = -n/3 + -Jïb~Ut « 0.05537. 
The following conjecture is made in [8]: 

Conjecture 2.4. The maximum of a on X is the constant 8pt& 0.442989. 

Lemma 2.5. An affirmative answer to Conjecture 2.4 implies the existence of a 
negligible fcc-compatible function for every saturated packing A. 
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Proof. For any saturated packing A define a function a : A —r R by 

-a(D(v, A))/(4öoct) + 4n/(3öoct) = vol(Q(«)) + a(v). 

Negligibility follows from [8, Prop. 3.14 (proof)]. The upper bound of 8pt gives a 
lower bound 

-8pt/(4öoct) + 4n/(3öoct) < vol(Q(«)) + a(v). 

The constant on the left-hand side of this inequality equals v 32, and this establishes 
fcc-compatibility. 

Theorem 2.6. Conjecture 2.4 is true. That is, the maximum of the function a on 
the topological space X of all decomposition stars is 8 pt. 

Theorem 2.6, Lemma 2.5, and Lemma 2.2 combine to give a proof of the Kepler 
Conjecture 2.1. 

Let to = 1.255 (2to = 2.51). This is a parameter that is used for truncation 
throughout the series of articles on the Kepler Conjecture. 

Let U(v, A) be the set of vertices in A at distance at most 2i0 from v. From 
a decomposition star D(v, A) it is possible to recover U(v,A) (at least up to Eu­
clidean translation: U >-¥ U + y, for y £ R3). We can completely characterize the 
decomposition stars at which the maximum of a is attained. 

Theorem 2.7. Let D be a decomposition star at which the maximum 8pt is at­
tained. Then the set U(D) of vectors at distance at most 2to from the center has 
cardinality 12. Up to Euclidean motion, U(D) is the kissing arrangement of the 
12 balls around a central ball in the face-centered cubic packing or hexagonal-close 
packing. 

2.7 Outline of proofs 

To prove Theorems 2.6 and 2.7, we wish to show that there is no counterex­
ample. That is, we wish to show that there is no decomposition star D with value 
a(D) > 8pt We reason by contradiction, assuming the existence of such a de­
composition star. With this in mind, we call D a contravening decomposition star, 
if 

o-(-D) >8pt 

In much of what follows we will assume that every decomposition star under dis­
cussion is a contravening one. Thus, when we say that no decomposition stars exist 
with a given property, it should be interpreted as saying that no such contravening 
decomposition stars exist. 

To each contravening decomposition star, we associate a (combinatorial) plane 
graph. A restrictive list of properties of plane graphs is described in [15, Section 
2.3]. Any plane graph satisfying these properties is said to be tame. All tame plane 
graphs have been classified. (There are several thousand, up to isomorphism.) 
Theorem [15, Th 2.1] asserts that the plane graph attached to each contravening 
decomposition star is tame. By the classification of such graphs, this reduces the 
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proof of the Kepler Conjecture to the analysis of the decomposition stars attached 
to the finite explicit list of tame plane graphs. 

A few of the tame plane graphs are of particular interest. Every decomposition 
star attached to the face-centered cubic packing gives the same plane graph (up to 
isomorphism). Call it Gfcc. Likewise, every decomposition star attached to the 
hexagonal-close packing gives the same plane graph Gf,,Cp- Yet Xcrit be the set of 
decomposition stars D such that the set U(D) of vertices is the kissing arrangement 
of the 12 balls around a central ball in the face-centered cubic or hexagonal-close 
packing. There are only finitely many orbits of Xcrit under the group of Euclidean 
motions. 

Figure 2: The plane graphs Gfcc and Gf,,Cp 

In [8, Lemma 3.13], the necessary local analysis is carried out to prove the 
following local optimality. 

Lemma 2.8. A decomposition star whose plane graph is Gfcc or Gf,,Cp has score at 
most8pt, with equality precisely when the decomposition star belongs to Xcrit. 

In light of this result, we prove 2.6 and 2.7 by proving that any decomposition 
star whose graph is tame and not equal to Gfcc or Gf,,Cp is not contravening 

There is one more tame plane graph that is particularly troublesome. It is 
the graph Gpent obtained from the pictured configuration of twelve balls tangent 
to a given central ball (Figure 3). (Place a ball at the north pole, another at the 
south pole, and then form two pentagonal rings of five balls.) This case requires 
individualized attention. S. Ferguson proves in [7] that if D is any decomposition 
star with this graph, then a(D) < 8pt 

To eliminate the remaining cases, more-or-less generic arguments can be used. 
A linear program is attached to each tame graph G. The linear program can be 
viewed as a linear relaxation of the nonlinear optimization problem of maximizing 
a over all decomposition stars with a given tame graph G. Because it is obtained 
by relaxing the constraints on the nonlinear problem, the maximum of the linear 
problem is an upper bound on the maximum of the original nonlinear problem. 
Whenever the linear programming maximum is less than 8 pt, it can be concluded 
that there is no contravening decomposition star with the given tame graph G. This 
linear programming approach eliminates most tame graphs. 

When a single linear program fails to give the desired bound, it is broken 
into a series of linear programming bounds, by branch and bound techniques. For 
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Figure 3: The plane graph G pent 

every tame plane graph G other than Gf,,Cp, Gfcc, and Gpent, we produce a series 
of linear programs that establish that there is no contravening decomposition star 
with graph G. When every face of the plane graph is a triangle or quadrilateral, 
this is accomplished in [13]. The general case is completed in the final sections of 
[15]. 
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Rhythms of the Nervous System: 
Mathematical Themes and Variations 
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Abstract 

The nervous system displays a variety of rhythms in both waking and 
sleep. These rhythms have been closely associated with different behavioral 
and cognitive states, but it is still unknown how the nervous system makes use 
of these rhythms to perform functionally important tasks. To address those 
questions, it is first useful to understood in a mechanistic way the origin of 
the rhythms, their interactions, the signals which create the transitions among 
rhythms, and the ways in which rhythms filter the signals to a network of 
neurons. 

This talk discusses how dynamical systems have been used to investigate 
the origin, properties and interactions of rhythms in the nervous system. It 
focuses on how the underlying physiology of the cells and synapses of the 
networks shape the dynamics of the network in different contexts, allowing the 
variety of dynamical behaviors to be displayed by the same network. The work 
is presented using a series of related case studies on different rhythms. These 
case studies are chosen to highlight mathematical issues, and suggest further 
mathematical work to be done. The topics include: different roles of excitation 
and inhibition in creating synchronous assemblies of cells, different kinds of 
building blocks for neural oscillations, and transitions among rhythms. The 
mathematical issues include reduction of large networks to low dimensional 
maps, role of noise, global bifurcations, use of probabilistic formulations. 

2000 Mathematics Subject Classification: 37N25, 92C20. 

1. Introduction 
The nervous system creates many different rhythms, each associated with a 

range of behaviors and cognitive states. The rhythms were first discovered from 
scalp recordings of humans, and the names by which they are known still come 
mainly from the electroencephalograph (EEG) literature, which pays attention to 
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the frequency and behavioral context ofthose rhythms, but not to their mechanistic 
origins. The rhythmic patterns include the alpha (9-11 Hz), beta (12-30 Hz), gamma 
(30-80 Hz), theta (4-8 Hz), delta (2-4) Hz and slow wave (.5-2 Hz) rhythms. The 
boundaries of these ranges are rough. More will be said about the circumstances in 
which some of these rhythms are displayed. 

It is now possible to get far more information about the mechanisms behind the 
dynamics of the nervous system from other techniques, including electrophysiology. 
The revolutions in experimental techniques, data acquisition and analysis, and fast 
computation have opened up a broad and deep avenue for mathematical analysis. 
The general question addressed by those interested in rhythms is: how does the 
brain make use of these rhythms in sensory processing, sensory-motor coordination 
and cognition? The mathematical strategy, to be discussed below, is to investigate 
the "dynamical structure" of the different rhythms to get clues to function. Most 
of this talk is about dynamical structure, and the mathematical issues surrounding 
its investigation. I'll return at the end to issues of function. 

2. Neuromath 
The mathematical framework for the study of brain dynamics are the Hodgkin-

Huxley (HH) equations. These are partial differential equations describing the prop­
agation of action potentials in neurons (cells of the nervous system). The equations, 
which play the same role in neural dynamics that Navier-Stokes does in fluid dy­
namics, are an elaborate analogy to a distributed electrical circuit. The central 
equation, 

Cu' = Y hon + V2W + Y fsyn + P 

describes conservation of current across a piece of a cell membrane; v is the cross-
membrane voltage and the left hand side is the capacitive current. The first sum on 
the right hand side represents the intrinsically generated ionic currents across the 
membrane. The term V2w represents the spatial diffusion, and Iext the current fed 
into the cell. YI Isyn represents the currents introduced by coupling from other cells. 
Thus, these equations can also be used to model networks of interacting neurons, 
the focus of this talk. 

Each of the intrinsic currents J,0„ is described by Ohm's law: J,0„ is electro­
motive force divided by resistance. In this context, one usually uses the concept 
of "conductance", which is the reciprocal of resistance. The electromotive force 
depends on the type of charged ion (e.g., Na, K, Ca, CI) and the voltage of the cell; 
it has the form [v — Vj0n], where Vj0n is the so-called "reversal potential" of that 
ion. 

The dynamics of the conductances are what make the equations so mathemat­
ically interesting and rich. In a simple description of the conductance, each ionic 
current has up to two "gates", which open or close at rates that are dependent on 
the voltage of the cell. For each such gate, there is then a first order equation of 
the form 

x' = [Xoo(t0 -x\lTx(v) 
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where x denotes the fraction of channels of that type that are open at any given 
time, ioo(w) is the steady state value of x for a fixed voltage, and TX(V) is the rate 
constant of that gating variable. For example, the standard Na current has the 
form Iff a = gm3 h [v — Vjva], where g is the maximal conductance, and m and h are 
gating variables satisfying the above equation for x. The dynamics for m and h differ 
because mœ(t)) is an increasing function of v, while hoo(v) is a decreasing function; 
also Tm(v) is much smaller than Th(v). The (chemical) synaptic currents have the 
same form as the intrinsic ones, with the difference that the dependence of the 
driving force on voltage uses that of the post-synaptic cell, while the conductance 
depends on the pre-synaptic voltage. That is, Isyn has the form ~gx[v — Vsyn], 
where £ satisfies the equation for x above, with v replaced by v, the voltage of 
the cell sending the signal, and Vsyn is the reversal potential of the synapse. The 
coupling is said to be excitatory if the current is inward (increases voltage toward 
the threshold for firing an action potential) or inhibitory if the current is outward 
(moves voltage away from threshold for firing.) 

For a simple version of the HH equations, there are three ionic currents; one 
of these (Na) creates an inward current leading to an action potential, one (K) an 
outward current helping to end the action potential, and a leak current (mainly CI) 
with no gating variable. The HH equations are not one single set of equations, but a 
general (and generalizable) form for a family of equations, corresponding to different 
sets of intrinsic currents (which can depend on position on the neuron), different 
neuron geometries, and different networks created by interactions of neurons, which 
may themselves be highly inhomogeneous. Numerical computation has become 
highly important for observing the behavior of these equations, but does not suffice 
to understand the behavior, especially to get insight into what the specific ionic 
currents contribute; this is where the analysis, including simplification, comes in. 
For an introduction to HH equations, some analysis and some of its uses in models, 
see [1]. 

2.1. Some mathematical issues associated with rhythms 
It is not possible to analyze the full class of equations in all generality. Our 

strategy is to look for mathematical structures underlying some classes of behav­
ior observed experimentally; the emphasis is on the role of dynamical systems, as 
opposed to statistics, though probabilistic ideas enter the analysis. 

Our central scientific question here is how rhythms emerge from the "wetware", 
as modeled by the HH equations. As we will see, different rhythms can be based on 
different sets of intrinsic currents, different classes of neurons, and different ways of 
hooking up those cells. There are some behaviors we can see by looking at small 
networks, and others that do not appear until the networks are large and somewhat 
heterogeneous. Even in the small networks, there are a multiplicity of different 
building blocks for the rhythms, with excitation and inhibition playing different 
roles. Noise appears, and plays different roles from heterogeneity. 

Investigators often use simplifications of the HH equations. For example, this 
talk deals only with "space clamped" cells in which the spatial distribution of each 
cell is ignored, and the equations become ODEs. (There are circumstances under 
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which this can be a bad approximation, as in [2]). Under some circumstances, the 
4-dimensional simplest space-clamped HH equations (one current equation, three 
gating variables) can be reduced to a one-dimensional equation; thus, networks of 
neurons can be described by a fraction of the equations that one needs for the full 
HH network equations. Another kind of reduction replaces the full HH ODEs by-
maps that follow the times of the spikes. In both cases, there are at least heuristic 
explanations for why these reductions are often very successful, and hints about 
how and why the simplifications can be expected to break down. 

3. Mathematics and small networks of neurons 

3.1. Centrality of inhibition in rhythms 
Some kinds of cells coupled by inhibition like to form rhythms and synchro­

nize [3-5]. This is unintuitive, because inhibition to cells can temporarily keep the 
latter from firing (see below for important exceptions), but mutual inhibition can 
encourage cells to fire simultaneously. 

There are various ways to see this, with methods that are valid in different 
contexts. For weak coupling, it can be shown rigorously that the full equations 
reduce to interactions between phases of the oscillators [6]; the particular coupling 
associated with inhibition can then be shown to be synchronizing (though over 
many cycles) [7]. If the equations can be reduced to one-dimensional "integrate and 
fire" models, one can use "spike-response methods" to see the synchronizing effect 
of inhibitory synapses on timing of spikes . Both of these are described in [6] along 
with more references. 

Another method, which I believe is most intuitive, looks at the ongoing effect 
of forced inhibition on the voltage of the cells, and how some of the processes 
are "slaved" to others. This is seen most clearly in the context of another one-
dimensional reduction that has become known as the "theta" model, because of 
the symbols used for the phase of the oscillations [8]. The reduced equations have 
been shown to be a canonical reduction of equations that are near a saddle-node 
bifurcation on an invariant circle (limit cycle). Many versions of HH-like models 
(and some kinds of real neurons) have this property for parameter values near onset 
of periodic spiking, and they are known as "Type 1" neurons. 

The "theta model" has the form 

9' = (1-COS9) + I(1 + COS9). 

Here the equation for the phase 9 has periodic solutions if the parameter J is positive, 
and two fixed points (stable, saddle) if J is negative. To understand the effects of 
forced inhibition, we replace J by a time dependent inhibition given by J — gs(t), 
where s(t) = exp(—t/r) for t > 0, and zero otherwise. With the change of variables 
J(t) = 1 — gexp(—t/r), this is a 2-D autonomous system. Figures [9] and analysis 
show that the system has two special orbits, known in the non-standard analysis 
literature as "rivers" [10], and that almost all of the trajectories feed quickly into 
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one of these, and are repelled from the other. The essential effect is that initial 
conditions become irrelevant to the outcome of the trajectories. A similar effect 
works for mutually coupled systems of inhibitory neurons. 

The rhythm formed in this way is highly dependent on the time scale of decay 
of the inhibition for the frequency of the network [11, 12]. These models, and 
the "fast-firing" inhibitory cells that they represent, can display a large range of 
frequencies depending on the bias (Iext

 m HH, the parameter J in the theta model); 
however, in the presence of a small amount of heterogeneity in parameters, the 
rhythm falls apart unless the frequency is in the gamma range (30-80 Hz) [4, 13]. 
This can be understood from spike response methods or in terms of rivers. 

The above rhythm is known as ING or interneuron gamma [14, 15]. A varia­
tion on this uses networks with fast-firing inhibitory cells (interneurons or I cells) 
and excitatory cells (pyramidal cells or E-cells). This is called PING (pyramidal 
interneuron gamma) [14, 15]. Heuristically, it is easy to understand the rhythm: the 
inhibitory cells are set so they do not fire without input from the E-cells. When the 
E-cells fire, they cause the I-cells to cross firing threshold and inhibit the E-cells, 
which fire again when the inhibition wears off. This simple mechanism becomes 
much more subtle when there is heterogeneity and noise in large networks, which 
will be discussed later. 

3.2. Excitation and timing maps 
The fast-firing cells described above are modeled using only the ionic currents 

needed to create a spike. Most other neurons have channels to express many other 
ionic currents as well, with channel kinetics that range over a large span of time 
constants. These different currents change the dynamical behavior of the cells, and 
allow such cells to be "Type II", which means that the onset of rhythmic spiking 
as bias is changed is accompanied by a Hopf bifurcation instead of a saddle node. 
The type of onset has important consequences for the ability of pair of such cells 
to synchronize. E.g., models of the fast-firing neuron, if connected by excitatory-
synapses, do not synchronize, as can be shown from weak coupling or other methods 
described above (e.g., [7]). However, if the cells are Type II, they do synchronize 
stably with excitation (and not with inhibition). This was shown by Gutkin and 
Ermentrout using weak coupling methods [16]. A more specific case study was done 
by Acker et al. [17], motivated by neurons in the part of the cortex that constitutes 
the input-output pathways to the hippocampus, a structure of the brain important 
to learning and recall. These cells are excitatory and of Type II (J.White, in prep.); 
models of these cells, based on knowledge of the currents that they express, do 
synchronize with excitatory synapses, and do not with inhibitory synapses. 

The synchronization properties of the such cells can be understood from spike-
timing functions and maps [17]. Given the HH equations for the cell, one can 
introduce at any time in the cycle excitation or inhibition whose time course is 
similar to what the synapse would provide. From this, one can compute how much 
the next spike is advanced or delayed by this synapse. From such a graph, one can 
compute a spike-time map which takes the difference in spike times in a single cycle 
to the difference in the next cycle. 
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The analysis of such a map is easy, but the process raises deeper mathematical 
issues. One set of issues concerns what is happening at the biophysical level that 
gives rise to the Type II bifurcation, which is associated with a particular shape of 
the spike advance function [18]. Analysis shows that the Type II is associated with 
slow outward currents or certain slow inward currents that (paradoxically) turn on 
when the cell is inhibited [16, 17]; this shows how biophysical structure is connected 
with mathematical structure. 

A second set of questions concerns why the high-dimensional coupled HH equa­
tions can be well approximated by a 1-D map. (In some parameter ranges, but not 
all, this is any excellent approximation). The mathematical issues here concern 
how large subsets of high-dimensional phase space collapse onto what is essentially 
a one-dimensional space. Ideas similar to those in Section 3.1 are relevant, but 
with different biophysics creating the collapse of the trajectories. In this case (and 
others) there are many different ionic currents, with many different time scales, so 
that a given current can be dominant in some portion of the trajectory and then 
decrease to zero while others take over; this leads to structure that is more com­
plex than that of the traditional "fast-slow" equations, and which is not nearly as 
understood. Such reductions to 1-D maps have been used in other investigations of 
synchrony [19-21] involving multiple cells and multiple kinds of currents. 

3.3. More complex building blocks: Fancier inhibitory cells 

So far, I've talked about networks containing fast-firing neurons (inhibitory) or 
excitatory cells. But there are many different kinds of cells in the nervous system, 
with intrinsic and synaptic currents that make them dynamically very different from 
one another. Once there are more currents with more time scales, it is easier to 
create more rhythms with different frequency. That is, the differences in frequencies 
often (but not always) come from some time scales in the interacting currents, and 
cannot be scaled away. 

The stellate cell of Section 3.2 is an excellent example of currents creating 
frequencies; in a wide range of parameters, these cells, even without coupling, form 
a theta rhythm. Indeed, they are believed to be one of the primary sources of that 
rhythm in the hippocampus, which is thought by many to use these rhythms in 
tasks involving learning and recall. As described above, these cells are excitatory, 
and synchronize when coupled by excitation. 

More puzzling are inhibitory cells in the hippocampus that are capable of 
forming theta rhythms as isolated cells with ionic currents similar to those in the 
stellate cells. The puzzle is that these cells do not cohere (in models) using inhibitory-
coupling. (The decay time of inhibition caused by these cells is roughly four times 
longer than the inhibition caused by the fast-firing cells, but neither fast nor this 
slower decaying inhibition creates synchrony in models.) So what is providing the 
coherence seen in the theta rhythm? (The rhythm can be seen in small slices that 
do not have inputs from other parts of the brain producing theta, so in such a 
paradigm, the rhythm must be produced locally.) 

One suggestion (Rotstein, Kopell, Whittington, in preparation) is that the 
inhibitory rhythms seen in slice preparations with excitation blocked pharmacolog-
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ically depend on both kinds of inhibitory cells discussed, the special ones (called 
O-LM cells [22]) and the others. Simulations show that networks of these cells can 
have the O-LM cells synchronize and I-cells synchronize at a different phase, to 
create an inhibitory network with considerably more complexity than interacting 
fast-firing cells involved in ING. Again, this can be reduced to a low-dimensional 
map for a minimal network (two O-LM cells, one fast firing I-cell). However, the 
reduction now requires properties of the currents involved in the O-LM model, in­
cluding the kinetics of the gating variables. 

3.4. Interaction of rhythms 
Another set of mathematical issues is associated with transitions among rhythms. 

In general, rhythms slower than gamma (e.g., beta, theta and alpha) make use of 
ionic currents that are active between spikes. These currents are voltage-dependent, 
so that changes in voltage, in the sub- and super-threshold regimes, can turn on 
or off these currents. Thus, neuromodulators that change the voltage range of a 
neuron (e.g., by changing a leak current) can change which other currents are ac­
tively expressed. In that way, they can cause a switch from one rhythm to another. 
For example, models of the alpha rhythm [20] suggest that this rhythm makes use 
the inhibition-activated "h-current" ; this current is effectively off line if the voltage 
is increased (even below threshold level). Thus, a switch from alpha to a faster 
rhythm (gamma or beta) can be effected by simply making the E-cells operate in a 
moderately higher voltage regime. 

These switches can be seen in simulations (Pinto, Jones, Kaper, Kopell, in 
prep.), but are still understood only heuristically. The mathematical issues are as­
sociated with reduction of dimension methods. In the regime in which the network 
is displaying alpha, there are many more variables that are actively changing, no­
tably the gating variables of each of the currents that is important in this rhythm. 
When there is a switch to gamma and those currents go off line, the phase space 
becomes effectively smaller. The mathematics here involves understanding how that 
phase compression takes place. 

A related set of mathematical questions concerns rhythms that are "nested", 
one within another. For example, the theta rhythm often presents as the envelope 
of a series of faster gamma cycles, and the beta rhythm, at least in some mani­
festations, occur with the I-cells firing at a gamma rhythm and the E-cells firing 
at the slower beta rhythm, missing some cycles of the inhibitory rhythm. The 
gamma/beta switch has been understood from a physiological point of view (see 
[19] and its references) and has been simulated. The gamma/theta nesting is less 
understood, though new data and simulations are providing the physiological and 
heuristic basis for this [22; Rotstein, Kopell, Whittington, in prep.]. 

4. Large networks 
Though there are many more examples of other building blocks, I'm turning 
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to issues that do not appear in small network analysis. I'm going to go back to a 
very simple building block, but now put many such together. The simple building 
block is one E cell, one I-cell, which together can create a gamma rhythm. 

4.1. Sparse coupling 

We now consider a network with N E-cells and M I-cells, with random coupling 
from the E-cells to the I-cells and vica versa. Suppose, for example, there is a 
fixed probability of connection in each direction between any pair of E and I cells. 
Then the number of inputs to any cell is distributed across the population, leading 
to heterogeneity of excitation and inhibition. Is it still possible to get coherent 
gamma rhythms? This can be answered with mathematical analysis using the "theta 
neuron" model described above [9]. To understand synchrony in E/I networks, it 
is helpful to understand what each pulse of inhibition does to the population of 
excitatory cells and vica versa. The part in which both probability and dynamical 
systems play a large role is the effect of a pulse of inhibition on a population. The 
"rivers" referred to above in Section 3.1 create synchronization if the inputs to cells 
have no variance, but with variation in the size of the inputs, there is a spread in 
the times of the outputs. This can be accurately computed using features of the 
dynamics and probability theory. Similarly, but with less accuracy, one can compute 
the the effect of variation of inputs on the spike times of the receiving population 
due to a pulse of excitation. The results lead to unintutive conclusions, e.g., that 
increasing the strength of the inhibition (which strengthens the synchronizing effect 
of the rivers) does not reduce the desynchronizing effects of random connectivity. 
Furthermore, tight synchrony can be obtained even with extremely sparse coupling 
provided that variance in the size of the inputs is small. 

4.2. Loss of coherence 

The above analyses can be put together to understand synchrony of "PING". 
However, they leave only partially answered many questions about larger networks. 
One such question, which is central to understanding how the assemblies of neurons 
are created and destroyed, is the circumstances under which the synchrony falls 
apart, i.e., what modulations of cells and/or synapses will lead to loss of coherence 
of the gamma rhythm. The above analysis shows that too large a variation in size 
of inputs to different cells of the same population can be fatal. Similar phenomena 
occur with too much variation in drive or intrinsic currents. There are less obvi­
ous constraints that are understood from working with smaller networks described 
above. From those, it is possible to see that ING and PING operate in different pa­
rameter regimes: the firing times of the population in ING are governed by the bias 
of the I-cells (as well as the decay time of the inhibition); in PING, the inhibitory-
cells are more passive until driven by the E-cells, and the timing comes from bias of 
the E-cells (as well as decay of inhibition). This means that the mechanism of co­
herence can switch between ING and PING by changing relative excitability of the 
two populations. Changing the strengths of the I-E and E-I synapses can also get 
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the population (large or small) out of the regime in which the E-cells synchronize 
the I-cells, and vica versa. 

A more mysterious issue that cannot be addressed within minimal networks is 
how the size of the sub-populations responding on a given cycle affects the coherence 
on the next cycle and the numbers of cells participating, especially when there is 
some heterogeneity in the network. E.g., as the number of inhibitory neurons firing 
in a cycle changes, it changes the total inhibition to the E-cells, which changes the 
number of E-cells that are ready to fire when inhibition wears off, and before the 
next bout of inhibition. If the amount of inhibition gets too small, or inhibition 
gets too dispersed, the coherence can rapidly die. Without taking into account 
the trajectories of each of the large number of cells, it is likely that some possibly-
probabilistic account of the numbers of cells spiking per cycle can give some insight 
into the dynamical mechanisms surrounding failure of coherence. 

Such a reduction has been successfully used in a different setting, involving the 
long-distance coherence of two populations of heterogeneous cells. In this case, if 
the populations are each minimal (one E/I pair) for each site, there is 1-D map that 
describes the synchronization, with the variable the timing between the E and I 
sites [19] . For large and heterogeneous networks, the synchronization (within some 
parameter regimes) can be described by a 3-dimensional map, in which the first 
variable is the time between the first spikes of a cycle in the two E-cell populations, 
and the others are the fraction of I-cells firing on that cycle in each of the two I-cell 
populations (McMillen and Kopell, in prep.). 

Related work has been done from a different perspective, starting with asyn­
chronous networks and asking how the asynchrony can lose stability [23-25]. Work 
using multiple time scales to address the formation of "clusters" when synchrony-
fails is in [26]. 

4.3. Noise, P I N G , and frequency control 

One of the main differences between ING and PING is the difference in robust­
ness. Small amounts of heterogeneity of any kind make ING coherence fall apart 
dramatically [4,13]. By contrast, PING is tolerant to large ranges of heterogene­
ity. The "ping-pong" mechanism of PING is also able to produce frequencies that 
cover a much wider range than the ING mechanism, which is constrained by loss 
of coherence to lie in the gamma range of approximately 30-80 Hz [4,13]. Since 
many versions of gamma seen in experiments are of the PING variety, this raises 
the question of what constrains the PING rhythms to stay in the gamma frequency-
range. 

A possible answer to this comes from simulations. C Borgers, D. McMillen 
and I found that heterogeneity, unless extreme, would not disrupt the PING coher­
ence. However, a very small amount of noise (with fixed amplitude and poisson-
distributed times) could entirely destroy coherence of the PING, provided the latter 
had a frequency below approximately 30 Hz; if the same noise is introduced when 
the network is in the gamma range, the behavior is only slightly perturbed. Further­
more, the ability to withstand the noise is related to adding some I-I connections, 
as in ING. A heuristic explanation is that, at low frequencies, the inhibition to the 
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I-cells (which has a time constant around 10ms) wears off before the excitation from 
the E-cells causes these cells to spike. Thus, those cells hang around the threshold 
for significant amounts of time, and are therefore vulnerable to being pushed over 
threshold by noise. The mathematics has yet to be understood rigorously. 

5. Mathematics and clues to function 
The mathematical questions are themselves interesting, but the full richness of 

the scientific endeavor comes from the potential for understanding how the rhythms 
generated by the brain might be used in sensory processing, motor coordination and 
cognition. We are still at the outer edges of such an investigation, but there are 
many clues from animal behavior, physiology and mathematics. Work done with 
EEGs (see, e.g., reviews [27,28]) has shown that many cognitive and motor tasks are 
associated with specific rhythms appearing in different parts of the tasks. Gamma 
is often associated with attention, awareness and perception, beta with preparation 
for motor activies and high-order cognitive tasks, theta with learning and recall and 
alpha with quiet awareness (there are several different versions of alpha in different 
parts of the brain and found in different circumstances). Work done in whole 
animals and in slice preparations are giving clues to the underlying physiology of the 
rhythms, and how various neuromodulators change the rhythms, e.g., [14]. Much 
of the math done so far has concerned how the networks produce their rhythms 
from their ionic currents and connectivity, and has not directly addressed function. 
However, the issues of function are starting to be addressed in terms of how the 
dynamics of networks affects the computational properties of the latter. 

One of the potential functions for these rhythms is the creation of "cell as­
semblies" , temporary sets of neurons that fire synchronously. These assemblies are 
believed to be important in distributed processing; they enhance the effect of the 
synchronized pulses downstream, and provide a substrate for changes in synapses 
that help to encode experience. ("Cells that fire together wire together.") Simula­
tions show, and help to explain, why gamma rhythms have especially good prop­
erties for creating cells assemblies, and repressing cells with lower excitatbility or 
input [29]. Furthermore, the changes in synapses known to occur during gamma can 
facilitate the creation of the beta rhythm (see [19] for references), which appears 
in higher-order processing. Mathematical analysis shows that the beta rhythm is 
more effective for creating synchrony over distances where the conduction time is 
longer. Thus, we can understand the spontaneous gamma-beta switch seen in vari­
ous circumstances (see [19] and [29]) as creating cell assemblies (during the gamma 
portion), using the synaptic changes to get cell assemblies encoded in the beta 
rhythm, and then using the beta rhythm to form highly distributed cell assemblies. 

The new flood of data, plus the new insights from the mathematics, are open­
ing up many avenues for mathematical research related to rhythms and function. 
A large class of such questions concerns how networks that are displaying given 
rhythms filter inputs with spatio-temporal structure, and how this affects the chang­
ing cell assemblies. This question is closely related to the central and controversial 
questions of what is the neural code and how does it operate. These questions will 
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likely require new techniques to combine dynamical systems and probability, new 
ways to reduce huge networks to ones amenable to analysis, and new ideas within 
dynamical systems itself, e.g., to understand switches as global bifurcations; these 
are large and exciting challenges to the mathematical community. 
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Analysis of Energetic Models for 
Rate-Independent Materials 

Alexander Mielke* 

Abstract 

We consider rate-independent models which are defined via two function-
als: the time-dependent energy-storage functional T : [0, T] x X —• [0, oo] and 
the dissipation distance V : X x X —• [0, oo]. A function z : [0, T] —• X is 
called a solution of the energetic model, if for all 0 < s < t < T we have 

stability: I(t, z(t)) < I(t, z) + V(z(t),z) for all z e X; 

energy inequality: Z(t, z(t))+Dissi>(z,[s,t]) < X(s, z(s))+f dTT(r, Z(T)) dr . 

We provide an abstract framework for finding solutions of this problem. 
It involves time discretization where each incremental problem is a global 
minimization problem. We give applications in material modeling where z G 
Z C X denotes the internal state of a body. The first application treats 
shape-memory alloys where z indicates the different crystallographic phases. 
The second application describes the delamination of bodies glued together 
where z is the proportion of still active glue along the contact zones. The third 
application treats finite-strain plasticity where z(t, x) lies in a Lie group. 

2000 Mathematics Subject Classification: 74C15. 
Keywords and Phrases: Energy functionals, Dissipation, Global minimiz­
ers, Incremental problems, Bounded variation, Shape-memory alloys, Delam­
ination, Elasto-plasticity. 

1 Introduction 
Many evolution equations can be written in the abstract form 

0£dt>(z(t)) + Y>l(t,z(t)), (1.1) 

where z £ X is the state variable, 1 is the energy-storage functional, \P : X —r [0, oo] 
is a convex dissipation functional, and d^ means the set-valued subdifferential (see 
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[2] for this doubly nonlinear form). Rate-independency is realized by assuming that 
\I> is homogeneous of degree 1. 

We replace the above differential inclusion by a weaker energetic formulation, 
which is also more general since it allows for z-dependent dissipation functionals. 
For given T : [0, T] x X —r [0, oo] and a given dissipation distance T> : X x X —r 
[0, oo] satisfying the triangle inequality, we impose the energetic conditions of global 
stability (S) and the energy inequality (E) instead of (1.1). A function z : [0,T] —¥ X 
is called a solution of the energetic model, if for all 0 < s < t < T we have 

(S) l(t, z(t)) < l(t, z) + V(z(t), z) for all z £ X; 
(E) l(t, z(t)) + Dissiez, [s,t]) < l(s, z(s)) + J* dTl(r, z(r))dr . 

Here, DìSS-D(Z, [S, t]) is called the dissipation of z on the interval [s, t] and is defined 
as the supremum of Yj=i^,(z(^j-i),z(^j)) o v e r all Ar e N and all discretizations 
s = tQ < ti < ... < ìN = t. 

Assuming T>(ZQ,ZI) = ^(ZI—ZQ), convexity of l(t, •) and further technical 
assumptions, this energetic formulation is equivalent to (1.1), see [16]. However, 
the latter form is more general as it applies to nonconvex problems and it doesn't 
need differentiability oît*-r z(t) nor of z >-¥ l(t, z). A related energetic approach to 
equations of the type (1.1) is presented in [20], however, it remains unclear whether 
that method applies to the rate-independent case. 

In Section 2 we discuss the abstract setting in more detail and in Section 3 
we provide existence results for solutions for given initial values z(0) = ZQ. The 
existence theory is based on time-incremental minimization problems of the form 

Zk £ argmin{l(tk, z)+T>(zk-i, z) | z £ X } 

and the BV bound for z : [0, T] —r X obtained via the dissipation functional satisfy­
ing T>(ZQ, ZI) > CD ||ZO—ZI||- However, one needs additional compactness properties, 
if X is infinite dimensional. Here we propose a version where 1 satisfies coercivity 
with respect to an embedded Banach space Y, i.e., l(t,z) > —Ci+ci\\z\\Y with 
ci,Ci,a > 0, where Y is compactly embedded in X. 

For the case of T> having the form T>(ZQ,ZI) = ^(ZI—ZQ) this theory was 
developed in [16]. The case of general T> can be found in [10]. 

The flexibility of the energetic formulation allows for applications in continuum 
mechanics, where z : O —r Z plays the rôle of internal variables in the material 
occupying the body Q c Rrf. Note that Z may be a manifold containing the 
internal variables like phase indicators, plastic or phase transformations, damage, 
polarization or magnetization. By Z we denote the set of all admissible internal 
states. The elastic deformation is </? : 0 —r M.d and T denotes the set of admissible 
deformations ip. 

Energy storage is characterized via the functional £ : [0, T] x Tx Z —r R, where 
t £ [0,T] is the (quasi-static) process time, which drives the system via changing 
loads. In typical material models, £ has the form 

£(t,ip,z) = fnW(x,Y>ip(x),z(xj)dx - {£e*t(t),<p), 

where W is the stored-energy density and 4xt (t) denotes the external loadings. 
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Dissipation is characterized by an infinitesimal Finsler metric A : Q x TZ —r 
[0, oo], such that the curve z : [to,ti] —¥ Z dissipates the energy 

Diss(z, [£o>*i]) = ft1 JQ A(x,z(t, x),z(t, x))dxdt. 

The global dissipation distance T>(ZQ, Z{) is then the infimum over all curves connect­
ing ZQ with zi. The relation to the abstract theory above is obtained by eliminating 
the elastic deformation via 

l(t, z) = inf{ £(t, ip, z) | ip £ T } for z £ Z and l(t, z) = +oo else. 

Obviously, the functional 1 is now fairly complicated and it is important to have 
rather general conditions in the abstract theory. 

In Section 4 we illustrate the usefulness of the abstract approach by discussing 
three quite different applications; however, the theory is used in other areas as well, 
e.g., in fracture mechanics [4, 3] and in micro-magnetics [8, 19]. 

Our first model describes phase transformations in shape-memory alloys as 
discussed in [15, 17, 18, 5]. Here z : O —r Z indicates either the microscopic 
distribution of the phases or a mesoscopic average of the microscopic distribution. 
In the first case we choose Z = Zp = {ei,... ,ep} C W, where tj denotes the j - th 
unit vector in W and in the second case we choose Z = conv Zp. In both cases the 
dissipation distance is given by a volume integral measuring the amount of volume 
which is transformed into another phase: T>(ZQ,ZI) = JQ A(zi(x)—zo(x))dx, where 
A : W —r [0, oo [ is convex and homogeneous of degree 1. This leads naturally to 
the basic space X = Y1(ii,W) and Z = { z £ X | z(x) £ Z a.e. } . 

Including in £ an interfacial energy proportional to the area of the interfaces 
between regions of different phases provides a reduced energy 1 which is coercive 
in Y = BV(0,Rp) , see [9]. For an existence result in the case without interfacial 
energy we refer to [17]. 

The second application describes the delamination of a body 0 which is glued 
together along n hypersurfaces Yj, j = l,...,n. The internal state z : Y = 
U"Fj —r [0,1] denotes the percentage of glue along F which remains in effect. 
The dissipation is given by a material constant op times the destroyed glue, i.e., 
T>(zo,zi) = cx> J r ZQ(X)—ZI(X) da(x) for zi < ZQ and T>(ZQ,ZI) = +oo else. The 
basic underlying space is L1 (F) and now compactness arises via the trace operator 
H1(Q) —r Y2(Y) which makes the reduced energy functional 1 weakly continuous. 

The final application is devoted to the modeling of elasto-plasticity with finite 
strains. There the internal variable z = (P,p) consists of the plastic transfor­
mation P £ SY(d) and hardening parameters p £ R*. Invariance under previ­
ous plastic deformations leads to dissipation metrics which are left-invariant, i.e., 
A((P,p), (P,pj) = A((I,p), (P^1P,pj). This geometric nonlinearity clearly shows 
that we need general dissipation distances T> avoiding any linear structure. In 
single-crystal plasticity A is piecewise linear in p^1p g sl(d) which leads to Ba­
nach manifolds and the dissipation metric is then a left-invariant Finsler metric. 
For applications in this context see [1, 13, 12]. 
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2 Abstract setup of the problem 
We start with a Banach space X which is not assumed to be reflexive, since our 

applications in continuum mechanics (cf. Section 4) naturally lead to spaces of the 
form L1(Q,R*!). The first ingredient of the energetic formulation is the dissipation 
distance T> : X x X ^ [0,oo] satisfying the triangle inequality: 

T>(zi,zz) < T>(zi,z2) +T>(z2,zz) for all zi,z2,z% £ X. 

We don't enforce symmetry, i.e., we allow for T>(ZQ,ZI) ^ T>(ZI,ZQ) as in Section 
4.2. We assume that there is a constant op > 0 such that T>(ZQ,ZI) > CT>\\ZI—ZO\\X 

for all ZQ, zi £ X. The latter condition is in fact the one which determines the 
appropriate function space X for a specific application. Moreover, T> is assumed to 
be s-weakly lower semicontinuous. (We continue to use the abbreviation s-weak for 
"sequentially weak".) We call T>(ZQ,ZI) the dissipation distance from z0 to zi. 

For a given curve z : [0,T] —r X we define the total dissipation on [s,t] via 

Dissiez; M ) = sup{£f V(z(Tj-i), Z(TJ)) \ N£lÌ,S=T0<Ti<- • • <TN=t}. (2.1) 

The second ingredient is the energy-storage functional 1 : [0,T] x i - * [0, oo], 
which is assumed to be bounded from below and then normalized such that it takes 
only nonnegative values. Here t £ [0, T] plays the rôle of a (very slow) process time 
which changes the underlying system via changing loading conditions. For fixed time 
t, the map l(t, •) : X —¥ [0, oo] is assumed to be s-weakly lower semicontinuous, i.e., 
Zj —*• z implies l(t, z) < lim inf j-»,» l(t, Zj). Moreover, we assume that for all z with 
l(t, z) < oo the function t >-¥ l(t, z) is Lipschitz continuous with \dtX(t, z)\ < Cx-

Definition 2.1 A curve z : [0,T]—¥ X is called a solution of the rate-independent 
model (T>,I), if global stability (S) and energy inequality (E) holds: 

(S) For all t £ [0, T] and all z£X we 

(E) For all t0,h with 0 < t0 < h 

l(ti,z(tij) +Y>issv(z;[t0, 

<T 

h}) 

have l(t, z(tj) 

we have 

<l(to,z(t0)) + 

< I(t, z) + 

it:d^ 

V(z(t), 

z(t))dt. 

z). 

The definition of solutions of (S)&(E) is such that it implies the two natural re­
quirements for evolutionary problems, namely that restrictions and concatenations 
of solutions remain solutions. To be more precise, for any solution z : [0, T] —r E 
and any subinterval [s,t] C [0,T], the restriction z|[Sjt] solves (S)&(E) with initial 
datum z(s). Moreover, if zi : [0,t] —¥ E and z2 : [t,T] —r E solve (S)&(E) on the 
respective intervals and if zi (t) = z2(t), then the concatenation z : [0, T] —r E solves 
(S)&(E) as well. Under a few additional assumptions, it is shown in [16] that (S) 
and (E) together imply that, in fact, the energy inequality is in an equality, i.e., for 
0 < to < h < T we have 

l(ti,z(tij)+Y>issv(z; [t0,ti]) = l(t0,z(toj) + / £ dtl(t,z(tj)dt. (2.2) 

Rate-independency manifests itself by the fact that the problem has no in­
trinsic time scale. It is easy to show that z is a solution for (T>,I) if and only 
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if the reparametrized curve z : t >-¥ z(a(tj), with à > 0, is a solution for (T>,1), 
where l(t,z) = I(a(t),z). In particular, the stability (S) is a static concept and 
the energy estimate (E) is rate-independent, since the dissipation defined via (2.1) 
is scale invariant like the length of a curve. 

The major importance of the energetic formulation is that neither the given 
functionals T> and l(t, •) nor the solutions z : [0,T] —¥ X need to be differentiable. 
In particular, applications in continuum mechanics often have low smoothness. Of 
course, under additional smoothness assumptions on T> and 1 the weak energetic 
form (S)&(E) can be replaced by local formulations in the form of differential in­
clusions like (1.1) ([2, 20]) or variational inequalities. See [16] for a discussion of 
the implications between these different formulations. 

3 Time discretization and existence 
The major task is now to develop an existence theory for the initial value 

problem, i.e., to find a solution in the above sense which additionally satisfies z(0) = 
ZQ. In general, we should not expect uniqueness without imposing further conditions 
like smoothness and uniform convexity of l(t, •) and T>, see [16]. 

The stability condition (S) can be rephrased by defining the stable sets 

S(t) := { z £ X | l(t, z) < l(t, z) + V(z, z) for all z £ X }. 

Then, (S) simply means z(t) £ S(t) for all t £ [0,T]. The properties of the stable 
sets turn out to be crucial for deriving existence results. 

One of the standard methods to obtain solutions of nonlinear evolution equa­
tions is that of approximation by time discretizations. To this end we choose discrete 
times 0 = to < h < ... < ìN = T and seek z% which approximates the solution z at 
tk, i.e., Zk « z(tk). Our energetic approach has the major advantage that the values 
Zk can be found incrementally via minimization problems. Since the methods of 
the calculus of variations are especially suited for applications in material modeling 
this will allow for a rich field of applications. 

To motivate the following incremental variational problem consider the non­
linear parabolic problem h(dt.u) = div(ADu) + g, where we assume h'(v) > 0. The 
associated fully implicit incremental problem reads 

H1-^-—1(uk^Uk-i)) = div(AD«fc) + g(tk). 

With H(v) = fy h(tv)dtv we see that Uk must be a minimizer of the functional 

Jk(uk-i;-) • «H* Jn(tk-tk-i)H(tk_
1

tk_i (u-Uk-ij) + \(AY)u,Y>v) - g(tk)udx. 

In the simplest rate-independent case the function h is given by the signum function 
which implies H(v) = \v\. Hence, the length tu—tu-i of the fc-th time step disap­
pears in the functional Jk- In our more general setting the incremental problem 
takes the following form: 
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(IP) For Zo £ X with 1(0, ZQ) < oo fìnd Zi,..., ZM £ X such that 

Zk £ aigmin{l(tk,z)+ T>(zk-i,z)\z £ X} for k = 1,..., N. (3.1) 

Here "argmin" denotes the set of all minimizers. Using the s-weak lower semi-
continuity of T> and 1 and the coercivity l(t,z)+T>(zk-i,z) > CT>\\z—Zk-i\\ we 
obtain the following result. 

Theorem 3.1 The incremental problem (3.1) always has a solution. Each solution 

satisfies, for k = 1,..., N, the following properties: 

(i) Zk is stable for time tk, i.e., Zk £ <S(tk); 

(ü) I{tk-i,tk] dsl(s,Zk)ds <l(tk,Zk) -l(tk-i,Zk-i) +T>(zk-i,Zk) 

(iii) l(tk, zk) + E jL i ^(zj-i,^) < ^(0, zo) + CxT; 
(iv) \\zk\\ < \\zo\\ + (l(0,zo)+CIT)lc-D. 

The assertions (i) and (ii) are the best replacements for the conditions (S) and (E) 
in the time-continuous case. 

For each discretization P = {0, ti,..., tw-i, T} of the interval [0, T] and each 
incremental solution (zk)k=i,...,N of (IP) we define two piecewise constant functions 
which attain the values Zk at tk and are constant in-between: Zp is continuous 
from the left and Zp is continuous from the right. Summing the estimates (ii) in 
Theorem 3.1 over k = j , . . . ,m we find the following two-sided energy estimate. 

Corollary 3.2 Let P be any discretization o/[0,T] and (zk)k=o,...,N a solution of 
(IP), then for 0 < j < m < N we have the two-sided energy inequality 

l(tj,Zp(tj)) + j £ " dsl(s, Zp(s))ds < l(tm, Zp(tm)) + Dissv(Zp, [tj,tm]) 

<l(tj,Zp(tj)) + / £ " dsl(s,Zp(s))ds. 

The existence of solutions can now be established by taking a sequence (F( I ) ) J G N 

of discretizations whose fineness 0^ = max{ t- —tj_x \ j = 1,..., N^ } tends to 
0. Moreover we assume that the sequence is hierarchical with P(l) c P(l+1). The 
associated solutions of (IP)O define z^ := Zp(l\ The construction of a solution of 
(S)&(E) consists now of two parts. 

First we use the dissipation bound (iii) of Theorem 3.1 to obtain an a priori 
bound in BV([0,T],X): 

cv j^T]\\dz(imx <Dissv(z
(l\[0,T}) < 1(0, zo) + CTT. 

Then, Part (iv) in Theorem 3.1 and the following additional compactness condition 
(3.2) allows us to apply a selection principle in the spirit of Helly. 

For all R > 0 and all t £ [0, T] the sets 

P*R := { z £ X | T>(zo, z) < R, l(t, z) < R} are s-weakly compact. 
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Thus, we can extract a subsequence (ln)neN s u c h that for all t £ [0,T] the se­
quence z^ln^(t),n £ N, converges weakly to a limit z^°°^(t) with DìSS-D(Z(°°^, [0,T]) < 
liminf„^ooDissi,(0('»),[O,T]). 

Second we need to show that z^00^ is a solution of (S)&(E). Using Corollary 3.2 
it is easy to give conditions which guarantee that z^00^ satisfies (E) for to = 0 and 
ti = T, and by (2.2) this is sufficient. To obtain stability of z^00^ there are essentially 
two different ways. If additional compactness properties allow us to conclude that 
the convergence of z^ln^(t) to z^00^ also happens in the strong topology, then we are 
in the good case. Then it suffices to know that the set 

5 [0,n = { (t,z) £[0,T}xX\z£ S(t) } = öte[o,T}(t,S(tj) 

is closed in the strong topology. If strong convergence cannot be deduced, one needs 
to show that <S[O,T] is s-weakly closed. This property is quite hard to obtain, since 
even under nice convexity assumptions on l(t, •) the sets S(t) are generally not 
convex. 

The following theorem provides two alternative sets of assumptions which en­
ables us to turn the above construction into a rigorous existence proof. 

Theorem 3.3 Let T> and 1 be given as above and satisfy (3.2). If one of the 
conditions (a) or (b) is satisfied, then for each z0 £ X with 1(0, zo) < oo there is 
at least one solution z £ BV([0,T],X) of (S) & (E) with z(0) = zo-

(a) The set <S[O,T] is s-weakly closed and z >-¥ dfl(t, z) is s-weakly continuous. 

(b) The sets PR in (3.2) are compact, the set <%,T] is closed, and z >-¥ dtl(t,z) is 
continuous (all in the norm topology of X). 

Simple nontrivial applications of this theorem with either condition (a) or (b) 
are as follows: Let X = L1(Q) with Q c Rrf bounded and choose the dissipation 
distance T>(zo,zi) = cx>\\zi-zo\\x = c-p JQ \zi(x)—zo(x)\dx. As a first case consider 

li(t,z) = JQ ct(x)\z(x)\0 —g(t,x)z(x)dx + 7, 

where ct(x) > ao > 0, ß > 1, and g £ C1([0,T],Loo(Q)). The sets PR are closed 
convex sets which lie in the intersection of an L1-ball and an L^-ball. Hence, we 
obtain the s-weak compactness condition (3.2). Yet, PR is not strongly compact in 
L1(Q). The stable sets for J i are given by 

Si(t) = {z£ YHQ) I \z(x)f-2z(x) £ [ M | g ^ , M | g ^ ] for a.a.x£Ü), 

which shows that they are s-weakly closed since they are convex and closed. Hence, 
condition (a) is satisfied. 

As a second case consider the nonconvex energy functional 

l2(t,z) = JQ ^\Y>z(x)\2+f(t,x,z(xj)dx for z £ H1(Q) and + 00 else, 

where / : [ 0 , r ] x f l x l - ) l and dtf are continuous and bounded. Now, PR is 
already compact in L1(Q) since it is closed and contained in an H1-ball. With these 
properties, it can be shown that condition (b) of Theorem 3.3 holds. 



824 Alexander Mielke 

4 Applications in continuum mechanics 
The flexibility of the energetic formulation allows for applications in continuum 

mechanics. We consider an elastic body which is given through a bounded domain 
O c l d with sufficiently smooth boundary. The elastic deformation is given by the 
mapping ip : Q —r Rrf, and the set of all admissible deformations is denoted by T, 
which implements the displacement boundary conditions. 

The variable z £ Z includes all the internal variables like phase indicators, 
plastic or phase transformations, damage, polarization or magnetization. A function 
z : 0 —r Z gives the internal state of the material, and Z denotes the set of 
all admissible internal states. Note that Z may be a manifold with (nonsmooth) 
boundary. In plasticity we have Z = SY(d) x Rk, in phase transformations we let 
Z = { z £ [0,1]* | X a 0 ^ = 1 } , a n c l m micro-magnetism z is the magnetization 
satisfying \z(t, x)\ = rrio > 0. Moreover, below we will also consider an application 
where z is not defined on all of 0 but at certain parts of the boundary. 

Energy storage is characterized via the functional £ :[0,T]x!FxZ —TM. which 
is the sum of the total elastic energy and the potential energies due to exterior 
loadings (Gibbs' energy): 

£(t,<j),z) = JnW(x,D<j)(x),z(x))dx - {lex.t(t),4>)-

Here t £ [0,T] is the (quasi-static) process time which drives the system and the 
external loads are (4xt(*)5 4>) = JQ /ext(*>x) • <f>(x)dx + Jr ge^t(t, x) • <j>(x)da(x). 

Dissipation is characterized via the metric A : Q x TZ —r [0, oo] such that the 
curve z : [0, T] —r Z dissipates the energy 

V)iss(z,[to,ti]) = ff1 fQA(x,z(t,x),z(t,x))dxdt on [t i ,^]-

For each material point x £ ii, the infinitesimal metric A(x, -, •) : TZ —r [0, oo] 
defines a global distance function D(x,-,-) : Z x Z —r [0, oo] and on Z we obtain 
the global dissipation distance 

T>(z0,zi) = fnD(x,zo(x),zi(xj)dx 

= inf{ Diss (z, [t0,hj) | z £ CLiP([0,1},Z), z(0) = z0, z(l) = zx }. 

The rate-independent problem for this material model is defined as in the above 
abstract part, but now the elastic deformation appears as an additional variable, 
which, however, does not generate any dissipation. 

Definition 4.1 A pair (<j>,z) : [0,T] —¥ T x Z is called a solution of the rate-
independent problem associated with T> and £ if the global stability (S) and the 
energy inequality (E) hold: 

(S) For all t £ [0 

(E) For all t0, h 

£(ti 

T] and all (<j>, z) 

£(t,4>(t),z(t)) 
with 0 < to < h . 

, 4>(ti), z(ti))+V)issv(z; [to, h}) 

£ T x Z we have 

<£(t,<j),z) + 

< T we have 

<£(t0,<j)(to) 

V(z(t), 

z(t0)H 

z). 

fti 
Jto dt£(t,m, z(t))dt. 
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The connection with the above abstract theory is obtained by minimization 
with respect to the deformations <j> £ T, since the stability condition implies that 
4>(i) must be a minimizer of £(t,-,z(tj). We define the associated 1 via 

l(t, z) = inf{ £(t, Lp, z) | Lp £ T } for z £ Z and + oo else. 

While this elimination is suitable for an abstract treatment, the practical approx­
imation of solutions via the incremental approach is better done by keeping the 
deformation and eliminating the internal variable in each incremental step. In fact, 
in (IP) we now have to find 

(<Pk,Zk) € argmin{£(tk,<j),z) + V(zk-i,z) \ (<p,z) £ T x Z}. (4.1) 

In this minimization problem the internal variable occurs only locally under the 
integral over Q and hence can be eliminated pointwise. Defining the local reduced 
constitutive functions 

* r e d(z0 id ; x, F) := min{ W(x, F, z) + D(x, zold, z)\z £ Z), 

Znew(zoid; x, F) £ argminj W(x, F, z) + D(x, zoid, z)\z £ Z), 

and the reduced functional £ved(z0\d;t,<j>) = JQ \I/red(z0id;Dç!}) da: — {£ext(t),<j>) the 
solution of (4.1) is equivalent to finding <j> £ aigmin{£red(zk-i;tk,<f>) | <j> £ J7} and 
then letting Zk = Znew(zk-i;Y)(f>k)- For more details we refer to [12]. 

4.1 Phase transformations in shape-memory alloys 
We assume that, in each microscopic point y, an elastic material is free to 

choose one of p crystallographic phases and that the elastic energy density W is 
then given by Wj(D<j>). If the model is made on the mesoscopic level, then the 
internal variables are phase portions z^ £ [0,1] for the j - th phase. We set Z = 
{z £ [0, l ] p C W | E f z U ) = 1} and X = Y1(Ü,W). The material properties 
are described by a mixture function W : Rdxd x 2 - * [0, oo], see [11, 17, 5]. The 
dissipation can be shown to have the form D(zo,zi) = ip(zi-zo) with tp(v) = 
max{<7TO • v | m = 1,...,M} > C^,|v|, where am £ W are thermodynamically 
conjugated threshold values. 

So far we are unable to prove existence results for this model in its full gener­
ality. However, the case with only two phases (p = 2) has been treated in [17] under 
the additional assumption that the elastic behavior is linear and both phases have 
the same elastic tensor. In that case, one sets z = (9,1—9) with 9 £ [0,1]. It can be 
shown that 1 is a quadratic functional in 9 £ L1(Q, [0,1]) C L2(Q). It then follows 
that the compactness condition (3.2) holds and condition (a) in Theorem 3.3 can 
be verified using the H-measure to handle the weak convergence of the nonconvex 
terms. 

A microscopic model is treated in [9]. There no phase mixtures are allowed, 
i.e., we assume z £ Zp := {ei,e2,... ,ep} C W, where tj is the j - th unit vector. 
Thus, the functions z £ Z are like characteristic functions which indicate exactly 
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one phase at each material point. The dissipation is assumed as above, but now 
the elastic energy contains an additional term measuring the surface area of the 
interfaces between the different regions: 

£(t,4>,z) = j Q W(Y>4>,z)dx + ajQ \Y)z\ - (lext(t),<f>), 

where CT is a positive constant and JQ |Dz| is \/2 times the area of all interfaces. 
Here Z = { z : 0 —r Zp | JQ |Dz| < oo } and we set £(t, <j>, z) = +00 for z $ Z. 

Hence, after minimization with respect to <f> we still have l(t, z) > 7+CT JQ \Y>Z\. 

This term provides for PR (cf. (3.2)) an a priori bound in BV(0,Rp) and hence 
we conclude compactness in X = L1(Q,RP). Under the usual additional con­
ditions for the elastic stored-energy densities Wj we obtain for each z0 £ Z a 
solution (cj),z) with cj> £ Y™(]0,T[,\N1>2(U,Wi)) and z £ BV([0,T],L1(Q,RJ»)) n 
L™ (]0,T[,BV(O,R*>)) with z(t) £ Z for all t £ [0,T], see [9]. 

4.2 A delamination problem 
Here we give a simple model for rate-independent delamination and refer to 

[7] for a better model and the detailed analysis. 
Consider a body 0 c Rrf which is given by an open, bounded, and path-

connected domain. Assume that the interior of the closure of 0 differs from Q by 
a finite set of sufficiently smooth hypersurfaces Yj, j = \,...,n. This means that 
with F := Uj=i Tj we have int(cl(0)) = Q u F . We assume that the two sides of the 
body are glued together along these surfaces and that the glue is softer than the 
material itself. Upon loading, some parts of the glue may break and thus lose its 
effectiveness. The remaining fraction of the glue which is still effective is denoted 
by the internal state function z : Y —r [0,1]. 

We let Z = { z : Y —r [0,1] | z measurable} C X = L1(F). The dissipation 
distance T>(zo,zi) is proportional to the amount of glue that is broken from state 
zo to state zi: 

T>(zo, zi) = cx> Jr zo(y)—zi(y)da(y) for z0 > zi and + 00 else. 

Here we explicitly forbid the healing of the glue by setting T> equal 00, if zo 2 zi-
The energy is given by the elastic energy in the body, the elastic energy in the 

glue, and the potential of the external loadings: 

£(t,<i>,z) = JnW(D^dx + Jrz(y)Q(y,[4>ir(y))da(y) - <4xt(*),$, 

where for y e F the vector [<^]r(y) denotes the jump of the deformation <f> across 
the interface F and Q(y, •) is the potential for the elastic properties of the glue. 

For simplicity we assume further that W provides linearized elasticity and Q 
is quadratic is well, then there is a unique minimizer <f> = $(t,z) £ H1(Q,Rrf) of 
£(t, -,z). It can be shown that the mapping $(t, •) : Z c L1(F) —r H1(Q,Rrf) is com­
pact, which implies that the functional l(t, •) : Z —¥ [0, oo[ is s-weakly continuous 
with respect to the L1-topology on Z. For the latter argument it is essential that 
z appears only linearly in the definition of £(t, <j>, z). Theorem (3.3) with condition 
(a) provides the existence of solutions. 
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4.3 Elasto-plasticity 
The above theory can be applied to linearized elasto-plasticity, see [1, 13]. Here 

we want to report on recent results concerning elasto-plasticity with finite strain. 
However, for this application the abstract existence theory is not yet available. 

Elasto-plasticity with finite strains is based on the multiplicative decomposi­
tion of the deformation gradient F = D(f> in the form D(f> = Fe ia s t-P - 1 where the 
plastic transformation P lies in the Lie group SL(d) = { P £ Rdxd | det P = 1}. The 
internal variable has the form z = (P,p) £ Z where p £ Rk denotes the hardening 
parameters. We refer to [1, 13, 12] for mechanical motivations and mathematical 
details. For simplicity, we mention here only the case without hardening where 
z = P £ SY(d) =: Z and refer to [6, 12] for more general cases. 

The important point in finite-strain elasto-plasticity is that the dissipation dis­
tance must be invariant under previous plastic deformations, i.e., D(QP0,QPi) = 
D(P0, Pi) for all Q £ SL(d). Equivalently, the infinitesimal metric A : TZ —r [0, oo] 
is left-invariant, i.e., A(P,P) = A(I,P^1P). This implies that the dissipation dis­
tance is characterized by a norm A(J, •) on sl(d) = TjSL(d) and that D(P0,Pi) 
behaves logarithmically in P0~

1Pi which introduces strong geometric nonconvexi-
ties. So far, even the solution of the incremental problem (IP) is not understood 
completely. Even in simple cases one has to expect non-attainment in (IP), which 
leads to the formation of mierostrueture. The easiest way to see the problems is to 
study the reduced energy density \I/red in (4.2). If this density is not quasi-convex, 
then there are loadings such that (IP) has no solution and relaxation techniques 
have to be employed, cf. [14]. 
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Cross-over in Scaling Laws: 
A Simple Example from Micromagnetics 

Felix Otto* 

A b s t r a c t 

Scaling laws for characteristic length scales (in time or in the model param­
eters) are both experimentally robust and accessible for rigorous analysis. In 
multiscale situations crossovers between different scaling laws are observed. 
We give a simple example from micromagnetics. In soft ferromagnetic films, 
the geometric character of a wall separating two magnetic domains depends 
on the film thickness. We identify this transition from a Néel wall to an Asym­
metric Bloch wall by rigorously establishing a crossover in the specific wall 
energy. 

1. Introduction 
Many continuum systems in materials science display pat tern formation. These 

pat terns are characterized by one or several length scales. The scaling of these char­
acteristic lengths in the material parameters and /o r in t ime are usually an exper­
imentally robust feature. These scaling laws, and their characterizing exponents, 
are of interest to theoretical physics since they express a certain universality. At 
the same time, scaling laws (rather than more detailed features) are ameanable 
to heuristic and rigorous analysis and thus are a good test for the model and a 
challenge for mathematics . 

Scaling laws and their exponents reflect a scale invariance. In a multiscale 
model, these scale invariances are broken and only approximately valid in certain 
parameter and /o r t ime regimes. The cross-over between two scaling laws reflects a 
change in the dominant physical mechanisms. In studying cross-overs, theoretical 
analysis may have an advantage over numerical simulation which has to explore 
many parameter decades and thus has to cope with widely separated length scales. 

Together with various collaborators, the author has analyzed scaling laws and 
their cross-overs in both static (variational) and dynamic models. The dynamic 
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models considered were of gradient-flow type and thus endowed with a variational 
interpretation: steepest descent in a multiscale energy landscape. The examples are 

• The branching of domains in uniaxial ferromagnets [1] (with R. Choksi and R. 
V. Kohn). Strongly uniaxial ferromagnets have only two favored magnetiza­
tion directions ("up" and "down"). The width of the corresponding domains 
decreases towards a sample surface perpendicular to the favored axis. We rig­
orously establish the scaling of the energy in the sample dimensions in support 
of this behavior. To leading order, the micromagnetic model behaves like a 
three-dimensional analogue of the Kohn-Miiller [10] model for twin branching. 

• The period of cross-tie walls in ferromagnetic films [2] (with A. DeSimone, R. 
V. Kohn and S. Müller). Cross-tie walls are transition layers between domains 
in ferromagnetic films. They display a periodic structure in the tangential 
direction. The experimentally observed scaling of the period in the material 
parameters is not well-understood [9]. In this paper, we present a combination 
of heuristic and rigorous analysis which reproduces the experimental scaling 
and thus identifies the relevant mechanism. 

• The rate of capillarity-driven spreading of a thin droplet [6] (with L. Gia­
comelli). Here, the starting point is the lubrication approximation. The scale 
invariant version of the model is ill-posed and has to be regularized near the 
contact line, e. g. through allowing finite slippage. In this paper, we rigorously 
derive a scaling law for the spreading of the droplet in an intermediate time 
regime. This scaling law depends only logarithmically on the length scale in­
troduced by the regularization, in agreement with a conjecture of de Gennes 
[5]. 

• The rate of coarsening in spinodal decomposition [11] (with R. V. Kohn). 
Spinodal decomposition is usually modelled by a Cahn-Hilliard equation. In 
the later stages, it is experimentally observed that the phase distribution 
coarsens in a statistically self-similar fashion. In this paper, we rigorously 
prove upper bounds for this coarsening process. The exponents are the ones 
heuristically expected and depend on whether the mobility is degenerate or 
non-degenerate: t1/4 resp. t1/3. In [3], we predict a cross-over for almost 
degenerate mobility due to a change in the coarsening mechanism. 

• The first-order correction to the Lifshitz-Slyozov-Wagner theory for Ostwald 
ripening [7] (with A. Honig and B. Niethammer). Ostwald ripening describes 
the late stage of spinodal decomposition in an off-critical mixture (volume 
fraction of one phase <j> -C 1). The minority phase then consists of several 
particles immersed in a matrix of the majority phase. The particles are ap­
proximately spherical and don't move—the Lifshitz-Slyozov—Wagner theory-
describes the evolution of the radii distribution. There is a major interest 
in identifying the next-order correction term in <j>. We rigorously show that 
there is a cross-over in the correction term from ç!)1/3 to (p1/2 depending on 
the system size. 

Our method to rigorously analyze these scaling laws in a multiscale model 
is based on relating integral quantities (energies, average length scales, dissipation 
rates...). It is different from the more local method of matched asymptotic expan-
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sions. In particular, it differs from the latter by the absence of a specific Ansatz. In 
order to relate the integral quantities in our Ansatz-free approach, we need interpo­
lation inequalities. These interpolation inequalities encode the competition of the 
dominant physical mechanisms in a scale-invariant fashion (e. g. the competition 
between driving energetics and limiting dissipation or between bulk and surface en­
ergy). Hence tools from pure analysis are here employed in a more applied context. 

In order to illustrate this set of ideas, we present a simple application. 

2. An example from micromagnetics 
According to the well-accepted micromagnetic model, the experimentally ob­

served ground-state of the magnetization m is the minimizer of a variational prob­
lem. We are interested in transition layers ("walls") between domains in a film 
of thickness t in the (xi,#2)-plane. We assume that the in-plane axis m2 is fa­
vored by the crystalline anisotropy so that domains of magnetization m = (0,1,0) 
or m = (0 ,-1,0) form. In order to avoid "magnetic poles", the walls separating 
such domains are parallel to the i2-axis. We are interested in their specific en­
ergy per unit length in x2-direction. Hence the admissible magnetizations m are 
^-independent and connect the two end-states 

m = m(xi,xz) £ S2 for (xi,x%) £ 0 := (^oo,oo) x ( — 

and limXl^r±00rn2(xi,xz) = ± 1 . 

The specific energy, which is to be minimized, is given by 

t_ ì^\ 
2 ' 2' (2.1) 

E(m) = d2 \X/m,\2 d2x + Q j (mf + ml) d2x + / |V«|2d2a:, (2.2) 
JQ Jn JR2 

where V refers to the variables x = (xi,xs). Here the first term is the "exchange 
energy", the second term comes from crystalline anisotropy and favors the m2-axis. 
The last term is the energy of the stray-field hs = —Vu determined by the static 
Maxwell equations 

V x hs = 0 and V • (hs + rn) = 0, 

which are conveniently expressed in variational form for the potential u 

[ m-V(d2x = [ Vu-V(d2x for all ( £ C™(R2). (2.3) 
Jn JR2 

We see that both "volume charges" ( V • m in Q) and "surface charges" (7713 on 
90) generate the field hs and thus are penalized. Since the energy density, i.e. 
|V«|2, depends on m through (2.3), the problem is non-local. The constraint of 
unit length, see (2.1), makes the variational problem nonconvex. 

The model is already partially non-dimensionalized: The magnetization m and 
the field ^ V « are dimensionless, but length is still dimensional. In particular, d has 
dimensions of length (the "exchange length" ) and Q is dimensionless (the "quality 



832 Felix Otto 

factor"). Hence the model has two intrinsic length scales (material parameters), 
namely d and d/Q2, and one extrinsic length scale (sample geometry), namely t. 
Despite its simplicity, it is an example of a multiscale model and we expect different 
regimes depending on the two nondimensional parameters Q and | . 

We will focus on the most interesting regime of "soft" materials (i. e. with low 
crystalline anisotropy) and thicknesses t close to the exchange length d 

Q « 1 and Q « (^)2 « Q"1 . (2.4) 

Numerical simulation suggest a cross-over within this range [9, Chapter 3.6,Fig. 
3.81]: 

• For thin films: "Néel walls" (see [9, Chapter 3.6 (C)]), whose geometry is 
asymptotically characterized by 

OTTI 
—— = 0 and rn3 = 0 =^> m = (cos#(;Ei),sin#(;Ei),0). (2.5) 
dx3 

• For thick films: "Asymmetric Bloch walls" (see [9, Chapter 3.6 (D)]), whose 
geometry is asymptotically characterized by 

—Vu = 0 => V • m = 0 in 0 and rriz = 0 on 9 0 
=^> (mijffîj) = (—Q£-,Q£-) for a tp with tp = 0 on 90 . ^ ' ' 

This cross-over in the wall geometry is reflected by a cross-over in the scaling of 
the specific wall energy E. Our proposition rigorously captures this cross-over in 
energy. 

Proposition 1 In the regime (2.4) we have 

for (j,)2 > I n i 
min E (m) ~ t f2 i , (i)2 , j _ } . 2.7) 

m,ati,fi,, 2.1) t ]n_t2_ Ior \d> < m Q I 
(. ì n Qd2 ~ 

By >, < we mean > resp. < up to a generic universal constant and ~ stands 

for both > and <. This scaling qualitatively agrees with the numerical study of the 

energy cross-over in the thickness 1 given in [9, Fig 3.79]. 
Upper bounds are proved by construction. Here we make the Ansatz (2.5), 

resp. (2.6), and let ourselves be inspired by the physics literature for the details of 
the construction. The matching lower bound in (2.7) states that one cannot beat the 
Ansatz—at least in terms of energy scaling—by relaxing the geometry assumptions 
(2.5) or (2.6). Therefore Proposition 1 is a validation of the predicted cross-over in 
the geometry. We call this type of analysis Ansatz-free lower bounds. 

1 the n-axis corresponds to | , the y-axis to J^ , and Q = 0.00025 
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3. Proof 
The upper bound in Proposition 1 comes from the following two lemmas. We 

only sketch their proof since our main focus is on lower bounds. 

Lemma 1 For ( | ) 2 -C Q^1 there exists an m of the form (2.6) with 

E(m) ~ d2. (3.8) 

Lemma 2 For ( | ) 2 >• Q there exists an m of the form (2.5) with 

E(m) ~ t2 In"1 - ^ . (3.9) 

For the lower bound we need to estimate the components mi and rriz by E. 
In Lemma 3 we control «13 by the stray-field and exchange energy. More precisely, 
the stray-field energy penalizes «13 on 90 in a weak norm. We interpolate with the 
L2(0)-control of Vm to obtain L2(0)-control of 7713. In Lemma 4 we control the 
vertical average rfii of mi by stray-field, exchange, and anisotropy energy. More 
precisely, the penalization of V • m through the stray-field energy yields a penal­
ization of ^ j 1 in a weak norm. We interpolate with the L2(0)-control of Vm 
(exchange) to obtain an estimate on the variation of rfii. We then interpolate with 
the L2(0)-control of mi (anisotropy) to obtain L°°(_R)-control of mi. 

Lemma 3 We have for any m satisfying (2.1) 

m\d2x < (l + (J)2) E(m). (3.10) 

Lemma 4 In the regime ( | ) 2 >• Q we have for any m satisfying (2.1) 

sup m2(xi) < ( —^ In —— + — j E(m). (3.11) 
xi€(-oo,oo) ~ V*" Q d" a-J 

Proof of Lemma 1. The construction is due to Hubert [8]. We nondimen-
sionalize length by t, i. e. t = 1. One can construct2 a smooth ip: 0 —r R with 

|V^>|2 < 1 in 0, tp = 0 on 9 0 and for Ia:i| >• 1, 

such that there exists a curve 7 C 0 with 

7 connects (0, —£) to (0, | ) and |V^>|2 = 1 on 7. 

In line with the Ansatz (2.6), we define m: 0 —r S2 via 

(roi'ro3) = ( - ^ ' ^ ' m2 = { + } Vi-ivvp { ri^t }of7. 
2Indeed, one possible recipe is to start from ip(x) = -̂ — [ar| and to modify tp outside of a 

neighborhood of the curve 7 = I ( \ \ l \ — x\ , x-2 ) \ x-2 £ [— | , | ] [ . 
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Only exchange and anisotropy contribute to the energy: 

E(m) ~ d2 + Q, 

which turns into (3.8) in the regime under consideration. 
Proof of Lemma 2. Making the Ansatz (2.5), the energy simplifies to 

/•oo j r-oo ,• 
E(m) = d2t \ — \2dxi+Qt mjdxi+ \Vu\2d2x (3.12) 

J— oo nXi i —oo JR2 

< t2 <— / K-(——)2 dxi H / m?da;i+ / \VU\2 d2x 
{ t J_œ 1 - mi dxi t J_œ JR2 

where U is the harmonic extension 3 of mi from {x3 = 0} onto i? J . Hence (3.12) 
holds for any extension U of mi. We now have to construct U such that its restric­
tion mi satisfies mf (0) = 1 in order to allow for the sign change of m2. JR2 \VU\2 iPx 
just fails to control the L°°-norm of U and thus of mi—the counterexample involves 
a logarithm which we also use in this construction. The logarithm is cut off at the 

,2 f 

length scales j « ^ : 

-iQd2 / . r , Q | x | , 9 , (Q(P • — lnymm{(—) 2 + ( — U(x) = ln-1^lnl/min{(^)2 + ( ^ ) 2 , l } . 

An elementary calculation shows (3.9) for mi ( i i ) = U(xi,0). A more detailed 
analysis of the reduced variational problem (3.12) is in [4, 13]. 

Proof of Lemma 3. We rewrite (2.3) as 

m,z ——d2x = / ————d2x + / ————d2x + / ——Cd2x (3.13) 
fi dx3 JR2 dx3 dx3 JR2 dxi dxi JQ dxi 

and choose the test function 

((xi,x3) = m3(xi)r)(x3) where x3 = tx3 

and n £ C^°(R) is chosen such that -^~(x3) = 1 for x3 £ ( — \, \) in order to have 

dC 1 dri 1 t t 
-^—(xi,x3) = -m3(xi)—-(x3) = -m3(xi) for x3 £ (--,-). 
dx3 t dx3 t 2 2 

Hence the term on the 1. h. s. of (3.13) turns into 

9c * _ r _2 
m3——d^x = I m3dxi (3.14) 

a dx3 J_00 

and the first term on the r. h. s. of (3.13) is estimated as follows 

du d( 2 — — u x 
R2 dx3 dx3 /

ÓlJ 1 

(——)2 d2x - I midxi 
R2Kdx3' t ' 3 

< [-E f mjdxi) . (3.15) 

3 The inequality fR2 I V M | 2 d2x < i2 fR2 I Vt / | 2 d2x can best be seen by expressing both integrals 
in terms of the Fourier transform mi(fei) of m i ( i i ) . 
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The two remaining terms are also easily dominated: 

du d( 
2 dxi dxi 

d^x 

dm 
dxi 

(d^x 

< 

< 

< 

< 

(^L)2d2xt r (c^?dx, 
/j2 OXi J—oo 0/X\ 

R? 
(^-)2d2x l(^)2d2x) < -,E, (3.16) 

dm3, 

n dxi 
1 
d 

0TH 
(——)2d2xt I m^dxi 

R2 dxi 

t 
d2 m\ dxi 

Collecting (3.14)^(3.17) and using the Cauchy-Schwarz inequality gives 

E. mldxi < ( - + - + — ) E < 
t d d2 t d2 

(3.17) 

(3.18) 

On the other hand, we use Poincaré inequality in the a^-direction which we 
integrate over xi £ (^oo,oo) 

/ — \2 J 2 , ,2 / / ÖTO3 ^ 2 j 2 ^ /^\2TP 

(m3 — m3) d x < t / (——) d x < (-) E. 
dx3 d 

(3.19) 

Now (3.18) and (3.19) combine as desired into (3.10). 
Proof of Lemma 4. In the first step we establish for 0 < p -C I and 

0 < Ci - Ii < (-
2 

j rii+p j rii / Y £ 
— I mi dxi / mi dxi < 
P J ii P J li -p 

In-
1 

Jt E. (3.20) 

In order to establish (3.20), we construct an appropriate test function ( for (2.3). 
We first define ( on the strip R x ( —£, | ) as piecewise linear 

((xi,x3) 
-p (Ci - xi + p) Ci 

£i + p < Xi 
< Xi < Ci + P 

l l < Xi < Ci 
1
p(xi-ii+ p) Ii - p < Xi < Ii 

( is just defined such that 

m • V(d2x 

xi < Ci - P 

t fil+p_ , t fÇl _ , 
• - / mi « i i H— / mietei. 
P Jii P Jii -p 

(3.21) 

(3.22) 

For the r. h. s. of (2.3) we have to extend ( onto all of R^: We harmonically 
extend ( on the upper and lower half-plane R x ( | ,+oo) resp. R x (—oo, —|) . We 
claim 

/ [VCI2d2a: < l n - + - . 
JR2 P P 

(3.23) 
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This yields the following estimate of the r. h. s. of (2.3) 

V« • V(d2x < \Wu\"d"x / |VÇ|"dJx 
R2 JR2 

< £ In 
£ t 
- + -
P P 

Obviously (3.22) & (3.24) yields (3.20). 
We now argue in favor of (3.23). On the strip R x ( —|, | ) we have 

i r r / » 2 j 2 C3-21) o j - / \2 & 
\VC\ dx = 2tp(-) ~ ~-FXp> p 

(3.24) 

(3.25) 

The Dirichlet integral of the harmonic extension is estimated in terms of its bound­
ary value as follows 

\VC,Y cPx 
oo 1 /»OO 1 

'fix(|,+oo) JQ ^ 3 J-oo 

see [12, Théorème 9.4, Théorème 10.2]. Since 

(C(xi +x3,-) -C(xi,-))2dxi ~ 

(C(xi + x3, -) - ((xi, -))2 dxi dx3, 

( £ £ < x3 

x3 p < x3 < £ 

x3 < p ±3. 
P 

this yields 
£ 

\V(\2 d2x < In - . 
'fix(|,+oo) 

Now (3.25) and (3.26) combine into (3.23). 
,2 ~ 

In the second step, we establish for £ >• ^- and 0 < £i — £i < £ 

\mi((,i) -mi(ii)\2 < f^hi —-Hj^J E. 

(3.26) 

(3.27) 

For this, we observe that 

PJix 
mi (xi ) dxi — mi (£i ) < P 

dWn 2 
(——) etei 

ctei 

< MM**-* ~¥tE' 

so that together with (3.20) we obtain 

K(Ci)^mi(Ci)h< ! a - p , ßt , d2t 

llJ 1 
E. 
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We now balance the first and last term by choosing p = ^- < £ and so obtain (3.27). 

In the last step, we show (3.11) for -J-^ >• 1. For this we observe tha t 

ml dxi < - / ml d"x < —— E. 
-oo * Jn Qt 

Hence we obtain together with (3.27) for arbitrary £i £ (—oo, oo) 

I rii+2 i fii + 2 
mi(Ci)2 < 7 / mfetei + - r / (mi(Ci) - nïi(xi))2 etei 

/ J . J. <, & J. \ .^ 

< iQFt + ^hi^ + ^)K 

Choosing £ = 4 >• ^-, we balance the two first terms and so obtain (3.11). 
P r o o f of P r o p o s i t i o n 1. It remains to establish the lower bound. For further 

reference we remark tha t by Poincaré 's inequality 

(mi-mi(0))2d2x <t2 f \Vmi\2d2x < (U2 E. (3.28) 
( - f , f ) x ( - f , f ) ~ Ja ~ d 

According to (2.1), we have in particular l imX l_>± 0 Om2(xi) = ± 1 and thus there 
exists an £i with m2(Çi) = 0. W. 1. o. g. we assume £i = 0 so tha t m 2 (0) = 0. 
According to (3.28) we obtain 

mld2x <(-1)
2E. (3.29) 

(-f , f)x(-f ,f) ~ a 

Furthermore, we have according to Lemma 3 

m2
3d

2x < [l + df] E. (3.30) 
(-f ,f)x(-f ,f) ~ v d 

Since 1 — mf = mf. + m§, the estimates (3.29) & (3.30) imply 

( l ^ m f ) d 2 a : < ( 1 + (-)2) E. 
( - | , | ) x ( - | , | ) ~ \ d 

In view of (3.28), this localizes to 

l ^ m i ( 0 ) 2 < ( ! + ! ) £ . (3.31) 

On the other hand, we have by Lemma 4 

I t 2 1 
™l(°)2 < [^2hìQ-p+-j2Ì E (3-3 2) 
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provided ( | ) 2 >• Q. Combining (3.31) and (3.32), we obtain 

l<{h*{* + hï)E~{T^{* + h\E- (3-33) 
Since we have by elementary calculus that 

(3.33) is equivalent to the lower bound in (2.7). 
Acknowledgments. The author thanks A. DeSimone, Weinan E. , R. V. Kohn, 
and S. Müller for many stimulating discussions on micromagnetics. 
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Mathematical Modelling of 
the Cardiovascular System 

A. Quarteroni* 

Abstract 

In this paper we will address the problem of developing mathematical models for 
the numerical simulation of the human circulatory system. In particular, we will focus 
our attention on the problem of haemodynamics in large human arteries. 

2000 Mathematics Subject Classification: 93A30, 35Q30, 74F10, 65N30. 
Keywords and Phrases: Haemodynamics, Partial differential equations, Finite ele­
ments, Fluid structure interaction. 

1. Introduction 
The simulation of not only the physiological functioning of the blood circulatory 

system, but also of specific pathological circumstances is of utmost importance since car­
diovascular diseases represent the leading cause of death in developed countries, with a 
tremendous medical, social and economic impact. 

In the cardiovascular system, altered flow conditions, such as flow separation, flow 
reversal, low and oscillatory shear stress areas, are recognised as important factors in the 
development of arterial diseases. A detailed understanding of the local haemodynamics, 
the effect of vascular wall modification on flow patterns and its long-term adaptation to 
surgical procedures can have useful clinical applications. Some of these phenomena are 
not well understood, making it difficult to foresee short and long term evolution of the 
disease and the planning of the therapeutic approach. In this context, the mathematical 
models and numerical simulations can play a crucial role. 

Blood flow interacts both mechanically and chemically with the vessel walls. The me­
chanical coupling requires algorithms that correctly describe the energy transfer between 
the fluid (typically modelled by the Navier-Stokes equations) and the structure of the vessel 
wall. On the other hand, the flow equations can be coupled with appropriate models that 
describe the wall absorption of bio-chemicals (e.g. oxygen, lipids, drugs, etc.) and of their 
transport, diffusion and kinetics. Numerical simulations of this type may help to understand 

*MOX, Department of Mathematics, Politecnico di Milano, Italy and Institute of Mathematics (IMA), EPFL, 
Lausanne, Switzerland. E-mail: alfio.quarteroni@epfl.ch 
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the modifications in bio-chemical exchanges due to an alteration of the flow field caused, 
for instance, by a stenosis (i.e. a localised narrowing of a vessel lumen, normally due to fat 
accumulation). 

The simulation of large and medium-size arteries is now sufficiently advanced so to 
envisage the applications of computer models to medical research and, in a medium range, 
to everyday medical practise. For instance, simulating the flow in a coronary by-pass may 
help understanding the extent at which its geometry influences the flow and in turn the 
post-surgery evolution. Also the study of the effects of a vascular prosthesis as well as the 
study of artificial valve implants are areas which could benefit from a sufficiently accurate 
simulation of blood flow field. 

In this paper we review the principal mathematical steps behind the derivation of the 
coupled fluid-structure equations which model the blood flow motion in large and medium-
sized arteries. Then we mention the way geometrical multiscale models, that combine 
mathematical models set up in different spatial dimensions, can be conveniently used to 
simulate the whole circulatory system. 

2. The coupled fluid-structure problem 
In this section we will treat the situation arising when the flow in a vessel interacts 

mechanically with the wall structure. This aspect is particularly relevant for blood flow 
in large arteries, where the vessel wall radius may vary up to 10% because of the forces 
exerted by the flowing blood stream. 

We will first illustrate a framework for the Navier-Stokes equations in a moving do­
main which is particularly convenient for the analysis and for the set up of numerical solu­
tion methods. 

2.1. The Arbitrary Lagrangian Eulerian (ALE) formulation of the 
Navier-Stokes equations 

Navier-Stokes equations are usually derived according to the Eulerian approach where 
the independent spatial variables are the coordinates of a fixed Eulerian system. When 
considering the flow inside a portion of a compliant artery, we have to compute the flow 
solution in a computational domain Q t varying with time. 

Figure 1: A simple model of a section of an artery. The vessel wall Y f 
is moving. The location along the z axis of Y" and Yf*' are fixed. 

The boundary of (it may in general be subdivided into two parts. The first part coin­
cides with the physical fluid boundary, i.e. the vessel wall Y f (see Fig. 1), which is moving 
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under the effect of the flow field. The other part of diit corresponds to artificial boundaries 
which delimit the region of interest from the remaining part of the cardiovascular system. 

The “artificial” boundaries are the inlet and outlet (or, using the medical terminology, 
the proximal and distal) sections, here indicated by Y" and Yf*', respectively. The location 
of these boundaries is fixed a priori. More precisely, Y" and Ff* may change with time 
because of the displacement of Yf, however they remain planar and their position along 
the vessel axis is kept fixed. In this case the Eulerian approach becomes impractical. 

A possible alternative would be to use the Lagrangian approach, where we identify 
the computational domain on a reference configuration Qo, e.g. that at the initial time 
t = 0, and the corresponding domain in the current configuration will be provided by the 
Lagrangian mapping 

sit = nCt = jCt(üo), t > o, (2.1) 
which describes the motion of a material particle and whose time derivative is the fluid 
velocity. Since the fluid velocity at the wall is equal to the wall velocity, the Lagrangian 
mapping effectively maps YQ to the correct wall position Yf at each time t. However, the 
artificial boundaries in the reference configuration, say Y " and Fg*, will now be transported 
along the fluid trajectories. This is unacceptable, particularly for a relatively large time 
interval as Sit rapidly becomes highly distorted. 

A more convenient situation is the one when, even if the wall is moving, one keeps 
the inlet and outlet boundaries at the same spatial location along the vessel axis. With 
that purpose, we introduce the Arbitrary Lagrangian Eulerian (ALE) mapping At '• Qo —r 
n.4j, Y —r x.(t, Y) = At(Y), which provides the spatial coordinates (t, x) in terms 
of the so-called ALE coordinates (t,Y), with the basic requirement that At retrieves, at 
each time t > 0, the desired computational domain, iit = fi_4t = At(Slo), t > 0. 

The ALE mapping should be continuous and bijective in Qo. Once given, we may 
define the domain velocity field as 

w = ^ * o ^ - 1 , (2.2) 

where the composition operator applies only to the spatial coordinates. The ALE time 
derivative of a function / : J x ï i j - > 1 , which we denote by ^ j r / , is defined as 

DA DA dì 
— / : J x O ( - > l , — / = -± o AT1. (2.3) 
Dt Dt dt * 

This definition is readily extended to vector valued functions. The ALE derivative is related 
to the Eulerian (partial) time derivative by the relation 

DA df 

where the gradient is made with respect to the x-coordinates. 

The Navier-Stokes equations may be formulated in order to put into evidence the 
ALE time derivative, obtaining 

^ u + [(u - w) • V] u + Vp - divT(u) = f, 
i n u t , t > 0 , (2.5) 

divu = 0, 
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where T is the Cauchy stress tensor, which for Newtonian fluid is given by T = i/(Vu + 
Vu T ) , being v the blood kinematic viscosity. 

When considering small vessels, accounting for non-Newtonian behaviour of blood 
becomes crucial. In that case the functional dependence of T on u becomes more complex, 
see for instance [18]. 

2.2. The structure model 

The vascular wall has a very complex nature and devising an accurate model for its 
mechanical behaviour is rather difficult. Its structure is indeed formed by many layers with 
different mechanical characteristics [8, 11], which are usually in a pre-stressed state. More­
over, experimental results obtained by specimens are only partially significant. Indeed, the 
vascular wall is a living tissue with the presence of muscular cells which contribute to its 
mechanical behaviour. It may then be expected that the dead tissue used in the laboratory 
will have different mechanical characteristics than the living one. Moreover, the arterial 
mechanics depend also on the type of the surrounding tissues, an aspect almost impossible 
to reproduce in a laboratory. As we have already pointed out, the displacements cannot be 
considered small (at least in large arteries where the radius may vary up to a few percent 
during the systolic phase). Consequently, an appropriate model for the structure displace­
ment ?7 reads 

d2V ,. , dr] 

where Qf indicates the current configuration and a is the Cauchy stress tensor. The latter 
may depend on the structure velocity because of viscoelasticity. A full Lagrange formula­
tion for the structure on a fixed reference configuration Q g may be obtained by the usual 
Lagrange and Piola transformation (see, e.g., [2]). A general framework to derive constitu­
tive equations for arterial walls is reported in [11]. 

It is the role of mathematical modelling to find reasonable simplifying assumptions 
by which major physical characteristics remain present, yet the problem becomes compu­
tationally actractive. In particular, a simpler model may be obtained by considering only 
displacements in the radial direction and a cylindrical geometry for the vessel. Furthermore 
if we neglect the geometrical non-linearities (which correspond to assume small displace­
ments), as well as the variations along the radial directions (small thickness assumption) 
we obtain the following “generalised string model” [16, 14] for the evolution of the radial 
displacement n = R — Ro, 

— ^ diver(77,—) = f, i n t t s
t , t > 0 , 

d2n d2n dzn 
~d¥ ~ alh2 + n ~ °~dtd~z - aTT7ï + brl^ c 1 ^ = H, in F™, t > 0, (2.6) 

where a > 0 and 6 > 0 are parameters linked to the vessel geometry and mechanical 
characteristics, c > 0 is a viscoelastic parameter and H is a forcing term which depends on 
the action of the fluid, as we will see in (2.7). More details as well as the derivation of this 
model are found in the cited references. 

Here YQ is the reference configuration for the structure 

T% = {(r,e,z) : r = R0(z), 9 £ [0,2TT), Z £ [0,L]}, 
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where L indicates the length of the arterial element under consideration. In our cylindrical 
coordinate system (r,9,z), the z coordinate is aligned along the vessel axes and a plane 
z = z (= constant) defines an axial section. 

2.3. Coupling with the structure model 

We now study the properties of the coupled fluid-structure problem, using for the 
structure the generalised string model (2.6). We will take n always to be the outwardly 
vector normal to the fluid domain boundary. Furthermore we define g as the metric function 
so that the elemental surface measure da on F f is related to the corresponding measure dao 
on YQ by da = g dao. 

We will then address the following problem: For allt > 0, ßndu, p , n such that 

u,p satisfy problem (2.5), 

n satisfies problem (2.6), 

vL°At=d^er, onF», (2.7) 

H = g^r[(p-po)n-T(u)-n]-er onF». 

Here, po is the pressure acting at the exterior of the vessel, e r is the radial unit vector, pw 

and p are the wall and fluid densities, respectively, while ho is the wall thickness. The 
system is complemented by appropriate boundary and initial conditions. 

We may then recognise the sources of the coupling between the fluid and the structure 
models, which are twofold. In view of a possible iterative solution strategy, the fluid solu­
tion provides the value of H, which is function of the fluid stresses at the wall. On the other 
hand, the movement of the vessel wall modifies the geometry on which the fluid equations 
must be solved, besides providing Dirichlet boundary conditions for the fluid velocity in 
correspondence to the vessel wall. 
Remark 2.1. We may note that the non-linear convective term in the Navier-Stokes equa­
tions is crucial to obtain the well-posedness of the coupled problem, because it generates 
a boundary term which compensates that coming from the treatment of the acceleration 
term. These two contributions are indeed only present in the case of a moving boundary. 
See [14] and[1]. 

2.4. Numerical solution of the coupled fluid-structure problem 

In this section we describe an algorithm that at each time-level allows the decoupling 
of the sub-problem related to the fluid from that related to the vessel wall. As usual, tk, 
k = 0,1,... denotes the k-th discrete time level; At > 0 is the time-step, while vk is the 
approximation of the function (either scalar or vector) v at time tk. 

The numerical solution of the fluid-structure interaction problem (2.7) will be car­
ried out by constructing a proper finite element approximation of each sub-problem. In 
particular, for the fluid we need to devise a finite element formulation suitable for mov­
ing domains (or, more precisely, moving grids). In this respect, the ALE formulation will 
provide an appropriate framework. 
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To better illustrate the situation we refer to Fig. 2 where we have drawn a 2D fluid 
structure interaction problem (only the upper portion of the vessel is reported). For the sake 
of simplicity we have considered only a two-dimensional fluid structure problem, yet the 
algorithm here presented may be readily extended to more complex situations and three 
dimensional problems. 

r 

0 

- F T - ^ 
Ot R0 

L z 

T h
s 

Figure 2: A simple fluid-structure interaction problem. On the left the 
domain definition and on the right the discretized vessel wall corre­
sponding to a possible value of nn. 

Figure 3: The triangulation used for the fluid problem at each time t is 
the the image through a map At of a mesh constructed on QQ. 

The structure on YQ will be discretized by means of a grid Tt
s
h and employing piece-

wise linear continuous (P1) finite elements to represent the approximate vessel wall dis­
placement nn. The position at time t of the discretized vessel wall boundary, correspond­
ing to the discrete displacement field rjh(t), is indicated by Yfh. Consequently, the fluid 
domain will be represented at every time by a polygon, which we indicate by £lt,h. Its 
triangulation Tt h will be constructed as the image by an appropriate ALE mapping At of 
a triangulation TQ h of Qo, as shown in Fig. 3. Correspondingly, Qt,h = At.Sio}h, where 
Qo,ft is the discretisation of Qo induced by T0fh. The trace of T0fh on YQ will coincide with 
the Tt

s
h of the vessel wall, i.e. we here consider geometrically conforming finite elements 

between the fluid and the structure. The possibility of using geometrically non-conforming 
finite elements has been investigated in [10]. 

Having at disposal the discrete displacement field nf^1 at t = tk+1 and thus the 
position of the domain boundary diitk+i h, the set up of a map Afk+i suchthat At,k+i(Tjh) 
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is an acceptable finite element mesh for the fluid domain is not a simple task. However, if 
we can assume that £lt,h is convex for all t and that the displacements are relatively small, 
the following technique, known as harmonic extension, may well serve the purpose. If X ^ 
indicates the P1 finite element vector space associated to TQ h and g^ : diio,h —t diìtk+i h 

is the function describing the fluid domain boundary, we build the map by seeking y h £ X^ 
such that 

[ Vyh:Vzh = 0 Vzh£X°h, yh = gh, on dÜ0,h, (2.8) 
Jn0 

and then setting „4^+1 (Y) = yfl(Y), VY £ Qo,ft. A more general discussion on the 
construction of the ALE mapping may be found in [5, 12] as well as in [9]. 
Remark 2.2. Adopting P1 elements for the construction of the ALE map ensures that the 
triangles of Tj.t0 are mapped into triangles, thus T^t is a valid triangulation, under the 
requirement of invertibility of the map (which is assured if the domain is convex and the 
wall displacements are small). 

As for the time evolution, we may adopt a linear time variation within each time slab 
[tk,tk+1] by setting 

t — tk t — tk+1 

At = ^ Atk+i ——At*, t£[t ,t + 1 ] . 

Then, the corresponding domain velocity w h will be constant on each time slab. 

2.4.1. The iterative algorithm 

We are now in the position of describing an iteration algorithm for the solution of the 
coupled problem. As usual, we assume that all quantities are available at t = tk, k > 0, 
provided either by previous calculations or by the initial data and we wish to advance 
to the new time step tk+1. For ease of notation we here omit the subscript h, with the 
understanding that we are referring exclusively to finite element quantities. 

The algorithm requires to choose a tolerance r > 0, which is used to test the con­
vergence of the procedure, and a relaxation parameter 0 < 9 < 1. In what follows, the 
subscript j > 0 denotes the sub-iteration counter. 

The algorithm reads: 

A1 Extrapolate the vessel wall structure displacements and velocity: 

T]^1 = nk + Atf)k, T)^1 = f)k. 

A2 Set j = 0. 
A2.1 By using nft1 compute the new grid for the fluid domain Qj and the ALE map 

by solving the harmonic extension problem (2.8). 
A2.2 Approximate the Navier-Stokes problem to compute u^f1-. andpy»^, using 

as velocity on the wall boundary the one calculated from T) 7+1 

(i+i) 
A2.3 Approximate the structure problem to compute nk+1 and fjk+1 using u + 1 

and P(t^D to recover the forcing term H. 

A2.4 Unless ' l l^ 1 - î ,*+ 1 | | L 2 ( r g - ) + [|^+1 - V^WL2^) < r, set 

it+D = HÎ)1 + (! - 0tâ+1> it+D = H/)' + (! - ^*+ 1> 
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and j •<— j + 1. Then return to step 2a. 
A3 Set 

„fc+i _ „fc+i „k+i _ fc+i 
u ~ u ( i + i ) ' P ~p(j+i)-

If the algorithm converges, then lim j-s-oo u f » 1 = u*+ 1 and lirrij-s-oo nft1 = nk+1, 
where u*+ 1 and r\k+1 are the approximate solution of the coupled problem at time step 
tk+1. 

The algorithm entails, at each sub-iteration, the computation of the equation for the 
structure mechanics, the Navier-Stokes equations and the solution of two Laplace equations 
(2.8), one for every displacement component. It is therefore quite computationally expen­
sive. Alternatively, less implicit formulations may be adopted, see for instance [13], yet it 
has been found that for the problem at hand a strong coupling between fluid and structure 
must be maintained also at discrete level in order to have stable algorithms [12]. 

3. Multiscale modelling of the cardiovascular system 

The cardiovascular system is highly integrated. In many cases, to isolate the part 
of interest from the rest of the system would require specification of point-wise boundary 
data on artificial boundary sections. These are difficult to predetermine. To account for 
the effect of the global circulatory system when focusing on specific regions we propose 
to integrate a hierarchy of models operating at different “scales”. At the highest level 
we have the full three-dimensional fluid-structure interaction problem. This will be used 
where details of local flow fields are needed. At the lowest level, we use lumped parameter 
models based on the resolution of systems of non-linear ordinary algebraic-differential 
equations for averaged mass flow and pressure. The latter models are often described by 
help of an analogy with an electrical circuit, where the voltage represents blood pressure 
and the current the flow rate. They are well fit to supply the more sophisticated models 
with the effects of the circulation in small vessels, the capillary bed, the venous system, 
as well as the action of the heart. A transition between the two extrema could be achieved 
by convenient one-dimensional models expressed by a first order non-linear hyperbolic 
system (see Fig. 4). The derivation of the one-dimensional model and a possible numerical 
implementation may be found in [6, 4, 14]. 

An analysis of the coupling between fluid-structure models and one dimensional 
models may be found in [3], while the direct coupling by lumped parameter models and 
Navier-Stokes model is found in [15, 17], the coupling between lumped parameter models 
and one-dimensional models is also treated in [7]. 
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Figure 4: An example of multiscale simulation of blood flow, with the 
interplay between three-dimensional, one-dimensional and lumped pa­
rameters models. On top we show a global model of the circulatory 
system where a coronary by-pass is being simulated by a Navier-Stokes 
fluid-structure interaction model. The rest of the circulatory system is 
described by means of a lumped parameter model, based on the solution 
of a system of ODEs, is here represented by an electrical circuit analog 
in the bottom part of the figure. 



848 A.Quarteroni 

References 

[1] H. Beirão da Veiga. On the existence of strong solutions to a coupled fluid-structure 
evolution problem. Arch. Rat. Mech. and Analysis, 2001. submitted. 

[2] P.G. Ciarlet. Mathematical Elasticity. Volume 1: Three Dimensional Elasticity, vol­
ume 20 of Studies in Mathematics and its Applications. North Holland, 1988. 

[3] L. Formaggia, J.-F. Gerbeau, F. Nobile, and A. Quarteroni. On the coupling of 3D and 
1D Navier-Stokes equations for flow problems in compliant vessels. Comp. Methods 
in Appl. Mech. Engng., 191:561–582, 2001. 

[4] L. Formaggia, D. Lamponi, and A. Quarteroni. One dimensional models for blood 
flow in arteries. Rapport de Recherche d’Analyse Numerique 03/2002, IMA-MOCS, 
EPFL, 2002. 

[5] L. Formaggia and F. Nobile. A stability analysis for the Arbitrary Lagrangian Eulerian 
formulation with finite elements. East-West J. Numer. Math., 7:105–131, 1999. 

[6] L. Formaggia, F. Nobile, and A. Quarteroni. A one dimensional model for blood 
flow: application to vascular prosthesis. In I. Babuska, T. Miyoshi, and P.G. Ciarlet, 
editors, Mathematical Modeling and Numerical Simulation in Continuum Mechanics, 
volume 19 of Lecture Notes in Computational Science and Engineering, pages 137– 
153, Berlin, 2002. Springer-Verlag. 

[7] L. Formaggia, F. Nobile, A. Quarteroni, and A. Veneziani. Multiscale modelling 
of the circulatory system: a preliminary analysis. Computing and Visualisation in 
Science, 2:75–83, 1999. 

[8] Y.C. Fung. Biomechanics: Mechanical Properties of Living Tissues. Springer-Verlag, 
New York, 1993. 

[9] L. Gastaldi. A priori error estimates for the arbitrary Lagrangian Eulerian formulation 
with finite elements. East-West J. Numer. Math., 9(2):123–156, 2001. 

[10] C. Grandmont and Y. Maday. Nonconforming grids for the simulation of fluid-
structure interaction. In Domain Decomposition Methods, 10 (Boulder, CO, 1997), 
pages 262–270. Amer. Math. Soc., Providence, RI, 1998. 

[11] G.A. Holzapfel, T.C. Gasser, and R.W. Ogden. A new constitutive framework for arte­
rial wall mechanics and a comparative study of material models. Journal of Elasticity, 
61:1–48, 2000. 

[12] F. Nobile. Numerical approximation of fluid-structure interaction problems with ap­
plication to hemodynamics. PhD thesis, École Polytechnique Fédérale de Lausanne 
(EPFL), 2001. Thesis N. 2458. 

[13] A. Piperno and C. Farhat. Partitioned procedures for the transient solution of coupled 
aeroelastic problems. part ii: energy transfer analysis and three dimensional applica­
tions. Comp. Meth. Appl. Mech. Engng., 190:3147–3170, 2001. 

[14] A. Quarteroni and L. Formaggia. Mathematical modelling and numerical simulation 
of the cardiovascular system. In N. Ayache, editor, Modelling of Living Systems, 
Handbook of Numerical Analysis (P.G Ciarlet and J.L Lions Eds.). Elsevier, Amster­
dam, 2002. (to appear). 

[15] A. Quarteroni, S. Ragni, and A. Veneziani. Coupling between lumped and distributed 
models for blood problems. Computing and Visualisation in Science, 4:111–124, 
2001. 

[16] A. Quarteroni, M. Tuveri, and A. Veneziani. Computational vascular fluid dynamics: 



Mathematical Modelling and of the Cardiovascular System 849 

Problems, models and methods. Computing and Visualisation in Science, 2:163–197, 
2000. 

[17] A. Quarteroni and A. Veneziani. Analysis of a geometrical multiscale model based 
on the coupling of ODE’s and PDE’s for blood flow simulations. Technical Report 4, 
MOX, Department of Mathamatics, Politecnico di Milano, Italy, June 2002. submitted 
to SIAM J. Multiscale Model. Sim. 

[18] K.R. Rajagopal. Mechanics of non-newtonian fluids. In G. Galdi and J. Necas, ed­
itors, Recent Developments in Theoretical Fluid Mechanics. Pitman Research Notes 
in Mathematics (291) - Longman, 1993. 



ICM 2002 • Vol. Il l • 851^860 

Analysis of Some Singular Solutions 
in Fluid Dynamics* 

Zhouping Xin* 

Abstract 

Studies on singular flows in which either the velocity fields or the vorticity 
fields change dramatically on small regions are of considerable interests in 
both the mathematical theory and applications. Important examples of such 
flows include supersonic shock waves, boundary layers, and motions of vortex 
sheets, whose studies pose many outstanding challenges in both theoretical 
and numerical analysis. The aim of this talk is to discuss some of the key issues 
in studying such flows and to present some recent progress. First we deal with 
a supersonic flow past a perturbed cone, and prove the global existence of a 
shock wave for the stationary supersonic gas flow past an infinite curved and 
symmetric cone. For a general perturbed cone, a local existence theory for 
both steady and unsteady is also established. We then present a result on 
global existence and uniqueness of weak solutions to the 2-D Prandtl's system 
for unsteady boundary layers. Finally, we will discuss some new results on the 
analysis of the vortex sheets motions which include the existence of 2-D vortex 
sheets with reflection symmetry; and no energy concentration for steady 3-D 
axisymmetric vortex sheets. 
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1. Introduction 
Many physically interesting phenomena involve evolutions of singular flows 

whose velocity fields or vorticity fields change dramatically. Shock waves, vortex 
sheets, and boundary layer are some of the well-known examples of such singular 
flows which provide bet ter approximations for significant parts of the flow fields 
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near the physical boundaries, in the mixing layers and trailing wakes, etc., at high 
Reynolds numbers. The better understanding of the dynamics of such singular flows 
is the key in the analysis of general fluid flows governed by the well-known Euler 
(or Navier-Stokes) systems or their variants for both compressible and incompress­
ible fluids, and has been one of the main focuses for applied analysists for decades. 
Substantial progress has been made in the past in studying singular flows by either 
rigorous analysis, or numerical simulations, or asymptotic methods [18]. In particu­
lar, a rather complete theory exists for the 1-D shock wave problems, and both the 
theoretical understanding and numerical methods for 2-D smooth incompressible 
flows are quite satisfactory. Yet there are still many important issues to be settled, 
such as, the global existence of weak solutions and asymptotic structures of vari­
ous approximate solutions generated by either physical considerations or numerical 
methods for such singular flows. 

One of the fundamental problems in the mathematical theory of shock waves 
for hyperbolic conservation laws is the well-posedness of the multi-dimensional gas-
dynamical shock waves, for which the celebrated Glimm's method does not apply. 
Most of the previous studies along this line deal with either short time structural 
stability of basic fronts or asymptotic analysis and numerical simulations of dynam­
ics of shock fronts. Due to the great complexity and the lack of understanding, it 
is reasonable for one to begin with some of the physically relevant wave patterns 
where a lot of experimental data, numerical simulations, and asymptotic results are 
available. One of the basic model for such studies is the supersonic flow past a 
pointed body [4], which is one of the fundamental problems in gas dynamics. We 
first study the stationary supersonic gas flow past an infinite curved and symmetric 
cone. The flow is governed by the potential equation as well as the boundary con­
ditions on the shock and the surface of the body. This problem has been studied 
extensively by either physical experiments or numerical simulations. The rigorous 
analysis starts with the work of Courant and Friedrichs in [4], where they show that 
if a supersonic flow hits a circular cone with axis being parallel to the velocity of 
the upstream flow and the vertex angle being less than a critical value, then there 
appears a circular conical shock attached at the tip of the cone, and the flow field 
between the shock front and the surface of the body can be determined by solving 
a boundary value problem of a system of ordinary differential equations. The local 
existence of supersonic flow past a pointed body has been established recently [1]. 
Our interest is on the structure of the global solution to this problem. We show 
that the solution to this problem exists globally in the whole space with a pointed 
curved shock attached at the tip of the cone and tends to a self-similar solution 
[2]. Our analysis is based on a global uniform weighted energy estimate for the 
linearized problem. The method we developed in [2] seems to be quite effective for 
other multi-dimensional problems. Indeed, similar approach can be used to study-
unsteady supersonic flows past a curved body for both potential flows and the full 
Euler system, and we obtain the local existence of shock waves in these cases [3]. 

Another challenging problem in the mathematical theory of fluid-dynamics 
is the theoretical foundation of the Prandtl's boundary layer theory [14]. In the 
presence of physical boundaries, the solutions to the invisicid Euler system cannot be 
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the uniform asymptotic ansatz of the corresponding Navier-Stokes system for large 
Reynolds number due to the discrepancies between the no-slip boundary conditions 
for the Navier-Stokes system and the slip boundary condition for the Euler system. 
Indeed, the physical boundaries will creat vorticity and there is a thin layer (called 
boundary layer) in which the leading order approximation of the flow velocity is 
governed by the Prandtl's system for the boundary layers (see (3.1) in Section 
3). There are extensive literatures on the theoretical, numerical, and experimental 
aspects of the Prandtl's boundary layer theory [14]. Yet very little rigorous theory-
exists for the dynamical boundary layer behavior of the Navier-Stokes solutions for 
both compressible and incompressible fluids. One of the main difficulties is the 
well-posedness theory in some standard Holder or Sobolov spaces for the initial-
boundary value problems for the Prandtl's system for boundary layers which is a 
severely degenerate parabolic-elliptic system, for which the only known existence 
results are proved locally in the analytic class in [15], except the series of important 
works of Oleinik who dealt with a class of monotonie data [12]. Indeed, Oleinik 
considered a plane unsteady flow of viscous incompressible fluid in the presence 
of an arbitrary injection and removal of the fluid across the boundary. Under the 
monotonicity assumption (see (3.5) in Section 3), Oleinik proved the well-posedness 
of local classical solutions to the Prandtl's system [12]. One of the open questions 
posed in [12] is to prove the global well-posedness of solution for the Prandtl's 
system under suitable conditions. Recently, we establish a global existence and 
uniqueness of weak solutions to the 2-D Prandtl's system for unsteady boundary-
layers in the class considered by Oleinik provided that the pressure is favorable. 
This is achieved by introducing a viscous splitting method and new weighted total 
variation estimate [16,17]. See Section 3 and [16,17] for more details. 

Finally, we turn to the motion of vortex sheets, which corresponds to a singular 
inviscid flow where the vorticity field is zero except on lower-dimensional surfaces, 
the sheets, and can be characterized as inviscid flows with finite local energy and 
with vorticity fields being finite Radon measures. The study on the existence and 
structure of solutions for the inviscid Euler system for incompressible fluids with 
data in such class is of fundamental importance both physically and mathemati­
cally. Physically, vortex sheets can be used to model important flows such as high 
Reynolds number shear layers, and have many engineering applications. Mathemat­
ically, the evolution of a vortex sheets gives a classical example of ill-posed problem 
in the sense of Hadamard, a curvature singularity developes in finite time, and the 
nature of the solution past singularity formation is of great interest to know. This 
gives rise to many interesting yet challenging problems. Some of these are: Is there 
a well-posedness theory of classical weak solutions to the inviscid Euler system with 
general vortex sheets initial data? What are the structures of the approximate solu­
tions to vortex sheets motions generated by either Navier-Stokes solutions or praticai 
numerical methods (such as particle method)? Can vorticity concentration and en­
ergy defects occur dynamically? etc.. Despite the importance of these problems and 
past intensive effort in rigorous mathematical analysis, these problems are far from 
being solved. Better understanding has been achieved before singularity formation 
in the analytical setting, and studies on global weak solutions and their approxima-
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tions start with the important works of Diperna-Majda [6]. Delort observes that no 
vorticity concentration implies that a weak limit in L2 of an approximate solution 
sequences is in fact a classical weak solution to the two-dimensional Euler system, 
and thus proved the first existence of global (in time) classical weak solution to the 
2-D incompressible Euler equations with vortex sheets initial data provided that the 
initial vorticity is of distinguished sign [5]. Similar ideas have been used to study 
the convergence of approximate solutions generated by either viscous regularization 
[11] or partical methods [8,9] for vortex sheets with one sign vorticity. In the case 
that vorticity may change sign, the vortex sheets motion becomes extremely com­
plex after singularity formation. Indeed, many important features of irregular flows 
seem to be connected with interactions and intertwining of regions of both positive 
and negative vorticities. Here we consider a mirror-symmetric flow which allows 
interactions but excludes intertwining of regions of distinguish vorticity, prove that 
there is no vorticity concentrations for approximate solution of such flow, and thus 
give the first global (in time) existence of vortex sheets motion with two-sign vor­
ticity. We also consider the 3-D axisymmetric vortex motions. It is well-known 
that for smooth flows, the analysis for the axisymmetric 3-D Euler system without 
swirls is almost identifiai to that of 2-D incompressible Euler system. However, 
this parallelness breaks down for the vortex sheets motions. Indeed, we will show 
that there exist no energy concentrations in approximate solutions to vortex sheets 
motion with one-sign vorticity for steady axisymmetric 3-D Euler system without 
swirls [7]. Some partial results on unsteady axisymmetric vortex sheets motion will 
also be discussed. 

2. The supersonic flow past a pointed body 
A projectile moving in the air with supersonic speed, is governed by the inviscid 

compressible Euler systems 

dt p + div(pu) = 0, , . 
dt(pu) + div(pu <g> u) + Vp = 0, ^ ' ' 

where p,u = (ui,u2,u3) and p stand for the density, the velocity and the pressure 
respectively. We will only treat the polytropic gases so that p = p(p) = Ap1 with 
gas constant A > 0 and 1 < 7 < 3, 7 being the adiabatic exponent. 

Suppose that there is a uniform supersonic flow (ui,u2,u3) = (0,0,go) with 
constant density po > 0 which comes from negative infinity. Then the flow can 
be described by the steady Euler system. If we assume further that the flow is 
irrotational, so that one can introduce a potential function $ such that u = V$ . 

Then the Bernoulli's law implies that p = hr1 ( \q^ + h(po) — ^ |V$ |" J = H(V$), 

where h(p) is the specific enthalpy defined by h (p) = s-^-- In this case, (2.1) is 
reduced to a second order quasilinear equation 

div(H(V^)V^) = 0, (2.2) 

which can be verified to be strictly hyperbolic with respect to x3 if d3$ > c with c 
being the sound speed given by c2(p) = p (p). The flow hits a point body, whose 
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surface is denoted by m(xi,x2,x3) = 0. Since no flow can cross the boundary, the 
natural boundary condition is 

u • Vm = V $ • Vm = 0 on m(xi,x2,x3) = 0. (2.3) 

If the vertex angle of the tangential cone of the pointed body is less than a 
critical value, it is then expected that a shock front is attached at the tip of the 
pointed body. Denote by p(xi, x2,x3) = 0 the equation of the shock front, then the 
Rankine-Hugoniot conditions become 

Vp • [ i ï(V$)V$] = 0, $ is continuous, on p(xi,x2,x3) = 0. (2.4) 

Our aim is to find a solution to this free boundary value problem, (2.2)^(2.4). 
When the pointed body is small perturbation of a circular cone, the local existence 
of solution to the problem (2.2)^(2.4) has been established in [1]. Our main goal is 
to establish a global solution. However, such a global shock wave might not exist 
in general for arbitrary pointed body due to the possibility of development of new 
shock waves in the large. Thus we assume further that the pointed body is a curved 
and symmetric cone. In this case, it will be more convenient to rewrite the problem 
(2.2)^(2.4) in terms of polar coordinates (r,9,z) with r = \Jx\ + x2 and z = x3. 
Assume that the tip of the pointed body locates at the origin, the equation of the 
surface of the body is r = b(z) with 6(0) = 0, and the equation of the shock front is 
r = S(z) with S(0) = 0. Set $ = qQ z + ip(r, z). Then (2.2)- (2.4) become 

2 

((<?o + dz4>)2 -c2J d2
z<f>+^(dr<f>)2 -c2J d2

rtp+2drtp(qo + dztp)d2
ztp drtp = 0, 

(2.5) 

— (qo + dz(p)b(z) + dr(p = 0 on r = b(z), (2.6) 

-[(qo + dz<p)H]S'(z) + [dr<pH] = 0 on r = S(z). (2.7) 

Moreover, the potential ip(r,z) is continuous on the shock, so it should satisfy 
ip(S(z),z) = 0. Then in [2], we have shown that the problem (2.5)-(2.7) has a 
globally defined solution as summarized in the following theorem: 

Theorem 2.1 Assume that a curved and symmetric cone is given such that 6(0) = 
0, 6'(0) = bo, &(fc)(0) = 0, 2<k<ki, and 

\zk-Ti:(b(z)^boz)\<Eo for 0 < k < k2, z > 0 (2.8) 

with ki and k2 being some suitable integers. Suppose that a supersonic polytropic 
flow parallel to the z-axis comes from negative infinite with velocity qo, and density 
Po > 0. Then for suitably small eo, bo and q-1, the boundary value problem (2.5) 
(2.7) admits a global weak entropy solution with a pointed shock front attached at 
the origin. Moreover, the location of the shock front and the flow field between the 
shock and the surface of the body tend to the corresponding ones for the flow past 
the unperturbed circular cone r = 6QZ with the rate z~*. 



856 Zhouping Xin 

It should be noted that there are no other discontinuities in our solution besides 
the main shock. Since the deviation of the surface of the body from that of a circular 
cone is sufficiently small (see (2.8)), any possible compression of the flow will be 
absorbed by the main shock. This is the mechanism to prevent the formation of 
any new shocks inside the flow field caused by the perturbation of the body. In 
particular, our results demonstrate that self-similar solution with a strong shock is 
structurally stable in a global sense. Indeed, the key element in the proof of Theorem 
2.1 is to establish some global uniform weighted energy estimates for the linearized 
problem of (2.5)-(2.7) around the self-similar solution with a strong shock obtained 
when the pointed body is a circular cone. This is achieved by a deliberate choice 
of multipliers which must satisfy a system of ordinary differential inequalities with 
complicated coefficients due to the structure of the background self-similar solution 
and the requirement of obtaining global estimates independent of z for the potential 
function and its derivatives on the boundary as well as its interior of a domain. 

When the projectile changes its speed, or it confronts some airstream, then 
the flow around the projectile will be time-dependent. Thus, we also consider the 
unsteady supersonic flow past a pointed body. Although our analysis applies to more 
general case [3], here we will only present the result for two-dimensional polytropic, 
unsteady, and irrotational flow past a curved wedge. For simplicity in presentation, 
we also assume that both the wedge and the perturbed incoming flow from infinity-
are symmetric about xi-axis. Let x2 = b(xi) with 6(0) = 0 be the equation of the 
wedge, and x2 = S(t,xi) with S(t,xi = 0) = 0 be the equation of the shock front. 
Then in terms of the velocity potential function <j> (so that «i = di <j> and u2 = d2<j)), 
we are looking for solutions to the following initial boundary value problem 

dt(H(-cPt + ^\VçP\2))+X2
=1dXi (dXicPH(-dtcp-^\VçP\2)) =0, 

t>0,x2>bi(xi), (2.9) 

V(j)-(b'(xi),-l) = 0 on x2=b(xi), (2.10) 

[H}dtS+[HdXlV>}dXlS-[HdX2<P} = 0 on x2 = S(t,xi), (2.11) 

S(0,xi) = SQ(XI), 4>(0,xi,x2) = 4>o(xi,x2), dt4>(0,xi,x2) = 0, (2.12) 

where So(xi) and ^0(^1,^2) are suitably small perturbations of the corresponding 
shock location and potential function respectively for the steady flow. Then we 
have the following local existence result [3]. 

Theo rem 2.2 There exist positive constant öi and 82 and functions S(t,xi) and 
4>(t,xi,x2) defined on the regions {(t,xi)\0 < t < #i,0 < xi < ö2} and {(t,xi,x2)\0 
< t < #i,0 < xi < ö2,b(xi) < x2 < S(t,xi)} respectively such that (S(t,xi), 
ifi(t,xi,x2j) solves the problem (2.9) (2.12). 

3. Prandtl 's system for boundary layers 
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Consider a plane unsteady flow of viscous incompressible fluid in the presence 
of an arbitrary injection and removal of the fluid across the boundaries. In this 
case, the corresponding Prandtl's system takes the form 

dt.u +udxu +vdyu +dxp= vdyyU, dxu + dyv = 0, (3.1) 

in the region, R = {(x,y,t)\0 < x < L, 0 < y < +oo, 0 < t < T}, where v,L and 
T are positive constants. The initial and boundary conditions can be imposed as 

u\t=o = u0(x,y), u\x=o = ui(y,t), u\y=Q = 0, v\y=0 = v0(x,t), , 2^ 
limy^+00 u(x,y,t) = U(x,t), ^ ' ' 

with U = U(x,t) given as is determined by the corresponding Euler flow. The 
pressure p = p(x,t) in (3.1) is determined by the Bernoulli's law: dt U + U dx U + 
dxP=0. 

It follows from the physical ground that one may assume that 

U(x,t) > 0, uo(x,y) > 0, ui(y,t) > 0, and vo(x,t) < 0. (3.3) 

Due to the degeneracy in the Prandtl's system (3.1), the problem of well-
posedness theory of solutions to the problem (3.1)^(3.3) in the standard Holder 
space or Sobolov space is quite difficult. In a series of important works by Oleinik 
and her coauthors [12], they studied this problem under the additional assumption 
that the data are monotonie in the sense that 

dyuo(x,y) > 0, and dyui(y,t) > 0, (3.4) 

and prove that there exists a unique local classical smooth solution to the initial-
boundary value problem (3.1)^(3.3) provided that the data are monotonie in the 
sense of (3.4). Here by local we mean that T is small if L is given and fixed, 
and T is arbitrary if L is small. One of the open problem in [12] is: What are 
the conditions ensuring the global in time existence and uniqueness of solutions to 
the problem (3.1)^(3.4) for arbitrarily given LI In [16,17], we study such problem 
and establish the global (in time) existence and uniqueness of weak solutions to the 
initial-boundary value problem (3.1)^(3.4) in the case that the pressure is favorable, 
i.e., 

dxp(x,t) <0, t>0, 0<x <L. (3.5) 

More precisely, we have ([16,17]): 

Theorem 3.1 Consider the initial-boundary value problem for the 2-D Prandtl's 
system, (3.1) (3.2). Assume that the initial and boundary data satisfy the con­
straints (3.3), (3.4) and (3.5). Then there exists a unique global bounded weak 
solutions to the initial-boundary value problem (3.1) (3.2). Furthermore, these so­
lutions are Lipschitz continuous in both space and time. 

We remark here that the condition (3.5), that the pressure is favorable, is 
exactly what fluid-dynamists believe for the stability of a laminar boundary layer. 
This is also consistent with the case of stationary flows [12]. In the case of pressure 
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adverse, i.e., -^ > 0, separation of boundary layer may occur, so one would not 
expect the long time existence of solution to (3.1)-(3.3). Finally, we remark that in 
the case that (3.5) fails as in many praticai physical situations, short time existence 
of regular solution is still expected, which has not been established yet. 

4. Vortex sheets motions 
Two-dimensional vortex sheets motion corresponds to an inviscid flow whose 

vorticity is zero except on one-dimensional curves, the sheets. Thus, it is governed 
by the following Cauchy problem 

dt/w + u- Vtv = 0, u = K * tv, (A i\ 
w(t = 0,x) = w0(x)cM(R2) n ^ ( R 2 ) , ( ' 

where u = (ui,u2) is the velocity field, tv = V1- • u is the vorticity, and K is the 
Biot-Sawart kernel, and M(R2) denotes the space of finite Radon measures in R2. 
Let (u6,tv6)(tv6 = V1- • u6) be a sequence of approximate solution to (4.1) with the 
following bounds 

sup / \u^(x,t)\dx < Ci(T), sup / \u6(x,t)Ydx < C2(T,R). (4.2) 
0<t<T JR2 0<t<T J\x\<R 

Then there exist ueL°° (0,T,L2
OC(R2)) and weL°° (0,T,M(R2)) with w = 

V1- • u such that 

uf ^winM ([0, T] x R2 ) , u£ ->• u in L2
loc ([0, T] x R2 ) (4.3) 

Two main questions arise: Is (u, w) a classical weak solution to problem (4.1)? 
Does either vorticity concentration (i.e. limer_j,0+ JB \tv6(x,t)\dx > 0) or energy-
defects ( lime_s-o j|œ|<_R \u6(x,i)Ydx > ftxt<R \u(x,i)Ydx for some t > 0, R > 
0) occur? It is clear from the structure of the 2-D Euler system that no energy-
defects implies strong L2 -convergence of the velocity field and thus the existence 
of the classical weak solution to (4.1). A less obvious fact is that no vorticity 
concentration also implies the weak limit (u,w) being a classical solution to (4.1), 
which follows from the vorticity formulation of (4.1) as observed by Delort [5]. 
Then the convergence to a classical weak solution to the Cauchy problem (4.1) is 
proved for approximate solutions generated by either regularizing the initial data 
[5], or Navier-Stokes approximation [11], or vortex blob methods [8], or point vortex 
methods [9] provided that the initial vorticity is of distinguished sign. To study the 
corresponding issues for flows where interactions of regions of both positive and 
negative vorticities are allowed, in [10], we study a 2-D mirror-symmetric vortex 
sheets motion whose vorticity is a integrable perturbation of a non-negative mirror-
symmetric radon measure. Here a Radon measure p, is said to be non-negative 
mirror-symmetric (NMS) if p|R2 > 0 and p, is odd with respect to xi = 0. Then 
the main results in [10] can be summarized as 
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Theo rem 4.1 Assume that wo = pi + p2 such that picMc(R
2) H H^(R2) n 

NMS and p2eLl(R2). Then there exists a global (in time) classical solution 
(u,w)cL°° (0,T,L2(R2))®L°° (0,T,M(R2)) to the initial value problem (4.1). Fur­
thermore, this weak solution can be obtained as a limit of either a sequence of smooth 
inviscid solutions or a sequence of solutions to the Navier-Stokes system. 

It should be noted that this is the only result of existence of classical weak 
solution to (4.1) involving vorticities with different signs. This is proved by showing 
JQ supa,oeR2 fB, S) \w6(y,t)\dydt —¥ 0 as Ö —¥ 0+ uniformly in e, i.e., no vor­
ticity concentration occur any where. Theorem 4.1 also indicates that interactions 
of regions of positive and negative vorticities without interwining may not cause 
concentration in vorticity. There remain many important open problems for the 
2-D vortex sheets motion such as the existence of classical weak solution to (4.1) 
for general vortex sheets initial data, and whether energy defects occur dynamically-
even in the case of one-sign vorticity. 

Finally, we consider 3-D axisymmetric vortex sheets motions. In cylindrical 
coordinate, (r,9,z), axisymmetric solutions of 3-D Euler system have the form 

u(x,t) = ur(r,z,t)er + u (r,z,t) e$ + uz(r,z,t) ez, p(x,t) = p(r,z,t) (4.4) 

where er = (coso,sin9,0), e$ = (— sino,cos9,0), and ez = (0,0,1). The axisym­
metric flow is said without swirls if ue = 0. In this case, the vorticity field is 
given by w = V x u = we ee with tve = dru

z — dz ul', and £>t(r_1 we) = 0 with 
Dt = dt + ur dr + uz dz. Thus, for smooth data, the theory for 3-D axisymmetric Eu­
ler system without swirls is almost parallel to that of 2-D Euler equation. However, 
this similarity breaks down for vortex sheets motions. Indeed, in sharp contrast to 
the 2-D case, we show in [7] that there are no energy defects for a suitable sequence 
of approximate solutions for 3-D steady axisymmetric vortex sheets motion with 
one-signed vorticity. Precisely, we have 

Theo rem 4.2 Let (u6,p6) be smooth axisymmetric solution to the 3-D steady Euler 
system: (tr • V)u6 + Vp6 = f6, divu6 = 0, i c i 3 , for some given axisymmetric 
function f6 with f6 —*• / weakly in L1(R3). Suppose further that 

(w6) > 0, sup / \w6\dx < +00, sup / \u6Ydx < +00 (4.5) 
R3 e J R 3 

where uf = V x u6 = (uf) e$. Let u be the weak limit of u6 in L2(RZ). Then u is 
a classical weak solution to (u • V)u + Vp = f, divu = 0, l e t 3 . Moreover, there 
exists a subsequence {u6j} of {tr} such that u6j converges to u strongly in L2(R3). 

The proof of this theorem is based on a shielding method and the following 
fact which is valid for both steady and unsteady flows [7]. 

Theo rem 4.3 Let {tr } be a sequence of approximate solutions for 3-D axisymmet­
ric Euler system with general vortex-sheets data generated by either smoothing the 
initial data or Navier-Stokes approximations. Let A be the support of the defect mea­
sure associated with t r eL2([0,T] x f ) . If A # <j>, then A n {(x,t)cR? x[0,T]\r> 
0}#<^. 
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Theorem 4.3 implies that if there are no energy defects away from the sym­
metry axis, then strong L2-convergence takes place. It remains to study whether 
energy defects occur for unsteady axisymmetric 3-D Euler equations. 
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Abstract 

In this paper, we introduce a numeraire-free and original probability based 
framework for financial markets. We reformulate or characterize fair mar­
kets, the optional decomposition theorem, superhedging, attainable claims 
and complete markets in terms of martingale deflators, present a recent re­
sult of Kramkov and Schachermayer (1999, 2001) on portfolio optimization 
and give a review of utility-based approach to contingent claim pricing in 
incomplete markets. 
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1. Introduction 
A widely adopted setting for "arbitrage-free" financial markets is as follows: 

one models the price dynamics of primitive assets by a vector semimartingale, takes 
the saving account (or bond) as numeraire, and assumes tha t there exists an equiv­
alent local martingale measure for the deflated price process of assets. According to 
the fundamental theorem of asset pricing (FTAP, for short) , due to Kreps (1981) and 
Delbaen and Schachermayer (1994) if the deflated price process is locally bounded, 
this assumption is equivalent to the condition of "no free lunch with vanishing risk" 
(NFLVR for short) . However, the property of NFLVR is not invariant under a 
change of numeraire. Moreover, under this setting, the market is "arbitrage-free" 
only for admissible strategies, the market may allow arbitrage for static t rading 
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strategies with short-selling, and a pricing system using an equivalent local martin­
gale measure may not be consistent with the original prices of some primitive assets. 
In order to remedy these drawbacks, Yan (1998) introduced the numeraire-free no­
tions of "allowable strategy" and fair market. In this paper, we will further present 
a numeraire-free and original probability based framework for financial markets in 
a systematic way. 

The paper is organized as follows: In Section 2, we introduce the semimartin­
gale model, define the notion of martingale deflator. In Sction 3, we reformulate 
Kramkov's optional decomposition theorem in terms of martingale deflators, and 
give its applications to the superhedging of contingent claims and the characteriza­
tions of attainable claims and complete markets. In Section 4, we present a recent 
result of Kramkov and Schachermayer (1999, 2001) on optimal investment and give 
a review of utility-based approach to contingent claim pricing in incomplete mar­
kets. 

2. Semimartingale model and basic concepts 
We consider a security market model in which the uncertainty and information 

structure are described by a stochastic basis (0, T, P; (Tt)) satisfying the usual 
conditions with To being trivial. We call P the original (or objective) probability. 
It models the "real world" probability. 

The market consists of d (primitive) assets whose price processes (S\),i = 
1,--- ,d are assumed to be non-negative semimartingales with initial values non­
zero. We further assume that the process X]j=i &1 '1S strictly positive and that each 
SI vaniches on [T*,oo), where T^uj) = inf{t > 0 : S|(w) = 0, or S|_(w) = 0} 
stands for the ruin time of the company issuing asset i. We will see later that this 
latter assumption is automatically satisfied for a fair market, since any non-negative 
supermartingale satisfies this property. In the literature, it was assumed that all 
primitive assets have strictly positive prices. 

Let St = (Sj, • • • , Sf). Throughout the paper, we will use the following nota­
tion: 

(d X1 d 

\i=l / i=l 

By assumption, Sf is a strictly positive semimartingale. In the literature on math­
ematical finance, one often takes a primitive asset whose price never vanishes as 
numeraire. In our model, such a primitive numeraire asset may not exist. However, 
by our assumption on the model, we can always take S% as numeraire. 

2.1. Self-financing strategy 

A trading strategy is an i?rf-valued J^-predictable process 9(t) = (91(t),---, 
9d(tj), which is integrable w.r.t. the semimartingale St- Here 9%(i) represents the 
numbers of units of asset i held at time t. The wealth Wt (9) at time £ of a trading 
strategy 9 is Wt(0) = 9(t) • St, where a • b denotes the inner product of two vectors 
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a and 6. A trading strategy 9 is said to be self-financing, if 

Wt(9) = WQ(9) + j 9(u)dSu. (2.1) 
Jo 

In this paper we use notation JQ HudXu or (H.X)t to denote the integral of H w.r.t. 
X over the interval (0,t\. In particular, we have (H.X)0 = 0. 

The following theorem concerns a result on stochastic integrals of semimartin-
gales, which represents an important property of self-financing strategies. It was 
given in Xia and Yan (2002). 

Theo rem 2.1 Let X be an Rd-valued semimartingale and H an Rd-valued 
predictable process. If H is integrable w. r. t. X and 

f 
Ht • Xt — HQ • XQ + I HsdXs, (2-2) 

Jo 

then for any real-valued semimartingale y, H is integrable w.r.t. yX and 
yt(H • X)t = y0(H • X)0 + f Hsd(yX)s. (2.3) 

Jo 

As a consequence of Theorem 2.1, we obtain the following 
Theo rem 2.2 1) For any given Rd-valued S-integrable predictable process 

9(t) and a real number x there exists a real-valued predictable process 9*(t) such 
that {9*(t)ld + 9(t)} is a self-financing strategy with initial wealth x, where la is 
the d-dimensional vector (1,1, • • • , 1). 

2) A strategy 9 is self-financing if and only if dWt(0) = 9(t)dSt, where St = 
St(Sf)-1 ,Wt(9) = Wt(9)(Sl)-1. 

2.2. Fair market and fundamental theorem of asset pricing 
Now we consider a finite time horizon T. In Yan (1998), we introduced the 

notions of allowable strategy and fair market under assumption that all price pro­
cesses of assets are strictly positive. The following definitions extend these notions 
to the present model. 

Definition 2.1 A strategy 9 is said to be allowable, if it is self-financing and 
there exists a positive constant c such that the wealth Wt (9) at any time t is bounded 
from below by -cS^. 

Definition 2.2 A market is said to be fair if there exists a probability measure 
(^equivalent to the original probability measure P such that the deflated price process 
(St) is a (vector-valued) Q-martingale. 

We call such a Q an equivalent martingale measure for the market. Throughout 
the sequel we denote by Q the set of all equivalent martingale measures. 

If the market is fair, the deflated wealth process of any allowable strategy is a 
local Q-martingale, and consequently, is also a Q-supermartingale, for all Q £ Q. 

By the main theorem in Delbaen and Schachermayer (1994), Yan (1998) ob­
tained an intrinsic characterization of fair markets. This result can be regarded 
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as a numeraire-free version of the FTAP due to Kreps (1981) and Delbaen and 
Schachermayer (1994). The same result is valid for our more general model. 

Theorem 2.3 The market is fair if and only if there is no sequence (9n) of 
allowable strategies with initial wealth 0 such that WT(9„,) > — -ST a.s., Vn > 1„ 
and such that WT(9„,) a.s. tends to a non-negative random variable £ satisfying 
F(C > 0) > 0. 

Remark If we take St* as numeraire and consider the market in deflated 
terms, the condition in Theorem 2.3 is the NFLVR condition introduced in Delbaen 
and Schachermayer (1994). 

2.3. Martingale deflators 
In principle, we can take any strictly positive semimartingale as a numeraire, 

and its reciprocal as a deflator. 
Definition 2.3 A strictly positive semimartingale Mt with MQ = 1 is called 

a martingale deflator for the market, if the deflated price processes (SlMt),i = 
1, • • • , d are martingales under the original probability measure P. 

In the literature, such a deflator M is called "state price deflator". Here we 
propose to name it as "martingale deflator". A martingale deflator M is uniquely-
determined by its terminal value MT- In fact, we have Mt = (Sf)^1 E[MTST\!Ft]-

In terms of martingale deflators, a market is fair if and only if there exists a 
martingale deflator for the market. 

Assume that the market is fair. We denote by M the set of all martingale 
deflators, and denote by Q the set of all equivalent martingale measures, when St* 
is taken as numeraire. Note that there exists a one-to-one correspondence between 
M and Q. If M £ M, then ^ = MTST define an element Q of Q. If Q £ Q, then 
we can define an element M of M with MT = JP(ST)^1- If M (or Q) contains 
only one element, the market is said to be complete. Otherwise, the market is said 
to be incomplete. 

We will see in following sections that the use of martingale deflators instead of 
equivalent martingale measures has some advantages in handling financial problems. 

3. Optional decomposition theorem and its appli­
cations 

The optional decomposition theorem of Kramkov is a very useful tool in math­
ematical finance. It generalizes the classical Doob-Meyer decomposition theorem for 
supermartingales. This kind of decomposition was first proved by El Karoui and 
Quenez (1995), in which the process involved is the value process of a superheding 
strategy for a contingent claim in an incomplete market modelled by a diffusion pro­
cess. Kramkov (1996) extended this result to the general semimartingale setting, 
but under the assumption that the underlying semimartingale is locally bounded 
and the supermartingale to be decomposed is non-negative and locally bounded. 
Föllmer and Kabanov (1998) removed any boundedness assumption. But in both 
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papers, the theorem was formulated in the setting that there exists equivalent local 
martingale measures for the underlying semimartingales. 

3.1. Optional decomposition theorem in te rms of martingale 
deflators 

Based on Theorem 2.1, Xia and Yan (2002) obtained the following version of 
the optional decomposition theorem in the equivalent martingale measure setting. 

Theorem 3.1 Let Y be a vector-valued semimartingale with non-negative 
components. Assume that the set Q of equivalent martingale measures for Y is 
nonempty. If X is a local Q- supermartingale, i.e. local Q -supermartingale for all 
Q £ Q, then there exist an adapted, right continuous and increasing process C with 
Co = 0, and a Y -integrable predictable process Lp such that 

X = X0 + if Y - C 

Moreover, if X is non-negative, then ip.Y is a local Q-martingale. 
The following theorem is a reformulation of Theorem 3.1 in terms of martingale 

deflators. 
Theorem 3.2 Assume that the market is fair. We denote by M the set of all 

martingale deflators. Let X be a semimartingale. If XM is a local supermartingale 
for all M £ M, then there exist an adapted, right continuous and increasing process 
C with Co = 0, and an S-integrable predictable process Lp such that 

X = X0 + <p.S - C 

Moreover, if X is non-negative, then (ip.S)M is a local martingale for all M £ M. 
Proof Let St = St(St)^1 and Xt = Xt(S£)_ 1 . Let Q denote the set of all 

martingale measures for S. Then X is a local Q-supermartingale. By Theorem 3.1 
we have 

X = Xo + ip.S - D, 

where D is an adapted, right continuous and increasing process with D0 = 0. By-
Theorem 2.2 there exists a real-valued predictable process 9*(t) such that {9*(t)ld + 
tp(i)} is a self-financing strategy with initial wealth X0. Since X]j=i &1 = S»=i ô> 
we have 9*(t)ld-S = 0. Consequently, 

XQ + ((9*id + iß).s)t = s;(Xo + ((9*id + tß).s)t) = s;(Xo + (tß.s)t) = Xt + s;Dt, 

Put Lp = (9* — £>_)lrf + tp and C = S*.D, we get the desired decomposition. 

3.2. Superhedging 
By a contingent claim (or derivative) we mean a non-negative .Fr-measurable 

random variable. Let £ be a contingent claim. In general, one cannot find a self-
financing strategy to perfectly replicate £. It is natural to raise the question: Does 
there exist an admissible strategy with the minimal initial value, called superhedging 
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strategy, such tha t its terminal wealth is no smaller than the claim £? Here and 
henceforth, by an admissible strategy we mean a self-financing strategy with non-
negative wealth process. For a market with diffusion model, this problem has been 
solved by El Karoui and Quenez (1995). For a general semimartingale model, it 
was solved by Kramkov (1996) and Föllmer and Kabanov(1998) using the optional 
decomposition theorem. The initial value of the superhedging strategy is called the 
cost of superhedging £. It can be considered as the "selling price" or "ask price " of 

e 
In a fair market setting, based on the corresponding result of Kramkov (1996), 

Xia and Yan (2002) proved the following result: if S U P Q G Q EQ [ ( S ^ ) - 1 ^ < oo, then 
the cost at t ime t of superhedging the claim £ is given by 

Ut = esssupQ€ QS't EQ [ ( S J ) - 1 ^ Tt] • (3-1) 

U is the smallest non-negative Q-supermartingale with UT > £• In terms of mar­
tingale deflators, we can rewrite (3.1) as 

Ut = esssupMeMMf1E[MT^\ Tt\ • (3.2) 

Using the optional decomposition theorem Föllmer & Leukert (2000) showed 
tha t the optional decomposition of a suitably modified claim gives a more realistic 
hedging (called efficient hedging) of a contingent claim. This result can be also 
reformulated in terms of martingale deflators. 

3.3. Attainable claims and completeness of the market 
Xia and Yan (2002) introduced the notions of regular and strongly regular 

strategies. We reformulate them in terms of martingale deflators. 
Def in i t ion 3.1 A self-financing strategy tp is said to be regular (resp. strongly 

regular), if for some (resp. for all ) M £ M, Wt(tp)Mt is a martingale. A contin­
gent claim is said to be attainable if it can be replicated by a regular strategy. 

By Theorem 3.2, one can easily deduce the following characterizations for 
at tainable claims and complete markets. 

T h e o r e m 3 .3 Let £ be a contingent claim such that s u p M € ^ E [£A/r] < oo. 
Then £ is attainable (resp. replicatable by a strongly regular strategy) if and only if 
the above supremum is attained by an M* £ M (resp. E[MTÇ[ doesn't depend on 
M £ M). 

T h e o r e m 3.4 The market is complete if only if any contingent claim £ dom­
inated by ST is attainable, or equivalently, E[MTÇ[ doesn't depend on M £ M. 

4. Portfolio optimization and contingent claim pric­
ing 

The portfolio optimization and contingent claim pricing and hedging are three 
major problems in mathematical finance. In a market where assets prices follow an 
exponential Levy process, the portfolio optimization problem was studied in Kallsen 
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(2000). In the general semimartingale model, for utility functions U with effective 
domains T>(U) = R+, the portfolio optimization problem was completely solved by 
Kramkov and Schachermayer(1999, 2001), henceforth K-S(1999, 2001). Bellini & 
Frittelli(2002) and Schachermayer (2002) studied the problem for utility functions 
U with T>(U) = R. The relationship between portfolio optimization and contingent 
claim pricing was studied in Frittelli(2000) and Goll & Riischendorf(2001), among 
others. In what concerning the problem of hedging contingent claims, we refer the 
reader to Schweizer (2001) for quadratic hedging, Föllmer & Leukert (2000) for 
efficient hedging, and Delbaen et al. (2001) for exponential hedging. 

In this section, under our framework, we will present the main results of K-
S(1999, 2001) and give a review of utility-based approach to contingent claim pric­
ing. 

4.1. Expected utility maximization 
We consider an agent whose objective is to choose a trading strategy to max­

imize the expected utility from terminal wealth at time T. In the sequel, we only 
consider such a utility- function U : (0, oo) —> R, which is strictly increasing, strictly-
concave, continuously differentiable and satisfies lim^o U'(x) = oo, lim -̂s-oo U'(x) = 
0. We denote by J the inverse function of U'. The conjugate function V of U is 
defined as 

V(y) = sur>[U(x) - xy] = U(I(y)) - yl(y), y > 0. 
x>0 

For x > 0, we denote by A(x) the set of all admissible strategies 9 with initial 
wealth x. For x > 0, y > 0, we put 

X(x) = {W(9) : 9 £ A(x)}, X = X(l), 

y = {Y > 0 : Y0 = 1, YX is a supermartingale VX £ X), y (y) = yy, 

C(x) = {g£ L°(Ü,TT,P),0< g < XT, for some X G X(x)}, C=C(Ï), 

V(y) = {h£ L°(Ü,TT,P),0 <h< YT, for some Y £ y (y)}, V=V(1). 

The agent's optimization problem is: 

ip(x) = arg max E[U(WT(IP))] • 

veA(x) 

To solve this problem we consider two optimization problems (I) and (II): 

X(x) = arg max E[U(XT)]; Y(y) = arg min E[V(YT)]. 
xex(x) Yey(y) 

Problem (II) is the dual of problem (I). Their value functions are 

u(x)= sup E[U(XT)}, v(y)= inf E[V(YT)}. 
xex(x) Yey(y) 

The following theorem is the reformulation of the main results of K-S(1999, 
2001) under our framework. 
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Theorem 4.1 Assume that there is a ip £ A(l) such that Wr(tp) > K for a 
positive constant K (e.g., ST > K). If v(y) < oo,Vy > 0, then the value functions 
u(x) and v(y) are conjugate in the sense that 

v(y) = sup [«(a;) — xy], u(x) = inf [v(y) + xy], 
x>o y>° 

and we have: 
1. For any x > 0 and y > 0, both optimization problems (I) and (II) have 

unique solutions X(x) and Y(y), respectively. 
2. If y = u'(x), then XT(X) = I(Yr(y)) and the process X(x)Y(y) is a 

martingale. 
3. v(y) = infM€M E [V(yMT)]. 
Proof The proof is almost the same as that in K-S (1999, 2001). We indicate 

below main differences from K-S (1999, 2001). Obviously, C and T> are convex sets. 
By Proposition 3.1 and a slight modification of Lemma 4.2 in K-S(1999), one can 
show that C and T> are closed under the convergence in probability. For Items 1 
and 2, as in Lemma 3.2 of K-S(1999) and Lemma 1 of K-S(2001), in order to prove 
the families (V^(h))hfzx>(y) and (U+(g))g€c(x) a r e uniformly integrable, we need to 
use a fact that C contains a positive constant. In our case, we have indeed K £ C, 
since by assumption K < WT(IP) for some ip £ A(l). As for Item 3, according to 
Proposition 1 in K-S(2001) we only need to show T> = {MT : M £ M} satisfies 
the following conditions: 

• For any p e C, sup f t e S E[gh] = supftGÎ> E[gh] 

• T> c T>, T> is convex and closed under countable convex combinations. 

The first condition follows easily from (3.2), the second one is trivial. 

4.2. Utility-based approach to contingent claim pricing 
Assume that the market is fair. Let £ be a contingent claim such that MT£, is 

integrable for some M £ M. We put 

Vt = (Mty-E [MTi I Ft] • (4.1) 

If we specify (Vt) as the price process of an asset generated by £, then the market 
augmented with this derivative asset is still fair, because M is still a martingale 
deflator for the augmented market. So we can define (Vt) as a "fair price process" 
of £. This pricing rule is consistent with the original price processes of primitive 
assets. However, if the market is incomplete (i.e., the martingale deflator is not 
unique) we cannot, in general, define uniquely the fair price process of a contingent 
claim. 

In deflated terms, pricing of contingent claims in an incomplete market consists 
in choosing a reasonable martingale measure. There are several approaches to make 
such a choice. A well-known one is the so-called "utility-based approach". The basic 
idea of this approach is as follows. Assume that the representative agent in the 
market has preference represented by a utility function. In certain cases, the dual 
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optimization problem (II) may produce a so called minimax martingale measure 
(MMM for short). 

Now under our framework we show how the expected utility maximization 
groblem is linked by duality to a martingale deflator. Assume that the solution 
Y(y) of the dual optimization problem (II) lies in yM. We put M(y) = y~1Y(y). 
Then M(y) £ M, and we have 

M(y) = arg mm E [V(yMT)]. 

We call M(y) the minimax martingale deflator. 
The following theorem gives a necessary and sufficient condition for the exis­

tence of the minimax martingale deflator. 
Theorem 4.2 Assume that there is a tp £ A(l) such that WT(IP) > K for a 

positive constant K (e.g., ST > K), and that v(y) < oo for all y > 0. Let x > 0 
be the agent's initial wealth and M* £ M. In order that M* £ M is the minimax 
martingale deflator corresponding to the utility function U if and only if there exist 
y > 0 and X* £ X(x) such that XT = I(yMT) and E[MTXT] = x. If it is the case, 
then X* solves the optimization problem (I). 

Proof We only need to prove the sufficiency of the condition. We have the 
following inequality 

U(I(z)) > U(w) + z[I(z) - w], Vw > 0, z > 0. 

If we replace z and w by yMT and XT £ X(x) and take expectation w.r.t. P, we 
get immediately that E[U(XT)] > E[U(XT)] for all X £ X(x). This shows that X"* 
solves the optimization problem (I). On the other hand, since XT = I(yMT) and 
the assumption E[MTXT] = x implies that M*X* is a martingale, by Theorem 3.1, 
yM* must solve the optimization problem (II). In particular, M* is the minimax 
martingale deflator. 

Now assume the minimax martingale deflator M(y) exists. Let £ be a contin­
gent claim. If we use M (y) to compute a fair price of £ by (4.1), then it coincides 
with the fair price of Davis (1997), which is derived through the so-called "marginal 
rate of substitution" argument. In fact, the Davis' fair price of £ is defined by 

E[U'(XT(xm] 
TT(Ç) = 

u'(x) 

Since y = u'(x) and U'(XT(X)) = Y(y), we have 7r(£) = £ / [MT(J/)£] . 

Now we explain the economic meaning of Davis' fair priceof a contingent claim. 
LetC be a contingent claim with E[MT(y)i] < oo. Put & = (M^y))'1 E[MT(y)Ç\Ft\-
We augment the market with derivative asset £, and consider the portfolio maxi­
mization problem in the new market. Then it is easy to see that Y(y) is still the 
solution of the dual optimization problem (II) in the new market. Consequently, 
the value function v and its conjugate function u remain unchanged. By Theorem 
4.1, XT(X) solves again the optimization problem (I) in the new market. This shows 
that if the price of a contingent claim is defined by Davis' fair price, no trade on 
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this contingent claim increases the maximal expected utility in comparison to an 
optimal trading strategy. This fact was observed in Goll and Rüschendorf (2001). 

Note that in general the MMM (or minimax martingale deflator) depends on 
the agent's initial wealth x. This is a disadvantage of the utility-based approach 
to contingent claim pricing. However, for utility functions lnx,r£-,-e^x, where 
p £ (—00,1) \ {0},a > 0, the MMM is independent of the agent's initial wealth x. 
This is due to the fact that the conjugate functions of the above utility functions 
are — In x — 1, -^—^xp^, —x + x In x, respectively, and that E[dQ/dP] = 1 for any-
equivalent martingale measure Q. Under our framework, the situation is a little 
different: for exponential utility function U(x) = —e^x, the minimax martingale 
deflator depends still on the agent's initial wealth x. 

For U(x) = —e^x, the corresponding MMM is called the minimal entropy 
martingale measure. We refer the reader to Frittelli (2000), Miyahara (2001) and 
Xia & Yan (2000) for studies on the subject. If U(x) = In x, the minimax martingale 
deflator M, if it exists, is nothing but the reciprocal of the wealth process X( l ) of 
the growth optimal portfolio. Yan, Zhang & Zhang (2000) worked out explicit 
expressions for growth optimal portfolios in markets driven by a jump-diffusion-like 
process or by a Levy process. See also Becherer (2001) for a study on the subject. 

5. Concluding remarks 

We have introduced a numeraire-free and original probability based framework 
for financial markets. This framework has the following advantages: Firstly, it 
permits us to formulate financial concepts and results in a numeraire-free fashion. 
Secondly, since the original probability models the "real world" probability, one 
can investigate the martingale deflators by statistical methods using market data. 
Thirdly, using martingale deflators to deal with problems of pricing and hedging 
as well as portfolio optimization is sometimes more convenient than the use of 
equivalent martingale measures. Lastly, our framework includes the traditional one 
with deflated terms as a particular case. In fact, if the price process of one primitive 
asset is the constant 1, our framework is reduced to the traditional one. 
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Teaching Linear Algebra at University 

J.-L. Dorier* 

Abstract 

Linear algebra represents, with calculus, the two main mathematical sub­
jects taught in science universities. However this teaching has always been 
difficult. In the last two decades, it became an active area for research works 
in mathematics education in several countries. Our goal is to give a syn­
thetic overview of the main results of these works focusing on the most recent 
developments. The main issues we will address concern: 

• the epistemologica! specificity of linear algebra and the interaction with 
research in history of mathematics 

• the cognitive flexibility at stake in learning linear algebra 
• three principles for the teaching of linear algebra as postulated by G. 

Harel 
• the relation between geometry and linear algebra 
• an original teaching design experimented by M. Rogalski 

2000 Mathematics Subject Classification: 97, 01, 15. 
Keywords and Phrases: University teaching, Linear algebra, Curriculum, 
Vector space, Representation, Geometry, Cognitive flexibility, Epistemology. 

1. Introduction 
In most countries, science-orientated curricula in the first two years at univer­

sity consist of courses in two main subjects, namely, calculus and linear algebra. 
The difficulties in these two fields are of different nature. Mathematics education 
research first developed works on calculus, but in the past 20 years, an increasing 
number of studies has been carried out about the teaching of linear algebra. One 
can distinguish roughly two main tradit ions in the teaching of linear algebra: one 
focuses on the study of formal vector spaces while the other proposes a more an­
alytical approach based on the study of R" and matrix calculus. Between these 
two orientations, there exist a continuum of teaching designs, in which each pole 
is more or less dominant. However, the teaching of linear algebra is universally 

*IUFM de Lyon et équipe DDM, Laboratoire Leibniz, 46, ave. F. Viallet, 38 031 Grenoble 
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recognised as difficult. Students usually feel that they land on another planet, they 
are overwhelmed by the number of new definitions and the lack of connection with 
previous knowledge. On the other hand, teachers often feel frustrated and disarmed 
when faced with the inability of their students to cope with ideas that they consider 
to be so simple. Usually, they incriminate the lack of practice in basic logic and 
set theory or the impossibility for the students to use geometrical intuition. These 
complaints have a certain validity, but the few attempts at remedying this state of 
affairs - with the teaching of Cartesian geometry or/and logic and set theory prior to 
the linear algebra course - did not seem to improve the situation substantially. The 
aim of this text is to give an account of the main trends in this area of mathematics 
education research. 

2. Historical analyses 

An epistemological analysis of the history of linear algebra is a way to reveal 
some possible sources of students' difficulties as well an inspiration in the design of 
activities for students. Several works have been carried out in this direction (see 
[4], [6], [8], [17] and [24]). In this paper, we will give an account of only one of the 
main result of this type of research. It concerns the last phase of the genesis of the 
theory of vector spaces, whose roots can be found in the late nineteenth century, 
but really started only after 1930. It corresponds to the axiomatisation of linear 
algebra, that is to say a theoretical reconstruction of the methods of solving linear 
problems, using the concepts and tools of a new axiomatic central theory. These 
methods were operational but they were not explicitly theorised or unified. It is 
important to realise that this axiomatisation did not, in itself, allow mathematicians 
to solve new problems; rather, it gave them a more universal approach and language 
to be used in a variety of contexts (functional analysis, quadratic forms, arithmetic, 
geometry, etc.). The axiomatic approach was not an absolute necessity, except for 
problems in non-denumerable infinite dimension, but it became a universal way of 
thinking and organising linear algebra. Therefore, the success of axiomatisation 
did not come from the possibility of reaching a solution to unsolved mathematical 
problems, but from its power of generalisation and unification and, consequently, of 
simplification in the search for methods for solving problems in mathematics. 

As a consequence, one of the most noticeable difficulties encountered in the 
learning of unifying and generalising concepts are associated with the pre-existing, 
related elements of knowledge or competencies of lower level. Indeed, these need 
to be integrated within a process of abstraction, which means that they have to 
be looked at critically, and their common characteristics have to be identified, and 
then generalised and unified. From a didactic point of view, the difficulty is that 
any linear problem within the reach of a first year university student can be solved 
without using the axiomatic theory. The gain in terms of unification, generalisation 
and simplification brought by the use of the formal theory is only visible to the 
expert. 

One solution would be to give up teaching the formal theory of vector spaces. 
However, many people find it important that students starting university mathe-
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matics and science studies get some idea about the axiomatic algebraic structures of 
which vector space is one of the most fundamental. In order to reach this goal, the 
question of formalism cannot be avoided. Therefore, students have to be introduced 
to a certain type of reflection on the use of their previous elements of knowledge 
and competencies in relation with new formal concepts. This led Dorier, Robert, 
Robinet and Rogalski to introduce what they called 'meta level activities' (see [5], 
[6], [9], [11], [21] [22] and [23]). These activities are introduced and maintained by 
an explicit discourse on the part of the teacher about the significance of the in­
troduced concepts for the general theory, their generalising and unifying character, 
the change of point of view or a theoretical detour that they offer, the types of 
general methods they lead to, etc. It hinges on the general attitude of the teacher 
who induces a constant underlying meta-questioning concerning new possibilities or 
conceptual gains provided by the use of linear algebra concepts, tools and methods. 

3. Cognitive flexibility 

One of the main difficulties in learning linear algebra has to do with the variety 
of languages, semiotic registers of representation, points of view and settings through 
which the objects of linear algebra can be represented. Students have to distinguish 
these various ways of representing objects of linear algebra, but they also need to 
translate from one to another type and, yet, not confuse the objects with their 
different representations. These abilities could be referred by the general notion of 
cognitive flexibility. This question is central in several works on the teaching and 
learning of linear algebra. 

Students' difficulties with the formal aspect of the theory of vector spaces are 
not just a general problem with formalism but mostly a difficulty of understanding 
the specific use of formalism within the theory of vector spaces and the interpreta­
tion of the formal concepts in relation with more intuitive contexts like geometry 
or systems of linear equations, in which they historically emerged. Various diagnos­
tic studies conducted by Dorier, Robert, Robinet and Rogalski pointed to a single 
massive obstacle appearing for all successive generations of students and for nearly-
all modes of teaching, namely, what these authors termed the obstacle of formalism 
(see [6], [7], [10] and [27]). 

In [16], Hillel distinguished three basic languages used in linear algebra: the 
'abstract language' of the general abstract theory, the 'algebraic language' of the R" 
theory and the 'geometric language' of the two- and three-dimensional spaces. The 
'opaqueness' of the representations seems to be ignored by lecturers, who constantly 
shift the notations and modes of description, without alerting the students in any-
explicit way. By far, the most confusing case for students is the shift from the 
abstract to the algebraic representation when the underlying vector space is R". 
In this case, an n-tuple (or a matrix) is represented as another n-tuple (or matrix) 
relative to another basis. This confusion leads to persistent mistakes in students' 
solutions related to reading the values of a linear transformation given by a matrix 
in a basis (see [15]). Parallel with the three languages identified by Hillel, Sierpinska 
et al. distinguish three modes of thinking that have led to the development of these 
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languages and are necessary for an understanding of the domain: the 'synthetic-
geometric', 'analytic-arithmetic', and 'analytic-structural' (see [29]). 

In [12], Duval defined semiotic representations as productions made by the 
use of signs belonging to a system of representation which has its own constraints 
of meaning and functioning. Semiotic representations are, according to him, ab­
solutely necessary in mathematical activity, because its objects cannot be directly-
perceived and must, therefore, be represented. Moreover, semiotic representations 
play an essential role in developing mental representations, in accomplishing differ­
ent cognitive functions (objectification, calculation, etc.), as well as in producing 
knowledge. 

In her work, Pavlopoulou (see [8] pp. 247-252) applied and tested Duval's 
theory in the context of linear algebra. She distinguished between three registers of 
semiotic representation of vectors: the graphical register (arrows), the table register 
(columns of coordinates), and the symbolic register (axiomatic theory of vector 
spaces). Through several studies, she has shown that the question of registers, 
especially as regards conversion, is not usually taken into account either in teaching 
or in textbooks. She also identified a number of student's mistakes that could be 
interpreted as a confusion between an object and its representation (especially a 
vector and its geometrical representation) or as a difficulty in converting from one 
register to another. 

The research of Alves-Dias (see [1] and [8] pp. 252-256), an extension of 
Pavlopoulou's, generalised the necessity of conversions from one semiotic register to 
another for the understanding of linear algebra to the necessity of 'cognitive flexi­
bility'. Moreover, on the basis of Rogalski's previous work (see [25], [26], [27] and 
[28]), she focused her study on the question of articulation between the Cartesian 
and parametric representations of vector subspaces, which is not a mere question of 
change of register, but deals with more complex cognitive processes involving the 
use of concepts like rank and duality. Indeed, when a subspace V is represented 
by Cartesian equations, finding a parametric representation of V mostly consists 
in finding a set of generators of V, which is not just a change of register, nor an 
elementary cognitive process, even if it is much easier when the dimension '<f of V 
is known. In any case, competencies with regard to the concept of rank and dual­
ity are indispensable. Moreover, in order to avoid easy mistakes in calculations or 
reasoning, it is necessary to be able to have some control over the results obtained. 
Alves Dias showed that in textbooks and classes, in general, the tasks offered to 
students are very limited in terms of flexibility. She developed a series of exercises 
that required the student to mobilise more changes of settings or registers and to 
exert explicit control via the concepts of rank and duality. Her experimentations 
demonstrated a variety of difficulties for the students. For instance, students often 
identified one type of representation exclusively through semiotic characteristics (a 
representation with x's and y's would be considered as obviously Cartesian) with­
out questioning the meaning of the representation. Concerning the means of control 
over the validity of the statements by the students and anticipation of results or 
answers to problems, she found that a theorem like: dim E = dimKerf + dim Im f, 
is known and used correctly by many students, but it is very seldom used for those 
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purposes even in cases in which it would immediately bring up a contradiction with 
the result obtained, or in cases in which it offered valuable information in order to 
anticipate the correct answer. 

In [15], Hillel and Sierpinska stressed that a linear algebra course which is 
theoretically rather than computationally framed requires a level of thinking that 
is based on what has been termed by Piaget and Garcia as the 'trans-object level 
of analysis' which consists in the building of conceptual structures out of what, at 
previous levels, were individual objects, actions on these objects, and transforma­
tions of both the objects and actions (see [18] p. 28). A similar claim was made 
by Harel in [14], in his assertions that a substantial range of mental processes must 
be encapsulated into conceptual objects by the time students get to study linear 
algebra. The difficulty of thinking at the trans-object level leads some students to 
develop 'defense mechanisms' (to 'survive' the course), consisting in trying to pro­
duce a written discourse formally similar to that of the textbook or of the lecture but 
without grasping the meaning of the symbols and the terminology. This appeared as 
a major problem for Sierpinska, Dreyfus and Hillel, and the team set out to design 
an entry into linear algebra that would make this behaviour or attitude less likely to 
appear in students (see [30]). The designed teaching-learning situations were set in 
a dynamic geometry environment (Cabri-geometry II) extended by several macro-
constructions for the purposes of representing a two-dimensional vector space and 
its transformations (see [31] and [32]). Further analysis of the students' behaviour 
in the experimented situations led Sierpinska to postulate certain features of their 
thinking that could be held partly responsible for their erroneous understandings 
and difficulties in dealing with certain problems (especially the problem of extend­
ing a transformation of a basis to a linear transformation of the whole plane). She 
proposed that these features be termed "a tendency to think in 'practical' rather 
than 'theoretical' ways" (see [32]). The distinction between these two ways of think­
ing was inspired by the Vygotskian notion of scientific, as opposed to spontaneous 
or everyday concepts. The behaviour of students who were encountering difficulties 
in the experimentations suggested that their ways of thinking had the features of 
practical thinking rather than theoretical thinking. In particular they had trouble 
going beyond the appearance of the graphical and dynamic representations in Cabri 
that they were observing and manipulating: their relation to these representations 
was 'phenomenologicaP rather than 'analytic'. By far the most blatant feature of 
the students' practical thinking was their tendency to base their understanding of 
an abstract concept on 'prototypical examples' rather than on its definition. For 
example, linear transformations were understood as 'rotations, dilations, shears and 
combinations of these'. This way of understanding made it very difficult for them 
to see how a linear transformation could be determined by its value on a basis, and 
consequently, their notion of the matrix of a linear transformation remained at the 
level of procedure only. 

4. Three principles for the teaching of linear alge­
bra 
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In [14], Harel posits three 'principles' for the teaching of linear algebra, in­
spired by Piaget's psychological theory of concept development: the Concreteness 
Principle, the Necessity Principle and the Generalis ability Principle. 

The Concreteness Principle states, "For students to abstract a mathematical 
structure from a given model of that structure, the elements of that model must 
be conceptual entities in the student's eyes; that is to say, the student has men­
tal procedures that can take these objects as inputs". This principle is violated 
whenever the general concept of vector space is taught as a generalisation from less 
abstract structures, to students who have not (yet) constructed the elements of these 
structures as mental entities on which other mental operations can be performed. 
Starting from the premise that students build their understanding of a concept in 
a context that is concrete to them, Harel conclude that a sustained emphasis on 
a geometric embodiment of abstract linear algebra concepts produce a quite solid 
basis for students' understanding. He insisted, however, that it would be incorrect 
to conclude that a linear algebra course should start with geometry and build the 
algebraic concepts through some kind of generalisation from geometry. A teaching 
experiment built on this premise allowed Harel to observe that when geometry is 
introduced before the algebraic concepts have been formed, many students remain 
in the restricted world of geometric vectors, and do not move up to the general case. 

The Necessity Principle — For students to learn, they must see an (intellectual, 
as opposed to social or economic) need for what they are intended to be taught — 
is based on the Piagetian assumption (which has also been adopted by the Theory 
of Didactic Situations elaborated by Brousseau in [2]) that knowledge develops as a 
solution to a problem. If the teacher solves the problems for the students and only 
asks them to reproduce the solutions, they will learn how to reproduce teacher's 
solutions, not how to solve problems. Deriving the definition of vector space from 
a presentation of the properties of R" is an example of a violation of the necessity-
principle. 

The last, Generalisability Principle postulated by Harel, is concerned more 
with didactic decisions regarding the choice of teaching material than with the 
process of learning itself. "When instruction is concerned with a 'concrete' model, 
that is a model that satisfies the Concreteness Principle, the instructional activities 
within this model should allow and encourage the generalisability of concepts." This 
principle would be violated if the models used for the sake of concrétisation were 
so specific as to have little in common with the general concepts they were aimed 
at. For example, the notion of linear dependence introduced in a geometric context 
defined through collinearity or co-planarity is not easily generalisable to abstract 
vector spaces. Harel's work inspired curriculum reform in the US (see [3]), as well 
as textbook authors (see [33]). 

5. Geometry and linear algebra 
In [19], Robert, Robinet and Tenaud designed and experimented with a geo­

metric entry into linear algebra. The aim was to overcome the obstacle of formal­
ism by giving a more 'concrete' meaning to linear algebra concepts, in particular, 
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through geometrical figures that could be used as metaphors for general linear situ­
ations in more elaborate vector spaces. However, as Harel noticed after them in his 
study mentioned above, the connection with geometry proved to be problematic. 
Firstly, geometry is limited to three dimensions and therefore some concepts, like 
rank, for instance, or even linear dependence, have a quite limited field of repre­
sentation in the geometric context. Moreover, it is not rare that students refer to 
affine subspaces instead of vector subspaces when working on geometrical examples 
within linear algebra. 

In her work, Gueudet-Chartier (see [13] and [8] pp. 262-264) conducted an 
epistemological study of the connection between geometry and linear algebra, using 
the evidence from both historical and modern texts. She found that the necessity 
of geometric intuition was very often postulated by textbooks or teachers of linear 
algebra. However, in reality, the use of geometry was most often very superficial. 
Moreover, some students would use geometrical representations or references in 
linear algebra, without this always being to their advantage. Indeed, some of them 
could not distinguish the affine space from the vector space structure; they also 
often could not imagine a linear transformation that would not be a geometric 
transformation. In other words, the geometrical reference acted as an obstacle to 
the understanding of general linear algebra. On the other hand, some very good 
students were found to use geometric references very rarely. They could operate on 
the formal level without using geometrical representations. It seems that the use of 
geometrical representations or language is very likely to be a positive factor, but it 
has to be controlled and used in a context where the connection is made explicit. 

6. An original teaching experiment 
Most of the research conducted in France on the teaching and learning of 

linear algebra has been more or less directly connected with an experimental course 
implemented by Rogalski (see [9], [25], [26], [27] and [28]). This course was built 
on several interwoven and long-term strategies, using meta level activities as well 
as changes of settings (including intra-mathematical changes of settings), changes 
of registers and points of view, in order to obtain a substantial improvement in 
a sufficient number of students. 'Long-term strategy' (see [20]) refers to a type 
of teaching that cannot be divided into separate and independent modules. The 
long-term aspect is vital because the mathematical preparation and the changes in 
the 'didactic contract' (see [2]) have to operate over a period which is long enough 
to be efficient for the students, in particular as regards assessment. Moreover, the 
long-term strategy refers to the necessity of taking into account the non-linearity of 
the teaching due to the use of change in points of view, implying that a subject is 
(re)visited several times in the course of the year. 

Rogalski's teaching design has the following main characteristics: 

• In order to take into account the specific epistemological nature of the con­
cepts, some activities are introduced, at a favourable and precise time of the 
teaching, in order to induce a reflection on a 'meta' level. 

• A fairly long preliminary phase precedes the actual teaching of elementary 
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concepts of linear algebra. It prepares the students to understand, through 
'meta' activities, the unifying role of these concepts. 

• As much as possible, changes of settings and points of view are used explicitly 
and are discussed. 

• Finally, the concept of rank is given a central position in this teaching. 

For a long-term teaching design, it is difficult to choose the time suitable for its 
evaluation, as interference may occur due to students' own organisation of their 
time and work, in a way that cannot be kept under control. Thus, phenomena 
of maturing, depending on students' level of involvement (which varies during the 
year) are difficult to take into account in the evaluation of the teaching. Moreover, 
such a global teaching design cannot be evaluated by usual comparative analyses, 
because the differences with the standard course are too important. However, inter­
nal evaluations have been conducted, showing several positive effects, even if some 
questions remain open. 

7. Conclusions 
Mathematics education research cannot give a miraculous solution to over­

come all the difficulties in learning and teaching linear algebra. Various works have 
consisted in diagnoses of students' difficulties, epistemological analyses and experi­
mental teaching, offering local remediation. Nevertheless, these works lead to new 
questions, problems and difficulties. Yet, this should not be interpreted as a fail­
ure. Improving the teaching and learning of mathematics cannot consist in one 
remediation valid for all. cognitive processes and mathematics are far too complex 
for such an idealistic simplistic view. It is a deeper knowledge of the nature of 
the concepts, and the cognitive difficulties they enclose, that helps teachers make 
their teaching richer and more expert; not in a rigid and dogmatic way, but with 
flexibility. In this sense, in several countries, mathematics education research has 
influenced curriculum reforms, in an non-formal way, or sometimes very officially, 
like in North-America through the Linear Algebra Curriculum Study Group (see 
[3])-
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Abstract 

It is rare to succeed in getting mathematics into ordinary conversation 
without meeting all kinds of reservations. In order to raise public awareness 
of mathematics effectively, it is necessary to modify such attitudes. In this 
paper, we point to some possible topics for general mathematical conversation. 

2000 Mathematics Subject Classification: 00A05, 00A80, 97B20. 
Keywords and Phrases: Mathematics in literature, Symbols, Art and de­
sign, Mathematics in nature, Geometry of space, Infinite sums, Mathematics 
as a sixth sense. 

1. Introduction 
"One side will make you grow taller, and the other side will make you grow 

shorter", says the caterpillar to Alice in the fantasy Alice 's Adventures in Wonder­
land as it gets down and crawls away from a marvellous mushroom upon which it 
has been sitting. In an earlier episode, Alice has been reduced to a height of three 
inches and she would like to regain her height. Therefore she breaks off a piece of 
each of the two sides of the mushroom, incidentally something she has difficulties 
identifying, since the mushroom is entirely round. First Alice takes a bit of one of 
the pieces and gets a shock when her chin slams down on her foot. In a hurry she 
eats a bit of the other piece and shoots up to become taller than the trees. Alice 
now discovers that she can get exactly the height she desires by carefully eating 
soon from one piece of the mushroom and soon from the other, alternating between 
getting taller and shorter, and finally regaining her normal height. 

Few people link this to mathematics, but it reflects a result obtained in 1837 by 
the German mathematician Dirichlet, on what is nowadays known as conditionally 
convergent infinite series — namely, that one can assign an arbitrary value to infinite 
sums with alternating signs of magnitudes tending to zero, by changing the order in 
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which the magnitudes are added. Yes, mathematics can indeed be fanciful, and as a 
matter of fact, Alice's Adventures in Wonderland was written, under the pseudonym 
Lewis Carroll, by an English mathematician at the University of Oxford in 1865. 
The fantasy about Alice is not the only place in literature where you can find 
mathematics. And recently, mathematics has even entered into stage plays [18] and 
movies [19]. 

2. On the special position of mathematics 
When the opportunity arises, it can be fruitful to incorporate extracts from lit­

erature or examples from the arts in the teaching and dissemination of mathematics. 
Only in this way can mathematics eventually find a place in relaxed conversations 
among laymen without immediately being rejected as incomprehensible and rele­
gated to strictly mathematical social contexts. 

Mathematics occupies a special position among the sciences and in the edu­
cational system. This position is determined by the fact that mathematics is an 
a priori science building on ideal elements abstracted from sensory experiences, 
and at the same time mathematics is intimately connected to the experimental 
sciences, traditionally not least the natural sciences and the engineering sciences. 
Mathematics can be decisive when formulating theories giving insight into observed 
phenomena, and often forms the basis for further conquests in these sciences because 
of its power for deduction and calculation. The revolution in the natural sciences 
in the 1600s and the subsequent technological conquests were to an overwhelming 
degree based on mathematics. The unsurpassed strength of mathematics in the 
description of phenomena from the outside world lies in the fascinating interplay 
between the concrete and the abstract. 

In the teaching of mathematics, and when explaining the essence of mathemat­
ics to the public, it is important to get the abstract structures in mathematics linked 
to concrete manifestations of mathematical relations in the outside world. Maybe 
the impression can then be avoided that abstraction in mathematics is falsely iden­
tified with pure mathematics, and concretization in mathematics just as falsely with 
applied mathematics. The booklet [3] is a contribution in that spirit. 

3. On the element of surprise in mathematics 
Without a doubt, mathematics makes the longest-lasting impression when it 

is used to explain a counter-intuitive phenomenon. The element of surprise in 
mathematics therefore deserves particular attention. 

As an example, most people — even teachers of mathematics — find it close 
to unbelievable that a rope around the Earth along the equator has to be only 2n 
metres (i.e., a little more than 6 metres) longer, in order to hang in the air 1 metre 
over the surface all the way around the globe. 

Another easy example of a surprising fact in mathematics can be found in 
connection with figures of constant width. At first one probably thinks that this 
property is restricted to the circle. But if you round off an equilateral triangle by 
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substituting each of its sides with the circular arc centred at the opposite corner, 
one obtains a figure with constant width. This rounded triangle is called a Reuleaux 
triangle after its inventor, the German engineer Reuleaux. It has had several tech­
nological applications and was among others exploited by the German engineer 
Wankel in his construction of an internal combustion engine in 1957. Correspond­
ing figures with constant width can be constructed from regular polygons with an 
arbitrary odd number of edges. In the United Kingdom, the regular heptagon has 
been the starting point for rounded heptagonal coins (20p and 50p). 

Figures of constant width were also used by the physicist Richard Feynmann to 
illustrate the dangers in adapting figures to given measurements without knowledge 
of the shape of the figure. Feynmann was a member of the commission appointed to 
investigate the possible causes that the space shuttle Challenger on its tenth mission, 
on 28 January 1986, exploded shortly after take off. A problematic adaption of 
figures might have caused a leaky assembly in one of the lifting rockets. 

4. Mathematics in symbols 
Mathematics in symbols is a topic offering good possibilities for conversations 

with a mathematical touch. Through symbols, mathematics may serve as a common 
language by which you can convey a message in a world with many different ordinary-
languages. But only rarely do you find any mention of mathematics in art catalogues 
or in other contexts where the symbols appear. The octagon, as a symbol for 
eternity, is only one of many examples of this. 

The eternal octagon 
Once you notice it, you will find the octagon in very many places - in domes, 

cupolas and spires, often in religious sanctuaries. This representation is strong in 
Castel del Monte, built in the Bari province in Italy in the first half of the 1200s 
for the holy Roman emperor Friedrich II. The castle has the shape of an octagon, 
and at each of the eight corners there is an octagonal tower [9]. The octagon is 
also found in the beautiful Al-Aqsa Mosque in Jerusalem from around the year 700, 
considered to be one of the three most important sites in Islam. 

In Christian art and architecture, the octagon is a symbol for the eighth day 
(in Latin, octave dies), which gives the day, when the risen Christ appeared to 
his disciples for the second time after his resurrection on Easter Sunday. In the 
Jewish counting of the week, in use at the time of Christ, Sunday is the first day 
of the week, and hence the eighth day is the Sunday after Easter Sunday. In a 
much favoured interpretation by the Catholic Fathers of the Church, the Christian 
Sunday is both the first day of the week and the eighth day of the week, and every 
Sunday is a celebration of the resurrection of Christ, which is combined with the 
hope of eternal life. Also in Islam, the number eight is a symbol of eternal life. 

Such interpretations are rooted in old traditions associated with the number 
eight in oriental and antique beliefs. According to Babylonian beliefs, the soul 
wanders after physical death through the seven heavens, which corresponds to the 
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material heavenly bodies in the Babylonian picture of the universe, eventually to 
reach the eighth and highest heaven. In Christian adaptation of these traditions, 
the number eight (octave) becomes the symbol for the eternal salvation and fuses 
with eternity, or infinity. This is reflected in the mathematical symbol for infinity, a 
figure eight lying down, used for the first time in 1655 by the English mathematician 
John Wallis. 

The regular polyhedra 
Polyhedra fascinate many people. A delightful and comprehensive study of 

polyhedra has been made by Cromwell [4]. 
Already Pythagoras in the 500s BC knew that there can exist only five types 

of regular polyhedra, with respectively 4 (tetra), 6 (hexa), 8 (octa), 12 (dodeca) 
and 20 (icosa) polygonal lateral faces. In the dialogue Timaeus, Plato associated 
the tetrahedron, the octahedron, the hexahedron [cube] and the icosahedron with the 
four elements in Greek philosophy, fire, air, earth, and water, respectively, while in 
the dodecahedron, he saw an image of the universe itself. This has inspired some 
globe makers to represent the universe in the shape of a dodecahedron. 

It is not difficult to speculate as to whether there exist more than the five 
regular polyhedra. Neither is it difficult to convince people that no kinds of experi­
ments are sufficient to get a final answer to this question. It can only be settled by 
a mathematical proof. A proof can be based on the theorem that the alternating 
sum of the number of vertices, edges and polygonal faces in the surface of a convex 
polyhedron equals 2, stated by Euler in 1750; see e.g. [10]. 

The cuboctahedron 
There are several other polyhedra that are ascribed a symbolic meaning in 

various cultures. A single example has to suffice. 
If the eight vertices are cut off a cube by planes through the midpoints in 

the twelve edges in the cube one gets a polyhedron with eight equilateral triangles 
and six squares as lateral faces. This polyhedron, which is easy to construct, is 
known as the cuboctahedron, since dually it can also be constructed from an octa­
hedron by cutting off the six vertices in the octahedron in a similar manner. The 
cuboctahedron is one of the thirteen semiregular polyhedra that have been known 
since Archimedes. In Japan cuboctahedra have been widely used as decorations in 
furniture and buildings. Lamps in the shape of cuboctahedra were used in Japan 
already in the 1200s, and they are still used today in certain religious ceremonies 
in memory of the dead [16]. 

The yin-yang symbol 
Yin and yang are old principles in Chinese cosmology- and philosophy that 

represent the dark and the light, night and day, female and male. Originally yin 
indicated a northern hill side, where the sun does not shine, while yang is the 
south side of the hill. Everything in the world is viewed as an interaction between 
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yin and yang, as found among others in the famous oracular book / Ching (Book 
of Changes), central in the teaching of Confucius (551-479 BC). In this ancient 
Chinese system of divination, an oracle can be cast by flipping three coins and 
the oracle is one of sixty-four different hexagrams each composed of two trigrams. 
The three lines in a trigram are either straight (yang) or broken (yin), thus giving 
eight different trigrams and sixty-four hexagrams. In Taoism, the eight trigrams 
are linked to immortality. Yin and Yang as philosophical notions date back to the 
400s BC. 

The mathematical symbol for yin-yang is a circle divided into two equal parts 
by a curve made up of two smaller semicircles with their centres on a diameter of 
the larger circle. The mathematics in this beautiful and very well known symbol 
is simple, but nevertheless it contains some basic geometrical forms, and thereby 
offers possibilities for mathematical conversations. 

The Borromean link 
Braids, knots and links form a good topic for raising public awareness of math­

ematics, as demonstrated in the CD-Rom [2]. 
Here we shall only mention the Borromean link. This fascinating link consists 

of a system of three interlocking rings, in which no pair of rings interlocks. In other 
words, the three rings in a Borromean link completely falls apart if any one of the 
rings is removed from the system. 

The Borromean link is named after the Italian noble family Borromeo, who 
gained a fortune by trade and banking in Milano in the beginning of the 1400s. In 
the link found in the coat of arms of the Borromeo family, the three rings apparently 
interlock in the way described, but a careful study reveals that the link often has 
been changed so that it does not completely fall apart if an arbitrary one of the 
rings is removed from the system. The link in the coat of arms of the Borromeo 
family is a symbol of collaboration. 

5. Mathematics in art and design 
Artists, architects and designers give life to abstract ideas in concrete works 

of art, buildings, furniture, jewellery, tools for daily life, or, by presenting human 
activities and phenomena from the real world, dynamically in films and television. 
The visual expressions are realized in the form of paintings, images, sculptures, 
etc. From a mathematical point of view, all these expressions represent geometrical 
figures. 

For a mathematician, the emphasis is on finding the abstract forms behind 
the concrete figures. In contrast, the emphasis of an artist or a designer is to 
realize the abstract forms in concrete figures. At the philosophical level many-
interesting conversations and discussions about mathematics and its manifestations 
in the visual arts can take place following this line of thought. 

More down to earth, the mathematics of perspective invites many explanations 
of concrete works of arts [8], and the beautiful patterns in Islamic art inspire dis-
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eussions on geometry and symmetry [1]. In relation to the works of the Dutch artist 
Escher, it is possible to enter into conversations about mathematics at a relatively-
advanced level, such as the Poincaré disc model of the hyperbolic plane [5], [7]. The 
sculptures of the Australian-British artist John Robinson — such as his wonderful 
sculpture Immortality that exhibits a Möbius band shaped as a clover-leaf knot -
offer good possibilities for conversations on knots [2]. 

In his fascinating book [17], Wilson tells many stories of mathematics in con­
nection with mathematical motifs on postage stamps. 

6. Mathematics in nature 
The old Greek thinkers — in particular Plato (427-347 BC) — were convinced 

that nature follows mathematical laws. This belief has dominated thinking about 
natural phenomena ever since, as witnessed so strongly in major works by physicists, 
such as Galileo Galilei in the early 1600s, Isaac Newton in his work on gravitation 
in Principia Mathematica 1687, and Maxwell in his major work on electromag-
netism in 1865; cf. [10]. In his remarkable book On Growth and Form (1917), 
the zoologist D'Arcy Wentworth Thompson concluded that wherever we cast our 
glance we find beautiful geometrical forms in nature. With this point of departure, 
many conversations on mathematics at different levels are possible. I shall discuss 
a few phenomena that can be described in broad terms without assuming special 
mathematical knowledge, but nevertheless point to fairly advanced mathematics. 

Spiral curves and the spider's web 
Two basic motions of a point in the Euclidean plane are motion in a line, and 

periodic motion (rotation) around a central point. Combining these motions, one 
gets spiral motions along spiral curves around a spiral point. Constant velocity in 
both the linear motion and the rotation gives an Archimedean spiral around the 
spiral point. Linear motion with exponentially growing velocity and rotation with 
constant velocity gives a logarithmic spiral. 

A logarithmic spiral is also known as an equiangular spiral, since it has the 
following characteristic property: the angle between the tangent to the spiral and 
the line to the spiral point is constant. 

Approximate Archimedean and logarithmic spirals enter in the spider's con­
struction of its web. First, the spider constructs a Y-shaped figure of threads 
fastened to fixed positions in the surroundings, and meeting at the centre of the 
web. Next, it constructs a frame around the centre of the web and then a system of 
radial threads to the frame of the web, temporarily held together by a non-sticky 
logarithmic spiral, which it constructs by working its way out from the centre to 
the frame of the web. Finally, the spider works its way back to the centre along 
a sticky Archimedean spiral, while eating the logarithmic spiral used during the 
construction. 

Helices, twining plants and an optical illusion 
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A space curve on a cylinder, for which all the tangent lines intersects the 
generators of the cylinder in a constant angle, is a helix. This is the curve followed 
by twining plants such as bindweed (right-handed helix) and hops (left-handed 
helix). 

Looking up a long circular cylinder in the wall of a circular tower enclosing 
a spiral staircase, all the generators of the cylinder appear to form a system of 
lines in the ceiling of the tower radiating from the central point, and the helix in 
the banister of the spiral staircase appears as a logarithmic (equiangular) spiral. 
A magnificent instance of this is found in the spiral staircase in Museo do Popò 
Galergo, Santiago, Spain, where you have three spiral staircases in the same tower. 

Curvature and growth phenomena in nature 

Many growth phenomena in nature exhibit curvature. As an example, we 
discuss the shape of the shell of the primitive cuttlefish nautilus. 

The fastest way to introduce the notion of curvature at a particular point of a 
plane curve is by approximating the curve as closely as possible in a neighbourhood 
of the point with a circle, called the circle of curvature, and then measuring the 
curvature as the reciprocal of the radius in the approximating circle. If the curve 
is flat in a neighborhood of the point, or if the point is an inflection point, the 
approximating circle degenerates to a straight line, the tangent of the curve; in such 
situations, the curvature is set to 0. Finally, the curvature of a curve has a sign: 
positive if the curve turns to the left (anticlockwise) in a neighbourhood of the point 
in question, and negative if it turns to the right (clockwise). 

Now to the mathematics of a nautilus shell. We start out with an equiangular 
spiral. At each point of the spiral, take the circle of curvature and replace it with 
the similar circle centred at the spiral and orthogonal to both the spiral and the 
plane of the spiral. For exactly one angle in the equiangular spiral, the resulting 
surface winds up into a solid with the outside of one layer exactly fitting against 
the inside of the next. The surface looks like the shell of a nautilus. 

In the Spring of 2001,1 discovered that this unique angle is very close to half the 
golden angle (the smaller of the two angles obtained by dividing the circumference 
of the unit circle in golden ratio), so close in fact that it just allows for thickness of 
the shell. More details can be found on my home page [14]. 

7. Geometry of space 

Questions about geometries alternative to Euclidean geometry easily arise in 
philosophical discussions on the nature of space and in popularizations of physics. 
It is difficult material to disseminate, but still, one can come far by immediately-
incorporating a concrete model of a non-Euclidean geometry into the considera­
tions. In this respect, I find the disc model of the hyperbolic plane suggested by 
Poincaré (1887) particularly- useful. In addition to its mathematical uses, it was the 
inspiration for Escher in his four woodcuts Circle Limit I-IV, ([7], page 180). 
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In ([13], Chapter 4), I gave a short account of the Poincaré disc model, which 
has successfully been introduced in Denmark at the upper high-school level, and 
where you encounter some of the surprising relations in hyperbolic geometry. In 
particular, the striking difference between tilings with congruent regular n-gons in 
the Euclidean plane, where you can tile with such n-gons only for n = 3,4,6, and 
in the hyperbolic plane, where you can tile with such n-gons for each integer n > 3. 

At a more advanced level, one can introduce a hyperbolic structure on surfaces 
topologically equivalent to the surface of a sphere with p handles, for each genus 
p>2, by pairwise identification of the edges in a regular hyperbolic 4p-gon; cf. [11]. 

The appearance of non-Euclidean geometries raised the question of which ge­
ometry provides the best model of the physical world. This question was illustrated 
in an inspired poster designed by Nadja Kutz; cf. [6]. 

8. Eternity and infinity 

Eternity and, more generally, infinity are notions both expressing the absence 
of limits. Starting from the classical paradoxes of Zeno, which were designed to show 
that the sensory world is an illusion, there are good possibilities for conversations 
about mathematical notions associated with infinity. And one can get far even with 
fairly difficult topics such as infinite sums; cf. [15]. 

The harmonic series 

A conversation about infinite sums (series) inevitably gets on to the harmonic 
series: 

V 1 - 1 1 1 1 

^-~> n 2 3 4 n 
ra=l 

As you know, this series is divergent, i.e. the iVth partial sum 

, 1 1 1 1 
^ = 1 + 2 + 3 + 4 + - - + ÎV 

increases beyond any bound, for increasing N. 
The following proof of this fact made a very deep impression on me when I 

first met it. First notice, that for each number k, the part of the series from -T^T to 
JJ: contains k terms, each greater than or equal to ^ , so that 

1 1 1 1 1 1 1 
> k+1 k + 2 2k - 2k 2k 2k 2 

With this fact at your disposal, it is not difficult to divide the harmonic series into 
infinitely many parts, each greater than or equal to \, proving that the partial sums 
in the series grow beyond any bound when more and more terms are added. 
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The alternating harmonic series 
The alternating harmonic series 

T(-i)n-1- = i-l + l-] + --- + (-i)n-1- + ... 
^ v ' n 2 3 4 v ' n 
n=l 

offers great surprises. As shown in 1837 by the German mathematician Dirichlet, 
this series can be rearranged, that is, the order of the terms can be changed, so 
that the rearrangement is a convergent series with a sum arbitrarily prescribed in 
advance. The proof goes by observing that the positive series (the series of terms 
with positive sign) increases beyond any upper bound, and that the negative series 
(the series of terms with negative sign) decreases beyond any lower bound, when 
more and more terms are added to the partial sums in the two series. Now, say-
that we want to obtain the sum S in a rearrangement of the alternating harmonic 
series. Then we first take as many terms from the positive series as are needed just 
to exceed S. Then take as many of the terms from the negative series as needed just 
to come below S. Continue this way by taking as many terms as needed from the 
positive series, from where we stopped earlier, just again to exceed S. Then take 
as many terms as needed from the negative series, from where we stopped earlier, 
just again to come below S, and so on. Since ^ tends to 0 as n increases, the series 
just described is convergent with sum S. 

The alternating harmonic series is the mathematical idea behind the episode 
from Alice 's Adventures in Wonderland, mentioned at the beginning of this paper. 

9. Mathematics as a sixth sense 
In 1982, Dirac's string problem was presented on a shopping bag from a Danish 

supermarket chain [12]. This problem illustrates the property of half-spin of certain 
elementary particles, mathematically predicted by the physicist P.A.M. Dirac in the 
1920s for elementary particles such as the electron and the neutron. To convince 
colleagues sceptical of his theory, Dirac conceived a model to illustrate a correspond­
ing phenomenon in the macroscopical world. This model consists of a solid object 
(Dirac used a pair of scissors) attached to two posts by loose (or elastic) strings, say 
with one string from one end of the object and two strings from the other end to the 
two posts. Dirac then demonstrated that a double twisting of the strings could be 
removed by passing the strings over and round the object, while he was not able to 
remove a single twisting of the strings in this way. Rather deep mathematics from 
topology is needed to explain the phenomenon, and in this case mathematics comes 
in as a 'sixth sense', by which we 'sense' (understand) counter-intuitive phenomena. 
An application to the problem of transferring electrical current to a rotating plate, 
without the wires getting tangled and breaking, was patented in 1971. 

10. Making mathematics visible 
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In many countries there are increasing demands to make the role and impor­
tance of the subjects taught in the school system visible to the general public. If the 
curriculum and the methods of teaching are not to stagnate, it is important that 
an informed debate takes place in society about the individual subjects in school. 

For subjects strongly depending on mathematics, this is a great challenge. 
Where mathematicians (and scientists in general) put emphasis on explanations 
(proofs), the public (including politicians) are mostly interested in results and con­
sequences. It is doubtless necessary to go part of the way to avoid technical language 
in presenting mathematics for a wider audience. 

On the initiative of the International Mathematical Union, the year 2000 was 
declared World Mathematical Year. During the year many efforts were made to 
reach the general public through poster campaigns in métros, public lectures, ar­
ticles in general magazines, etc. and valuable experience was gained. The mathe­
matical year clearly demonstrated the value of an international exchange of ideas 
in such matters, and the issue of raising public awareness of mathematics is now on 
the agenda all over the world from eight to infinity. 
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Abstract 

This article is a part of the report for the research project "Reform of 
the Course System and Teaching Content of Higher Mathematics (For Non-
Mathematical Specialties)" in 1995, supported by the National Ministry of 
Education. There are thirteen universities participated in this project. The 
Report not only reflects results of our participants, but also includes valuable 
opinions of many colleagues in the mathematical education circles. 

In this article, after a brief description on the history and reform situation 
of the higher mathematics education in China, attention concentrates to three 
aspects. They are: main problems in this field existing; the functions of math­
ematics accomplishment for college students; these concern course system, 
teaching and learning philosophy, such as overemphasized specialty education, 
overlooking to arouse rational thinking and aesthetic conceptions, etc. The 
last aspect contains a discussion on several important relationships, such as: 
knowledge impartment and quality cultivation, inherence and modernization 
of the mathematical knowledge, teacher's guidance and students' initiative, 
mathematical basic training and mathematical application consciousness and 
ability cultivation, etc. 
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1. Introduction 
This is a par t of the report for the research project of " Reforms on the Course 

System and Teaching Content of Higher Mathematics (For Non-Mathematical Spe­
cialties)" in 1995, supported by National Ministry of Education. There are thirteen 
universities participated in this research project. They worked together coopera­
tively. Besides, many experts and scholars in mathematical and educational circles 
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had been consulted in many aspects. This essay not only reflects the research results 
of our participants-universities in more than four years, but also includes valuable 
opinions of many colleagues in the mathematical education circle. 

2. Reform situation of the university mathemat­
ics education in China and the main problems 
existing 

For the past half a century, our modern university education, accompanying 
the progress process of our socialist political and economic development, experienc­
ing the stage of "learning from the Soviet Union in all respects", many times of 
"educational reforms" and today's "reform and opening to the world", has grown 
in wave-like development and formed today's scale. In this process, the teaching 
reform on the university non-mathematics class specialties higher mathematics has 
almost not been stopped. It can be said that mathematics teaching in this period, 
generally speaking, adapted itself to the requirements for training professionals in 
various fields under the planned economic system and made important contributions 
for the society. In this respect, several generations of educators of mathematical 
teaching devoted their wisdom and hardworking. 

Historically, the focus of the reform of the university mathematical education 
in China is always concentrated on the problem of the combination of mathematics 
with practice. In a long period before the reforms and opening to the world, the 
basic task of the non-mathematics class specialties mathematical teaching is for 
specialties, or mathematics courses should serve courses of specialties. As mentioned 
earlier, in the tendency of the extreme situation of putting too much emphasis on 
specialties, such a saying is natural; but we went even further. In addition, we 
were in a situation of long-period of isolation. We didn't know the situation of 
mathematics education in other countries, even were not clear on the reform in 
the Soviet Union. Without comparison, it is difficult to discover the problems. 
Moreover, different opinions on such a problem as "the relationship between the 
teaching of fundamental mathematics and that of specialties," should have been 
a problem of academic views in the first place and can be discussed and tested; 
but such opinions were always improperly treated as ideological problems even the 
political ones. Therefore, it was difficult to express different views. Since the 1980s, 
our policies of the reform and opening to the world have brought spring for the 
educational reforms. When we learned of the changes in those decades of years, 
we realized that we had lagged behind and we should do our best to catch up. 
At that time, people found that, as a developing country, China was confronted 
with a series of serious challenges in the socialist market economy. In addition, the 
rapid appearance of the knowledge economy based on the intelligent resources and 
innovative competition, we are forced to reconsider problems, such as educational 
concepts, teaching systems, course systems, teaching content and methods etc., 
which are formed in the original planned economy. 

Viewing from the angle of the university mathematics education, the existing 
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main problems may be summarized as follows: 
First, the "specialty education" is overemphasized and thus a one-sided under­

standing of the role of the university mathematics education "serving specialties" 
is formed. Such an understanding, as the guiding idea of education, is embodied 
in every link of teaching. Due to its long duration, the depth and extension of its 
effects cannot be underestimated. Even now, among quite a large part of teaching 
cadres and teachers, such an understanding may still work, because in the past the 
problem of "what is the role of university mathematical courses in the university-
education" had not been studied properly. 

Secondly, as the cultivation target was training "specialists and engineers who 
could work directly after their graduation," the teaching process was speeded up. 
Moreover, we have the tradition of putting emphasis on the classroom teaching, 
and the course of mathematics itself has its own specific strict logical system, the 
instillation-type of teaching methods can be said to be deep-rooted. 

Thirdly, as mathematics teachers of non-mathematical class specialties usu­
ally undertake heavy teaching tasks, and in the technological and engineering col­
leges and universities, the mathematical scientific research not being combined with 
practice directly is viewed as being isolated from practice, the teachers engaged in 
teaching basic courses of mathematics have not touched scientific research for a long 
time. Under this situation it is difficult to improve their professional skills and their 
teaching levels. 

These problems, facing the serious challenges of the 21st century, cause the 
inadaptability of the university mathematics education to the current education 
development situation to be more serious. The results are mainly reflected in the 
following respects. 

For s tudents , too specific majors and their one-sided understanding of the 
role of basic courses lead to their narrow scopes of knowledge (especially knowledge 
on mathematics), narrow field of vision, lack of creation and all this is usually-
expressed in insufficient "aftereffects". 

For teachers, a single- pattern course content, rigid teaching plans and pro­
grams lead to the fact that they could only be responsible for textbooks and exams 
and it is difficult for them to attend to the cultivation of abilities and qualities 
of students. The development of teachers' active roles and their growth are both 
influenced. 

For textbooks, most of the content is rather old and their system is stereo­
typed. There is no mechanism to encourage teachers to edit new teaching textbooks 
and materials, which gives people an impression of "one thousand people having 
one face" and results in difficulties for students to grasp mathematical thinking and 
method and to learn new knowledge in mathematics. 

3. Several aspects that should be grasped in doing 
a good job of our college mathematics education 

In recent years, with the rapid development of our economy, higher education 
in our country has met with an excellent situation of brisk discussions and great 
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reforms. This time of educational reform, whether from the emphasis degree of the 
government, or from the realistic spirit of policies, the strength of the funds input 
and the depth and breadth of studying problems, they are all unprecedented. Just 
as the case in previous educational reforms, the reform of mathematics teaching is 
still among one of the key problems. What is different from the past is that the 
reform is not restricted to the long confusing problem of the relationship between 
mathematics and practice, but rather, the mathematics education is first put un­
der the background of social development and is raised at the height of university-
quality education. The past is reviewed, the present is examined and the future is 
planned. In particular, the role of mathematics education in higher education has 
been clarified. There emerge schemes, new textbooks and new courses on math­
ematics course content, structure and system reforms that have creative intention 
and face the epoch. The research and practice on reforming teaching methods of 
mathematics and introducing new means of teaching have attracted the attention of 
broad masses of mathematics teachers; but the development is not balanced. There 
is not enough systematic research and comprehensive experiments. Especially, view­
ing from the great part of the circle, there are no great changes of the traditional 
mathematics teaching modes and methods. As for the renewal of the teaching con­
tent of mathematics, it is like "walking with the unsteady steps." The main problem 
still lies in the change of educational ideology and teaching concepts. For the teach­
ing of the basic mathematical courses in non-mathematics class specialties, in our 
opinion, it is necessary to clarify the following points in understanding. 

(1) It is necessary to have a rather comprehensive knowledge of the 
role of mathematics education in university 

In the educational mode in the planned economy, training of professionals in 
universities was of an upside-down type. The national plan decided the arrangement 
of specialties, and teaching programs were drawn up according to the requirements 
of specialties. Courses were arranged according to the procedure of specialty courses 
- fundamental specialty courses - basic courses. It was emphasized that the latter 
shall serve the former. For the basic education of mathematics, the excessive em­
phasis of the aspect of "serving specialties", and the neglect of the inherent unity of 
mathematics as a rational reasoning system and the specific role of mathematics in 
the comprehensive quality of students, led to the lack of a comprehensive knowledge 
of the role of mathematics education in university education. In fact, mathematics 
is the common foundation for cultivating and training various levels of special pro­
fessionals. For students of non-mathematics class specialties, the role of university-
basic mathematics courses lies at least in the following three aspects. 

It is the main course for students to grasp mathematical tools. Such 
a role is very important for students of non-mathematics class specialties and is an 
important content of "specialty quality." The current problems are as follows: on 
the one hand, teachers should study how to effectively enable students to grasp and 
use this tool in the whole course of mathematical teaching and how to lay a founda­
tion in this field in the stage of basic courses; on the other hand, it is necessary to 
prevent the narrow understanding of "tool", viewing the basic mathematics course 
only as the tool for serving certain specialty courses, and even the tool specifically 



Reforms of the University Mathematics • • • 901 

for dealing with certain examinations. 

It is an important carrier for students to cultivate their rational 
thinking. What mathematics studies is the model structures of "numerals" and 
"forms", and what it uses is such rational thinking methods as logic, reasoning 
and deduction. Large amounts of facts show that it is not a useless theory that is 
"isolated from practice", but is a thinking creation, which originates from practice 
and guides practice. The role of such a training of rational thinking could hardly 
be replaced by other courses. Such a cultivation of rational thinking is of utmost 
importance for students to improve their quality, to enhance their analytical abilities 
and to enlighten their creation consciousness. The current problems lie in that we 
lack the mature teaching experience and excellent textbooks in this respect. 

It is a way for students to receive the nurture of beauty sense. The 
mathematical aesthetics is part of people's quality of the appreciation of beauty. 
With the development of human civilization and the progress of science, such a fact 
is being gradually recognized by people. In fact, targets mathematics is striving 
for — the arrangement of chaos into order, the sublimation of experience to laws 
and the search for the concise and uniform mathematical expression of motions 
of substances — are the embodiment of mathematical beauty, and are also man's 
pursuit for beauty sense. Such a pursuit acts as a subtle influence for the nurture of 
man's mental world and is always a motive force of innovation. At present we can 
only say that it is necessary to pay attention to the role of mathematics in aesthetic 
education. And further search and attempts should be made in its embodiment in 
teaching and textbooks. 

The roles of the three aspects are unified, but in concrete requirements, ac­
cording to the different kinds of colleges, specialties and students, there should 
be different sides to be emphasized, so that the comprehensive realization of the 
knowledge, abilities and quality in mathematics teaching can be expected. 

(2) Emphasis should be put on the solution of problems of the re­
newal of college mathematics course system and content 

From the abolition of the imperial civil examination system at the end of Qing 
Dynasty, the establishment of modern school and up to the liberation of China, the 
education of science and technology in colleges and universities basically followed 
modes in Europe and America. For the content of mathematical teaching, before 
the 1950s, mathematics as a compulsory course in most specialties of science and 
technology except in few specialties, such as physics, was only limited to simple 
calculus and differential equations. In the 1950s, the Soviet modes were compre­
hensively introduced in higher education institutes. A kind of specialty education 
with the aim of training professional talents according to requirements of the trades 
was formed. The arrangement of the courses in the specialties was aimed at the re­
quirements of the professional knowledge. Basic courses such as mathematics were 
required to serve specialty courses. Such a system and guiding ideas have actually-
continued till now. Though in the 1980s, due to the need to employ computers, 
linear algebra (taking calculation as the chief content) and numerical methods be­
came compulsory mathematics courses, viewing from the guiding ideas, the main 
point was still "specialty education" and the changes of teaching content were very 
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limited. Later, there occurred improper evaluations, in addition to the influences 
of "examination-oriented education" induced by taking the post-graduate entrance 
examinations, the tendency of one-sided pursuit of the problem-solving techniques 
was promoted. As a result, the train of thought about reforms became more vague. 
However, due to the rapid development of the computer technique in the later half 
of last century, people had more knowledge on the role of modern mathematics. 
Especially in the recent 30 years, there appears the so-called "modern mathematics 
technique" which displays its prowess fully in economy and industries. For ex­
ample, optimization, engineering control, information processing, fuzzy recognition 
and image reconstruction, etc. they are produced due to the combination of the 
principles and methods of modern mathematics with computers. They penetrate 
and are applied in all sectors and trades, and are combined with relevant techniques 
to form the so-called high and new techniques in those areas. In current developed 
countries, mathematics is applied to improve the organizational level of economy, 
and from drawing up macroscopic strategic planning to the storage, distribution 
and transportation of products and to the market prediction, analysis of finance 
and insurance businesses, significant progress has been attained. All the facts men­
tioned above mean that mathematics has turned from part of the traditional natural 
sciences and engineering techniques to further penetrating into many areas of the 
modern society and economy and has gradually become one of their indispensable 
columns. On the other hand, the development of science and technology brings 
about a series of problems and it is necessary for people to reexamine the relation­
ship between man and society and between man and Nature in a rational way. All 
this requires that training on the tool property and rationality should be empha­
sized in college mathematics education. Therefore, it is an urgent task to adjust 
the basic course system of college mathematics and appropriately renew teaching 
content. 

(3) Reforming the examination-oriented "instillation-type" teaching 

In recent years, various kinds of factors have induced a type of examination-
oriented teaching. Marks play almost decisive roles for students in many respects 
such as evaluation in the prizes, graduate entrance examinations and the assignment 
for jobs. In some occasions, students' marks are the main factor for evaluating 
teachers. Such a situation causes teachers to teach for exams and students study 
for exams. In order to raise the average marks of a class, teachers spend a lot of 
time and energy on the teaching of problem patterns. Accordingly, the "instillation-
type" of teaching methods are in a dominating position in our college teaching. 
Characteristics of such methods are as follows: on the one hand, various kinds of 
problem patterns are explained in every detail in the classroom and efforts are made 
to enable students to understand them as soon as they listen to the explanations. 
In such a way, besides the small amount of classroom information quantity, the 
psychology of dependence of the students will certainly be enhanced and they will 
have a bad habit of being lazy in thinking, which will seriously hinder the cultivation 
of the innovation sense and innovation capability. On the other hand, students 
are busy problem solving after the class and problems are substituting learning. 
They rarely read books and pay little attention to the mathematical thinking and 
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mathematical applications, let alone the cultivation of the innovation sense. 
(4) Devoting great efforts to the construction of teachers' teams 
This is the crux matter of our reform. In recent years, compared to the past, 

the situation of teachers' teams engaged in non-mathematics class specialty math­
ematics teaching has turned to the better. Quite a few of young teachers who have 
obtained Doctor's degrees join the career. In common colleges and universities, 
proportions of mathematics teachers who have gained Master's degrees are increas­
ing. This is an encouraging phenomenon, indicating that there will be qualified 
successors to carry on mathematics teaching, but the authorities of colleges and 
universities have not timely put such a strategic task at a deserved height. For 
example, knowing clearly that the experienced teachers with high academic levels 
should be appointed to teach the basic courses, some colleges and universities still 
classify the teachers according to the order of the postgraduate teaching, senior 
students teaching, and the basic courses teaching. Such a guiding direction is very-
unfavorable for cultivating high-quality talents. In addition, viewing from the young 
teachers' teams, there also exists something worrying. First, their ideas are not so 
stable; secondly, they cannot deal well with the relationship between scientific re­
search and teaching. In the key universities, there usually exists the atmosphere 
of paying more attention to scientific research than that to teaching. In common 
colleges and universities, there always exists the problem of only teaching with­
out scientific research. Therefore, creating certain conditions and asking the young 
teachers to participate in scientific research are important measures to improve the 
levels of college mathematics teachers. Thirdly, not enough efforts have been made 
in conducting education on teacher morality and on superior teaching traditions for 
the young teachers. 

4. Several important relationships in the univer­
sity mathematics education reforms 

The college mathematics education reform is a very careful job. The treatment 
of many problems in this respect will not only rely on principles, but also be flexi­
ble. According to the experience and lessons from the past mathematics education 
reform, I would like to discuss some problems concerning principles in mathematics 
teaching reform from the correct treatment of the relationships in several aspects 
as follows: 

(1) Embodying quality education, paying attention to well treating 
the relationships between knowledge impartment and quality cultivation 

In recent years, there are a large amount of discussions on "quality" and "qual­
ity education". We assume that quality is a mental and physical attribute expressed 
when people understand and treat things and events. It is based on the congenital 
psychological conditions and is gradually formed under the influences of the post­
natal environment. Viewing from the angle of education, an individual's quality 
in a certain aspect is shown in his power of understanding and potential energy in 
such an aspect. Quality education is a process during which excellent qualities of 
people are cast through the smelting of systematic knowledge. Any objective ex-
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istence in the world has its attribute characters of "numerals" and "forms". With 
the progress of the science of mathematics, people's knowledge of "numerals" and 
"forms" has enhanced from directly-visual quantity relationships and space forms 
to the abstract "mathematical structures" and "space concepts" with deeper conno­
tation and wider extension. Such attributes of "numerals" and "forms" in people's 
understanding things and their comprehension and potential ability in handling the 
corresponding relationships are obviously a kind of people's quality and we call such 
a quality mathematical quality. Under the background of the tendency of digital-
ization and informationalization in the knowledge economy society, the importance 
of possessing such a quality is very great. In the quality education, viewing from 
the main body of education (i.e. the main targets of education and corresponding 
teaching behaviors), the soul of the college mathematics education is exactly the 
mathematical quality, and is what has been discussed in the previous part — qual­
ity property. Viewing from mathematics itself, especially the modern mathematics, 
its essence is a rational thinking system extracted abstractly from large amounts 
of objective phenomena. Therefore, in its education, besides displaying how it ab­
sorbs nutrition from laws of vivid objective things and provides tools, main focus is 
the training of the rational thinking techniques and of the mastering mathematical 
tools. That is the content of the education of mathematical quality. Though it 
imparts "knowledge" as well, "knowledge" of mathematics acts as a carrier of im­
parting quality (such a role was always neglected by people in the past), besides one 
side that it is combined with the material content and thus acts as a tool to serve 
other disciplines. The quality education in the mathematical teaching is that the 
teachers put the lively and rational ways of thinking via the knowledge carrier to 
implement the motivational, psychological and mental guidance for their students. 

Mathematics has become a fundamental component of the culture of the con­
temporary social culture via its ability of tools, rational spirit and sense of beauty. 
In the society of the 21st century if one has no idea what mathematical technology-
means, lacks both the rational thinking and the sense of beauty appreciation; then 
his total quality will be affected. His abilities in insight, judgement and originality-
would be greatly restricted. Therefore, the accomplishment of mathematical culture 
is not a kind of "fashion" for one in the ever-increasingly fierce competition among 
talents of the society; it is indeed a kind of actual necessity for one in his work, 
study and social communication. 

The specific content of the mathematical quality is quite rich, the most out­
standing specific characteristics that are generally acknowledged are summarized as 
follows: 

• The sharp consciousness of extracting the attributes of "numerals and forms" 
of things. 

• Thinking mode of using "abstract models and structures" to study things. 
• Exploring habits of conducting compact deduction by means of signs and 

logical systems. 

Features of mathematical qualities in these aspects are connected with each 
other and cannot be separated in the actual educational processes. All college stu­
dents should be cultivated and educated in such aspects. Of course, the education 
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and cultivation of mathematical qualities are different in emphasis points, depth, 
and breadth between mathematics major students and non-mathematics class spe­
cialties students, and in non-mathematics class specialties, such differences do exist 
between students of science, engineering, agriculture and medicine and those of 
humanities majors. 

(2) Grasping course systems and content renewal and treating well 
relationships between the inherence and modernization of the mathe­
matical knowledge 

The main body of the textbooks of current basic mathematics courses is mostly 
mathematics before the 19th century. This is in contrast with other basic textbooks 
of physics, chemistry and biology that began mostly from the 19th century. There­
fore, the problem of the modernization of basic university mathematics textbooks 
is to be stressed. But we should be cautious in this problem. It is unavoidable 
to appropriately add the commonly accepted and fundamental content of modern 
mathematics; but it is necessary to consider another aspect: as we have mentioned 
above, mathematics is a kind of thinking science and has its own specialties. Its 
system is constructed by logic and is a structure of series established one layer after 
another from the bottom to the top. The mathematical knowledge important in 
the past is the "logical basis" of the current mathematics and throwing away the 
former will influence the later studies. For example, calculus has a history of over 
three hundred years, but it still is the foundation stone of modern mathematics 
and can't be thrown away casually. Such a situation differs from other sciences. 
For other sciences, if the theories before the 19th century are out-of-date, they 
can be cancelled, though proceeding and subsequent knowledge has inherent prop­
erty. The preceding knowledge is not necessarily the direct logical foundation of 
the subsequent knowledge, so the abandonment of the preceding knowledge will not 
influence the learning of the subsequent knowledge. In addition, there is still an 
important reason. Such a part of mathematics content, for example, calculus, has 
still a rather wide application today. Therefore the idea of "modernization" of the 
content of college mathematics textbooks is somewhat different from the modern­
ization of other disciplines and thus how much modern content has been listed in 
the textbook cannot be simply taken as the standard of measurement. We assume 
that the content modernization of the college mathematics textbooks can mainly 
include the following aspects. First, the classical mathematics content should be 
governed by viewpoints and languages of modern mathematics as far as possible; at 
the same time "roots" in the classical mathematics for some modern mathematics 
should be appropriately introduced. Secondly, significant results of modern math­
ematics that have formed the basic part of relevant disciplines should be put into 
textbooks as far as possible and a poplar introduction should be made. Lastly, it is 
necessary for students to possess essential basis of modern mathematics necessary 
for students to further study relevant specialties by themselves. 

What is similarly important is to cancel some contents such as reasoning loaded 
down with trivial details and those calculations that can be done by calculators, 
and concepts and methods that are relatively old and thus have no development 
prospect in modern science. In summary, facing an accumulation of nearly two 
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centuries, how to deal with the "metabolism" of the basic content of mathematics 
is a quite difficult problem. Depending only on "outside extension type" to increase 
academic hours will not work and efforts should be made on reforms on the structure 
and content of the course. 

(3) Paying attention to the reform of teaching methods and handling 
well relationships between teachers' guidance and students' initiative 

Once the teaching system and content of the course of college mathematics 
have been determined, teaching methods become the key problem of teaching qual­
ity. Obviously, the teaching process of basic mathematics is absolutely not man's 
repetition of cognition processes for numerals and forms laws, but basic laws of 
cognition processes should be observed. In addition, the teaching process cannot be 
the simulation of research process of mathematical problems, but should embody 
research methods and thinking modes specific for mathematics. The teaching of 
mathematics includes two sides of teaching and learning and is a comprehensive 
process in which many teaching activities guided by teachers lead to the initiative 
of students to study mathematics. The so-called initiative has at least the following 
meanings. First, students have the interest and dynamic force to learn mathematics. 
Secondly, students can learn by themselves under the proper guidance of teachers. 
Thirdly, students can work at and put forward problems independently during the 
study process. Fourthly, students can use the knowledge their teachers impart and 
related knowledge gained through self-study after processing and digestion to con­
struct a knowledge system that, even if it is simple and not perfect, actually belongs 
to themselves. 

(4) Emphasizing the practical links of mathematics and paying at­
tention to handling well relationships between mathematical basic train­
ing and mathematical application consciousness and ability cultivation 

The widespread use of computers and the emergence of a series of powerful 
mathematical software systems have resulted in profound changes in the roles of 
mathematics and in mathematical teaching. They make it possible to collect and 
process large amounts of data, also make mathematical model a means of exper­
iment, and thus greatly promote applications of mathematics in all fields. The 
combination of mathematical thinking with computers has become an important 
mode of modern mathematical teaching. For example, since the establishment of 
the course of "mathematical models" in colleges in the 1980s, there have been hun­
dreds of colleges and universities where this course has been set up, and the course is 
a favorite of students. Especially the annual national contest of college mathemat­
ics model-building attracts students of various specialties and promotes reforms in 
mathematics teaching. At present, the course "mathematical experiments" aiming 
at strengthening practice links of mathematics is being tested in several colleges 
and universities and the preliminary results are encouraging. 



ICM 2002 • Vol. Il l • 907-920 

The Teaching of Proof 

Deborah Loewenberg Ball* Celia Hoyles^ 
Hans Niels Jahnke* Nitsa Movshovitz-Hadar§ 

Abstract 

This panel draws on research of the teaching of mathematical proof, con­
ducted in five countries at different levels of schooling. With a shared view 
of proof as essential to the teaching and learning of mathematics, the authors 
present results of studies that explore the challenges for teachers in helping 
students learn to reason in disciplined ways about mathematical claims. 

2000 Mathematics Subject Classification: 97C30, 97C50, 97D20. 
Keywords and Phrases: Proof, Didactics of mathematics, Mathematical 
reasoning. 

1. Introduction 
Proof is central to mathematics and as such should be a key component of 

mathematics education. This emphasis can be justified not only because proof is 
at the heart of mathematical practice, but also because it is an essential tool for 
promoting mathematical understanding. 

This perspective is not always unanimously accepted by either mathematicians 
or educators. There have been challenges to the s ta tus of proof in mathematics itself, 
including predictions of the 'death of proof . Moreover, there has been a trend in 
many countries away from using proof in the classroom (for a survey see Hanna & 
Jahnke, 1996). 

In contrast to this, the authors of the present paper agree tha t proof must be 
central to mathematics teaching at all grades. Nevertheless, there are lessons to be 
learned from the debates over the role of proof. For many pupils, proof is just a 
ritual without meaning. This view is reinforced if they are required to write proofs 
according to a certain pat tern or solely with symbols. Much mathematics teaching 
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in the early grades focuses on arithmetic concepts, calculations, and algorithms, and, 
then, as they enter secondary school, pupils are suddenly required to understand 
and write proofs, mostly in geometry. Substantial empirical evidence shows that 
this curricular pattern is true in many countries. 

Needed is a culture of argumentation in the mathematics classroom from the 
primary grades up all the way through college. However, we need to know more 
about the difficulties pupils encounter when they are confronted with proof and 
the challenges faced by teachers who seek to make argumentation central to the 
mathematics classroom. The epistemological difficulties that confront students in 
their first steps into proof can be compared to those faced by scientists in the course 
of developing a new theory. At the beginning, definitions do not exist. It is not 
clear what has to be proved and what can be presupposed. These problems are 
interdependent, and researchers (like students) find themselves in danger of circular 
reasoning. In the infancy of a theory, a proof may serve more to test the credibility 
or the fruitfulness of an assumption than to establish the truth of a statement. Only-
later, when the theory has become mature (or the student has come to feel at home 
in a domain), can a proof play its mathematical function of transferring truth from 
assumptions to a theorem. 

All in all, work is needed in three areas with regard to the teaching of proof. 
We need (1) a more refined perception of the role and function of proof in mathe­
matics, including studies of the practices of proving in which active mathematicians 
engage (epistemological analysis), (2) a deeper understanding of the gradual pro­
cesses and complexities involved in learning to prove (empirical research) and (3) the 
development, implementation and evaluation of effective teaching strategies along 
with carefully designed learning environments that can foster the development of 
the ability to prove in a variety of levels as from the primary through secondary-
grades and up to college level (design research). 

We begin in Section 2 with an analysis of what mathematical proof might 
involve in the primary grades. Section 3 gives results of a longitudinal study on 
the development of proving abilities in grades 8 and 9. Section 4 is based upon an 
empirical investigation of college level teaching and shows how the natural habit of 
referring to an example can be used as a leverage into the teaching of proof, and 
section 5 discusses the idea of 'physical mathematics' as an environment for the 
teaching of proof. 

2. What does it take to (teach to) reason in the 
primary grades?1 

Although the teaching and learning of mathematical reasoning has often been 
seen as a focus only beginning in secondary school, calls for improvements in math­
ematics education in the U.S. have increasingly emphasized the importance of proof 
and reasoning from the earliest grades (NCTM, 2000, p.56). While some may re­
gard such a focus on reasoning and proof secondary to the main curricular goals 

1 Author: Deborah Loewenberg Ball 
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in mathematics at this level, we consider reasoning to be a basic mathematical 
skill. Yet what might 'mathematical reasoning' look like with young children, and 
what might it take for teachers to systematically develop students' capacity for such 
reasoning? These questions form one strand of our research on the teaching and 
learning of elementary school mathematics. 

We define 'mathematical reasoning' as a set of practices and norms that are 
collective, not merely individual or idiosyncratic, and that are rooted in the disci­
pline (Ball & Bass, 2000, 2002; Hoover, in preparation). Mathematical reasoning 
can serve as an instrument of inquiry for discovering and exploring new ideas, a 
process that we call the reasoning of inquiry. Mathematical reasoning also func­
tions centrally in justifying or proving mathematical claims, a process that we call 
the reasoning of justification. It is this latter on which we focus here. 

The reasoning of justification in mathematics, as we see it, rests on two foun­
dations. One foundation is an evolving body of public knowledge — the mathe­
matical ideas, procedures, methods, and terms that have already been defined and 
established within a given reasoning community. This knowledge provides a point 
of departure, and is available for public use by members of that community in 
constructing mathematical claims and in seeking to justify those claims to others. 
For professional mathematicians, the base of public knowledge might consist of an 
axiom system for some mathematical structure simply admitted as given, plus a 
body of previously developed and publicly accepted knowledge derived from those 
axioms. Hence, the base of public mathematical knowledge defines the grain size 
of the logical steps which require no further warrant, that is acceptable within a 
given context. The second foundation of mathematical reasoning is mathematical 
language—symbols, terms, notation, definitions, and representationsand rules of 
logic and syntax for their meaningful use in formulating claims and the networks 
of relationships used to justify them. 'Language' is used here to refer to the en­
tire linguistic infrastructure that supports mathematical communication with its 
requirements for precision, clarity, and economy of expression. Language is essen­
tial for mathematical reasoning and for communicating about mathematical ideas, 
claims, explanations, and proofs. Some disagreements stem from divergent or unrec­
onciled uses of terminology, whereas others are rooted in substantive and conflicting 
mathematical claims (Crumbaugh, 1998; Lampert, 1998). The ability to distinguish 
these requires sensitivity to the nature and role of language in mathematics. 

We have been tracing the development of mathematical reasoning in a class 
of Grade 3 students (ages 8 and 9) across an entire school year using detailed 
and extensive records of the class: videotapes of the daily lessons, the students' 
notebooks and tests, interviews with students, and the teacher's plans and notes. 
By comparing the class's work at different points in time, we are able to discern 
growth in the students' skills of and dispositions toward reasoning. We offer two 
brief examples here. Early in the school year, the teacher presented the problem, T 
have pennies (one-cent coins), nickels, (five-cent coins), and dimes (ten-cent coins) 
in my pocket. Suppose I pull out two coins, what amounts of money might I have?' 
The children worked to find solutions to this problem: 2, 6, 10, 11, 15, and 20. 
The teacher asked the students whether they have found all the solutions to the 
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problem, and how they know. Some students seemed uncertain about the question. 
Other students offered explanations: 'If you keep picking up different coins, you will 
keep getting the same answers,' 'If you write down the answers and think about it 
some more until you have them all.' The students believed they had found them 
all, but it was because they could not find any more. Their empirical reasoning 
satisfied them. Moreover, they had neither other ideas nor methods for building a 
logical argument which would allow them to prove that this problem (as worded) 
had exactly six solutions. They also did not have the mathematical disposition to 
ask themselves about the completeness of their results when working on a problem 
with finitely many solutions. 

In contrast, consider an episode four months later. Based on their work with 
simple addition problems, the third graders had developed conjectures about even 
and odd numbers (e.g., an odd number plus an odd number equals an even number). 
They generated long lists of examples for each conjecture: 3 + 5 = 8,9 + 7 = 1 6 , 9 
+ 9 = 18, and so on. Two girls, amidst this work, argued to their classmates: 'You 
can't prove that Betsy's conjecture (odd + odd = even) always works. Because, um, 
• • • numbers go on and on forever, and that means odd numbers and even numbers 
go on forever, so you couldn't prove that all of them work.' The other children 
became agitated and one of them pointed out that no other conclusion that the 
class had reached had met this standard. Pointing to some posted mathematical 
ideas, the product of previous work, one girl questioned: 'We haven't even tried 
them with all the numbers there is, so why do you say that those work? We haven't 
tried those with all the numbers that there ever could be.' And other children 
reported that they had found many examples, and this showed that the conjecture 
was true. But some were worried: One student pointed out that there are 'some 
numbers you can't even pronounce and some numbers you don't even know are 
there.' A day later, however, challenged by the two girls' claim, the class arrived 
at a proof. Representing an odd number as a number than can be grouped in twos 
with one left over, they were able to show that when you add two odd numbers, the 
two ones left over would form a new group of two, forming an even sum: 

plus 

an odd number a n o d d number 

an even number 

Figure 1: odd + odd = even 

This episode illustrates the important role for definitions. Having a shared 
definition for odd and even numbers enabled these young students to establish a 



The Teaching of Proof 911 

logical argument, based on the structure of the numbers. As one girl explained to 
her classmates: 'All odd numbers if you circle them by twos, there's one left over, so 
if you • • • plus another odd number, then the two ones left over will group together, 
and it will make an even number.' The definition equipped them to transcend 
the barrier that 'numbers go on forever' because it afforded them the capacity 
for quantification over an infinite set. Moreover, this episode shows the students 
having developed in their ability to construct, inspect, and consider arguments using 
previously established public mathematical knowledge. 

Our research on the nature, structure, and development of mathematical rea­
soning has made plain that mathematical reasoning can be learned, and has high­
lighted the important role played by the teacher in developing this capacity. Three 
domains of work for the teacher have emerged from our analyses. A first con­
cerns the selection of mathematical tasks that create the need and opportunity for 
substantial mathematical reasoning. The two-coin problem, for instance, did not 
originally require students to find all the solutions. Asking this transformed an 
ordinary problem into one that involved the need to reason mathematically about 
the solution space of the problem. The second domain of teachers' work centers 
on making mathematical knowledge public and in scaffolding the use of mathe­
matical language and knowledge. Making records of the mathematical work of the 
class (through student notebooks, public postings, etc.) is one avenue, for it helps 
to make that work public and available for collective development, scrutiny, and 
subsequent use. This includes attention to where and in what ways knowledge is 
recorded, as well as how to name or refer to ideas, methods, problems, and solu­
tions. Making mathematical knowledge and language public also requires moving 
individuals' ideas into the collective discourse space. A third domain of work, then, 
concerns the establishment of a classroom culture permeated with serious interest 
in and respect for others' mathematical ideas. Deliberate attention is required for 
students to learn to attend and respond to, as well as use, others' solutions or pro­
posals, as a means of strengthening their own understanding and the subsequent 
contributions they can make to the class's work. 

Acknowledgement. The work reported here draws on my research with Hy-
man Bass, Mark Hoover, Jennifer Lewis, and Ed Wall, as part of the Mathematics 
Teaching and Learning to Teach Project at the University of Michigan. This re­
search has been supported, in part, by grants from the Spencer Foundation and the 
National Science Foundation. 

3. The complexity of learning to prove deductively2 

Deductive mathematical proof offers human beings the purest form of distin­
guishing right from wrong; it seems so transparently straightforward — yet it is 
surprisingly difficult for students. Proof relies on a range of 'habits of mind'— 
looking for structures and invariants, identifying assumptions, organising logical ar­
guments — each of which, individually, is by no means trivial. Additionally these 

2Author: Celia Hoyles 
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processes have to be coordinated with visual or empirical evidence and mathemat­
ical results and facts, and are influenced by intuition and belief, by perceptions 
of authority and personal conviction, and by the social norms that regulate what 
is required to communicate a proof in any particular situation (see for example, 
Clements & Battista, (1992), Hoyles, (1997), Healy, & Hoyles, (2000). 

The failure of traditional geometry teaching in schools stemmed at least partly 
from a lack of recognition of this complexity underlying proof: the standard prac­
tice was simply to present formal deductive proof (often in a ritualised two-column 
format) without regard to its function or how it might connect with students' in­
tuitions of what might be a convincing argument: 'deductivity was not taught as 
reinvention, as Socrates did, but [that it] was imposed on the learner' (Freudenthal, 
1973, p.402). Proving should be part of the problem solving process with students 
able to mix deduction and experiment, tinker with ideas, shift between representa­
tions, conduct thought experiments, sketch and transform diagrams. But what are 
the main obstacles to achieving this flexible habit of mind? 

I present here some examples of geometrical questions that have turned out 
to be surprisingly difficult— even for high- attaining and motivated students. The 
analysis forms part of The Longitudinal Proof Project (Hoyles and Kchemann: 
http://www.ioe.ac.uk/proof/), which is analysing students' learning trajectories in 
mathematical reasoning over time. Data are collected through annual surveying of 
high-attaining students from randomly selected schools within nine geographically-
diverse English regions. Initially 3000 students (Year 8, age 13) from 63 schools 
were tested in 2000. The same students were tested again in the summer of 2001 
using a new test that included some questions from the previous test together with 
some new or slightly modified questions. The same students will be tested again in 
June 2002 with the similar aims of testing understandings and development. 

Question Gl in both Year 8 and Year 9 (see Fig 1), is concerned with how 
far students use geometrical reasoning to make decisions in geometry and how far 
they simply argue from the basis of perception or what 'it looks like' (see Lehrer 
and Chazan, 1998; Harel and Sowder, 1998). In both cases a geometric diagram 
is presented, which in the particular case shown, lends support to a conjecture 
that turns out to be false. Students are asked whether or not they agree with the 
conjecture and to explain their decision. 

Responses to question Gl were coded into 6 broad categories. Surprisingly, a 
large number of students in both years simply answered on the basis of perception 
and agreed with the false conjecture with no evidence of progress over the year(Yr 
8: 40%, Yr 9: 48%). Additionally 41% in Yr 8 could come up with a correct answer 
and explain this by reference to an explicit counter-example while only 28% could 
do this in Yr 9. 

Further analysis, however, is thought-provoking. Responses to Yr8Gl showed 
evidence of three effective strategies: the first to find the most extreme case that 
obviously shows that the diagonals cannot cross at the centre of the circle; the 
second to use dynamic reasoning, that is perturbate the diagram in an incremental 
way, keeping the given properties invariant (e.g., moving one of the vertices round 
the circumference so the intersection of the diagonals can no longer be at the centre), 

http://www.ioe.ac.uk/proof/
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the third is to focus on the diagonals rather than the quadrilateral and simply to 
say 'I can find opposite vertices such that the diagonals do not go thru the centre' 
also evidenced by students who simply drew a diagonals 'cross' without bothering 
to draw the quadrilateral itself! In answer to Yr9Gl, it is harder to find a counter 
example in a static way as two conditions have to be controlled (neither diagonal 
can bisect the area) rather than only one (one diagonal must not go thru centre); 
also it is not possible to find as 'extreme' a counter example as in Y8 (the nearest 
equivalent is a concave quadrilateral, though here it is still possible to end up with 
two triangles that look very different but have roughly the same area). The second 
strategy is also harder in the Year 9 question as the dynamic reasoning has to 
change an area, not an immediately obvious quantity unlike the coincidence of two 
points. Clearly avoiding the seduction of perception is only one pitfall in geometrical 
reasoning. 

Darren sketches a circle, 

He calk the centre C. 

He then draws a quadrilateral 

PCJRS, whose comers lie on 

the circle. 

Ht then draws the diagonal* 

of the quadrilateral. 

Darren says 

'Whatever quadrilateral [draw with comers or» a circle, 

ine diagonals will always cross at the centre of ine circle" 

Is Damsn right? 

Explain your answer. 

Tim sketches a quadri lateral. He draws the diagonals of the quadrilateral. 

Tim notices lhat one uf the diagonals has cut the area of the quadrilateral in half. 

He says 

"Whatever quadrilateral 1 draw, 

at least one of the diagonals will always cut the area of the quadrilateral in half*. 

Is Tim right? 

Explain your answer. 
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Figure 2: Question Y8G1 (top) and Y9G1: Distinguishing per­
ceptual from geometrical reasoning 

We also found that while students did not easily learn over time to reject 
perception, they did improve in calculation. Both Yr 8 and Yr 9 surveys included a 
question that required knowledge of certain angle facts (angle on a straight line or 
at a point, interior angle sum of triangle; angle property of isosceles triangle) and 
where a 3-step calculation had to be performed to find the size of an angle. We 
deliberately restricted the task to working with specific numerical values rather than 
asking students to derive a general relationship as would be required in a standard 
geometric proof, as this would simply be too hard for our students who have little 
experience of proving. 

First, we note that students made considerable progress in their performance 
onthe calculation part of the question (from 54% correin Yr 8 to 73% in Yr 9). But 
on analysing responses to the Yr 9 question, (see Figure 2), where we had asked 
students to give reasons for each step of their calculation, we discovered that not 
only did they find it hard to match a step in the calculation to a reason but also 
they were confused by what it means to give a reason. Many students interpreted 
'reasons' in ways that we did not anticipate: that is, as an explanation for the step 
that they had taken('u is 40 as I took 40 from 360'), or as request to make their 
plans explicit ('I started with p= 320 as the only thing that I know and I took it 
from 360 to find u'). 

Our research is uncovering many more surprises in both student response and 
progress in proving — in geometry but also in algebra (One of our questions (for 
14 year-olds) concerns the sum of odd numbers and shows a remarkably similar 
spread of responses as those described by Deborah Ball for children age 8/9 years. 
We know now even more about potential obstacles to 'learning the mathematical 
game'; but need more systematic work on progress over time, there are no fool-proof 
approaches and no short cuts or easy solutions. 

Acknowledgement. I acknowledge the contribution of Dietmar Kchemann 
in all the research reported here supported by the Economic and Social Research 
Council (ESRC), Project number R000237777. 

4. The 'Because for example • • • 'phenomenon, or 
transparent pseudo-proofs revisited3 

This panel is about the teaching of proof in mathematics, or as I interpret it 
— providing adequate conditions for gaining mathematics knowledge. My presen­
tation is based upon the assumption that mathematics knowledge is in principle not 
different than any other kind of knowledge, although, of course, the nature of the 
discipline is different. What, then, is knowledge? According to Brook and Stainton 
(2001), a common, long standing and most plausible answer, given by philosophers 
to this question, is that in order to be one's knowledge a proposition must comply 

3Author: Nitsa Movshovitz-Hadar 
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with three necessary (albeit not sufficient) conditions: 

(i) It must be true. 
(ii) One must believe it. And 
(iii) One must have justification for believing it. 

Hanna and Jahnke (1993) suggest that in particular for a novice, a preliminary-
step towards appreciating what it is that is being justified, illumination — namely-
understanding and believing, is of maximum importance. Bertrand Russell makes 
an important distinction: Minds do not create truth or falsehood. They create 
beliefs. What makes a belief true is its correspondence to a fact, and this fact 
does not in any way involve the mind of the person who holds the belief. This 
correspondence ensures truth, and its absence entails falsehood. 'Hence we account 
simultaneously for the two facts that beliefs (a) depend on minds for their existence, 
(b) do not depend on minds for their truth- • • ' (Russell, 1912). 

We conclude that for a true mathematical statement, i.e., a theorem, to become 
one's mathematics knowledge, the learning environment must consist of teaching 
tools and strategies that support the development of two properties: (a) One's belief 
in its truth; and (b) one's ability to justify this belief, that is an ability not just to 
formally prove it, but also to ensure its truth by pointing out its correspondence to 
facts. Said differently, given a statement p of a mathematical theorem, a learner 
should be able to relate to two basic questions: (a) 'Do you believe that p?' and, 
provided the learner's answer to (a) is yes, (b)'Why do you believe that p?' 

Quite often students' reply to the earlier question is of the form: 'Yes, because 
for example • • • '. Very seldom do the examples that follow, reflect full ability to 
verify the truth or even a partial understanding of it. For example, 'Yes, the sum 
of every two even integers is an even integer, because for example 6 plus 8 is 14', 
does not reflect any insight into the general case, although it does attest to an 
understanding of the statement, (which cannot be said about the reply: 'Yes, for 
example, because 14 is the sum of 6 and 8'!) The answer: 'Yes, because for example 
6, which is 2x3, plus 8, which is 2x4, give 14, which is 2x7', is slightly better but 
not quite. It ties the belief to some acquaintance with the property of evenness. 
Although it may be based on deep understanding, it does not exhibit more than 
accepting the general claim as true, possibly due to a message from an external 
authority. (See also Mason 2001, about warrants and the origins of authority.) To 
be counted as 'satisfactory' the answer should be something like: 'Yes, because 
for example 6, which is 2x3, plus 8, which is 2x4, give 2x(3+4) and this IS an 
even number, as it is a multiple of 2.' This latter one illustrates what we named a 
transparent pseudo-proof. 

A transparent proof, is a proof of a particular case which is 'small enough 
to serve as a concrete example, yet large enough to be considered a non-specific 
representative of the general case. One can see the general proof through it because 
nothing specific to the case enters the proof.' Because a transparent proof is not 
a completely polished proof, this kind of 'proof was later re-named Transparent 
Pseudo-Proof or as abbreviated: Transparent P-Proof (Movshovitz-Hadar, 1988, 
1998). 



916 D. L. Ball C. Hoyles H. N. Jahnke N. Movshovitz-Hadar 

The delicate pedagogy involved in preparing a transparent p-proof was the 
focus of my ICME-8 Seville presentation (Movshovitz-Hadar 1998). That paper 
presents the lessons learned through experimental employment of two slightly dif­
ferent pseudo-proofs, both of them deserving the title 'P-Proof Without Words', yet 
only one of which — 'transparent'. The 1998 Samose presentation (ibid) included 
further insight into the notion of transparent p-proof, gained through the prepa­
ration of transparent p-proofs as pedagogical tools to be used in first year linear 
algebra course, at Technion - Israel Institute of Technology. 

The study of the impact of using transparent p-proofs went on for four years, 
and yielded interesting results (Malek, in preparation). Numerous personal inter­
views of first-year mathematics majors and engineering students taking a linear 
algebra course, with exposure to transparent p-proofs, yielded clear evidence as to 
the impact of reading a transparent p-proof, on undergraduate students' ability 
to write, immediately afterwards, a formal proof of the same claim. A continuing 
follow-up also yielded comprehensive evidence as to the impact of reading trans­
parent p-proofs, on the (passive) ability to read and comprehend general (formal) 
proofs, and most important of all, on the (active) ability to compose general proofs 
and write them in a coherent style. 

Consequently, we now strongly advocate, wherever it is appropriate, the use 
of transparent p-proofs as a pedagogical tool, as it was shown to support both the 
development of one's belief in the truth of mathematical statements and of one's 
ability to justify this belief. However, it cannot be overemphasized that extreme 
care must be taken by the instructor in constructing this tool, be it in verbal-
symbolic presentation or in visual-pictorial representation, so that the presentation 
is indeed of a transparent proof, namely, it does not hang in any way to the specifics 
of the particular case and hence is readily generalizable. The success of the resulting 
learning environment in yielding the development of the ability to prove, depends 
heavily on elaborate and careful preparation of the tools by the instructor. 

Acknowledgement. The research work reported here was carried by Aliza 
Malek under my supervision, and was supported by Technion R & D funds. 

5. Arguments from physics in mathematical proofs4 

Mathematicians often use arguments from physics in mathematical proofs. 
Some examples, such as the Dirichlet principle in the variational calculus or 
Archimedes' use of the law of the lever for determining the volumes of solids, have 
become famous, and have in fact been regarded by the best mathematicians as 
elegant proofs, if not necessarily rigorous. It is only natural, then, that several au­
thors, notably Polya (1954) and Winter (1978), have proposed that arguments from 
physics could and should be used in teaching school mathematics. Besides these 
publications there are a number of other papers and booklets with examples (see, 
for example, Tokieda, 1998). Unfortunately, however, this approach to classroom 
teaching has not been sufficiently explored. 

4Author: Hans Niels Jahnke 
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The application of physics under discussion goes well beyond the simple phys­
ical representation of mathematical concepts, and it is also distinct from drawing 
general mathematical conclusions by the exploration of a large number of instances. 
Rather, this approach amounts to using a principle of physics, such as the unique­
ness of the centre of gravity, in a proof and treating it as if it were an axiom or a 
theorem of mathematics. 

Let us look at a typical example. The so-called Varignon theorem states that, 
given an arbitrary quadrangle ABCD, the midpoints of its sides W, X, Y, Z form a 
parallelogram (see figure 3 below). A purely geometrical proof of this result would 
divide the quadrangle into two triangles and apply a similarity argument. 

An argument from mechanics, on the other hand, would consider points A, 
B, C, D as four weights, each of unit mass, connected by rigid but weightless rods. 
Such a system, with a total mass of 4, has a centre of gravity, and it is this which we 
need to determine. The two sub-systems AB and CD each have weight 2, and their 
respective centres of gravity are their midpoints W and Y. Thus, we may replace 
AB and CD by W and Y loaded with mass 2. Since AB and CD make up the whole 
system ABCD, its centre of gravity is the midpoint M of WY. In the same way we 
can consider ABCD as made up of BC and DA and its centre of gravity must also 
be the midpoint of XZ. Since the centre of gravity is unique, this midpoint must 
be M. This means that M cuts both WY and XZ into equal parts. Thus WXYZ, 
whose diagonals are WY and XZ, is a parallelogram. 

The example shows that an argument from physics may 

o provide a more elegant proof 
o reveal the essential features of a complex 

mathematical structure 
o point out more clearly the relevance of a theorem 

to other areas of mathematics or to other scientific disciplines 
o help create a 'holistic' version of a proof, one that can be grasped in its 

entirety, as opposed to an elaborate mathematical argument hard to survey. 
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Frequently, an argument from physics helps to generalize and to arrive at new 
theorems. Following the lines of our previous argument, for example, we can deter­
mine the centre of gravity not only for systems with four masses, but also for those 
with three, five, six, and so forth. We can also consider three-dimensional configu­
rations and investigate whether we are able to translate the respective statements 
about the centre of gravity into a purely geometrical theorem. 

There are several reasons why this approach to the teaching of proof should be 
further developed and tested. First, it is unquestionable that, worldwide, we need 
fresh and possibly more attractive approaches to the teaching of proof. Since using 
arguments from physics in a proof is an alternative to the established Euclidean 
routine it might be helpful in motivating teachers to rethink their attitude to proof. 

Another reason is that present-day mathematical practice displays a signifi­
cant emphasis on experimentation, and it is only right that this be reflected in the 
classroom by a similar emphasis on experimental mathematics. But it would be 
dangerous from an educational point of view if experimental mathematics were to 
be represented in the schools only by 'mathematics with computers.' Quite to the 
contrary: under the heading of experimental mathematics, the curriculum should 
include a strong component devoted to the classical applications of mathematics to 
the physical world. In cultivating this type of mathematics, students and teachers 
should be guided by the question of how mathematics helps to explore and under­
stand the world around us. In this way, the teaching of proof would be embedded in 
activities of building models, inventing arguments to the question 'why', the study 
of consequences from assumptions. Working on the border between mathematics 
and physics, it could be shown that in quite a few cases we cannot only apply 
mathematics to physics, but, vice versa, can use statements from physics for the 
derivation of mathematical theorems. 

A Canadian and a German group (Gila Hanna, University of Toronto, Hans 
Niels Jahnke, Universität Essen) study the potentials and pitfalls of this approach 
in Canadian and German classrooms. Questions investigated concern the feasibility 
and the acceptance of the approach, given the limited knowledge of physics with 
students in both countries. It is also asked whether this approach furthers the 
general understanding of proof and whether the students are aware of the difference 
between using arguments from physics and the purely empirical appeal to a large 
number of instances (Hanna & Jahnke, 2002). 
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"Algebraic Truths" 
vs 

"Geometric Fantasies" : 
Weierstrass' Response to Riemann 
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Abstract 

In the 1850s Weierstrass succeeded in solving the Jacobi inversion prob­
lem for the hyper-elliptic case, and claimed he was able to solve the general 
problem. At about the same time Riemann successfully applied the geometric 
methods that he set up in his thesis (1851) to the study of Abelian inte­
grals, and the solution of Jacobi inversion problem. In response to Riemann's 
achievements, by the early 1860s Weierstrass began to build the theory of 
analytic functions in a systematic way on arithmetical foundations, and to 
present it in his lectures. According to Weierstrass, this theory provided the 
foundations of the whole of both elliptic and Abelian function theory, the lat­
ter being the ultimate goal of his mathematical work. Riemann's theory of 
complex functions seems to have been the background of Weierstrass's work 
and lectures. Weierstrass' unpublished correspondence with his former stu­
dent Schwarz provides strong evidence of this. Many of Weierstrass' results, 
including his example of a continuous non-differentiable function as well as 
his counter-example to Dirichlet principle, were motivated by his criticism of 
Riemann's methods, and his distrust in Riemann's "geometric fantasies". In­
stead, he chose the power series approach because of his conviction that the 
theory of analytic functions had to be founded on simple "algebraic truths". 
Even though Weierstrass failed to build a satisfactory theory of functions of 
several complex variables, the contradiction between his and Riemann's geo­
metric approach remained effective until the early decades of the 20 century. 
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In 1854 Crelle's Journal published a paper on Abelian functions by an un­
known school teacher. This paper announced the entry in the mathematical world 
of a major figure, Karl Weierstrass (1815-1897), who was to dominate the scene 
for the next forty years to come. His paper presented a solution of Jacobi inver­
sion problem in the hyper-elliptic case. In analogy with the inversion of elliptic 
integrals of the first kind, Jacobi unsuccessfully attempted a direct inversion of a 
hyper-elliptic integral of the first kind. This led him to consider multi-valued, "un­
reasonable" functions having a "strong multiplicity" of periods, including periods 
of arbitrarily small (non-zero) absolute value. Jacobi confessed he was "almost in 
despair" about the possibility of the inversion when he realized "by divination" 
that Abel's theorem provided him with the key for resurrecting the analogy with 
the inversion of elliptic integrals by considering the sum of a suitable number of 
(linearly independent) hyper-elliptic integrals instead of a single integral. In his 
memoir submitted to the Paris Academy in 1826 (and published only in 1841) Abel 
had stated a theorem which extended Euler's addition theorem for elliptic integrals 
to more general (Abelian) integrals of the form J R(x, y)dx in which R(x, y) is a 
rational function and y = y(x) is an algebraic function defined by a (irreducible) 
polynomial equation f(x,y) = 0. According to Abel's theorem, the sum of any 
number of such integrals reduces to the sum of a number p of linearly independent 
integrals and of an algebraic-logarithmic expression (p was later called by Clebsch 
the genus of the algebraic curve f(x,y) = 0). In 1828 Abel published an excerpt of 
his Paris memoir dealing with the particular (hyper-elliptic) case of the theorem, 
when f(x,y) = y2 — P(x), P is a polynomial of degree n > 4 having no multiple 
roots. In this case p = [(n — l)/2], and for hyper-elliptic integrals of the first kind 
f ^ p — (Q is a polynomial of degree < p — 1) the algebraic-logarithmic expression 

yfP(x) 

vanishes ([1], vol. 1, 444-456). 
On the basis of Abel's theorem in 1832 Jacobi formulated the problem of 

investigating the inversion of a system of p hyper-elliptic integrals 

P - i 

Uk = 
j=0 

£ / -== (0<k<p-l) (degP = 2p+lor2p+2) 
„•_n JO V P\X) 

by studying xo,xi,--- ,xp-i as functions of the variables uo,ui,--- ,up-i. These 
functions Xi = A,(«o,«i, • • • , % - i ) generalized the elliptic functions to 2p-periodic 
functions of p variables. Jacobi's "general theorem" claimed that xo,xi,--- ,xp-i 
were the roots of an algebraic equation of degree p whose coefficient were single-
valued, 2p-periodic functions of Uo,Ui,- • • ,up-i. Therefore, the elementary sym­
metric functions of xo,xi,--- ,xp-i could be expressed by means of single-valued 
functions in Cp. In particular, Jacobi considered the case p = 2 ([4], vol. 2, 
7-16). His ideas were successfully developed by A. Göpel in 1847 (and, indepen­
dently of him, J. G. Rosenhain in 1851). The required 4-fold periodic functions of 
two complex variables were expressed as the ratio of two 0-series of two complex 
variables obtained by a direct and cumbersome computation. This involved an im­
pressive amount of calculations and could hardly be extended to the case p > 2. 
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Following a completely different route Weierstrass was able to solve the problem 
for any p. Because of his achievements he was awarded a doctor degree honoris 
causa from the Königsberg University, and two years later he was hired to teach at 
the Berlin Gewerbeinstitut (later Gewerbeakademie, today Technische Universität). 
Eventually, in the Fall of 1856 Weierstrass was named Extraordinarius at the Berlin 
University. 

1. Weierstrass' early papers 
In the address he gave in 1857 upon entering the Berlin Academy, Weierstrass 

recognized the "powerful attraction" which the theory of elliptic functions had ex­
erted on him since his student days. In order to become a school teacher in 1839 
Weierstrass had entered the Theological and Philosophical Academy of Münster, 
where he attended for one semester Gudermann's lectures on elliptic functions and 
became familiar with the concept of uniform convergence which Gudermann had 
introduced in his papers in 1838. Elliptic functions constituted the subject of Weier­
strass' very first paper, an essay he wrote in autumn 1840 for obtaining his venia 
docendi. His starting point was Abel's claim that the elliptic function which is the 
inverse of the elliptic integral of first kind (sn« in the symbolism Weierstrass took 
from Gudermann) could be expressed as the ratio of two convergent power series of 
u, whose coefficients are entire functions of the modulus of the integral. Weierstrass 
succeeded in proving that sn« (and similarly cn« and dn«) could be represented as 
quotient of certain functions, which he named ^/-functions in honor of Abel and 
which he was able to expand in convergent power series. 

Working in complete isolation without any knowledge of Cauchy's related re­
sults, two years before Laurent, Weierstrass (1841) succeeded in establishing the 
Laurent expansion of a function in an annulus. In the paper he made an essential 
use of integrals, and proved the Cauchy integral theorem for annuii ([10], vol. 1, 
51-66). In a subsequent paper he stated and proved three theorems on power series. 
Theorems A) and B) provided estimates (Cauchy inequalities) for the coefficients 
of a Laurent series in one (and several) complex variables, while Theorem C) was 
the double series theorem nowadays called after him. As a consequence of it Weier­
strass obtained the theorem on uniform differentiation of convergent series ([10], vol. 
1, 67-74). Apparently, this paper marked a turning point in Weierstrass' analytic 
methods for he gave up integrals and choose the power series approach to treat the 
theory of function of one or more variables on a par. This work was completed 
by a paper he wrote in spring 1842. There Weierstrass proved that a system of n 
differential equations 

dx 
— = Gi(xi,- • • ,xn) (i = 1,- • • ,n) (Gi(xi,- • • ,xn) polynomials) 

can be solved by a system of n unconditionally and uniformly convergent power 
series satisfying prescribed initial conditions for t=0. In addition, he also showed 
how the power series 

Xi = Pi(t - t0,ai,- • • ,an) (i = 1,- • • ,n;t0,ai,- • • ,an fixed) 
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convergent in a disk centered at to could be analytically continued outside the disk. 
Thus, by the early 1840s the essential results of Weierstrass' approach to the theory 
of analytic functions were already established. His papers, however, remained in 
manuscript and had no influence on the contemporary development of mathematics. 

2. Abelian functions and integrals 
Weierstrass' 1854 paper ([10], vol. 1, 133-152) gave "a short overview" of the 

work on Abelian functions which he had developed "several years ago" and summa­
rized in the annual report of the Braunsberg Gymnasium for 1848-49. Weierstrass 
began by considering the polynomial R(x) = (x — ao)(x — ai) • • • (x — a2n), with a, 
real numbers satisfying the inequalities a, > a ,+ i . He decomposed R(x) into the 
factors P(x) = Y\"k=i(x — a2u-i), Q(x) = Y\j,=i(x-a2u) and considered the system 

E 
j=l •'023-1 X a2r> 

P{X) dX (m=l,---,n). (2.1) 
2y^R(a 

The task Weierstrass gave himself was to "establish in detail" Jacobi's theorem 
which he considered "the foundations of the whole theory". As Jacobi had re­
marked, for given values of xi,x2,--- ,xn the quantities ui,u2,--- ,un have in­
finitely many different values. "Conversely, if the values of ui,u2,--- ,un are 
given, then the values of xi,x2, • • • ,xn as well as the corresponding values of 
y/R(xi), y/R(x2), •• • , y/R(xn) are uniquely determined". Moreover, uxi, x2, • • • ,xn 

are roots of a (polynomial) equation of degree n whose coefficient are completely-
determined, single-valued functions of the variables ui,u2,--- ,«„". Analogously, 
Weierstrass added, there exists a polynomial function of x, whose coefficients are 
also single-valued functions of «i,«2, • • • ,un which gives the corresponding values 
of y/R(xi), y/R(x2), •• • , y/R(xn) for x = Xi, x2, • • • ,xn. Every rational symmet­
ric function of Xi, x2, • • • ,xn could consequently be regarded as a single-valued 
function of «i, «2, • • • ,un. Weierstrass considered the product L(x) = (x — xi)(x — 
x2) • • • (x — xn) and the 2 n + l single-valued functions .41 («i, «2,«„)TO = \JhmL(am) 
(m = 0, • • • , 2n+ 1), with hm suitable constants, which he called Abelian functions, 
"since they are the ones which completely correspond to the elliptic functions" to 
which they reduce when n = 1. 

He was able to expand his .41-functions in convergent power series and, on the 
basis of Abel's theorem, he succeeded in establish the "principal property" of such 
functions, i.e. an addition theorem according to which Al(«i + vi, u2 + v2, • • • ,un + 
vn)m are rationally expressed in terms of .4l(«i,«2, • • • ,un)m, Al(vi,v2, • • • ,vn)m 

and their first-order partial derivatives. Eventually, he determined the algebraic 
equation whose coefficients were expressed in terms of .41-functions, and whose roots 
were the quantities Xi, x2, • • • ,xn satisfying equations 2.1) for arbitrary Ui,u2,- • • ,«„ 
However, as Dirichlet commented, in his paper Weiertrass "gave only partial proofs 
of his results and lacked the intermediate explanations" ([3], 52). 

Two years later Weierstrass resumed this work and published in Crelle's Jour­
nal the first part of an expanded and detailed version of it ([10], vol. 1, 297-355). 
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As he had done in his 1854 paper, Weierstrass considered the polynomial R(x) = 
A(x — ai)(x —a2) • • • (x — a2p+i), and the analogous product P(x) = Y\Pj=1(x — aj), 
(j = 1, • • • , p) where this time the UJ were any complex numbers such that uj ^ au 
for j ^ k. Instead of equations 2.1) he considered the corresponding system of 
differential equations 

and formulated Jacobi inversion problem as the question to find solutions Xj = 
Xj(ui, • • • , Up) of the system 2.2) satisfying the initial conditions Xj(0, • • • , 0) = aj 
(j = 1, • • • , p). In order to obtain the elliptic functions as a special case (p = 1), he 
also gave a slightly different form to his .41-functions with respect to his previous 
paper. Weierstrass succeeded in proving that the solutions Xj = Xj(ui, • • • ,up) are 
single-valued functions of «i , • • • , up in the neighborhood of the origin. They could 
be considered as the roots of a polynomial equation of degree p, whose coefficients 
were given in terms of .41-functions which, for any bounded value of («i, • • • , up), are 
single-valued functions expressed as quotient of power series. Then, the symmetric 
functions of Xj = Xj(ui,- • • ,up) have "the character of rational functions". From 
these results, however, Weierstrass was unable to show that each Abelian function 
could be represented as the ratio of two everywhere convergent power series. "Here 
we encounter a problem that, as far as I know, has not yet been studied in its general 
form, but is nevertheless of particular importance for the theory of functions" ([10], 
vol. 1, 347). 

In the course of his life he returned many times to this problem in an at­
tempt to solve it (see below). Even the factorization theorem for entire functions 
that Weierstrass was able to establish some 20 years later (see Section 5) can be 
regarded as an outcome of this research for it provided a positive answer to the 
problem in the case of one variable ([5], 247). In order to show that his approach 
permitted one to treat the theory of elliptic and Abelian function on a par, in the 
concluding part of his 1856 paper Weierstrass presented a detour on elliptic func­
tions, where he summarized the main results he had obtained in 1840. However, the 
promised continuation of Weierstrass' paper never appeared. Instead, a completely-
new approach to the theory of Abelian integrals was published by Bernhard Rie­
mann (1826-1866) in 1857 ([7], 88-144) which surpassed by far anything Weierstrass 
had been able to produce. 

In the introductory paragraphs of his paper Riemann summarized the geo­
metric approach to complex function theory he had set up in his 1851 thesis ([7], 
3-48). There he defined a complex variable w as a function of x + iy when tv varies 
according to the equation i ^ = ^ "without assuming an expression of w in terms 
x and y". Accordingly, "by a well known theorem" - Riemann observed without 
mentioning Cauchy - a function tv can be expanded in a power series ^ an(z — a)n 

in a suitable disk and "can be continued analytically outside it in only one way" 
([7], 88). For dealing with multi-valued functions such as algebraic functions and 
their integrals Riemann introduced one of his deepest achievements, the idea of 
representing the branches of a function by a surface multiply covering the complex 
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plane (or the Riemann sphere). Thus, "the multi-valued function has only one value 
defined at each point of such a surface representing its branching, and can therefore 
be regarded as a completely determined (=single-valued) function of position on 
this surface" ([7], 91). Having introduced such basic topological concepts as cross­
cuts and order of connectivity of a surface, Riemann could state the fundamental 
existence theorem of a complex function on the surface, which he had proved in his 
dissertation by means of a suitable generalization of the Dirichlet principle. This 
theorem establishes the existence of a complex function in terms of boundary con­
ditions and behavior of the function at the branch-points and singularities. Then 
Riemann developed the theory of Abelian functions proper. It is worth noting that, 
in spite of the fact that both Weierstrass and Riemann gave their paper the same 
title and used the same wording, they gave it a different meaning. Whereas the for­
mer defined Abelian functions to be the single-valued, analytic functions of several 
complex variables related to his solution of the Jacobi inversion problem, the latter 
understood Abelian functions to be the integrals of algebraic functions introduced 
by Abel's theorem. In the first part of his paper Riemann developed a general 
theory of such functions and integrals on a surface of any genus p, "insofar as this 
does not depend on the consideration of 0-series" ([7], 100). He was able to classify 
Abelian functions (integrals) into three classes according to their singularities, to 
determine the meromorphic functions on a surface, and to formulate Abel's theo­
rem in new terms, thus throwing new light on the geometric theory of birational 
transformations. The second part of the paper was devoted to the study of 0-series 
of p complex variables, which express "the Jacobi inverse functions of p variables 
for an arbitrary system of finite integrals of equiramified, (2p + l)-connected alge­
braic functions" ([7], 101). In this part Riemann gave a complete solution of Jacobi 
inversion problem without stating it as a special result. He regarded the work of 
Weierstrass as a particular case, and mentioned the "beautiful results" contained 
in the latter's 1856 paper, whose continuation could show "how much their results 
and their methods coincided". However, after the publication of Riemann's paper 
Weierstrass decided to withdraw the continuation of his own. Even though Rie­
mann's work "was based on foundations completely different from mine, one can 
immediately recognize that his results coincide completely with mine" Weierstrass 
later stated ([10], vol. 4, 9-10). "The proof of this requires some research of alge­
braic nature". By the end of 1869 he had not been able to overcome all the related 
"algebraic difficulties". Yet, Weierstrass thought he had succeeded in finding the 
way to represent any single-valued 2p-periodic (meromorphic) function as the ra­
tio of two suitable 0-series, thus solving the general inversion problem. However, 
Weierstrass' paper ([10], vol. 2, 45-48) was flawed by some inaccuracies that he 
himself later recognized in a letter to Borchardt in 1879 (ibid., 125-133). In partic­
ular, Weierstrass (mistakenly) stated that any domain of Cn is the natural domain 
of existence of a meromorphic function. (This mistake was to be pointed out in 
papers by F. Hartogs and E.E. Levi in the first decade of the 20*fe century). By 
1857, in his address to the Berlin Academy Weierstrass limited himself to state that 
"one of the main problems of mathematics" which he decided to investigate was 
"to give an actual representation" of Abelian functions. He recognized that he had 
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published results "in an incomplete form". "However - Weierstrass continued - it 
would be foolish if I were to try to think only about solving such a problem, with­
out being prepared by a deep study of the methods that I am to use and without 
first practicing on the solution of less difficult problems" ([10], vol. 1, 224). The 
realization of this program became the scope of his University lectures. 

3. Weierstrass' lectures 
In response to Riemann's achievements, Weierstrass devoted himself to "a 

deep study of the methods" of the theory of analytic functions which in his view 
provided the foundations of the whole building of the theory of both elliptic and 
Abelian functions. As Poincaré once stated, Weierstrass' work could be summarized 
as follows: 1) To develop the general theory of functions, of one, two and several 
variables. This was "the basis on which the whole pyramid should be built". 2) 
To improve the theory of the elliptic functions and to put them into a form which 
could be easily generalized to their "natural extension", the Abelian functions. 3) 
Eventually, to tackle the Abelian functions themselves. 

Over the years the aim of establishing the foundations of analytic function 
theory with absolute rigor on an arithmetic basis became one of Weierstrass' major 
concerns. From the mid-1860s to the end of his teaching career Weierstrass used to 
present the whole of analysis in a two-year lecture cycle as follows: 

1. Introduction to analytic function theory, 
2. Elliptic functions, 
3. Abelian functions, 
4. Applications of elliptic functions or, alternatively, Calculus of variations. 

All of these lectures, except for the introduction to analytic function theory, 
have been published in Weierstrass' Werke. For some twenty years he worked out 
his theory of analytic functions through continuous refinements and improvements, 
without deciding to publish it himself. Weierstrass used to present his discoveries in 
his lectures, and only occasionally communicated them to the Berlin Academy. This 
attitude, combined with his dislike of publishing his results in printed papers and 
the fact that he discouraged his students from publishing lecture notes of his courses, 
eventually gave Weierstrass' lectures an aura of uniqueness and exceptionality. 

4. Conversations in Berlin 
In the Fall of 1864, when Riemann was staying in Pisa because of his poor 

health conditions, the Italian mathematician F. Casorati travelled to Berlin to meet 
Weierstrass and his colleagues. Rumors about new discoveries made by Weierstrass, 
combined with lack of publications, motivated Casorati's journey. 

"Riemann's things are creating difficulties in Berlin", Casorati recorded in his 
notes. Kronecker claimed that "mathematicians • • • are a bit arrogant (hochmütig) 
in using the concept of function". Referring to Riemann's proof of the Dirichlet 
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principle, Kronecker remarked that Riemann himself, "who is generally very precise, 
is not beyond censure in this regard" ([2], 262). 

Kronecker added that in Riemann's paper on Abelian functions the 0-series in 
several variables "came out of the blue". Weierstrass claimed that "he understood 
Riemann, because he already possessed the results of his [Riemann's] research". 
As for Riemann surfaces, they were nothing other than "geometric fantasies". Ac­
cording to Weierstrass, "Riemann's disciples are making the mistake of attributing 
everything to their master, while many [discoveries] had already been made by 
and are due to Cauchy, etc.; Riemann did nothing more than to dress them in his 
manner for his convenience". Analytic continuation was a case in point. Riemann 
had referred to it in various places but, in Weierstrass's and Kronecker's opinion, 
nowhere he had treated it with the necessary rigor. Weierstrass observed that Rie­
mann apparently shared the idea that it is always possible to continue a function 
to any point of the complex plane along a path that avoids critical points (branch­
points, and singularities). "But this is not possible", Weierstrass added. "It was 
precisely while searching for the proof of the general possibility that he realized it 
was in general impossible". Kronecker provided Casorati with the example of the 
(lacunary) series 

9Q(q) = l + 2j2ln2 (4.1) 
ra>l 

which is convergent for \q\ < 1, and has the unit circle as a natural boundary. Its 
unit circle is "entirely made of points where the function is not defined, it can take 
any value there", Weierstrass observed. He had believed that points in which a 
function "ceases to be definite" - as was the case of the function e}l'x at x = 0 
because "it can have any possible value" there - "could not form a continuum, and 
consequently that there is at least one point P where one can always pass from one 
closed portion of the plane to any other point of it". 9o (q) provided an excellent 
example of this unexpected behavior. This series also played a significant role in 
Weierstrass' counter-example of a continuous nowhere differentiable function (see 
Section 6). 

5. Further criticism of Riemann's methods 

Apparently, Riemann's theory of complex functions seems to have been the 
background of Weierstrass' work and lectures. Evidence of this is provided by his 
(unpublished) correspondence with his former student H. A. Schwarz from 1867 
up to 1893. One of the first topics they discussed was Riemann mapping theo­
rem. In his thesis Riemann had claimed that "two given simply connected plane 
surfaces can always be mapped onto one another in such a way that each point of 
the one corresponds to a unique point of the other in a continuous way and the 
correspondence is conformai; moreover, the correspondence between an arbitrary-
interior point of the one and the other may be given arbitrarily, but when this is 
done the correspondence is determined completely" ([7], 40). Riemann's proof of 
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the mapping theorem rested on a suitable application of Dirichlet's principle. Be­
cause of his criticism of this principle, in Weierstrass' view the Riemann mapping 
theorem remained a still-open question, worthy of a rigorous answer. Following 
Weierstrass' suggestion, Schwarz tackled this question after his student days and 
succeeded in establishing the theorem in particular cases, without resorting to the 
questionable principle. In a number of papers he gave the solution of the prob­
lem of the conformai mapping of an ellipse - or, more generally, of a plane, simply-
connected figure, with boundaries given by pieces of analytic curves which meet to 
form non-zero angles - onto the unit disk, by using suitable devices as the lemma 
and the reflection principle, both named after him ([8], vol. 2, 65-132). 

In 1870 Schwarz discovered his alternating method. "With this method - he 
stated by presenting it in a lecture - all the theorems which Riemann has tried to 
prove in his papers by means of the Dirichlet principle, can be proved rigorously" 
([8], vol. 2, 133). He submitted to Weierstrass an extended version of the paper, and 
in a letter of July 11, 1870 Schwarz asked him whether he had "objections to raise". 
Apparently, Weierstrass' answer has been lost. It is quite significant, however, that 
three days later, on July 14, 1870 Weierstrass presented to the Berlin Academy his 
celebrated counterexample to the Dirichlet principle ([10], vol. 2, 49-54), and then 
submitted Schwarz's 1870 paper for publication in the Monatshefte of the Academy. 
Two years later, in a letter of June 20, 1872 Schwarz called Weierstrass' attention to 
the still widespread idea that a continuous function always is differentiable. As the 
French mathematician Joseph Bertrand had made this claim in the opening pages 
of his Traité, Schwarz ironically wondered about asking Bertrand to prove that 

» > i 

has a derivative. One month later, on July 18, 1872 Weierstrass presented the 
Academy with his celebrated example of a continuous, nowhere differentiable func­
tion 

f(x) = ^2bncosanXTT (5.2) 
»>o 

where a= is an odd integer, 0 < 6 < 1, and ab > 1 + §7r. According to Riemann's 
students, Weierstrass remarked, the very same function 5.1) mentioned by Schwarz 
had been presented by Riemann in 1861 or perhaps even earlier in his lectures as an 
example of continuous nowhere differentiable function. "Unfortunately Riemann's 
proof has not been published", Weierstrass added, and "it is somewhat difficult to 
prove" that 5.1) has this property, he concluded before producing his own example 
([10], vol. 2, 71-74). 

Only by the end of 1874 was Weierstrass able to overcome a major difficulty 
which for a long time had prevented him from building a satisfactory theory of 
single-valued functions of one variable. This was the proof of the representation 
theorem of a single-valued function as a quotient of two convergent power series. As 
he wrote on the same day (December 16,1874) to both Schwarz and S. Kovalevskaya, 
this was related to the following question: given an infinite sequence of constants 
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{an} with lim|a„| = oo does there always exist an entire, transcendental function 
G(x) which vanishes at {an} and only there? He had been able to find a positive 
answer to it by expressing G(x) as the productJ | n > 1 E(x,n) of "prime functions" 

E(x,0) = l + x, 

E(x,n)=(l + ar)exp(| + %- + ••• + ^-) 
which he introduced there for the first time. The "until now only conjectured" 
representation theorem followed easily. This theorem constituted the core of Weier­
strass's 1876 paper on the "systematic foundations" of the theory of analytic func­
tions of one variable ([10], vol. 2, 77-124). In spite of his efforts, however, he was 
not able to extend his representation theorem to single-valued functions of several 
variables. "This is regarded as unproved in my theory of Abelian functions" Weier­
strass admitted in his letter to Kovalevskaya. (For 2 variables this was done by 
Poincaré in 1883 and later extended by Cousin in 1895 following different methods 
from Weierstrass'). Four days later Weierstrass wrote to Schwarz stating that Rie­
mann's (and Dirichlet's) proof of Cauchy integral theorem by means of a double 
integration process was in his opinion not a "completely methodical" one. On the 
contrary, a rigorous proof could be obtained by assuming the fundamental concept 
of analytic element (and its analytic continuation) and by resorting to Poisson inte­
gral for the disk, as Schwarz himself had shown in his paper on the integration of the 
Laplace equation. Criticism of Riemann's ideas and methods were also occasionally-
expressed by Weierstrass in his letters to Kovalevskaya [6]. On August 20, 1873 he 
was pleased to quote an excerpt from a letter of Richelot to himself "in which a 
decisive preference was expressed for the route chosen by Weierstrass in the theory 
of Abelian functions as opposed to Riemann's and Clebsch's". On January 12, 1875 
Weierstrass announced to Kovalevskaya his intention of presenting the essentials of 
his approach to Abelian functions in a series of letters to Richelot where he hoped 
"to point out the uniqueness of my method without hesitation and to get into a 
criticism of Riemann and Clebsch". 

Weierstrass openly stated his criticism of Riemann's methods in a often-quoted 
"confession of faith" he produced to Schwarz on October 3, 1875: "The more I think 
about the principles of function theory - and I do it incessantly - the more I am 
convinced that this must be built on the basis of algebraic truths, and that it is 
consequently not correct when the 'transcendental', to express myself briefly, is 
taken as the basis of simple and fundamental algebraic propositions. This view 
seems so attractive at first sight, in that through it Riemann was able to discover 
so many of the important properties of algebraic functions". Of course, Weierstrass 
continued, it was not a matter of methods of discovery. It was "only a matter of 
systematic foundations" ([10], vol. 2, 235). It is worth remarking that Weierstrass 
added he had been "especially strengthened [in his belief] by his continuing study 
of the theory of analytic functions of several variable". 

6. Weierstrass' last papers 
After Mittag-Leffler, Poincaré and Picard had deeply extended the results of 



"Algebraic Truths" vs "Geometric Fantasies" 933 

his 1876 paper following "another way" different from his own, Weierstrass felt it 
necessary to explain his approach to complex function theory and to compare it 
with those of Cauchy and Riemann. He did this in a lecture that he delivered at 
the Berlin Mathematical Seminar on May 28, 1884 [11] . Even though "much can be 
done more easily by means of Cauchy's theorem", Weierstrass admitted, he strongly-
maintained that the general concept of a single-valued analytic function had to be 
based on simple, arithmetical operations. His discovery of both continuous nowhere 
differentiable functions and series having natural boundaries strengthened him in 
this view. "All difficulties vanish", he stated, "when one takes an arbitrary power 
series as the foundation of an analytic function" ([11], 3). 

Having summarized the main features of his own theory, including in partic­
ular the method of analytic continuation, he advanced his criticism of Riemann's 
general definition of a complex function (see Section 2). This was based on the 
existence of first-order partial derivatives of functions of two real variables, whereas 
"in the current state of knowledge" the class of functions having this property could 
not be precisely delimited. Moreover, the existence of partial derivatives required 
an increasing number of assumptions when passing from one to several complex 
variables. On the contrary, Weierstrass concluded, his own theory could "easily" be 
extended to functions of several variables. 

A major flaw in Riemann's concept of a complex function had been discovered 
and published by Weierstrass in 1880. The main theorem of his paper stated that 
a series of rational functions, converging uniformly inside a disconnected domain 
may represent different analytic functions on disjoint regions of the domain ([10], 
vol. 2, 221). Thus, Weierstrass commented, "the concept of a monogenic function 
of a complex variable does not coincide completely with the concept of dependence 
expressed by (arithmetic) operations on quantities", and in a footnote he pointed 
out that "the contrary statement had been made by Riemann" in his thesis. Before 
proving his theorem Weierstrass discussed an example he had expounded in his 
lectures "for many years". By combining the theory of linear transformations of 
elliptic 0-functions with the properties of the lacunary series 4.1), Weierstrass was 
able to prove that the series 

F(x) = Y^ - (6.1) 
X 

n>0 

is convergent for |x| < 1, and |x| > 1, but "in each region of its domain of conver­
gence it represents a function which cannot be continued outside the boundary of 
the region" ([10], vol. 2, 211). (It is worth noting that 1 + 4F(x) = 9\(x)). 

This remark allowed Weierstrass to clarify an essential point of function the­
ory, which deeply related the problem of the analytical continuation of a complex 
function to the existence of real, continuous nowhere differentiable functions. In 
order to explain this relation Weierstrass considered the series X^»>o bnxa which is 
absolutely and uniformly convergent in the compact disk |x| < 1, when a is an odd 
integer, 0 < 6 < 1. By a suitable use of his example of a continuous nowhere differ­
entiable function 5.2), he concluded that under the additional condition ab > 1 + §7r 
the circle |x| = 1 reveals to be the natural boundary of the series. Contrary to his 
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habit, in 1886 Weierstrass reprinted this paper in a volume which collected some of 
his last articles, including a seminal paper where he stated his celebrated "prepa­
ration theorem" together with other theorems on single-valued functions of several 
variables that he used to expound in his lectures on Abelian functions [9]. 

7. Conclusion 
From the 1840s to the end of his life Weierstrass continued to study the theory 

of Abelian functions, devoting an incredible amount of work to the topic. This 
theory was the background of many of the results he presented in his papers and 
lectures, or discussed in his letters to colleagues. In spite of his efforts, however, 
Weierstrass never succeeded in giving it the complete, rigorous treatment he was 
looking for. The huge fourth volume of his Mathematishe Werke (published posthu­
mously) collects the lectures on Abelian functions he gave in Winter semester 1875-
76 and Summer semester 1876. Two thirds of it is devoted to algebraic functions 
and Abelian integrals, and only the remaining one third to the (general) Jacobi 
inversion problem. Thus, the editors of the volume, Weierstrass' former students 
G. Hettner and J. Knoblauch, could aptly state in the preface that the theory of 
Abelian functions (in Weierstrass' sense) "is sketched only briefly" there. It was 
not an irony of the history if Weierstrass failed in his pursuit of his his main math­
ematical goal whereas the machinery that he created to attain it in response to 
Riemann's "geometric fantasies" became an essential ingredient of modern analy­
sis. The contradiction between Weierstrass' approach, in which all geometric insight 
was lacking, and Riemann's geometric one remained effective until the early decades 
of the 20*fe century, when the theory of functions of several complex variables began 
to be established in modern terms. 
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Abstract 

After mathematicians and physicists had learned that the structure of 
physical space was not necessarily Euclidean, it became conceivable that the 
global topological structure of space was non-trivial. In the context of the 
late 19th century debates on physical space this speculation gave rise to the 
problem of classifying spaces of constant curvature from a topological point 
of view. William Kingdon Clifford, Felix Klein and Wilhelm Killing, the 
latter of whom devoted a substantial amount of work to the topic in the early 
1890s, clearly perceived this problem as relevant for both mathematics and 
natural philosophy (i.e., physics or cosmology). To some extent, a cosmologica! 
interest may even be found among those authors who restated the space form 
problem in more modern terms in the early 20th century, such as Heinz Hopf. 
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1. Scientific contexts of topology 

The broader aim of the present paper is to contribute to a bet ter understand­
ing of the emergence of modern topology. From its very beginnings, analysis situs 
or Topologie, as Johann Benedikt Listing proposed to call the new field in the 1840s, 
was perceived as one of the most basic subfields of mathematics . Conceptually in­
dependent of many other branches of mathematics , it deserved thorough research 
in its own right. During the 20th century, this perception became even more pro­
nounced with the gradual growth of structural thinking in mathematics . As is well 
known, topology — axiomatized in set-theoretical terms following the lead of Felix 
Hausdorff — became one of three "mother structures" in Bourbaki 's architecture 
of mathematics , making topology into a paradigm field of pure mathematics . Only 
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in recent decades have the immediate connections of topology with science, and 
physics in particular, been emphasized in many lines of research. 

The purist view of topology also has dominated historical research on the 
emergence of topology for a long time. However, historians have begun to move 
beyond a history of topology focusing exclusively or at least predominantly on 
conceptual developments within pure mathematics. For instance, the importance 
of Poincaré 's interest in celestial mechanics for the development of his qualitative 
theory of differential equations and of a number of crucial topological ideas (such 
as the notion of homoclinical points or his "last geometric theorem") has been 
underlined in several historical studies (see, e.g., [1]). Another area where the 
interaction of topological research and physics has been investigated thoroughly is 
the emergence of the theory of Lie groups [2]. Finally, the relations between 19th 
century studies of vortex motion in ideal fluids by Helmholtz and Thomson, the 
latter's influential theory of vortex atoms, and the early attempts at a classification 
of knots and links by Tait and his followers have been studied in detail [3], [4]. 

This and similar research has made it clear that the gradual formation of 
topology in the latter half of the 19th century and the first decades of the 20th 
century involved more than just pure mathematics. In addition to the growing need 
for topological notions in fields such as (algebraic) function theory or differential 
geometry, a need for topology was clearly felt in several domains of physics (and 
maybe even in chemistry). In the following, another major case will be discussed 
in which mathematical and physical thinking jointly contributed to the emergence 
of new topological ideas.1 

2. The topological space problem 
In a well-known series of events ranging from the first mathematical discus­

sions of non-Euclidean geometries to heated public debates in the late 19th century, 
mathematicians and physicists learned that the most adequate mathematical de­
scription of physical space was not necessarily Euclidean. This insight had a wide 
range of consequences both for the body and for the image of geometric, and indeed 
mathematical, knowledge (to use a distinction proposed by Yehuda Elkana). One 
of these consequences was to challenge not only the metric properties of Euclidean 
space (as a model of physical space) but to question its other properties as well. If 
there was no a priori reason for accepting the axiom of parallels, why should there 
be a priori reasons for accepting, e.g., the topological features of Euclidean space? 
What were the topological types of the best mathematical descriptions of physical 
space? 

To phrase such a question in modern terms and within our understanding of 
the relations between geometry and topology sounds anachronistic. Nevertheless, a 
corresponding problem was raised in the terms available to 19th century scientists. 
Before the establishment of a coherent framework of topological notions, such terms 
were, in particular, the dimension, the "Zusammenhang" or connectivity, and the 
continuity of space. While it is well known that the issue of the dimension of space 

1 A more detailed treatment of this episode, including full references, will appear in [5]. 



From Quaternions to Cosmology 937 

was in the focus of several 19th century debates, it has less often been emphasized 
that the properties of connectivity and continuity of space came into question as 
well. Here I will concentrate on the problem of the connectivity of space. 

The notion of "Zusammenhang" was originally introduced by Bernhard Rie­
mann as a tool for distinguishing different types of (Riemann) surfaces in the con­
text of function theory. This notion does not figure prominently in his famous 
talk Über die Hypothesen, welche der Geometrie zu Grunde liegen. There, Rie­
mann introduced the crucial distinction between the "Ausdehnungsverhältnisse" 
and "Maßverhältnisse" (roughly: topological properties vs. metric properties) of a 
manifold, but the global topological aspects of manifolds received no special em­
phasis. This holds in particular for the final sections of his talk which were devoted 
the geometry of physical space. While acknowledging that there exists a "discrete 
manifold" of possible "Ausdehnungsverhältnisse" of space, Riemann expressed scep­
ticism about pursuing the global properties of space beyond the issue of dimension: 
"Questions about the immeasurably large are idle questions for the explanation of 
nature." 

When Riemann's talk reached the scientific public in 1868, another contri­
bution that shaped the later debates on the space problem was on its way. The 
physicist Hermann v. Helmholtz argued that for epistemological reasons, a crucial 
assumption in any mathematical description of physical space should be the "free 
mobility of rigid bodies" of arbitrary size. According to Helmholtz, the existence 
of freely movable rigid bodies was a precondition for measuring lengths. In mathe­
matical terms, it implied that the classical non-Euclidean geometries were the only-
possible models of space. Although Helmholtz's argument was soon criticised for 
technical reasons, his main assumption (not easily stated in precise mathematical 
terms) was accepted during the 19th century even by many proponents of liberal 
approaches to the geometry of physical space. With one exception and one crucial 
modification, this holds for all authors that will be treated below. 

The exception is William Kingdon Clifford, the most imaginative follower of 
Riemann's geometric speculations in Britain. His remarks on a "space theory of 
matter", according to which all material phenomena might be explained by a time-
dependent, wave-like variation of space curvature, are well known. In addition, 
several of Clifford's writings show a marked interest in different global possibilities 
for manifolds or spaces. In [6], Clifford hinted at a large variety of "algebraic 
spaces", higher dimensional analogues of Riemann's surfaces. In the same paper, 
he presented his example of a closed surface embedded in elliptical 3-space, the 
inherited geometry of which is locally Euclidean. As this example came to play an 
essential role in the following, let me recall the main line of Clifford's construction. 

Identifying points in elliptic space with with one-dimensional subspaces of the 
quaternions, any given quaternion different from zero induces two isometrics of 
elliptic space by left and right multiplication. Such isometrics Clifford called left 
and right "twists", respectively. (Felix Klein would later term them "Schiebungen", 
translations.) Every twist possessed a space-filling family of invariant lines, i.e. it 
moved points along these invariant lines by a constant distance. Any two members 
of one and the same such family were called "parallels" by Clifford. Next, given 
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any two intersecting lines I and I', Clifford considered the ruled surface generated 
by all those Clifford (left) parallels to I which met I'. Equivalently, this surface 
could be described as being generated by all (right) Clifford parallels to I' meeting 
I. Moreover, there were two commuting one-parameter families of left and right 
twists inducing isometrics of the surface, which had I and I' as invariant lines, 
respectively. Consequently, the surface had constant curvature zero. In topological 
terms, the surface was a torus as may be seen from Clifford's description of it 
as "a finite parallelogram whose opposite sides [given by the lines I and I'] are 
regarded as identical" [6, p. 193]. Closer inspection shows that the surface is 
indeed orientable. It is important to keep in mind that Clifford's example was not 
constructed by endowing the 2-torus with a geometrical structure, but rather as a 
particular surface embedded in elliptic 3-space arising from the consideration of a 
particular set of isometrics, Clifford's twists or translations. 

Several remarks in Clifford's philosophical articles indicate that he was aware 
of the implications this example had for the problem of giving an adequate math­
ematical description of physical space: The same local geometry might be tied to 
spaces that are globally different. Even for spaces of constant curvature one could 
make different "assumptions [...] about the Zusammenhang of space", as he wrote 
in 1873 [7, p. 387]. Clifford also saw that these differences were of a topological 
nature. A remark of 1875 may even be read as advocating a more radical kind of 
'topologism': "There are many lines of mathematical thought which indicate that 
distance or quantity may come to be expressed in terms of position in the wide 
sense of the analysis situs. And the theory of space-curvature hints at a possibility 
of describing matter and motion in terms of extension only." [7, p. 289.] 

In the 1870s, Cliffords critical remarks about the possibilities of globally dif­
ferent spaces with the same local geometry seem not to have generated resonances 
within the scientific communities either of physicists or of mathematicians. This 
changed during the 1880s for reasons that originally had nothing to do with Clif­
ford's ideas. In 1877, the American astronomer Simon Newcomb published a paper 
on a geometry of space with constant positive curvature (in Kleinian terms: elliptic 
geometry). In a reaction to this paper, Wilhelm Killing, a student of Weierstrass 
and mathematics teacher, argued that Newcomb had overlooked the fact that there 
were actually two possible geometries with constant positive curvature that should 
be discussed: elliptic and spherical space. This prompted Felix Klein, whose ear­
lier contributions on non-Euclidean geometry also had focused on elliptic rather 
than spherical geometry, to enter into a correspondence with Killing.2 While Klein 
pointed out that Killing's remark was fairly obvious from the perspective that Klein 
had developed, Killing repeatedly emphasized the importance of a theorem (along 
Helmholtz's line of argument) specifying the full range of geometric spaces compat­
ible with the idea of the free mobility of rigid bodies. According to Killing, there 
were exactly four such spaces: 3-dimensional Euclidean, hyperbolic, elliptic, and 
spherical space. Killing was clearly interested in what might be called the founda­
tions of physical geometry as opposed to the framework of projective geometry that 

2 Killing's letters to Klein may be found in the Niedersächsische Staats- und Univer­
sitätsbibliothek (NSUB) Göttingen, Handschriftenabteilung, Cod. MS Klein 10. 
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guided Klein. One of Klein's reactions now was to refer to Clifford's flat surface in 
elliptic space. In his eyes, this example showed that there were many more man­
ifolds satisfying the assumptions that Killing wanted to hold. Killing protested: 
Clifford's surface did not admit free mobility in the full sense (it did not allow 
global rotations) and thus was not a "space form satisfying our experience" (Killing 
to Klein, cf. note 2, 5 October 1880). 

It took Killing and Klein several years to sort out their differences. In the end 
it became clear (not least because of Sophus Lie's additional work on Helmholtz's 
approach) that the conditions of constant curvature and free mobility in the Helm-
holtzian sense had to be distinguished. The former was a local, the latter both a 
local and a global property of space. However, Klein pointed out that there was 
no clear empirical sense which could be given to this latter property — contrary to 
both Helmholtz's and Killing's intentions. What might make sense as an empirical 
requirement was the free mobility of bodies of finite size, indeed of globally bounded 
finite size. Of course this restricted condition of free mobility still implied a constant 
curvature of space. Hence Klein felt justified in posing the following problem, first 
in a lecture course on non-Euclidean geometry in 1889/1890, then in print: "to 
enumerate all species of connectivity which may at all occur in closed manifolds of 
some constant measure of curvature" [8, p. 554]. Obviously, Klein was interested 
in the global topological differences of such manifolds, not in a finer classification 
up to isometry. In his paper, he gave a (not quite complete) discussion of the 
two-dimensional case, emphasizing again Clifford's work. Then he pointed out 
the general connection between regular tessellations of the standard non-Euclidean 
spaces of dimension 3 and manifolds of constant curvature. From his own and from 
Poincaré 's work on automorphic functions he knew that this connection lead to quite 
involved problems. The corresponding section of his paper included an invitation 
"that the question would be taken up elsewhere". He underlined that the problem 
was "fundamental for the doctrine of space, inasmuch as we want to start the latter 
from the condition of free mobility of rigid bodies" [8, p. 564]. 

Note that Klein here refered to the restricted condition of free mobility. By 
now, Killing accepted Klein's argument that only this latter version of the condition 
had empirical content, and in the following years he took up the task that Klein 
had set. One may group his work on what he now called the problem of "Clifford-
Klein space forms" (in the following: CK space forms) under three headings: a 
reformulation of the problem in group-theoretical terms, the construction of new 
classes of examples, and a discussion of the scientific relevance of spaces of constant 
curvature. I will return to the two more mathematical aspects in the next section. 
Here I want to comment on the third. 

In both of his relevant publications, Killing included long sections defending 
a study of CK space forms in the context of the foundations of physical science 
[9], [10, part 4]. Repeating Klein's argument, Killing advocated an understanding 
of free mobility in the restricted sense and emphasized that nothing in experience 
excluded the possibility of space being different from the standard non-Euclidean 
spaces. In fact, he considered only one possible criticism as requiring a more careful 
discussion: As yet, neither mechanics nor any other physical theory existed for 
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CK space forms. But this was just the usual course of science. For the standard 
non-Euclidean spaces as well, mechanics was just in the process of being developed 
(Killing himself had made important contributions). In consequence, the primary-
task was to develop physical theories for CK space forms as well. Only then it 
would be possible to judge their scientific merits. As a particular phenomenon that 
mechanics in multiply connected CK space forms might bring up, Killing mentioned 
anisotropics of the gravitational force between two bodies [10, p. 347]. One may-
well read this as a hint at a possible local empirical phenomenon that might help 
in finding out global 'connectivity properties' of physical space. 

Killing was not alone in the 1890's in discussing the physical relevance of spaces 
of constant curvature. In 1899, Klein came into contact with the young and aspir­
ing astronomer Karl Schwarzschild when the latter gave a talk at a large meeting 
of astronomers discussing "the admissible measure of curvature of space". In this 
talk, Schwarzschild gave bounds on the radii of curvature of either an elliptic or a 
hyperbolical universe consistent with astronomical observations of star parallaxes. 
After the talk and in ensuing correspondence3, Klein made Schwarzschild aware of 
the fact that in such a discussion, CK space forms should also be taken into account. 
Schwarzschild agreed. In the printed version of his talk, he added an appendix in 
which he briefly discussed whether or not space might actually be a non-standard 
space of constant curvature. In very intuitive terms, he explained to his readers 
(the paper was published in an astronomical journal) how one could conceive of 
astronomical observations suggesting such kinds of spaces: by observing "identical, 
apparent repetitions of the same world-whole, be it in a Euclidean, elliptic, or hy­
perbolic space". However, the time was not yet ripe for a full discussion of this 
possibility: "We may treat the other Clifford-Klein space forms very briefly, the 
more so since they have not yet been investigated completely even from a mathe­
matical point of view. [...] experience only imposes, in all cases, the condition that 
their volume has to be larger than that of the visible star system." [11, appendix.] 

Killing's mathematical work on CK space forms was reformulated in modern 
mathematical terms and substantially extended by Heinz Hopf who devoted one of 
two parts of his dissertation to the problem in 1925. Again I defer a discussion of 
the mathematical parts of Hopfs work to the next section. However, it must be 
pointed out that Hopf also shared a cosmological interest in CK space forms with 
Killing and Klein. When, in 1928, Klein's lectures on non-Euclidean geometry were 
edited posthumously in a completely rewritten form by Walter Rosemann, Hopf 
took over the task of writing a new section on spaces of constant curvature (at the 
time called "homogenous spaces" by him). He closed this section with discussing 
"the application of geometry to the external world". Here, only "the possibility 
of homogenous space forms [had] to be taken into consideration", as no empirical 
data were known that would force one to consider spaces of variable curvature. 
Of particular value was the "possibility of ascribing to the universe a finite volume, 
independently of its geometrical structure [...] since the idea of an infinite extent [...] 
causes various difficulties, for instance in the problem of the distribution of mass." 
[12, p. 270.] One should note that this was written after the advent of Einstein's 

3See Schwarzschild's letters in NSUB Göttingen, Cod. MS Teubner 44 and Cod. MS Klein 11. 
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theory of general relativity, and after the development of relativistic cosmology-
had seriously begun with contributions by Einstein, Schwarzschild, de Sitter, Weyl 
and others. In this context, constant curvature was no longer a pre-condition of 
measurement, but rather a consequence of the assumption of a homogenous average 
distribution of mass throughout the universe. 

3. Killing's and Hopfs mathematical contributions 
Killing's main mathematical contribution to the problem of CK space forms 

was its reduction to group theoretical terms. Killing tried to show that in all 
dimensions n, Klein's problem (see above) was equivalent to finding all finitely or 
at most countably generated subgroups G of SL(R,n + 1) which for some real 
parameter Ijk2 leave invariant the bilinear form 

a(x,y) = k2x0yo + xit/i + ... + xnyn , x,y £ j r a+ l 

and satisfy a discontinuity condition that will become clear as we go along [10, p. 
322]. Even if it is difficult to follow all details of Killing's argument, its main line 
is clear. (In the following, modern abbreviations are used to condense Killing's 
verbal style.) To begin with, if M was a manifold of dimension n with constant 
curvature 1/fc2, Killing required the existence of some r > 0 such that for all points 
P £ M there existed a ball Br(P) c M of radius r isometric with a similar ball in 
Euclidean, hyperbolic or spherical space of the same curvature. This was Killing's 
way of stating the restricted condition of free mobility. It implied both a kind of 
completeness of the manifold and the discontinuity condition just mentioned. Using 
a technique he had learned in a seminar of Weierstrass, Killing translated this into 
local "coordinates", by which he understood isometric mappings 

Br(P) -+Xk:={x£ Rn+1 | a(x,x) = k2 } 

mapping P to P := (1,0, ...,0). (For negative curvature, the condition a;0 > 0 was 
added in the definition of Xf.; in the flat case, Killing just considered the hyperplane 
in R"+1 defined by #o = 1.) Endowing Xf. with the metric d given by 

7 2 a(x,y) , 
k c o s — - — = a(x,y) , x,y £ Xf. , 

made Xf. into a model of the standard Euclidean and non-Euclidean spaces that 
had been used by Killing in most of his earlier work on these geometries. 

Choosing a particular point P as the origin, these "Weierstrassian coordinates" 
defined a 1-1 correspondence of the bundles of geodesies through P and P. Using 
this intuition, Killing extended a local coordinate system around F to a kind of 
global coordinate system, i.e., a 'mapping' M —r Xf., associating a point Q £ M 
on some geodesic through P with a point Q £ Xf. on the corresponding geodesic 
such that the distances between P and Q and between P and Q were equal. Partly 
without further argument and partly based on intuitive explanations, Killing as­
sumed that this 'mapping' was in general multi-valued (since in M there might 
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exist closed geodesies), surjective, and locally isometric. If Qi,Q2 £ Xf. were two 
"coordinates" of the same Q £ M, then by construction there existed a (local) 
isometry Kr(Qi) —r Kr(Q2). Killing assumed that this mapping could be uniquely-
extended to a global isometry tp : Xf. —r Xf.. He knew that isometrics of Xf. were 
induced by elements of the group we denote by SL(R,n + 1), leaving the bilinear 
form a invariant. Again on intuitive grounds Killing argued that any such ip was 
in fact what we would call a covering transformation of M. The collection of all tp 
arising in this way formed a discrete subgroup F of the isometry group of Xf. which 
had the property that every ip £ F moved points by a distance of at least r. M 
itself was then equivalent to what later was called the quotient space X/./F. 

The gaps and intuitive turns in Killing's argument give a striking illustration 
of the growing need for precise topological arguments in some areas of mathematics 
at this time. Notions relating to covering spaces or the fundamental group (in his 
intuitive explanations, Killing repeatedly relied on the consideration of "motions 
of bodies" along closed geodesies in M) would have helped Killing significantly in 
securing the vaguer parts of his considerations. 

Killing was quite clear that the new problem in group theory was difficult. 
Accordingly, he was satisfied with describing a few simple Euclidean and spherical 
space forms. In the flat case, his main example was the analogue of Clifford's 
surface, the manifold given by R3 /Z3 . In the case of positive curvature, Killing 
noticed that in even dimensions, only Sn und RF" with their canonical metrics 
could occur. In dimension 3 he mentioned other possibilities, e.g. RF 3 /F , where F 
is a cyclic group of Clifford's translations. 

It was Heinz Hopf who reworked Killing's arguments in a modern framework. 
In his dissertation of 1925, he presented a completely revised treatment of the prob­
lem of CK space forms that made it superfluous to look into the older literature 
any more [13]. His version of the problem was to classify all geodetically complete 
Riemannian manifolds of constant curvature in either of two possible senses: One 
could try to classify the resulting "geometries" (i.e., look for a classification up to 
isometry) or one might wish to classify just the manifolds carrying these geome­
tries (i.e., look for a classification up to diffeomorphism). In Killing's work, this 
distinction had never been clearly made. 

After a preliminary clarification of the relation between Killing's earlier com­
pleteness condition and the weaker condition of geodetic completeness, Hopf gave 
a new proof of Killing's basic result. In the new setting, this theorem took the 
form that every geodetically complete Riemannian manifold of constant curvature 
(again called CK space form by Hopf) was a quotient of Euclidean, hyperbolic or 
spherical space by a discontinuous group F of isometrics without fixed points and 
such that no orbit of F had a limit point. The geometric content of Hopfs proof 
was very similar to Killing's argument - the difference being that Hopf had con­
ceptual tools at his disposal that Killing had missed. Hopf showed that if M was 
a CK space form in his sense, then every point P £ M still had a neighbourhood 
that could be mapped isometrically onto a neighbourhood of some point P in one 
of the standard spaces, say X. Using again the resulting 1-1 correspondence of the 
bundles of geodesies through P and P, Hopf defined a mapping X —r M (!) of 
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which he showed that it was an isometric covering. As X was simply connected, it 
was the universal covering space of M. Moreover, the fundamental group m (M) 
acted freely and discontinuously in the sense explained above by isometrics on X. 
Therefore, M was isometric to a quotient manifold of the required form. 

Instead of multi-valued "coordinates", Hopf could speak of coverings, inverting 
the direction of the crucial mapping. Relying on the notions of universal covering 
spaces, covering transformations, local isometrics etc., Hopf was able to formulate 
several steps in his proof as simple arguments by contradiction. For this step into 
mathematical modernity, Hopf had an important model: Hermann Weyl. The 
conceptual framework used by Hopf was mainly an adaptation of that outlined in 
the topological sections of Weyl's monograph Die Idee der Riemannschen Fläche 
of 1913. On the other hand, Weyl himself had pointed out that this framework 
could be used in discussing manifolds of constant curvature. Using the language of 
coverings, Weyl showed in an appendix to [14] that every "closed Euclidean space" 
(i.e., every closed manifold of constant curvature zero) was isometric to a "crystal", 
i.e., a quotient of Euclidean space by a suitable discrete group of isometrics. Weyl's 
proof only worked in the flat case, and apparently he did not pursue analogous 
questions for curved manifolds. 

Hopf not only used modern topological tools for reformulating the space form 
problem. He also showed how topology could profit from the geometric ideas in­
volved in this problem. Looked at in this perspective, one point was fairly obvious: 
CK space forms, constructed as quotient spaces, furnished new examples of mani­
folds with known fundamental groups. At the time, this was particularly interesting 
for finite groups; very few examples of manifolds with finite fundamental groups had 
been known beyond those with cyclic groups. Based on Klein's analysis of the isome­
try group of elliptic 3-space (which in turn relied on Clifford's ideas), Hopf discussed 
a series of new 3-dimensional, spherical space forms with finite fundamental groups 
as well as infinitely many spaces with infinite groups.4 Moreover, Hopfs research 
on spaces of constant positive curvature proved to be of decisive importance at a 
later point in his career: Clifford's parallels provided him with the crucial example 
of a mapping from S3 to S2 that was not homotopic to a constant mapping (lifting a 
fibration of elliptic 3-space by Clifford parallels to the 2-sheeted covering of elliptic 
3-space produced what became known as the Hopf fibration of S3). Even Hopfs 
basic invariant for classifying such maps, the linking number of fibres, was derived 
from an intuitive understanding that the linking behaviour of Clifford's parallels 
was an obstacle for deforming the Hopf fibration into a constant [16]. 

4. Conclusions 
In these ways, an important strand in the formation of modern manifold topol­

ogy profited from geometric ideas that had their origin in a 19th century context in 
which mathematical and cosmological thinking were closely related. If I may use a 
topological metaphor: Once more it turns out that the fibres of historical develop-

4 Spherical, 3-dimensional space forms with polyhedral fundamental groups had already been 
added to Killing's examples by the American geometer Woods in 1905. 



944 M. Epple 

ments in different scientific fields are intertwined rather than grouped in a locally-
trivial bundle, the base of which would be some eternal architecture of concepts or 
structures that only need straightforward elaboration. 

From cases like the one I have sketched one might learn that in periods of 
innovative research, boundaries between different mathematical fields and even be­
tween mathematical and physical thinking may tend to blur. In other periods, this 
may be different. In the present case, it seems (at least at first sight) that the 
later solutions of the Euclidean and the spherical space form problems were found 
in episodes of autonomous, purely mathematical research. Moreover, the history of 
the space form problem between Clifford and Hopf reveals a complicated relation 
between tradition and modernization within mathematics. The analysis of Killing's 
and Hopfs ways of approaching the space form problem shows that despite the 
crucial differences due to the non-availability or availability of precise topological 
notions, Killing's more traditional geometric ideas were taken up in the modern 
formulations. Another such core of geometric ideas that was handed down to mod­
ern topology were Clifford's geometric ideas: in fact all later authors discussed here 
made some use or other of these ideas. 

In a period in which the global topological properties of the universe receive 
new interest among cosmologists, it seems fitting to recall that a century ago, such 
an interest also motivated some of the topological problems and ideas mathemati­
cians have since become acquainted with. At least in this indirect way, questions 
about the immeasurably large have not been idle questions for the explanation of 
nature. 
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Abstract 

The first approach to the history of mathematics in China led by Li Yan 
(1892-1963) and Qian Baocong (1892-1974) featured discovering what math­
ematics had been done in China's past. From the 1970s on, Wu Wen-tsun and 
others shifted this research paradigm to one of recovering how mathematics 
was done in ancient China. Both approaches, however, focus on the same 
problem, that is mathematics in history. The theme of the third approach is 
supposed to be why mathematics was done. Combining this approach with the 
former two, the research paradigm will be improved from one of mathematics 
in history to that of the history of mathematics. 

2000 Mathematics Subject Classification: 01A25. 
Keywords and Phrases: Chinese mathematics, Research paradigm, Inter­
polation, Numerical method, Scientific tradition. 

1. Introduction 
Since the beginning of the last century hundreds of scholars have devoted 

themselves to the discipline of the history of mathematics in China. Their research 
has not only thrown light on the various features of tradit ional Chinese mathematics , 
but also has led to a bet ter understanding of the diversity of the mathematical 
sciences. 

This research has led to problems, however. Some mathematicians complained 
tha t most Chinese historians of mathematics limited their research to ancient China, 
while it has seemed to other scholars tha t fresh avenues into the history of tradit ional 
Chinese mathematics may, to some extent, have been exhausted. Fewer and fewer 
young scholars are a t t racted to the field, and even for some senior historians of 
mathematics it has been difficult to find exciting new topics to work on. 

A similar perception prevailed once before in the 1970s, when many Chinese 
historians of mathematics had become discouraged about the future. It came as 
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something of a surprise that, soon after some scholars left to work on other subjects, 
a fresh upsurge of interest led by Wu Wen-tsun appeared, one that lasted until a 
few years ago. 

The aim of this article is twofold. First, research paradigms adopted by Chi­
nese historians of mathematics will be outlined, followed by a discussion of a new 
way to approach the history of mathematics in China. 

2. Discovery: the first approach 
The question of what mathematical science, if any, existed in ancient China was 

first raised by scholars at the beginning of the 20th century, and was the motivation 
for those who followed turned their attention to the history of pre-modern Chinese 
mathematics. There is no doubt that Li Yan (1892-1963) and Qian Baocong (1892-
1974), the founders of the subject of the history of mathematics in China, deserve 
to be named as the representative figures of this movement for discovering what 
mathematics was done in ancient China. Two examples, more or less related to 
them, can be taken in order to show what the word discovery has meant in studies 
in the history of mathematics in China. 

2.1. Interpolation 
In Yi-xing's Day an li (a calendar-making system of 724 AD), a function f(x) 

designed for calculating the solar equation of center is found as follows: 

f(x) = - x A 1 + ( l - - ) x f x A 2 (1) 
rii rii 2n2 

where 0 < x < rii. While a tropical year is broken into 24 parts (qi), rii and n2 are 
the lengths in days of two consecutive qi. Ai and A2 are the deviations in du (1 
du = 360°/365.25) from the mean solar motion to its true one on the intervals rii 

• , A 9 2nin2 , Ai A 2 , _ , . 
and n2 respectively. A J = ( ).Suppose n = rii = n2, the relation 

rii + n2 rii n2 

yields to A2 = Ai — A2 . This special case, formula (1), is found in Liu Zhuo's 
Huangji li (a calendar-making system of 600 AD). 

It was Yabuuti Kiyosi (1906-2000) who pointed out for the first time that Liu 
Zhuo's formula is a quadratic interpolation of equal interval, while Yi-xing's formula 
is that of unequal interval. Both of them are equivalent to Gauss's interpolation 

A decade after Yabuuti's discovery, a more detailed investigation of this topic 
was made by Li Yan, who demonstrated that Liu Zhuo's quadratic interpolation 
occupied a leading position among various numerical methods in ancient Chinese 
mathematical astronomy [2]. 

Assume that the values of a real function f(x) are given at each of n + 1 
distinct real values xk : fk(k = 0,1,2, • • • ,n). The method of finding the values 
f(x) at x by using these values fu = f(xu) is called interpolation. Formulae of 
interpolation could be stated in many ways, for instance the formulae of Lagrange, 
Aitken, Newton, Gauss, Stirling, Bessel and Everett, depending on the method you 
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make use of to construct it. In cases where the points of interpolation one chooses 
are the same, their interpolation functions can be transformed to each other no 
matter by which kind of interpolation the functions are constructed. As for formula 
(1), it is easy to verify that 

/ (0)=0, /(m) = A i , / (n1 + n2) = A 1 +A 2 . 

Clearly, x = 0,rii, and rii + n2 are three points of interpolation of the function 
/(x).This result shows that formula (1) is a quadratic interpolation function. 

Yabuuti said that formula (1) is equivalent to Gauss's interpolation, while Li 
Yan considered it to be equivalent to Newton's. Actually, it is neither Gauss's nor 
Newton's. 

What Yabuuti and Li Yan did, as such, was to reveal the fact that formula 
(1) is a quadratic interpolation function. However, the question of which kind of 
interpolation Chinese mathematicians made use of to construct formula (1) was left 
open. 

2.2. Remote measurement 

In his Haidao suanjing (Sea Island Computational Canon, 263 AD), Liu Hui 
designed nine questions in order to demonstrate the problems of remote measure­
ment. The first of them is a problem concerning how to measure the altitude of an 
island with two gnomons. 

Let HI in Fig.l be the altitude of an island. AB and CD are two gnomons 
of equal height. AE and CF are the length of shadows of AB and CD, respec­
tively. Suppose the distance (AC) between the two gnomons is known, a formula 
for measuring the island's altitude is found in the Haidao suanjing as follows: 

AB x AC 
TJT _ A P I ^ (O) 

f~l T? 4 p V / 

Formula (2) is essential in remote measurement. Other questions in Liu's book 
are much more complex than this. As many as four gnomons are used in some of 
them. It is said that there were diagrams drawn by Liu Hui for these questions, but 
they no longer exist today. 

The question of the island's altitude is also known as that of solar altitude. 
Formula (2) was used to measure the altitude of the sun in the Zhoubi suanjing 
(Zhou Dynasty Canon of Gnomonic Computations, first century BC). A diagram 
for proving formula (2) is also found in this work. Unfortunately, due to transmission 
of the text over time, it has been distorted beyond recognition. 

For deducing formula (2) or showing its correctness, Qian Baocong added a 
line DG parallel to the line HE in Fig.l.[3] What Qian did was not unusual for 
historians of mathematics at that time. 
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Fig. 1 Altitude of island 

However, a new movement in this area of research was heralded in the 1970s 
when a mathematician who adopted a methodology different to that of Qian's ap­
peared. 

3. Recovery: the second approach 
It was Wu Wen-tsun who led studies in the history of mathematics in China 

on to a second phase, that of recovering how mathematics was done in ancient 
China. Wu explained his approach by criticizing Qian's study on formula (2). Since 
the parallel line DG drawn by Qian in Fig.l is groundless in traditional Chinese 
mathematics, his proof of formula (2), as Wu pointed out, should be regarded as a 
"wrong proof" from the viewpoint of the history of mathematics. 

Wu emphasized that demonstrating the correctness of ancient mathematics 
with modern mathematical notions is by no means the sole purpose of the history 
of mathematics, and that historians of mathematics should pay more attention to 
recovering how mathematics was actually done in history. He said: 

"Two basic principles of such studies will be strictly observed, viz. : 
"PI. All conclusions drawn should be based on original texts fortunately pre­

served up to the present time. 
"P2. All conclusions drawn should be based on reasoning in the manner of our 

ancestors in making use of knowledge and in utilizing auxiliary tools and methods 
available only at that ancient time. " [4] 

Wu, therefore, named his approach recovering mathematical procedure with 
its original thought. 

Let us also take interpolation as an example to show how to recover the history 
of mathematics in China. How formula (1) was constructed was exactly the topic 
that Wu's approach focused on. In order to answer this question, the historical 
background from which the problem of interpolation arose needed to be addressed. 

It is well known that formula (1) was invented to solve the problem of irregular 
solar motion. In the Chapter of Calendar-making of the Tang History, the evolution 
of solar theory up to that time was described by the Buddhist monk Yi-xing (683-
727) as follows: 
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Fig. 2 Pattern of solar speed in the Huangji li (600 AD) 

ws bs se bs ss ba ae bw ws 

Fig. 3 Pattern of solar speed in the Dayan li (724 AD) 

In about 560 AD, Zhang Zixin found that solar motion was irregular. From 
Yi-xing's account, we understand that solar motion in the minds of Liu Zhuo (600 
AD) and Yi-xing (724 AD) can be expressed as the patterns in Fig.2 and Fig.3, 
respectively, where the dotted line vo represents the mean velocity of the sun. 

Liu's interpolation function is different from Yi-xing's in the division of a year. 
Liu divided a tropical year into 24 parts of equal length, while Yi-xing divided the 
ecliptic into 24 parts of 15° each. The small interval was named mean qi (ping qi) 
in Liu's division, and ture qi (ding qi) in Yi-xing's. Since solar motion is irregular, 
Yi-xing's division is unequally spaced in terms of time. In order to deal with the 
deviation from the mean motion to the true motion of the sun, interpolation function 
(1) was constructed by Liu Zhuo and Yi-xing at each qi. 

The period between the winter solstice (ws in Fig.2-4) and the beginning of 
spring (bs in Fig.2-4) consists of 3 qi. Let us take this period as an example to 
demonstrate how formula (1) was constructed by Liu Zhuo and Yi-xing. 

In Fig.4, suppose OM = m, MN = n2, area of OBCM = Ai, area of 
MEFN = A2 . Ai and A2 given by observation are deviations of the true motion 
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of the sun from its mean motion on the interval OM and MN, respectively. The 
doted line OMN stands for the velocity of the mean sun, while the step-like lines 
BC, EF, and so on stand for the mean velocities of the true sun on each qi. 

The idea that Liu Zhou and Yi-xing conceived was how to change the pattern 
of solar motion from a step pattern to a continuous straight line. The observed 
data Ai and A2 of the two consecutive qi were used to construct the interpolation 
function on the former qi so that the slanted lines as a whole could be continuous 
lines as far as possible. This is a change from a linear to a parabolic interpolation. 
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Fig. 4 Linear interpolation Fig. 5 Quadratic interpolation 

As in Fig.5, draw a slanted line AG that crosses the midpoints of lines BC 
and EF, and intersects line CM at D. Then AB = DC, DE = FG. Let x = 01, 
then 

f(x) = area of trapezoid AOIH 

is the Chinese interpolation formula (1), 0 < x < rii. 
In order to construct the function f(x), first of all Liu and Yi-xing let the solar 

speed be changed as an arithmetic sequence from day to day at the interval OM. 
Then, the arithmetic progression is summed up. The result of the summation is a 
parabolic function with a variable of days after the initial time at the interval OM. 
It is the quadratic interpolation function f(x). From the viewpoint of the technique 
of constructing algorithms, Yi-xing's unequal spaced interpolation is nothing more 
than Liu Zhuo's equal intervals interpolation. 

Since the tropical year is divided into 24 small intervals (qi), and the parabolic 
interpolation function was constructed on each interval based on the observed data 
of 24 qi, we call a whole set of the 24 functions of a tropical year piecewise parabolic 
interpolation. 

4. Mathematics in history: original research 
During the period of the first movement in the history of Chinese mathematics, 

discovery meant to find out what mathematics was done in history. Scholars made 
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their discoveries directly from original historical materials. In the next movement, 
research discoveries were extended to recoveries. The attention of scholars was 
directed to the question of how mathematics was done in history. Recovery work 
in the history of mathematics is that of rational reconstruction, usually based on 
indirect historical materials. Recovery, therefore, can be regarded as a kind of 
indirect discovery. 

The paradigm of studies in the history of mathematics in China took shape 
in the following way: only discovery, either direct or indirect, was regarded as 
original research. Once such a paradigm became the norm in the Chinese history 
of mathematics community-, the model became set for such research. 

Obviously-, most results gained from the first movement were transformed into 
the problems to be solved in the second. Problems raised in the first movement 
became conjectures, while the use of secondary- historical materials to "prove" these 
conjectures was the main trend in the second movement. 

This was the research paradigm that historians of mathematics in China fol­
lowed during the past century. Studies in the history- of mathematics were valued 
according to the viewpoint of this paradigm. It is somewhat equivalent to that 
of pure mathematics. What they did was to discover or recover mathematics in 
history. 

This picture can help us to clarify- the following questions that may puzzle 
those who are not involved in this field. 

First of all, Wu's movement was the consequence of the fact that the research 
paradigm shifted from discovery to recovery after the 1970s. This change was so 
important that it offered plenty of topics for research to historians of mathematics 
in the last quarter of the last century. 

Secondly, as we have mentioned before, original research in the history- of math­
ematics meant research in original historical materials. For most Chinese scholars, 
unfortunately-, the only original historical materials that they had access to were 
texts in Chinese. Historical works in Western mathematics or modern mathematics 
might interest mathematicians or lay readers, and might be widely welcomed, but 
neither discovery- nor recovery- could be expected. That meant that these attempts 
could not be considered as original research. This is the reason why most Chinese 
history- of mathematics was limited to research on ancient China. 

1" Movement 

What Mathematics 

1 ' 
Problems 

Con jectures 

l^Movememt 

How Mathematics 

Original 

Works 

Fig. 6 Studies in the history- of mathematics in China: past and present 
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5. Why mathematics: the third approach 

Discovering what mathematics was done is always the basic approach to the 
history- of mathematics. During the period of Li and Qian's movement, it had been 
taken as the only way to do the history- of mathematics in China. Recovering how 
mathematics was done was never seriously- accepted as original research until Wu 
Wen-tsun broke through Li and Qian's paradigm in the 1970s. It helped Chinese 
historians of mathematics to negotiate through a crisis, and fruitful results have 
come from this extension of the concept of original research in the history- of math­
ematics in China. The model depicted in Fig.6 clarifies the work that Chinese 
historians of mathematics have done. 

The problem now is why are we faced with a crisis once again? How can we 
step out of such a difficult situation and develop an optimistic future for our field 
in China? These are vital issues which I have taken upon myself to tackle in the 
last part of this article. 

The reason why the field faces a crisis once again is because the concept of 
original work, either discovery or recovery, has restricted research on mathematics 
in history. Since the original historical materials that our Chinese scholars can 
access are limited, they are certain to be exhausted sooner or later. 

The answer to achieving our goal of renewed vigor in the field is that the 
concept of original work in the history- of mathematics in China has to be extended 
further. The old research paradigm, therefore, must be improved once again. 

Mathematical ideas are the main object of study in the history- of mathematics. 
Hence the history- of mathematics, to a great extent, is the history- of mathematical 
thought. When we look at mathematics in history- from a historical perspective, 
an important aspect is often neglected, that is, why did mathematics play a part 
in history? As I have already emphasized, in the past century-, two movements 
dominated studies in the history- of mathematics in China namely: 

The first approach: what mathematics was done. 

The second approach: how mathematics was done. 

It is easy to follow these approaches up with: 

A third approach: why mathematics was done. 

Once the three approaches have merged into a single whole, the research 
paradigm will shift from mathematics in history- to the history- of mathematics. 
Original research in the history- of mathematics will also be extended in scope. 

Actually-, why mathematics has been regarded as the main purpose of the 
history- of mathematics by leading mathematicians for some time. André Weil at 
ICM 1978, for instance, presented a plenary- speech about "for whom does one write 
a general history" of mathematics. At the end of his presentation, he said "thus my 
original question 'why mathematical history?' finally reduces itself to the question 
'why mathematics?' which fortunately I do not feel called upon to answer." [5] Wu 
Wen-tsun himself also sometimes moved beyond how mathematics in ancient China 
[6]. 
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6. Why a practical tradition in ancient China 
It is often said that, compared with Greek mathematics, Chinese mathematics 

was characterized by a practical tradition. Many scholars hold that this tradition 
is the fatal weakness of Chinese mathematical science, one that prevented it from 
developing into modern science. Some historians of mathematics have argued that 
certain fundamental factors of the Greek theoretical tradition, such as proof and 
principle, can also be detected in the Nine Chapters of Arithmetic (1 century- BC) 
and Liu Hui's Annotations (263 AD). However, it seems to us that many people are 
still not convinced. 

A scientific tradition represents the principal aspects of scientific methodology-, 
spirit, and style. When we speak of the theoretical tradition of Greek science, we do 
not mean that there was no applied science at all. What we mean is that compared 
with this theoretical tradition, the practical tradition was of trivial importance in 
the development of Greek science. 

For a better understanding of the value of Chinese mathematics from a histor­
ical perspective, we need to know about the issue of why mathematics was done in 
ancient civilizations, and thus why there was a practical tradition in ancient China 
is a contact point for this. 

In the long history- of the Chinese empire, mathematical astronomy- was the 
only subject of the exact sciences that attracted great attention from rulers. In 
every dynasty, the royal observatory- was an indispensable part of the state. Three 
kinds of expert — mathematicians, astronomers and astrologers — were employed 
as professional scientists by the emperor. Those who were called mathematicians 
took charge of establishing the algorithms of the calendar-making systems. Most 
mathematicians were trained as calendar-makers. Mathematics was thus highly-
developed for mathematical astronomy- besides more general applications, in such 
areas as indeterminate problems, numerical solutions of algebraic equations, poly­
nomial interpolation and series summation. 

Calendar-makers were required to maintain a high degree of precision in pre­
diction. Ceaseless efforts to improve numerical methods were made in order to 
guarantee that the algorithm could satisfy- the precision required for astronomi­
cal observation.[7] It was neither necessary- nor possible that a geometric model 
could replace numerical method, which occupied the principal position in Chinese 
calendar-making systems. The reason for this was that only the numerical method 
could satisfy- the ruler's requirements, that is high accuracy- in prediction and com­
putation. As a result numerical analyses won favor over cosmic or geometric model 
building. As a subject closely- related to numerical method, algebra, rather than 
geometry-, became the most developed field of mathematics in ancient China. [8] 

Science in ancient China was intended primarily- to solve concrete problems, 
such as determining planetary- positions. The function of explaining natural phe­
nomena never dominated its scientific tradition. What Chinese scientists really-
cared about was how to solve the problems they faced as accurately- as possible. 

This is the reason why the practical tradition was chosen in ancient China. 
From the above description, definitions for the practical and theoretical traditions 
maybe drawn as follows: 
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In the practical tradition, science serves to solve concrete problems. Theory-
is judged by its accuracy- of computation. Scientific progress follows the advance­
ment of observation. A theoretical model is always improved to meet the precision 
requirement step by step. 

In the theoretical tradition, on the other hand, science serves to explain natural 
phenomena. Theory- is judged by its function in the explanation. Observation is 
employed to verify- the correctness of the theoretical hypothesis. The old model is 
always replaced if the new one is more reasonable for the explanation of natural 
phenomena. 

These two traditions differ mainly- in their starting and ending points: 
In the practical tradition, a model is built up from observation to solve con­

crete problems. For a more accurate prediction, uninterrupted efforts are made to 
explore unknown factors, and the related numerical analyses are improved. The 
more accurate the theory- is, the closer the model is to the truth. 

In the theoretical tradition, on the other hand, a model is built up from hy­
potheses that account for natural phenomena. For a better understanding of natural 
phenomena, the model is revised from time to time on the basis of a new hypothesis. 
The closer the model is to the truth, the more accurate is the theory. 

The attitude to algebraic equations of these two traditions provides a typical 
example to show us their differences. In the theoretical tradition, mathematicians 
paid attention to the root formula of the equation. The numerical solution of the 
equation was seldom taken much notice of by them. The reason is that no matter 
how effective the numerical method is, its solution is usually- an approximate result 
that does not help to explain the phenomenon of the equation. 

On the contrary-, the root formula is never more important than a numerical 
solution in the practical tradition. The reason is that even if one could have the exact 
root from the formula, one has to extract from it a concrete value for application. 
Hence it seems to mathematicians in the practical tradition that the numerical 
solution is sufficient. In ancient China, the root formula of equations was not an 
important subject, although they did know the formula of second-degree equations. 

It is believed that modern science, to a large extent, benefits from the heritage 
of Greek science. Nevertheless, it is hard to say that the theoretical tradition 
dominates the development of modern science in all aspects. In fact, the practical 
tradition also plays an important role. 

It is obvious that numerical analyses are more frequently- used than theoret­
ical hypotheses in modern science. The task for modern scientists is not only to 
account for natural phenomena, but also to solve concrete problems. The research 
results arising from the search for solutions to scientific problems have led in two 
directions: those that are concerned with finding general theorems concerning the 
problems, and those that are searching for good approximations for solutions. Both 
explaining natural phenomena and solving concrete problems are the goals that 
modern scientists strive for. Observations have occupied a substantial position in 
the development of modern science. 

Generally- speaking, science in ancient civilizations was often characterized by 
a distinctive tradition, either the theoretical tradition as in Greece, or the practical 
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tradition as in China. These traditions tended to develop along their own lines. 
However, the situation in modern times has never been so simple. The diversity of 
modern science features the blending of the two traditions. It develops in a dualistic 
mode. 

7. Conclusion 

The paradigm of the history of mathematics in China has directed the attention 
of researchers to focus on mathematics in history, in particular in ancient China. It 
is certain that the what and how mathematics are two approaches for historians of 
mathematics that will always remain valid. If history continues, they continue. 

However, just as Li and Qian's what mathematics approach was replaced by 
Wu's how mathematics approach to become the mainstream of studies in the history 
of mathematics in China in the last quarter of a century, a new movement is certain 
to supersede the old one sooner or later. For a historian of mathematics, after the 
what's and the how's have been figured out, the problem why mathematics was 
done should be addressed. 

Following this topic of why mathematics, research should shift, to some extent, 
from mathematics in history to the history of mathematics. Under these circum­
stances, plenty of new problems are raised for us. Mathematics in ancient China 
and other old civilizations, for instance, will be placed in the context of the whole 
history of mathematics. The diversity of mathematics in different civilizations will 
give us a more distinct picture of the history of mathematics. 
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