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Preface

When we started planning the edition of the Proceedings of the International Congress of Mathematicians 2006 (ICM2006), we considered the possibility of publishing only an electronic version. However, it is pretty difficult to break traditions, particularly for an activity like the ICM with an existence of more than a hundred years. Thus, we finally decided to mimic the model that started in Berlin 98: to publish both, a printed and an electronic version of the Proceedings. However, you may notice the influence of living the Internet Era, where length of files is not really a big issue, by the number of pages, altogether almost 4400, probably a record for the history of ICMs.

These Proceedings consist of three volumes. Volume I is divided into four parts. The first one gathers the speeches at the opening ceremony including the presentation of the Fields Medals, the Rolf Nevanlinna Prize and the newly awarded Gauss Prize for Applications of Mathematics as well as the speeches at the closing ceremony. It also contains information about the organization of the Congress, the committees, sponsors and other collaborators. The second part contains the traditional laudationes for the prizes, that is, an extensive presentation of the work of the awardees. The third part is the main body of the volume and consists of the articles written by the plenary lecturers of the Congress. One of the characteristics of this ICM has been the large number of diverse activities accompanying day by day the program fixed by the IMU Scientific Program Committee. In the fourth part of the volume, you can find articles corresponding to some of them.

Volumes II and III were printed before the Congress and distributed to the participants in Madrid. They gather the articles written by the invited speakers in the different scientific sections of the Congress.

The on-line version of these volumes is accessible at the address http://www.icm2006.org/proceedings

We take this opportunity to express our thanks to the authors of the articles for their effort in the preparation of excellent contributions. We also would like to express our gratitude to the EMS Publishing House for the superb job in the edition of these Proceedings and all the printed material of the ICM2006.
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<table>
<thead>
<tr>
<th>Year</th>
<th>Location</th>
<th>Year</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>1897</td>
<td>Zurich</td>
<td>1958</td>
<td>Edinburgh</td>
</tr>
<tr>
<td>1900</td>
<td>Paris</td>
<td>1962</td>
<td>Stockholm</td>
</tr>
<tr>
<td>1904</td>
<td>Heidelberg</td>
<td>1966</td>
<td>Moscow</td>
</tr>
<tr>
<td>1908</td>
<td>Rome</td>
<td>1970</td>
<td>Nice</td>
</tr>
<tr>
<td>1912</td>
<td>Cambridge, UK</td>
<td>1974</td>
<td>Vancouver</td>
</tr>
<tr>
<td>1920</td>
<td>Strasbourg</td>
<td>1978</td>
<td>Helsinki</td>
</tr>
<tr>
<td>1924</td>
<td>Toronto</td>
<td>1982</td>
<td>Warsaw (held in 1983)</td>
</tr>
<tr>
<td>1928</td>
<td>Bologna</td>
<td>1986</td>
<td>Berkeley</td>
</tr>
<tr>
<td>1932</td>
<td>Zurich</td>
<td>1990</td>
<td>Kyoto</td>
</tr>
<tr>
<td>1936</td>
<td>Oslo</td>
<td>1994</td>
<td>Zurich</td>
</tr>
<tr>
<td>1950</td>
<td>Cambridge, USA</td>
<td>1998</td>
<td>Berlin</td>
</tr>
<tr>
<td>1954</td>
<td>Amsterdam</td>
<td>2002</td>
<td>Beijing</td>
</tr>
</tbody>
</table>
# Past Fields Medalists and Rolf Nevanlinna Prize Winners

## Fields Medalists

<table>
<thead>
<tr>
<th>Year</th>
<th>Medalist 1</th>
<th>Medalist 2</th>
<th>Medalist 3</th>
<th>Medalist 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1936</td>
<td>Lars V. Ahlfors</td>
<td>Jesse Douglas</td>
<td>Pierre R. Deligne</td>
<td>Charles F. Fefferman</td>
</tr>
<tr>
<td>1950</td>
<td>Laurent Schwartz</td>
<td>Atle Selberg</td>
<td>Grigorii A. Margulis</td>
<td>Daniel G. Quillen</td>
</tr>
<tr>
<td>1954</td>
<td>Kunihiko Kodaira</td>
<td>Jean-Pierre Serre</td>
<td>Alain Connes</td>
<td>William P. Thurston</td>
</tr>
<tr>
<td>1958</td>
<td>Klaus F. Roth</td>
<td>Rene Thom</td>
<td>Simon K. Donaldson</td>
<td>Gerd Faltings</td>
</tr>
<tr>
<td>1962</td>
<td>Lars Hörmander</td>
<td>John W. Milnor</td>
<td>Michael H. Freedman</td>
<td>Jean Bourgain</td>
</tr>
<tr>
<td>1970</td>
<td>Alan Baker</td>
<td>Heisuke Hironaka</td>
<td>Vaughan F. R. Jones</td>
<td>Jean-Christophe Yoccoz</td>
</tr>
<tr>
<td>1974</td>
<td>Enrico Bombieri</td>
<td>David B. Mumford</td>
<td>Edward Witten</td>
<td>Maxim Kontsevich</td>
</tr>
<tr>
<td>1982</td>
<td>Enrico Bombieri</td>
<td>David B. Mumford</td>
<td>Shigefumi Mori</td>
<td>Michael H. Freedman</td>
</tr>
<tr>
<td>1986</td>
<td>Alain Connes</td>
<td>William P. Thurston</td>
<td>Edward Witten</td>
<td>Maxim Kontsevich</td>
</tr>
<tr>
<td>1990</td>
<td>Alan Baker</td>
<td>Heisuke Hironaka</td>
<td>Vladimir G. Drinfeld</td>
<td>Jean Bourgain</td>
</tr>
<tr>
<td>1994</td>
<td>Enrico Bombieri</td>
<td>David B. Mumford</td>
<td>Pierre-Louis Lions</td>
<td>Jean-Christophe Yoccoz</td>
</tr>
</tbody>
</table>

## Rolf Nevanlinna Prize Winners

<table>
<thead>
<tr>
<th>Year</th>
<th>Winner 1</th>
<th>Winner 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1982</td>
<td>Robert E. Tarjan</td>
<td>Avi Wigderson</td>
</tr>
<tr>
<td>1986</td>
<td>Leslie G. Valiant</td>
<td>Peter W. Shor</td>
</tr>
<tr>
<td>1990</td>
<td>Alexander A. Razborov</td>
<td>Madhu Sudan</td>
</tr>
<tr>
<td>1994</td>
<td>Avi Wigderson</td>
<td>Peter W. Shor</td>
</tr>
<tr>
<td>1998</td>
<td>Peter W. Shor</td>
<td>Madhu Sudan</td>
</tr>
</tbody>
</table>
Organization of the Congress

Manuel de León, President of the ICM2006

In 1998, the Real Sociedad Matemática Española, the Societat Catalana de Matemàtiques, the Sociedad Española de Matemática Aplicada and the Sociedad de Estadística e Investigación Operativa got together to reorganize the Spanish Committee of Mathematics (CEMAT) representing Spain at the IMU. This Committee, which includes three other societies (the Federación Española de Sociedades de Profesores de Matemáticas, the Sociedad Española de Investigación en Educación Matemática, and the Sociedad Española de Historia de las Ciencias y de las Técnicas), put forward the Spanish candidacy to host the 25th International Congress of Mathematics in Madrid in 2006, as well as the IMU General Assembly in Santiago de Compostela.

This bid was initially backed by the City of Madrid, the Autonomous Community of Madrid, the Ministry of Education, Culture and Sport, the Ministry of Science and Technology and the Ministry for Foreign Affairs. His Majesty King Juan Carlos I also gave his support to the candidacy with a letter included in the dossier. In addition, backing was forthcoming from the universities in the region (the Universidad Complutense de Madrid, the Universidad Autónoma de Madrid, and the Universidad Carlos III de Madrid) with letters from their respective rectors, as well as from the president of the Consejo Superior de Investigaciones Científicas (CSIC). An association was created to promote the candidacy, which brought together the support of all the above-mentioned bodies and institutions. The candidacy was advocated by the Spanish delegation headed by José Luis Fernández at the 24th General Assembly in Shanghai, and was unanimously approved by vote. The invitation to come to Madrid was formally made on behalf of Spain by Carles Casacuberta at the ICM2002 closing ceremony in Beijing.

The association formed to present the candidacy was dissolved on its return from China, and work began on the organization of the ICM2006 in Madrid and the General Assembly in Santiago. To this end, the ICM2006 Madrid Association was set up, independently of the CEMAT and the societies but in complete co-ordination with all of them. The first president of this association was Carlos Andradas, who was replaced in 2003 by Manuel de León. At the same time, an Organizing Committee responsible for the General Assembly was set up at the Universidad de Santiago. This Committee included the three universities in the region (Santiago de Compostela, La Coruña and Vigo), and was headed by the dean of the Faculty of Mathematics, Juan Manuel Viaño. Both bodies have worked in full co-ordination with each other in recent years.

A further important point is that, although the ICM2006 was to be held in Madrid, the organization of the congress was a joint effort across the whole country. In addition to the General Assembly in Santiago, the Committee was composed of mathematicians from all over Spain, a reflection of the country’s historical and cultural wealth and variety. A consultation of the web page will reveal messages of welcome not only in
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English, but also Spanish, Catalan, Euskera and Galician; in other words, in all the official languages of the Spanish state.

A major congress with a scope such as that of the ICM also requires strong financial and logistic support from public administration bodies, and as such is subject to political changes. This is precisely what occurred in the city and region of Madrid. The change of government in Spain in 2004 brought about a restructuring of ministries, and with it a corresponding change in our interlocutors, who became the Ministry of Education and Science, the Ministry of Culture, and the Ministry of Foreign Affairs and Cooperation. We are bound to state that the support shown by the previous government for the organization of the ICM was taken up by its successor, both of whom were fully aware of the unique importance of the event.

With regard to financial support, the ICM2006 Executive Committee worked extremely hard to achieve the following goals: 1) To secure the backing for the event from institutions; firstly the Committee of Honour was proud to have His Majesty the King as its president, with representatives of all the public authorities: the Prime Minister, other ministers, the mayor of Madrid, the president of the Regional Government, and the rectors and president of the CSIC; 2) To ensure solid public funding, which came from the Ministry of Education and Science, the Community of Madrid, Madrid City Hall and from the CSIC, and 3) To attract funding from the private sector, which eventually fell short of initial expectations, and which except for organizations such as the Vodafone Foundation, BSCH, the Areces and Enterasys Foundations, as well as Spanish companies and those with their headquarters in Spain, are still a long way from recognizing mathematics as a driving force in research, technological development and innovation. We Spanish mathematicians have also learned that this section on the road to understanding still remains to be covered.

The organization of an ICM requires an important logistical underpinning that cannot be left to voluntary contributions. For that reason we chose a congress agency with great experience in organizing major events, and one with enough flexibility to adapt to our needs. This agency was Unicongress. With their team headed by Paloma Herrero we worked hand in hand as though the ICM2006 were indeed a joint venture, and together we shared the achievements and setbacks which, like all those who have been involved in previous ICMs, we know are part of and parcel of this difficult task. I am happy to say that our choice was the right one, and that the outcome was satisfactory for all concerned. We also believe that for Unicongress, too, this was a new experience, since any ICM amounts to much more than a conventional congress.

The ICM congress logo is something that remains in the mind for years to come. It is not easy to devise a logo that embodies at once the essence of a country and mathematics itself. After many attempts we settled on the one that has since become familiar, and is inspired in the sunflower. One the one hand, the sunflower symbolizes the Spain of sun and light already known to many; on the other, the number of its spirals to right and left are elements of the Fibonacci sequence. The artistic creativity of its devisers led to an image that resembles both a sunflower and the fractal nature of a Romanesque cauliflower. This has given rise to different mathematical interpretations,
and even to different reproductions of the original. The colours of the logo can be fully appreciated on the congress website, where in the logo structure the different themes are associated with the different colours.

The logo formed the basis for one of the official posters designed to promote the ICM2006, together with four others based on well-known pieces of Spanish architecture with a mathematical content. These five posters were sent to mathematical departments the world over and have been very well received internationally.

The target for the ICM2006 budget was 2,500,000 euros, including the attendance fees and specific help from the IMU. The fees could not be set too high, otherwise it would have prevented mathematicians from countries with economic difficulties from attending the congress. Thus following the custom of previous ICMs, it was set at 260 euros, which scarcely covered the expenses generated by each participant in terms of proceedings, coffee, congress bag, materials, etc… As mentioned before, most of the budget was provided by public sources and the fees. On-going work with the General Secretariat of Scientific and Technological Policy enabled us to meet all budget requirements without any final deficit. I would like to mention the outstanding work carried out by the Treasurer, Alberto Ibort, and the vice-Treasurer, Miguel Ángel Rodríguez, thanks to whom the accounts for the ICM2006 remained always on an even keel.

Every ICM is special in some respect, and ours was no exception. The Committee wanted to emphasize three main branches or axes peculiar to the geo-strategic situation of Spain in history and in the world, in particular in relation to Europe.

- The European axis, as a reflection of Spain’s position in Europe, symbolized by holding the General Assembly in Santiago de Compostela, the destination of pilgrims along the Road to Santiago, which acted as a channel for culture and science in the Middle Ages.

- The Latin American axis, highlighting the existence of a cultural community by means of which Spain wishes to further its links, including those concerned with mathematics; and

- The Mediterranean axis, with Spain as a bridge between Africa, the Near East and Europe, with the intention of increasing mathematical co-operation in this sphere.

The venue for the congress deserves a section on its own. For a congress such as the ICM, eminently scientific in character, but also with its relevance in social and media terms, with the presentation of the most prestigious prizes awarded in mathematics, an appropriate venue is a crucial factor. The Palacio Municipal de Congresos (PMC) in Madrid is a striking building designed by Ricardo Bofill, one of the most highly recognized Spanish architects on the international scene. This majestic building, equipped with all the latest modern technology, provided everything we could have wished for. But this did not come cheaply, and in fact accounted for a considerable part of the budget. However, thanks to our collaboration with the Convention Bureau
of Madrid, Madrid City Hall, and those in charge at the PMC itself, we were able to secure the building as the venue for the congress. In retrospect, I believe our decision to have been the correct one, and it is true to say that the ICM2006 would not have been the same without these premises.

The opening ceremony is another vital part of any ICM. For several months, we debated with the IMU Executive Committee, and in particular with its president, Sir John Ball, about how the ceremony would be structured. The presence of His Majesty the King at this opening ceremony on August 22nd was decisive for attaining the impact desired, and we are grateful for the extraordinary co-operation extended by the Royal Household from the very beginning. In spite of difficulties with the agenda, to say nothing of the security measures required, everything was in place on time for the event. Not only is financial support from public institutions necessary for a congress of this nature, but also the physical presence of their representatives. In this case, we the organizers would like to express our thanks to the Royal Household, to Madrid City Hall, to the Community of Madrid and the Ministry of Education and Science for all their support in both these respects. The opening ceremony was divided into two parts; the first part consisted of a video produced by the organizers showing the relation of mathematics with art and culture through the ICM2006 official posters. There was also a musical performance by the Ara Malikian Trio that enjoyed great success. The second part consisted of the official speeches and the presentation of the prizes by His Majesty the King. We believe this was an emotive and attractive event befitting the importance of the awards and the prize-winners themselves. Finally, His Majesty the King delivered a speech pointing out the vital role played by mathematics in education, knowledge and development. After his address, the King declared the Madrid ICM2006 officially open. His Majesty also attended the cocktail reception held after the opening ceremony, and delighted everyone with his cordiality and friendly approachability.

After the opening ceremony, the congress unfolded according to plan. The quality of the lectures was a concern of both the Programme Committee and the Local Programme Committee, not only for their content, which was beyond all doubt, but also for the presentations. Noga Alon’s work on behalf of the PC, and Marta Sanz-Solé’s on behalf of the LPC, were both admirable, and I am sure I am not mistaken when I say that the ICM2006 fully emulated previous ICMs in this respect. There is no doubt that the technological facilities at the Palacio Municipal de Congresos did much to ensure the quality of both invited talks and plenary lectures.

The scientific programme consisted of 20 plenary lectures and 169 invited talks distributed over 20 sections, the same amount as at the ICM2002. With regard to the open programme, the presentation of posters was encouraged by a competition with prizes for the best entries, a measure whose purpose was to make the programme more agreeable and digestible.

Steps are taken at every ICM to encourage the participation of mathematicians from the more disadvantaged countries. Indeed, co-operation in development is a priority of the IMU, as explicitly stated in the resolutions approved at the 25th General
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Assembly. On this occasion, the IMU and the ICM2006 established the following five categories for financial support:

1. Young mathematicians from developing and economically disadvantaged countries.
2. Senior mathematicians from developing and economically disadvantaged countries.
3. Senior mathematicians from Latin America.
4. Senior mathematicians from Mediterranean developing countries.
5. Young Spanish mathematicians.

The IMU subsidized the travel expenses of 143 mathematicians selected for Programmes 1 and 2: 80 on Programme 1 and a further 63 on Programme 2, while the Local Organizing Committee covered the registration fee, board and lodging in Madrid for 131 of these 143 participants.

In accordance with the three axes previously described, the ICM2006 Organizing Committee also managed to include Programmes 3, 4 and 5, covering the registration fee, board and lodging in Madrid for 178 mathematicians (Programme 3: 76; Programme 4: 70; Programme 5: 32) and 43 airline tickets (Programme 3: 25; Programme 4: 18). These five programmes were co-ordinated by C. Herbert Clemens, Linda Geraci and Sharon Laurenti (IMU), and also by Marisa Fernández (ICM2006). This task was possible thanks to their efforts and dedication.

The specific funding was provided by the IMU Special Development Fund, the Spanish Agency for International Cooperation (Ministry of Foreign Affairs and Cooperation), the Departments of Mathematics and Deans of the Faculties of Mathematics of the Spanish Universities, and the Carolina Foundation, as well as by a large number of Spanish and non-Spanish mathematical societies.

As regards co-operation, one of the activities undertaken prior to the ICM2006 was the “Mathematics for Peace and Development” School. During the week July 17th-23rd, young mathematicians from Arab countries (including Palestine), Latin America, Europe and Israel attended eight courses given at the Universidad de Córdoba by prestigious mathematicians from different countries. The aim of the School was to draw attention to mathematics as an effective means of contributing to the progress of peoples, as well as its use as a universal language for mutual understanding among different cultures. The choice of Córdoba as the venue was the role of this city as a symbol of the “Spain of the Three Cultures”, where Christians, Jews and Muslims lived side by side in an example of tolerance and co-operation.

The Madrid ICM2006 was also complemented by 64 satellite conferences – a record. 36 of them were held in Spain and constituted a demonstration of the organizational powers of Spanish mathematicians and their many international relations. There was no specialized branch of mathematics that was not addressed in any of the satellite conferences. Although at times these satellite conferences can draw
attendance away from the ICM itself, in this case the number and quality of such conferences more than made up for any shortfall and proved to be an excellent scientific accompaniment.

Cultural and dissemination activities were other facets of the ICM that were accorded fundamental importance. In consequence, an ambitious programme was drawn up to cover two fronts: on the one hand, society in general, and on the other the congress participants. Our aim was to draw attention to the role played by mathematics throughout the length and breadth of geography and history and in the culture of humankind, as well as showing how mathematics is an essential part of life. Judging by the results, and by the reactions to these cultural activities, which were praised in King Juan Carlos’ opening speech and in the closing speech by the IMU president, they were one of the outstanding successes of the congress. The responsibility for this task fell to a team led by Antonio J. Durán, in collaboration with Raúl Ibáñez, Guillermo Curbera and Antonio Pérez-Sanz.

In relation with the ICM2006 in particular, and in the effort to bring mathematics closer to society at large, the exhibition “The Life of Numbers” was expressly prepared for the occasion, and was organized and financed by the Ministry of Culture and the Spanish National Library. The exhibition was held in Madrid at the Spanish National Library from June 7th to September 10th, and provided an account of the relation of human beings with numbers from the first marks left by human hands in Palaeolithic cave paintings to the Renaissance, a journey through Mesopotamia, Egypt, Greece, Mesoamerica, Rome, India and the Middle Ages. On display at the exhibition were Babylonian tablets, Roman coins, pre-Roman and Mayan manuscripts, an impressive collection of Renaissance mercantile arithmetics, engravings by Leonardo da Vinci and Durer, maps of the Earth and the Stars, all the exhibits coming from different Spanish institutions: the Museum of America and the National Archaeological Museum, the Library of the Monasterio de El Escorial, the Capitular & Colombina Library in Sevilla, the Universidad Complutense de Madrid Library, from Catalonia, and of course from the Spanish National Library itself. The pièce de résistance was the Codex Vigilanus, a manuscript composed in 976 at the Monasterio de San Martín de Albelda (La Rioja), currently conserved at the Monasterio de El Escorial. This manuscript is the oldest written record of its kind in history and includes the Hindu-Arabic numerals which are still the basis of our numbers today. A beautifully illustrated edition of the book “The Life of Numbers” was published for the exhibition with texts by Alberto Manguel, Georges Ifrah and Antonio J. Durán (who was also the curator of the exhibition).

Also with the general public in mind, three exhibitions were organized at the Centro Cultural Conde Duque in Madrid, financed by the Ministry of Education and Science and the Spanish Foundation for Science and Technology. Firstly, the already well-known “Experiencing Mathematics”, an exhibition originating at the French Centre des Sciences in Orléans and sponsored by UNESCO. This exhibition was presented under the Spanish title of “¿Por qué las Matemáticas?” (“Why Mathematics?”) and was open at the Conde Duque Cultural Centre from August 17th to
October 20th (the curators being Raúl Ibáñez and Antonio Pérez Sanz). The second exhibition, organized expressly for the occasion, concerned fractal art and went under the title of “Fractal art: Beauty and Mathematics”. On display were works by the twenty-eight finalists in an international competition expressly organized for the ICM2006 in Madrid, with a jury of panellists headed by Benoit Mandelbrot. Professor Mandelbrot gave a talk on “The Nature of Roughness in Mathematics, Science, and Art” at the main congress venue, where a replicated version of this exhibition could also be seen. Highly visual catalogues were published for both exhibitions (the first included a notebook of activities for students). The third exhibition was “Demoscene: Mathematics in Movement”, held in parallel at the Centro Cultural Conde Duque and the congress venue, and consisted of a selection of computer-aided animated films with live commentary by some of their creators. Desmocene is a powerful source of mathematical algorithms for the creation of graphic and visual effects, whose special digital effects are currently used in feature films and video games.

The success of all these exhibitions, whose purpose was to stimulate interest about mathematics in society at large, together with the celebration of the ICM2006 in itself, can be measured by their repercussion in the media and by the large number of people who came to visit them, to the extent that they frequently had to queue to enter. Those in charge at the Spanish National Library and the Centro Cultural Conde Duque were frankly surprised by the number of visitors, given the subject-matter of the respective exhibitions.

The ICM2006 Executive Committee also mounted an extensive programme of activities for the Congress participants themselves.

The most ambitious of these events was the exhibition entitled “The ICM through History”, based on the history of the 25 ICMs held to date, from the first held in Zurich in 1897 to the Madrid congress in 2006. The aim of the exhibition was to provide a visual chronicle of all the ICMs, emphasizing their significance in terms of human endeavour and using the activities of mathematicians at the ICMs as a mirror in which history, culture, technology, fashion and changing attitudes were reflected. Some 500 written and photographic documents provided a twin portrait of the ICMs; on the one hand, a chronological review of the history of the ICM, and on the other a transversal view through the social life of the congresses, the graphic design for the congresses and the buildings where they have been held. The physical and conceptual heart of the exhibition resided in the display of medals, original reproductions of the Fields, Nevanlinna and Gauss awards provided by the Royal Canadian Mint, the University of Helsinki and the Deutsche Mathematiker-Vereinigung. Guillermo Curbera, the curator of the exhibition, was helped in his task by many universities, libraries, archives, museums, mathematical societies and individuals, enabling him to assemble an extraordinary collection of photographs and documents, many of them never available to the public before. The exhibition was entirely financed by the ICM2006 Executive Committee and has remained as an asset of the Spanish mathematical societies.
Another cultural activity that aroused much public and media attention was the Japanese sculptor Keizo Ushio’s live sculpting of a square block of black granite weighing various tonnes. From this he fashioned a torus which he split into two curved sections to form a sculpture resembling the symbol for infinity. Ushio began work in early August on the campus of the Consejo Superior de Investigaciones Científicas, from where he moved to the Congress venue on August 22nd. It was there he completed the work in full view of congress participants and passers-by, producing a sculpture that has attracted much attention, especially in Spain and Japan.

This programme of activities was complemented by others which, although not organized directly by the Committee, were included in the general programme. One of the most noteworthy was the exhibition based on classical mathematical texts under the title of the “History of Mathematical Knowledge”, which was held at the “Marqués de Valdecilla” Historical Library of the Universidad Complutense de Madrid between June 28th and October 27th (with Ricardo Moreno as curator). Another was the replicated version of the exhibition organized by the University of Vienna, with Karl Sigmund and John Dawson as curators. This exhibition commemorated the centenary of Kurt Gödel and took place at the Botanical Garden of the Universidad Complutense de Madrid from August 22nd to September 8th (with Capi Corrales Rodrígáñez as local co-ordinator). Further exhibitions were: “Singularities”, mounted at the Congress venue by professor Herwig Hauser (including a film show); a tribute to the musician Francisco Guerrero (including a concert held at the venue), and the mathematical visit to the Monasterio de El Escorial and its library (tickets for this event were sold out six months before the Congress began).

Pride of place among the cultural events was the official gift presented to all plenary lecturers and invited speakers by the Executive Committee in recognition for their contribution to the Congress. This consisted of a facsimile edition of the works of Archimedes, “On the Sphere and the Cylinder”, “On the Measurement of the Circle” and “The Quadrature of the Parabola” (published jointly with the Real Sociedad Matemática Española), in an annotated Spanish translation. This is a luxury edition comprising two volumes presented in a box-set (333 × 230 mm). The first volume is a facsimile book of a 16th century manuscript from the Library of El Monasterio de El Escorial, a manuscript copied in Venice at the expense of Diego Hurtado de Mendoza (Charles V’s ambassador at Venice from 1527 to 1547) from the manuscript CCCV extant in the Marciana Library. The second volume contains the annotated Spanish translation of those Archimedean works, and the following four studies: (1) Greek Science: Towards a Critical Knowledge by Carlos García Gual; (2) Archimedes and His Manuscripts by Antonio J. Durán (who was also in charge of co-ordination of the edition); (3) Archimedes: A Legend of Wisdom, and (4) The Mathematical Works of Archimedes, both by Pedro M. González Urbaneja.

Many other special activities were organized, a list of which would be too long to include in this introduction, although we may mention the scientific part of the Emmy Noether Talk, given by Ivonne Choquet-Bruhat, the special talk on Poincaré’s Conjecture by John Morgan, and the talk given by Benoit Mandelbrot. A joint scien-
tific activity organized by the London Mathematical Society and the Real Sociedad Matemática Española was also held.

Several round table discussions were also held, among which were those organized by the European Mathematical Society on August 23rd, “Should Mathematicians Care about Communicating to Broad Audiences? Theory and Practice”, chaired by Jean Pierre Bourguignon and with the participation of Björn Engquist, Marcus du Sautoy, Alexei Sossinsky, François Tisseyre and Philippe Tondeur, and the ICM2006 Closing Round Table on August 29th, “Are Pure and Applied Mathematics Drifting Apart?”, chaired by John Ball and with the participation of Lennart Carleson, Ronald Coifman, Yuri Manin, Helmut Neunzert and Peter Sarnak.

One of the most long-standing traditions in the history of the ICM is the edition of a special commemorative stamp. On this occasion, the design for the stamp included the congress logo and the first known written record of the Hindu-Arabic numbers from the Codex Vigilanus, published in Spain in the 10th century, which is currently conserved at the Library of the Monasterio de El Escorial on the outskirts of Madrid.

The volunteers are a collective who deserve a special mention. We also wanted this group to be composed of representatives from all over Spain, and indeed volunteers came forward from all the Spanish universities. Some 700 pre-graduate and pre-doctoral grant students responded to our call, from which a total of 350 were selected. These volunteers worked hard and enjoyed the experience to such an extent that they were sad to see the ICM2006 come to a close, which in itself stands as a testimony to the success of their efforts. We on the Organizing Committee are indebted to all of them. They worked tirelessly for long hours without complaint, and I hope that many of them will be able to participate in the ICM2010 as fully-fledged mathematicians.

Every ICM at its conclusion is obliged to present statistics providing an account in numbers of all that took place. The final figure of participants reached 3,600, with 400 accompanying persons. The number of countries from which participants came set an all-time record of 108. The number of exhibitors rose to 45. In the scientific part of the congress there were 20 plenary lectures, 169 invited talks and some 1,000 short communications and posters.

There is no doubt that the most outstanding feature of this congress was the extraordinary attention it received from the media. In this regard, some have attributed this interest to the conspicuous absence of Grigory Perelman and his refusal to receive the Fields Medal, but it must be said that one year before the start of the congress the Organizing Committee set up a press office with the “Divulga” agency. Over the 20 weeks immediately prior to August 22nd, a weekly news bulletin providing information about the contents of the coming ICM was published. At the same time, the ICM public presentations and the most important parallel activities were programmed. Our press team headed by Ignacio F. Bayo and Mónica Salomone also collaborated with the IMU Executive Committee at an international level. Indeed, we sent letters to the leading communications media in Spain and abroad inviting their representatives to the opening ceremony. The combination of all these circumstances made the event a media success. For ten days during the summer in Spain the ICM2006 was headline
news, and international repercussion was likewise unprecedented. The lesson to be learned from this is that we mathematicians must work hand in hand with journalists and the media if we wish to emerge from the information ghetto.

Press work culminated in the publication of 7 issues of the “Daily News”, often produced against the clock and in spite of permanent pressure on the press office arising from the continuous avalanche of requests for information from the media and its representatives. In addition, press conferences were organized on a daily basis, which sometimes attracted audiences hitherto unconceivable in the world of mathematics.

With regard to diffusion, it is also necessary to mention the series of programmes produced by the UNED Educational Television and provided for the Organizing Committee. These programmes constitute documents of great educational value.

The Closing Ceremony was held on August 30th and featured the expressions of gratitude and acknowledgement from the IMU president to the different committees, my own to the committees who worked on the organization in Spain, the address by the elected president of the IMU, László Lovász, and the invitation from the Indian representative, Rajat Tandon, to attend the ICM2010 to be held in his country, in the city of Hyderabad.

After every ICM there still remains work to be done. In addition to the thick Volumes II and III forming part of the Proceedings, there is the first that the reader now holds in his or her hands. The Publishing House of the European Mathematical Society was charged with the publication of these proceedings, and the result has certainly been impressive. This first volume is accompanied by a DVD with recordings of the opening and closing ceremonies, as well as all the plenary lectures. We believe that it provides an excellent complement to the text and an unforgettable record for all those who shared with us those wonderful ten days in Madrid in August 2006.

This ICM2006 will have a long-lasting effect on Spanish mathematics. It has been a collective effort that has brought us closer together and made us aware of belonging to a national and international community. On a domestic level, it has also led to a self-examination that has given rise to initiatives that are already under way to improve research in the discipline. Furthermore, it has brought mathematics more to the social forefront to an extent never before witnessed in Spain. This is a situation that we must make the most of in the years to come. Moreover, the eyes of the international mathematical collective were fixed on Spain this summer, a fact that will undoubtedly further greater collaboration.

We hope to have fulfilled all the expectations placed in us by the IMU, and leave the mathematical doors of our country open to the future.
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Opening ceremony

Sir John Ball, President of the International Mathematical Union

Your Majesty,
Señor Ruiz Gallardón,
Señora Cabrera,
Señora Aguirre,
Professor Manuel de León,
Distinguished guests,
Ladies and gentlemen,

¡Bienvenidos al ICM dos mil seis! Welcome to ICM 2006, the 25th International Congress of Mathematicians, and the first ICM to be held in Spain. We offer our heartfelt thanks to the Spanish nation, so rich in history and culture, for its invitation to Madrid.

We greatly appreciate that His Majesty King Juan Carlos is honouring mathematics by His presence here today.

While celebrating this feast of mathematics, with the many talking-points that it will provide, it is worth reflecting on the ways in which our community functions.

Mathematics is a profession of high standards and integrity. We freely discuss our work with others without fear of it being stolen, and research is communicated openly prior to formal publication. Editorial procedures are fair and proper, and work gains its reputation through merit and not by how it is promoted. These are the norms operated by the vast majority of mathematicians. The exceptions are rare, and they are noticed.

Mathematics has a strong record of service, freely given. We see this in the time and care spent in the refereeing of papers and other forms of peer review. We see it in the running of mathematical societies and journals, in the provision of free mathematical software and teaching resources, and in the various projects world-wide to improve electronic access to the mathematical literature, old and new. We see it in the nurturing of students beyond the call of duty.

This service is exemplified by the tremendous efforts made over the last four years by Spanish mathematicians to bring this Congress to fruition. I propose that we formally record our appreciation of their splendid work through electing by acclamation the President of the Local Organizing Committee, Manuel de León, as President of this International Congress.

The Scientific Program of the Congress was in the capable hands of an international Program Committee consisting of Noga Alon (Israel, Chair), Douglas Arnold (USA), Joaquim Bruna (Spain), Kenji Fukaya (Japan), Nigel Hitchin (UK), Vaughan Jones (USA), Pierre-Louis Lions (France), Gregory Margulis (USA), Richard Taylor (USA),
S. R. Srinivasa Varadhan (USA), Claire Voisin (France), Enrique Zuazua (Spain). The International Mathematical Union is most grateful to the members of this committee, and to the many other mathematicians who served on the sectional panels, for their work in putting together a fine program of lectures.

Mathematicians do not own mathematics. But among the many millions who use mathematics daily they are distinguished by their constant search for deeper understanding based on an appreciation of beauty, simplicity, structure and the power of generalization. Yet the lesson of past centuries is that these vital elements in the development of mathematics require constant invigoration by new questions that come from the world about us.

There is no object, large or small, and almost no aspect of human existence, to which mathematics cannot contribute understanding. In particular, the great questions facing the planet, such as how to model and manage the climate, pose profound mathematical challenges. The need for an understanding of mathematics, of the mathematical way of thinking, and of the role mathematics can play in society, is no longer confined to scientists and engineers, but is increasingly important for those who work in industry, finance, the social sciences, and in many other walks of life, and thus also for all involved in education, for the media, opinion-formers and politicians. As subjects become better understood, they become more mathematical. Thus in the life sciences, for example, we see a rapid increase in the use of mathematical models, a trend that promises to profoundly influence medicine in the future.

In contemplating the importance of mathematics for the world, we see the importance of supporting the development of mathematics throughout the world. Mathematical talent does not respect geographical boundaries, but the opportunities, working conditions and tradition necessary for such talent to flourish depend heavily on geography, economic conditions and politics. Each country and region has its own needs for science and mathematics, its own problems as regards its mathematical development.
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It is for these reasons that the IMU has made a special effort over the last four years to increase its support for mathematicians in developing countries. It has established an office for developing countries at the International Centre for Theoretical Physics in Trieste, and has cooperated with ICTP and the Abel Fund in the founding of the Ramanujan Prize for young mathematicians working in developing countries. At the IMU General Assembly held in Santiago de Compostela last weekend, a new class of Associate Membership was created to encourage more countries to join the Union. The IMU has augmented its developing countries programmes, particularly in Africa, helped by generous support from the following sponsors:

- Niels Henrik Abel Memorial Fund (annual grant),
- Nuffield Foundation and the Leverhulme Trust (linked grants to support mathematics in sub-Saharan Africa, in conjunction with the London Mathematical Society and the African Mathematics Millennium Science Initiative),
- David and Lucile Packard Foundation,
- Andrew W. Mellon Foundation,
- American Mathematical Society,
- London Mathematical Society.

Other sponsors, including those of the ICM itself, have made it possible for some 400 mathematicians from developing and economically disadvantaged countries, particularly younger researchers, to attend this Congress:

- ICM sponsors,
- American Mathematical Society,
- Mathematical Society of Japan,
- USA Committee for Mathematics,
- London Mathematical Society,
- Het Wiskundig Genootschap Netherlands,
- Italian Mathematical Union (UMI),
- German Mathematical Society (DMV),
- European Mathematical Society.

Despite these initiatives, a dramatic increase in both funding and scientific interchange is required to address the global imbalances in mathematical education and research. In sharing mathematical knowledge and experience with those who work around the world, it is the whole mathematical community that benefits, and we make our own contribution to peace and stability through the binding together of peoples by a common language independent of politics, religion and culture.

I wish you all a rewarding and exciting Congress.
Manuel de León, President of the ICM2006 Organizing Committee

Your Majesty,
President of the Community of Madrid,
Minister of Education and Science,
Mayor of Madrid,
Professors John Ball and Phillip Griffiths,
Dear Colleagues, ladies and gentlemen,

On behalf of the Organizing Committee I would like to welcome you all to the ICM2006, and in particular to this opening ceremony.

First of all, I want to express our gratitude to the King Juan Carlos for His continuous support.

¡Muchas gracias, Majestad!

The ICM is a congress of great importance. Every four years, mathematicians from all over the world meet to celebrate mathematics, to inform each other of our latest results, to honour the most outstanding achievements during this period, to debate the present and future state of the discipline, to discuss how best to transfer new knowledge, and to bring mathematics closer to society and to improve public appreciation.

We Spanish mathematicians feel very honoured to have been entrusted by the IMU with the organization of this ICM. The constant support of the IMU Executive Committee and its president, Professor John Ball, has been essential for this task.

Furthermore, an event of this magnitude requires a great financial commitment, which on this occasion in Madrid has amounted to approximately two and a half million euros. Much of this funding has been provided by the Ministry of Education and Science, the Ministry of Foreign Affairs, the Ministry of Culture, the Community and the City of Madrid, and many others that you can see listed below; we are grateful for that support.

In addition to the scientific activities, an interesting series of round-table discussions has been organized, as well as an extensive programme of cultural and parallel activities. The fact that the entire process of registration and communication has been carried out electronically is also worthy of mention. Both this opening ceremony
and all the plenary lectures will be transmitted online throughout the world, and the congress records will be available on the website. This is a reflection of the importance of mathematics in today’s Information Society.

The logo deserves a special mention because it is an essential part of every ICM, and on this occasion in Madrid it is the basis on which we have built the image of the Congress. It depicts a sunflower consisting of optimum growth mathematics and the golden mean representing a Spain of sunlight and optimism.

Our wish and our aim is for this ICM2006 to provide a platform for making the presence of mathematics felt in society, a process in which the media must inevitably play its part. To this end, the ICM2006 set up a Press Office that has worked together with the IMU to issue a weekly bulletin in English and Spanish aimed at both the media and the public at large.

Allow me also to explain how Spain has prepared itself for this day. Ten years ago, Spanish mathematicians set about reorganizing the social structure of our community, and in particular the Committee that liaises with the International Mathematical Union. At the same time, we began working on the organization of the World Mathematical Year in Spain. This collective project has had one important consequence: Spanish mathematicians came to the realization that we are a community, a community which, perhaps more than any other scientific discipline in this country, has subjected its strengths and weaknesses to an ongoing process of examination.

We have learned that mathematical research in Spain has made great progress in recent years. We now need to raise the standard of quality and encourage the interdisciplinary nature of mathematics, and are presently taking steps to achieve these aims.

We all agree on the vital role of mathematics in education, but it still remains to convince everyone of its equally important role as key technology for development. The new schemes for mathematical research currently being set up in Spain will undoubtedly help to increase qualitative and quantitatively the presence of Mathematics in science, technology and innovation. For a country like ours, this is the basis for a prosperous future.

The celebration of the ICM2006 in Madrid constitutes a landmark on this road. It also underlines our sense of belonging to an international community to whose organization and activities we are eager to make a contribution, continuing the process of internationalization that is already under way in Spain.

On behalf of the Organizing Committee, I would like to thank all the participants for coming to Madrid, some of them from very distant places, and I apologize if at any time we have been unable to meet all their demands. We would like you to know that in these coming days we are about to share, we are at your complete disposal.

Welcome to the ICM2006, welcome to Madrid! We wish you a successful conference and a very pleasant stay. Thank you all very much!
Alberto Ruiz Gallardón, Mayor of Madrid

Your Majesty,

Under the auspices of the Crown, and in keeping with the scientific and cultural progress that this Institution has enabled in Spain, Madrid bears today the honour and the responsibility of being the world capital of mathematical science. This has been made possible by the International Mathematical Union’s choice of our city to host its twenty-fifth Congress, responding not only to the efforts made by Madrid City Council during its candidacy for the most prestigious mathematical event of our age, but also to the very nature of the capital of Spain as a crossroads of knowledge.

Over the next few days, the Congress promoters will witness this city’s unquestionable capability regarding the organisation of significant events, with international impact, in the fields of science, culture, sports or economics. Madrid’s excellent infrastructures for the staging of fairs and exhibitions and the wide range of services it offers are factors which explain the city’s increasingly consolidated position at the forefront in terms of the hosting of conferences and congresses. However, the hospitality of the inhabitants of Madrid – on whose behalf I take this opportunity to extend a warm welcome to the participants of the Congress – and their interest in the intellectual progress of this century, are elements that have proved even more decisive in choosing Madrid for a gathering of the brightest minds of our age.

Madrid’s long-standing relationship with mathematics can be traced back to at least 1582, when Phillip II founded the Royal Academy of Mathematics. Madrid also provided the stage upon which Agustín de Pedrayes, one of Spain’s most celebrated mathematicians, who achieved fame in the International Congress of 1799 in Paris via his crucial contribution to the creation of the decimal metric system, carried out his professional activity between the 18th and 19th centuries. Nevertheless, Madrid’s confidence in the success of this Congress is focused more on the future than on the past.

In a world where political systems appear faced with terrible challenges, where technology is hampered by uncompromising materialism, where the humanities seem overwhelmed by the challenge of providing an answer, you, as mathematicians, have the great privilege of speaking a different and eternally youthful language, wherein conjectures can be tested or refuted, whilst the language itself remains untainted by despair and its universality undiminished by disagreement. Laymen have difficulty
understanding the terms of the debate centred around Fermat’s Last Theorem or those used to describe the essential humility of the mathematical possibilities surrounding Gödel’s Theorem. Nevertheless, we believe that certain equations are as beautiful as the Iliad, as stated by the philosopher Edgar Quinet, and therefore we can find motives for consolation and hope. Indeed, beyond the specific applications of mathematical science, this discipline provides proof that the human need for understanding and for creativity remain intact. In these turbulent and yet complacent times, the inherent difficulty of mathematics – where, in the words of Plato, beauty and truth coincide – constitutes an intellectual stimulus, an invitation to better ourselves and a bastion of purity. The thinker George Steiner quoted Kepler to explain this phenomenon: “amidst massacres [and war], the laws of elliptical motion belong to no man and to no principality”.

Therefore, Sire, perhaps it is not only mathematicians who need to come closer to society, by descending to the details of everyday life and explaining the usefulness of their science to the people, but it is all of us who are obliged to make the ethical and aesthetical effort to reach the same level of excellence, rigour and beauty that they inhabit.

In this two-fold hope and trust, it is a great pleasure for me to welcome the world’s best mathematicians to Madrid.

**Mercedes Cabrera, Minister for Education and Science**

Your Majesty,

When the International Mathematical Union chose the City of Madrid to host the 25th International Congress of Mathematicians and for the presentation of the prestigious Fields Medals, the Spanish Government Ministry of Education and Science understood that it had to give its full support to the Organizing Committee of the event. In this way, our support for the Congress became an important part of the Scientific Policy Programme of Complementary Measures.

Given that more than 8,000 Spanish mathematicians are represented at the International Mathematical Union, we feel that at this time and together with them all the citizens of Spain are likewise represented, since we recognize the importance of mathematics in the development of thought, in the shaping and management of reality, and in the progress of Culture.
This Congress will serve to pave the way to new avenues of research, and to the exchange of new advances and opinions among all the different fields of knowledge, whether related directly or indirectly with mathematics. Furthermore, it will assist in advising public bodies, the Ministry of Education and Science among them, on the means of support it should adopt in the future.

We therefore celebrate this meeting as a great event of concern to everyone, and with our best wishes for its success we greet the members of the International Mathematical Union; the Organizing Committee of the Congress; the scientists who will be honoured for their achievements, and all the participants, especially all our guests from abroad.

We do not know what some of the pioneers in the history of mathematical research in Spain would have said if they had known about the congress we inaugurate today.

However, we know what we, as scientists, teachers or holders of public office, are obliged to offer both for them and for society in the matter of teaching and research. For them, in recognition and in tribute to their work and their memory; for society at large, because it is the proper task of public bodies, and in particular of the Ministry I represent, to make scientific achievement and discovery available to all in the interests of progress. That is why the Spanish Ministry of Education and Science is currently developing different projects in support of research in the fields of Mathematical Science.

As a basic policy, it is our aim to improve the role of mathematics in Education. To that end, the restructuring of the Spanish educational system as laid out in the new Organic Law of Education will enable us establish specific areas in which the acquisition of logic-mathematical skills and the development of mathematical learning at school level will accorded the status of basic abilities.

It is also our aim to pursue a new teaching methodology, encouraging practical experience in the classroom and furthering ongoing teacher training to meet our educational goals.

With regard to the situation of research in our country, Spain occupies the 9th position in the world in terms of scientific production in mathematics. This constitutes a considerable improvement over the last twenty-five years, and we expect the plans that are now being developed to improve this performance even further, by consolidating quality research teams and strengthening relations with researchers working on projects in other fields connected with technological innovation and development.

To achieve these goals, the National Programme for Mathematics has been set up within the framework of the R+D+I National Plan. In addition, the Consolider Mathematica Programme is being carried out as part of the broader Consolider Ingenio 2010, which will enable us to fund research work by top level groups in the field of Mathematics. In fact, the Consolider Mathematica programme has been chosen by the relevant Scientific Committee as a worthy recipient of immediate support.

We trust that these and other complementary measures, aimed at the training and mobility of research personnel and the creation of research institutions, will strengthen
Mathematical Science, both at an international level and in the Spanish System of Science, Technology and Business.

But today we are also here to celebrate the presentation of the Fields Medals and the Nevanlinna and Gauss Prizes. The Ministry of Education and Science of the Spanish Government congratulates the award-winners and expresses its gratitude for their generous contribution to society through Science. They are an example to us all, and especially to the many young people who are laying the foundations for their future professional careers.

Finally, I would like to express our gratitude to the members of Executive Committee of the Congress for all their efforts, and to all those involved in the organization of the many accompanying events and activities, as well as the scientists who by their work will enrich discussion and extend common understanding.

Your Majesty, we are aware of Your interest in seeing Spain occupy an important place in the society of knowledge and in the International Scientific Community, and of Your wish that all citizens acquire a solid education and training in preparation for the modern world. The Ministry of Education and Science is currently working on numerous schemes and projects to achieve this aim. If we are successful, we will have fulfilled one of the main purposes of our existence. Support for this International Congress of Mathematicians constitutes a further step along this road.

Many thanks and welcome to you all.

Esperanza Aguirre, President of the Community of Madrid

Your Majesty,

It is an honour and a source of great satisfaction for Madrid to welcome from today over 4,000 of the best mathematicians from all over the world who have gathered here to share their latest studies and discoveries, to explain the state of their researches, and to reward the most outstanding achievements of their colleagues with the Fields Medals and the Rolf Nevanlinna and Carl Friedrich Gauss Prizes.

In the 19th century, the German mathematician Gustav Jacobi stated that those who devoted themselves to study and research in Mathematics did so above all to “honour the human spirit”. This is how it has always been since the origins of mathematical thought, and the greatest achievements in this Science figure among the finest creations of humanity as a whole.
This is a good opportunity to recall that mathematical thought dates back to classical Greece, and lies at the source of all Western thought and civilization. From these brilliant beginnings, the essence of mathematical thought has consisted in finding an exact formulation for what we see, what we experience and what we perceive. That is why, whether we realize it or not, we are all descendants of Pythagoras.

To these words of greeting and welcome to Madrid I would also like to add my sincere congratulations to all the Congress participants for their efforts, for their researches, and for the knowledge they impart to their students, initiating them into the mysteries of their science. The intrinsic difficulties of their studies sometimes deprive them of recognition by society at large. That is why, with my congratulations, I would like to encourage them to continue with their fine work.

In the mid-19th century, the leading Spanish mathematician of the period, José Echegaray, stated that unfortunately there were few Spaniards of world status in mathematical research at that time. Happily today that is no longer the case, and the presence of the most outstanding mathematicians here in Madrid is the best demonstration of what I mean. I am sure that the celebration of this Congress in Madrid will act as a stimulus to all those young people in Spain who have discovered the pleasures of studying mathematics, and have begun to appreciate the beauty of its reasoning and its proofs. I likewise trust that the choice of Madrid as host city for this Congress will also be a source of pride and encouragement for all the Faculties of Mathematics at Madrid Universities.

With my very best wishes for the success of the Congress, and for the personal future and professional scientific career of all those concerned, I once again most cordially welcome you all to Madrid.

Many thanks.

Presentation of the new IMU logo by Phillip Griffiths, Secretary of IMU

The International Mathematical Union (IMU) has adopted a new logo. It was the winner of an international open competition announced by the IMU in 2004 that attracted over 80 submissions. The final selection was made by the Executive Committee of IMU.

The logo was designed by John Sullivan, Professor of Mathematical Visualization at the Technical University of Berlin (TU Berlin) and at the DFG Research Center MATHEON, and adjunct professor at the University of Illinois, Urbana (UIUC), with help from Prof. Nancy Wrinkle of Northeastern Illinois University.

The logo design is based on the Borromean rings, a famous topological link of three components. The rings have the surprising property that if any one component is removed, the other two can fall apart (while all three together remain linked). This so-called Brunnian property has led the rings to be used over many centuries in many cultures as a symbol of interconnectedness, or of strength in unity.

Although the Borromean rings are most often drawn as if made from three round circles, such a construction is mathematically impossible.
The IMU logo instead uses the tight shape of the Borromean rings, as would be obtained by tying them in rope pulled as tight as possible. Mathematically, this is the length-minimizing configuration of the link subject to the constraint that unit-diameter tubes around the three components stay disjoint. This problem and its solution are described in the paper *Criticality for the Gehring Link Problem* by J. Cantarella, J. Fu, R. Kusner, J. Sullivan, N. Wrinkle, Geometry and Topology 10 (2006), pp. 2055–2115, also available at arXiv.org/math/0402212.

Although this critical configuration is quite close to one made of convex and concave circular arcs, its actual geometry is surprisingly intricate. Each component is planar and piecewise smooth, with the shapes of many of the 14 pieces described by elliptic integrals. The improvement over the similar piecewise circular configuration leads to a savings of length of less than one tenth of one percent!

(The paper cited above first noticed a similar surprise in the simple clasp: one rope attached to the floor clasped around another attached to the ceiling. There as well, the minimizing shapes for the ropes are quite complicated, leaving a small gap between the thick tubes right at the tip.)

The tight configuration of the Borromean rings has pyritohedral symmetry (3*2 in the Conway/Thurston orbifold notation), and the IMU logo uses a view along a three-fold axis of rotation symmetry. Instead of the thick tubes, which would touch one another all along their lengths, thinner tubes are drawn, allowing a better view of the link.

Sullivan says the new logo “represents the interconnectedness not only of the various fields of mathematics, but also of the mathematical community around the world.” Together with Charles Gunn of TU Berlin, he has made a 5-minute computer-graphics video *The Borromean Rings: a new logo for the IMU* that was shown at the ICM opening ceremony.
Presentation of the Fields Medals by John Ball, Chairman of the Fields Medal Committee

The 2006 Fields Medal Committee consisted of:

– Enrico Arbarello (Italy)
– John Ball (UK, Chair)
– Jeff Cheeger (USA)
– Donald Dawson (Canada)
– Gerhard Huisken (Germany)
– Curtis McMullen (USA)
– Alexey Parshin (Russia)
– Tom Spencer (USA)
– Michèle Vergne (France)

The instructions to the Committee are: to choose at least two, with a strong preference for four, Fields Medallists, to have regard in its choice to representing a diversity of mathematical fields, and to respect the age limit that a candidate’s 40th birthday must not occur before January 1st of the year of the Congress at which the Fields Medals are awarded.

The Committee was privileged to consider a number of remarkable young mathematicians. Although the choice was a difficult one, the Committee was unanimous in selecting four medallists whose wonderful work demonstrates the breadth and richness of the subject. I will announce the names of the winners in alphabetical order.

A Fields Medal is awarded to Andrei Okounkov, of the Department of Mathematics, Princeton University, for his contributions bridging probability, representation theory and algebraic geometry.

A Fields Medal is awarded to Grigory Perelman, of St Petersburg, for his contributions to geometry and his revolutionary insights into the analytical and geometric structure of the Ricci flow. I regret that Dr. Perelman has declined to accept the medal.

A Fields Medal is awarded to Terence Tao, of the Department of Mathematics, University of California at Los Angeles (UCLA), for his contributions to partial differential equations, combinatorics, harmonic analysis and additive number theory.

A Fields Medal is awarded to Wendelin Werner, of the Laboratoire de Mathématiques, Université Paris-Sud, for his contributions to the development of stochastic Loewner evolution, the geometry of two-dimensional Brownian motion, and conformal field theory.
Presentation of the Nevanlinna Prize by Margaret H. Wright, Chair of the 2006 Nevanlinna Prize Committee

It is a privilege to announce the winner of the 2006 Rolf Nevanlinna Prize, which is awarded by the International Mathematical Union for outstanding contributions in mathematical aspects of information sciences.

The Nevanlinna Prize was first awarded in 1982. A requirement is that the winner’s 40th birthday must occur on or after January 1 of the year in which the award is made.

The members of the 2006 Nevanlinna Prize Committee are:
- Samson Abramsky (United Kingdom)
- Franco Brezzi (Italy)
- Gert-Martin Greuel (Germany)
- Johan Håstad (Sweden)
- Margaret Wright, Chair (United States).

The International Mathematical Union awards the 2006 Nevanlinna Prize to Professor Jon M. Kleinberg of the Computer Science Department, Cornell University, Ithaca, New York, USA. Professor Kleinberg’s date of birth is October 1971.

The Nevanlinna Prize citation for Jon Kleinberg is:
For deep, creative and insightful contributions to the mathematical theory of the global information environment, including
- the influential “hubs and authorities” algorithm;
- methods for discovering short chains in large social networks;
- techniques for modeling, identifying and analyzing bursts in data streams;
- theoretical models of community growth in social networks; and
- contributions to the mathematical theory of clustering.

Jon Kleinberg’s combination of mathematical ability, superb taste in interesting problems, breadth of interests and sense of strategy is both dazzling and unmatched. His work has had a fundamental impact on the effectiveness of today’s most advanced Web search engines, and his mathematical insights have had applications to Internet routing, data mining, discrete optimization, and the sociology of the World Wide Web.

Presentation of the Gauss Prize by Martin Grötschel, Chair of the Gauss Prize Committee

Today we celebrate the first award of the Carl Friedrich Gauss Prize for applications of mathematics. Since this is a new IMU distinction, it is appropriate to say a few words about the scope of the prize in the beginning.
The Gauss Prize is awarded jointly by the Deutsche Mathematiker-Vereinigung (DMV, the German Mathematical Society) and the International Mathematical Union (IMU), and is administered by the DMV. The prize consists of a medal and a monetary award (currently EUR 10,000). The source of the prize fund is a small surplus from the International Congress of Mathematicians (ICM’98) held in Berlin eight years ago.

The statutes stipulate that the Gauss Prize is awarded for outstanding mathematical contributions that have found significant practical applications outside of mathematics, or for achievements that made the application of mathematical methods to areas outside of mathematics possible in an innovative way, e.g., via new modelling techniques or the design and implementation of algorithms. In a nutshell, the Carl Friedrich Gauss Prize is given for the impact the work of the prize winner has had in practice.

Since the practical usefulness of mathematical results is often not immediately visible, and as their applicability and importance for practice may only be realized after a long time lag – in contrast to the Fields Medal and the Rolf Nevanlinna Prize – no age limit restricts the choice of a prize winner.

Scientific awards gain reputation through the choice of outstanding winners. The Fields Medal, e.g., is a prime example for this fact. The Gauss Prize jury hopes to mark the beginning of a similar tradition today by presenting an awardee whose research has influenced the world at large and whose contributions are highly respected by the mathematical community.

Why has the prize been given Gauss’ name? Carl Friedrich Gauss (1777–1855) was one of the greatest mathematicians of all time. Gauss combined scientific theory and practice like no other before him or since. His *Disquisitiones Arithmeticae*, published in 1801, stand to this day as a true masterpiece of scientific investigation. In the same year, Gauss gained fame in wider circles for his prediction, using very few observations, of when and where the asteroid Ceres would next appear. The method of least squares, developed by Gauss as an aid in his mapping of the state of Hannover, is still an indispensable tool for analyzing data. His sextant is pictured on the last series of the German 10-Mark bills, honoring his considerable contributions to surveying.

On the front side of the bill, one also finds a bell curve, which is the graphical representation of the Gaussian normal distribution in probability. Together with Wilhelm Weber, Gauss invented the first electric telegraph. In recognition of his contributions to the theory of electromagnetism, the international unit of magnetic induction is the gauss. These few examples show that the impact of Gauss’ mathematics can be experienced every day everywhere. With this new prize, IMU and DMV would like the world to recognize the importance of mathematics for our society; and Carl Friedrich Gauss is a prime example for the role mathematicians can play in this respect.

The medal, designed by Jan Arnold, that comes along with the award is displayed below. It shows on the front a familiar Gauss portrait dissolved into a linear pattern, the least squares method as well as the discovery of Ceres’ orbit are symbolized on the back.
Following the prize statutes, the IMU Executive Committee appointed a Gauss Prize Committee for the 2006 award. The members were Bob Bixby, Martin Grötschel (chair), Frank den Hollander, Stéphane Mallat, and Ian Sloan. The establishment of the Gauss Prize was announced on April 30, 2002, Gauss’ 225th birthday, and at the same time, nominations were invited. About thirty highly deserving mathematicians from all over the world were suggested for this prize by colleagues from pure and applied mathematics.

And now, I would like to announce the winner and read the citation.

The International Mathematical Union and the Deutsche Mathematiker-Vereinigung jointly award the Carl Friedrich Gauss Prize for Applications of Mathematics to Professor Kiyosi Itô for laying the foundations of the theory of stochastic differential equations and stochastic analysis. Itô’s work has emerged as one of the major mathematical innovations of the 20th century and has found a wide range of applications outside of mathematics. Itô calculus has become a key tool in areas such as engineering (e.g., filtering, stability, and control in the presence of noise), physics (e.g., turbulence and conformal field theory), and biology (e.g., population dynamics). It is at present of particular importance in economics and finance with option pricing as a prime example.

The document is signed by John Ball, President of IMU, and Günter M. Ziegler, President of DMV.

A side remark, at this moment in time, a new application-oriented research institute called Quantitative Products Laboratory, is being founded in Berlin. It will be sponsored by a big German bank donating at least three million Euros annually. This new institute would not have been founded without the foundations laid by Kiyosi Itô.

The details of Itô’s work will be explained tomorrow, August 23, in the Gauss Prize lecture presented by Hans Föllmer.

Kiyosi Itô was born in Japan in 1915. He received his Doctor of Science degree from the Imperial University in Tokyo and is now professor emeritus at Kyoto University. He has honorary doctoral degrees from Université Paris VI, ETH Zürich, and the University of Warwick. Itô is a member of the Académie des Sciences, France,
the Japan Academy, and the National Academy of Sciences, USA, to mention just a few of his many honors and distinctions.

For health reasons, Kiyosi Itô is unfortunately unable to be present at today’s award ceremony.

The IMU President, John Ball, will personally take the Gauss Medal to Kyoto after this meeting and present it to Professor Itô in a special ceremony\(^1\). I am very happy to be able to announce that the Itô family has decided to send a representative to Madrid. Kiyosi Itô’s youngest daughter, Junko Itô, who is professor and chair of linguistics at the University of California in Santa Cruz, is here to accept the Gauss Prize on behalf of her father.

\(^1\)Photograph by Armin Mester. It shows John Ball and Kiyosi Itô on September 14, 2007 in Kyoto during the presentation of the Gauss Medal.
His Majesty the King of Spain, Juan Carlos

I am greatly pleased to preside over the opening of this Twenty-Fifth International Congress of Mathematicians, an outstanding scientific event which, in addition to its tradition of over a century, enjoys unquestionable prestige and significance on a global scale.

I extend my greetings to all the participants, my warm welcome to Spain to those from other countries, and my most heartfelt congratulations to the organizers of this Congress in Madrid.

You will understand that it is a very special pleasure for me that this Congress, which has brought together nearly four thousand scientists from over one hundred countries, is being held for the first time in our country.

Therefore, I wish to convey my greatest recognition and appreciation to the Spanish mathematical community, whose well-deserved prestige, proven effort and cohesion, have made Spain – and more specifically Madrid – the focus of attention of the international mathematical community this year.

This Congress enables us to learn about the main progress made by research in this discipline, and to highlight and promote in our respective societies the enormous importance of Mathematics. Importance because it is a basic instrument to understand the world, because it constitutes an unquestionable pillar of education, and because it is an indispensable tool to ensure progress for the benefit of Humanity.

Galileo told us that the world is written in mathematical language; to understand it, nothing can rival this discipline that has brought us together today in Madrid.

Improved understanding of the world we live in, by using the universality of Mathematics, is, in addition, a task which reinforces cooperation between diverse countries, societies and cultures.

It is equally evident that the high value of Mathematics in education requires our attention and dedication.

Mathematics is rightly considered the key technology. This is stated in the Declaration made public in 2000 by the International Mathematical Union and UNESCO, on the occasion of the World Mathematical Year.
We depend on, and we will increasingly depend on, the indispensable foundation that research, technology and innovation constitute for the future of our economic development and our social well-being.

For this reason, we must promote mathematical development as an essential element for progress that will enable sustainable development for all Humanity.

The business world must also join, with increasing efforts, a discipline which has been essential to our development, as it is, for example, the basic foundation to achieve the Information Society we currently enjoy.

Spain has been making a particular effort, and will continue to do so in the future, to promote its technological development.

Projects such as the Ingenio 2010 Programme are aimed at such a goal. We are pleased to see that Spanish mathematicians have not missed the opportunity to participate in such an ambitious R+D+I programme.

But this Congress also includes other aspects that I would like to highlight. With 108 countries represented, the largest number in its history, it aims to achieve universal representation and participation.

This has been made possible thanks to grant programmes for the participation of mathematicians from economically disadvantaged countries, following a long-standing tradition of the International Mathematical Union to which Spain is especially sensitive.

Furthermore, this Congress has made an enormous effort to bring Mathematics closer to society, striving to make it more wide-spread and well-known in public opinion.

All of this is being done through exhibitions, various cultural events and by reinforcing its presence in the media.

This effort to make Mathematics more well-known is particularly significant, as it is fundamental to encourage new scientific vocations all over the world.

In addition, these Congresses enable the mathematical community to award, every four years, and with well-deserved solemnity, its most highly prized and valued distinctions.

I am referring to the Fields Medal, the Rolf Nevanlinna Prize and the Carl Friedrich Gauss Prize, all of which are indisputably prestigious awards which have just been granted to this year’s winners.

The Fields Medal has been awarded for 70 years to mathematicians under the age of 40 for outstanding achievement in the basic aspects of the discipline; the Rolf Nevanlinna Prize has been awarded since 1982 for the best mathematical contributions to the Information Society; and the Carl Friedrich Gauss Prize, awarded for the first time this year in Madrid, aims to honour outstanding achievement in contributing to improve our everyday lives.

I extend my most enthusiastic congratulations to all this year’s winners.

Their work, professional career and scientific merits, as well as their contribution to our societies’ development and well-being, deserve everyone’s recognition and constitute an example and encouragement for the whole of the international mathematical
community.

To conclude, I would like to reiterate my most sincere support for the significant work done by the International Mathematical Union. I wish you every success for the next Congress to be held in India, just as I trust this one in Madrid will be successful. I declare open the 25th International Congress of Mathematicians of 2006. Thank you very much.

The King of Spain, Juan Carlos. On his left, Jon Kleinberg and Terence Tao; on his right Andrei Okounkov and Wendelin Werner.
Closing ceremony

The closing ceremony was held on Wednesday, August 30, starting at 18:00 in Auditorium A of the Palacio Municipal de Congresos de Madrid.

Sir John Ball, President of the International Mathematical Union

Welcome to the Closing Ceremony of ICM 2006!

You just saw a longer version of the video that was shown at the Opening Ceremony, concerning the new IMU logo, designed by John Sullivan.

It has been a marvellous International Congress, and we begin by a retrospective look at some of the highlights.

(Showing of video montage of scenes from the ICM.)

Before saying a few words about this Congress, I want to go back to before King Juan Carlos opened ICM 2006, and present a brief report about the IMU General Assembly held in Santiago de Compostela on 19 and 20 August. This was a very successful meeting, which owed much to the care and consideration of the local organizing committee in Santiago chaired by Juan Viaño.

The General Assembly voted to make various changes to the Statutes and the Procedures for Election of IMU. In particular a new independent Nominating Committee structure for the construction of slates for elections was approved. In future the Executive Committee of the International Commission on Mathematical Instruction, concerned with mathematics education, will be elected by the ICMI General Assembly rather than the IMU General Assembly. The number of members-at-large on the IMU Executive Committee is increased from five to six, and a new category of Associate Membership of IMU, with no dues, no votes and limited duration, was introduced to encourage full membership.

Turning to the elections themselves, the new Executive Committee of IMU to serve for the period 2007–2010 will be:

President. László Lovász (Hungary)
Secretary. Martin Grötschel (Germany)
Vice Presidents. Zhiming Ma (China), Claudio Procesi (Italy)
Members at Large. Salah Baouendi (USA), Manuel de León (Spain), Ragni Piene (Norway), Cheryl Praeger (Australia), Victor Vassiliev (Russia), Marcelo Viana (Brazil)

I would like to pay tribute to the work of this committee, and especially to the retiring members: Phillip Griffiths, who has completed two terms as Secretary of IMU, Jean-Michel Bismut (Vice-President), Masaki Kashiwara (Vice-President), Jacob Palis (Past-President and Past Secretary of IMU), and M. S. Raghunathan.
And we also will say farewell to Linda Geraci, who has served admirably as the IMU Administrator.

The membership of the Commission on Development and Exchanges, concerned with developing countries, for 2007–2010 will be:

**President.** S.G. Dani (India)

**Secretary.** Gérard González-Sprinberg (France)

**Members at Large.** Graciela Boente (Argentina), Paulo Cordaro (Brazil), Jean-Pierre Gossez (Belgium), Mary Teuw Niane (Sénégal), Marta Sanz-Solé (Spain), Jiping Zhang (China)

CDE will be unified with the recently formed Developing Countries Strategy Group (DCSG) to form a new IMU Commission for Developing Countries which will both consider strategy and administer the IMU grants programmes. I would like to thank the members of CDE and in particular Herb Clemens, the outgoing CDE Secretary and the Chair of DCSG, for their excellent work, in which they have been ably assisted by the Developing Countries Administrator Sharon Laurenti.

The new Executive Committee of ICMI for 2007–2009 will be:

**President.** Michèle Artigue (France)

**Secretary-General.** Bernard Hodgson (Canada)

**Vice Presidents.** Jill Adler (South Africa), Bill Barton (New Zealand)

**Members at Large.** Maria Bartolini Bussi (Italy), Jaime Carvalho e Silva (Portugal), Celia Hoyles (UK), S. Kumaresan (India), Alexei Semenov (Russia)

The fact that this Executive Committee will hold office for three rather than four years is related to the transition process towards the new electoral system for ICMI.

The General Assembly also elected two members to the International Commission for the History of Mathematics, Christian Houzel (France) and Peter Neumann (UK).

Although it is appointed rather than elected, I want to show you the membership of the Committee for Electronic Information and Communication (CEIC) for the next two years:

**Chair.** Jonathan Borwein (Canada)

**Members at Large.** Michael Doob (Canada), David Eisenbud (USA), John Ewing (USA), Ulf Rehmann (Germany), Alf van der Poorten (Australia) and one member from the IMU Executive Committee.

This is one of IMU’s most important committees. Examples of its fine work are the new Electronic and Federated World Directories of Mathematicians. If you have not used these important resources you can learn about them on the IMU webpages. IMU is very grateful to this committee and in particular to its Chair Jonathan Borwein.

An important discussion in Santiago concerned IMU’s finances. As well as a 5% increase in dues for each of the next 4 years, an increase in the number of units paid by the generally wealthier countries in groups IV and V was agreed. These increases,
though painful, are essential to pay for IMU’s increased activities, especially with respect to developing countries.

A further important discussion concerned a new set of guidelines for the scientific programme of future ICMs. This is a quite lengthy and detailed document, that after revision will be made available on the IMU webpages. The new guidelines begin with a description of the purpose of the ICM:

Every ICM should reflect the current activity of mathematics in the world, present the best work being carried out in all mathematical subfields and different regions of the world, and thus point to the future of mathematics. The invited speakers at an ICM should be mathematicians of the highest quality who are able to present current research to a broad mathematical audience.

I think that this is an important statement which should help future Program Committees in the difficult job of choosing a geographically balanced list of speakers of the highest quality.

The General Assembly passed 11 resolutions. I want to show you the four resolutions over which there was some discussion. Resolution 8 concerned mathematical education:

The General Assembly of the IMU reaffirms the importance of the issues treated by ICMI (the International Commission on Mathematical Instruction). It recognizes the importance of continuing and strengthening the relationship of IMU with ICMI and urges the increased involvement of research mathematicians in mathematical education at all levels.

Resolution 9 concerns CEIC:

With the ultimate goal of creating an enduring network of digital mathematical literature, the General Assembly of the IMU endorses the new version of the “Best practices” document of its Committee on Electronic Information and Communication (CEIC), posted June 2005 at http://www.ceic.math.ca, as well as the March 2005 draft of “Digital Mathematical Library: a vision for the Future”.

The digital mathematical library is a very important project that we need to do as much as we can to further.

Resolution 10 concerns the freedom of movement of scientists and mathematicians:

The General Assembly of the IMU continues to endorse the principle of universality expressed in the International Council for Science (ICSU) ARTICLE 5 of the STATUTES, as adopted by the 1998 General Assembly, and endorses the additional ICSU Statement on the Universality of Science (2004). Notwithstanding heightened tensions, security concerns, etc., the General Assembly urges free exchange of scientific ideas and free circulation of scientists and mathematicians across international borders. The IMU opposes efforts by governments to restrict contacts, interactions, access and travel in the world mathematical community, particularly when such restrictions penalize individual mathematicians for the actions of governments.
Resolution 7 concerns the finances of IMU:

The General Assembly recommends that the incoming Executive Committee of the IMU studies the establishment of stable administrative structure and funding mechanisms, including possible fund-raising, for the support of the expanding IMU activities, and report to the 2010 General Assembly with concrete proposals.

Finally, the General Assembly decided that the location of ICM2010 will be Hyderabad in India.

If you want to learn more about IMU, you can consult the IMU webpages, where a detailed report of the General Assembly will appear, and read the new electronic newsletter IMU-Net. Mireille Chaleyat-Maurel has done a splendid job in the production of the newsletter – can we express our thanks to her.

The planning and bringing together of the many elements that make up the International Congress is a daunting undertaking. In several respects, such as online internet transmission of the plenary lectures and the management of relations with the media, of which I will have more to say in a moment, ICM 2006 has set standards for the future. In addition, the local organizing committee complemented the scientific programme with a tapestry of interesting events and exhibitions, expressing the richness of mathematics through discourse, history and art.

To all those who have lived the Congress over the last few years, and to those who have helped during the Congress itself, together making it such a great occasion, we say that your hard work has really been worth it, and how very much it is appreciated by all who have spent these days in Madrid.

In his closing address, Manuel de León will give us the opportunity to recognize the many individuals who have contributed to the success of this Congress. But with his permission I want to say a few words about the ICM and the media. This was a cooperative effort between IMU and the ICM Press Office. The Congress turned out to be a remarkable news story, and it was remarkably told. I wish to thank Allyn Jackson and Christof Poeppe, who wrote the initial press releases for the prizes, Marcus du Sautoy, who gave invaluable advice, and through articles and interviews contributed greatly to generating media interest, and Anne-Marie Astad for making available distribution lists developed for the Abel Prize. But no praise is too great for the accomplishments of the ICM Press Office itself, which consisted of Monica Salomone and Ignacio Fernandez Bayo of DIVULGA, supported by the splendid team that you see listed in a section of this volume. The result of their untiring and professional work was unprecedented national and international press coverage of the Congress and of mathematics.

Let me end by saying that it has been a great privilege to serve as President of IMU, and to work with my colleagues on the Executive Committee and with the Local Organizing Committee of the Congress. The IMU is very fortunate to have László Lovász as its next President. I wish him every success for his term of office, and thank you all for your participation in the Congress.

I now invite László Lovász to address the Congress.
László Lovász, Elected President of the International Mathematical Union

Ladies and gentlemen,

Let me start with joining John Ball in expressing my sincere thanks and most heartfelt congratulations to the Organizers of the Congress. They have done a tremendous job, and we all benefited from this a lot: not only the participants, but also those colleagues and students to whom we go back and to whom we’ll communicate what we have learned here.

I would also like to extend these thanks and congratulations to the Program Committee and the Executive Committee, who also worked very hard over the last 4 years. In particular, I express my thanks to John Ball for his devout, selfless, and I must say, very successful job he did as the President of IMU. It will very difficult to measure up to his work; one fact that helps me face this task is that as Past President, he’ll be a member of the Executive Committee, and I’ll count on his advice and help. I’d also extend these thanks to the retiring members of the Executive Committee: Vice Presidents Jean-Michel Bismut and Masaki Kashiwara, Secretary Phillip Griffiths, Madabusi Raghunathan and Past President Jacob Palis. To those members of the Executive Committee who stayed on to serve a second term, Vice president Zhi-Ming Ma, Secretary Martin Grötschel, Ragni Piene and Victor Vassiliev, I am thankful for their willingness to do so, and I am looking forward to working with them.

I also want to express my thanks to the speakers. To be invited to the Congress is a great honor but also a great responsibility. Some areas are easier to talk about to a general mathematical audience than others; but I feel that all our speakers made a great afford to convey the main ideas and results to us.

Let me add a few more personal thoughts. When one arrives at a Congress, one cannot feel but overwhelmed by the number of people and by the variety of mathematics that is presented here. One could walk the corridors for minutes without seeing a familiar face, and one could browse the abstracts long before seeing a topic that one, say, did research in. This is so even for a senior person who attended many previous Congresses, and obviously a young person who has not been to previous Congresses must feel this even more.

It is perhaps because of this feeling that people repeatedly bring up the idea of abandoning these International Congresses. I feel this would be a serious mistake. I talked to scientists working in other fields, and they expressed their envy for the fact that we have a meeting where the best mathematicians tell to all of us what are the main problems, trends, or paradigms of their fields; where we honor the recipients of major prizes, and hear and discuss their work; where we have panel discussions and also corridor discussions about important issues facing our science or our community.

I hope that now, 9 days after the opening, all participants, in particular our young colleagues, go home with a feeling that mathematics is a vibrant, live, beautiful and fruitful science, and this will help them in their research, teaching and popularization of mathematics. And I hope that you’ll come back to the next congress. See you at ICM 2010!
Manuel de León, President of the ICM2006 Organizing Committee

Dear colleagues,

Ten days ago in this same auditorium, we opened the 25th International Congress of Mathematicians. Since then we have been meeting here in this impressive Palacio Municipal de Congresos. We hope that this time together has been fruitful, and that you have met old friends and made new ones.

The best way of knowing if an ICM has been successful is if the participants are sorry to depart. If that is the case, then remember that it is not “Goodbye” but “See you soon!”, because the great mathematical family will continue to meet at other congresses all over the World, and in four years time we will all be together again in Hyderabad, India, to enjoy the hospitality of our Indian friends.

No ICM would be possible without the effort of many people, and now is the moment to acknowledge them.

First, those in the different committees:
– Local Program Committee
– Satellite conferences
– Web
– Grants
– Cultural activities
– Social activities
– Infrastructure and logistics
– Publications

The efforts of the Secretariat, under the direction of our General Secretary José Luis González-Llavona, has been fundamental. I hope they will forgive us for any moments of impatience or bad moods during the run-up to the Congress.

The work of our congress agency, UNICONGRESS, has also been essential. We have worked together through thick and thin, but the final result has made it all worthwhile. Our thanks to them, to all our suppliers, and to all the staff at the Palacio Municipal de Congresos.

I believe that if one thing stands out in this ICM2006, it is the extraordinary coverage provided by the press, and for that we have mainly to thank our friends at DIVULGA, led by Ignacio F. Bayo and Mónica Salomone. Their example is one to be followed, to continue the effort of putting mathematics across to the people.

Another crucial help was provided by our over 350 volunteers. Their patient and enthusiasm have contributed to do this ICM unforgettable for all of us. Thank you very much to all of you!

Finally, we express our thanks to all the participants for taking the trouble to come to Madrid in such difficult times, to set this great example of tolerance and peaceful co-existence. Thanks to all of you. Have a safe journey home, and see you again in India in 2010!

See you all soon!
¡Hasta pronto!
Rajat Tandon, University of Hyderabad, India

Sir John Ball,
Professor Lovász,
Professor Manuel de Léon,
Ladies and gentleman,

Let me first take this opportunity to express my appreciation of the innumerable number of people who have worked so tirelessly for this Congress in Madrid. Let me say ‘Gracias’ to our Spanish hosts and the local organizing committee under the chairmanship of Prof. Manuel de Léon whose monumental effort has ensured the unqualified success of this ICM. I say ‘Gracias’ to the hundreds of volunteers who have been so gracious in rendering their assistance to us. And finally I thank the various committees of the IMU who have presented us with such a strong and exciting academic programme. We recognize that we have our work cut out for us if we are to emulate the success of this Congress in Hyderabad.

We in India feel very privileged to have the honour of hosting the next International Congress of Mathematicians. It gives us enormous pleasure to invite the mathematical community from all six continents to Hyderabad for the ICM2010, to be held from the 19th to the 27th of August.

Hyderabad, like Madrid, is a wonderful composition of the old and the new. This city, founded more than 400 years ago, houses teeming bazaars, old jewelry and fine craftsmen, old forts and mausoleums. Cosmopolitan in its population you find people of all faiths living and learning together here.
Two hundred years ago this city expanded to the twin cities of Hyderabad and Secunderabad with the addition of a cantonment area and today greater Hyderabad is a conglomeration of three cities in one with the modern Cyberabad area which is second only to Bangalore as the information technology heart of India. Here you find not only large research and development centres of the top Indian IT companies like the Tata Consultancy Services or Infosys but also the large multinationals like IBM, Microsoft and Google.

This is the charm of Hyderabad – whilst you will find computer scientists at an international institute of information technology grapple with the intricacies of $P = NP$, you will also find the finest pearl craftsmen in the world – their craft inherited from their forefathers over hundreds of years. Hyderabad is known as the pearl capital of India and perhaps of the world.

The organizing committee for the ICM2010 will be pushing for several satellite conferences in different parts of India – north, south, east and west. So those who wish to visit the Taj Mahal or the Pink city of Jaipur or the temples of Mahabalipuram will always be able to find a satellite conference of their choice near the place they want to visit. We are urging other South Asian countries to hold satellite conferences as well.

It will be our pleasure to host a meeting of the General Assembly of the IMU in Bangalore on the 16th and 17th of August just prior to the ICM.

I urge all delegates here to let it be known to the mathematical community of their countries that an open and democratic India, the home of Ramanujan, with a vibrant community of scholars of its own warmly welcomes them all and urges them to mix mathematics with pleasure and flavour the traditional hospitality of India in the August of 2010. We assure you that it will be a memorable experience.

The granite sculpture created by Keizo Ushio – a beautiful infinity, and the special stamp of the Congress.
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Andrei Okounkov
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Ph.D. in Mathematics, Moscow State University, 1995
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1994–1995  Research Fellow in the Dobrushin Mathematical Laboratory at the Institute for Problems of Information Transmission, Russian Academy of Sciences
1996  Member in the Institute of Advanced Study in Princeton
1997  Member in the Mathematical Sciences Research Institute in Berkeley, on leave from University of Chicago
1996–1999  L. E. Dickson instructor in Mathematics, University of Chicago
1998–2001  Assistant Professor of Mathematics, University of California at Berkeley
2001–2002  Professor of Mathematics, University of California at Berkeley
Present position  Professor of Mathematics, Princeton University
The work of Andrei Okounkov

Giovanni Felder

Andrei Okounkov’s initial area of research is group representation theory, with particular emphasis on combinatorial and asymptotic aspects. He used this subject as a starting point to obtain spectacular results in many different areas of mathematics and mathematical physics, from complex and real algebraic geometry to statistical mechanics, dynamical systems, probability theory and topological string theory. The research of Okounkov has its roots in very basic notions such as partitions, which form a recurrent theme in his work. A partition $\lambda$ of a natural number $n$ is a non-increasing sequence of integers $\lambda_1 \geq \lambda_2 \geq \cdots \geq 0$ adding up to $n$. Partitions are a basic combinatorial notion at the heart of the representation theory. Okounkov started his career in this field in Moscow where he worked with G. Olshanski, through whom he came in contact with A. Vershik and his school in St. Petersburg, in particular S. Kerov. The research programme of these mathematicians, to which Okounkov made substantial contributions, has at its core the idea that partitions and other notions of representation theory should be considered as random objects with respect to natural probability measures. This idea was further developed by Okounkov, who showed that, together with insights from geometry and ideas of high energy physics, it can be applied to the most diverse areas of mathematics.

This is an account of some of the highlights mostly of his recent research.

I am grateful to Enrico Arbarello for explanations and for providing me with very useful notes on Okounkov’s work in algebraic geometry and its context.

1. Gromov–Witten invariants

The context of several results of Okounkov and collaborators is the theory of Gromov–Witten (GW) invariants. This section is a short account of this theory. GW invariants originate from classical questions of enumerative geometry, such as: how many rational curves of degree $d$ in the plane go through $3d - 1$ points in general position? A completely new point of view on this kind of problems appeared at the end of the eighties, when string theorists, working on the idea that space-time is the product of four-dimensional Minkowski space with a Ricci-flat compact complex three-fold, came up with a prediction for the number of rational curves of given degree in the quintic $x_1^5 + \cdots + x_5^5 = 0$ in $\mathbb{C}P^4$. Roughly speaking, physics gives predictions for differential equations obeyed by generating functions of numbers of curves. Solving these equations in power series gives recursion relations for the numbers. In particular a recursion relation of Kontsevich gave a complete answer to the above question on rational curves in the plane.
In general, Gromov–Witten theory deals with intersection numbers on moduli spaces of maps from curves to complex manifolds. Let $V$ be a nonsingular projective variety over the complex numbers. Following Kontsevich, the compact moduli space $\overline{M}_{g,n}(V, \beta)$ (a Deligne–Mumford stack) of stable maps of class $\beta \in H_2(V)$ is the space of isomorphism classes of data $(C, p_1, \ldots, p_n, f)$ where $C$ is a complex projective connected nodal curve of genus $g$ with $n$ marked smooth points $p_1, \ldots, p_n$ and $f : C \to V$ is a stable map such that $[f(C)] = \beta$. Stable means that if $f$ maps an irreducible component to a point then this component should have a finite automorphism group. For each $j = 1, \ldots, n$ two natural sets of cohomology classes can be defined on these moduli space: 1) pull-backs $\text{ev}_j^* \alpha \in H^*(\overline{M}_{g,n}(V, \beta))$ of cohomology classes $\alpha \in H^*(V)$ on the target $V$ by the evaluation map $\text{ev}_j : (C, p_1, \ldots, p_n, f) \mapsto f(p_j)$; 2) the powers of the first Chern class $\psi_j = c_1(L_j) \in H^2(\overline{M}_{g,n}(V, \beta))$ of the line bundle $L_j$ whose fiber at $(C, p_1, \ldots, p_n, f)$ is the cotangent space $T^*_p C$ to $C$ at $p_j$. The Gromov–Witten invariants of $V$ are the intersection numbers

$$
\langle \tau_{k_1}(\alpha_1) \cdots \tau_{k_n}(\alpha_n) \rangle^V_{\beta,g} = \int_{\overline{M}_{g,n}(V, \beta)} \prod_j \psi_j^{k_j} \text{ev}_j^* \alpha_j.
$$

If all $k_i$ are zero and the $\alpha_i$ are Poincaré duals of subvarieties, the Gromov–Witten invariants have the interpretation of counting the number of curves intersecting these subvarieties. As indicated by Kontsevich, to define the integral one needs to construct a virtual fundamental class, a homology class of degree equal to the “expected dimension”

$$\text{vir dim } \overline{M}_{g,n}(V, \beta) = -\beta \cdot K_V + (g - 1)(3 - \dim V) + n,$$

(1)

where $K_V$ is the canonical class of $V$. This class was constructed in works of Behrend–Fantechi and Li–Tian.

The theory of Gromov–Witten invariants is already non-trivial and deep in the case where $V$ is a point. In this case $\overline{M}_{g,n} = \overline{M}_{g,n}(\text{pt})$ is the Deligne–Mumford moduli space of stable curves of genus $g$ with $n$ marked points. Witten conjectured and Kontsevich proved that the generating function

$$
F(t_0, t_1, \ldots) = \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{k_1 + \cdots + k_n = 3g - 3 + n} \langle \tau_{k_1} \cdots \tau_{k_n} \rangle_{\text{pt}}^g n \prod_{j=1}^n \ell_{k_j},
$$

involving simultaneously all genera and numbers of marked points, obeys an infinite set of partial differential equations (it is a tau-function of the Korteweg–de Vries integrable hierarchy obeying the “string equation”) which are sufficient to compute all the intersection numbers explicitly. One way to write the equations is as Virasoro conditions

$$L_k(e^F) = 0, \quad k = -1, 0, 1, 2, \ldots,$$

for certain differential operators $L_k$ of order at most 2 obeying the commutation relations $[L_j, L_k] = (j - k)L_{j+k}$ of the Lie algebra of polynomial vector fields.
Before Okounkov few results were available for general projective varieties \( V \) and they were mostly restricted to genus \( g = 0 \) Gromov–Witten invariants (quantum cohomology). For our purpose the conjecture of Eguchi, Hori and Xiong is relevant here. Again, Gromov–Witten invariants of \( V \) can be encoded into a generating function \( F_V \) depending on variables \( t_j, a \) where \( a \) labels a basis of the cohomology of \( V \). Eguchi, Hori and Xiong extended Witten’s definition of the differential operators \( L_k \) and conjectured that \( F_V \) obeys the Virasoro conditions \( L_k(e^{F_V}) = 0 \) with these operators.

2. Gromov–Witten invariants of curves

In a remarkable series of papers ([10], [11], [12]), Okounkov and Pandharipande give an exhaustive description of the Gromov–Witten invariants of curves. They prove the Eguchi–Hori–Xiong conjecture for general projective curves \( V \), give explicit descriptions in the case of genus 0 and 1, show that the generating function for \( V = \mathbb{P}^1 \) is a tau-function of the Toda hierarchy and consider also in this case the \( \mathbb{C}^\times \)-equivariant theory, which is shown to be governed by the 2D-Toda hierarchy. They also show that GW invariants of \( V = \mathbb{P}^1 \) are unexpectedly simple and more basic than the GW invariants of a point, in the sense that the latter can be obtained as a limit, giving thus a more transparent proof of Kontsevich’s theorem.

A key ingredient is the Gromov–Witten/Hurwitz correspondence relating GW invariants of a curve \( V \) to Hurwitz numbers, the numbers of branched covering of \( V \) with given ramification type at given points. A basic beautiful formula of Okounkov and Pandharipande is the formula for the stationary GW invariants of a curve \( V \) of genus \( g(V) \), namely those for the Poincaré dual \( \omega \) of a point:

\[
(\tau_{k_1}(\omega) \ldots \tau_{k_n}(\omega))_{\beta,d-[V],g,V} = \sum_{|\lambda|=d} \left( \frac{\dim \lambda}{d!} \right)^{2-2g(V)} \prod_{i=1}^{n} \frac{p_{k_i+1}(\lambda)}{(k_i+1)!}.
\]

The (finite!) summation is over all partitions \( \lambda \) of the degree \( d \) and \( \dim \lambda \) is the dimension of the corresponding irreducible representation of \( S_d \). The genus \( g \) of the domain is fixed by the condition that the cohomological degree of the integrand is equal to the dimension of the virtual fundamental class. It is convenient here to include also stable maps with possibly disconnected domains and this is indicated by the bullet. The functions \( p_k(\lambda) \) on partitions are described below.

Hurwitz numbers can be computed combinatorially and are given in terms of representation theory of the symmetric group by an explicit formula of Burnside. If the covering map at the \( i \)th point looks like \( z \to z^{k_i+1} \), i.e., if the monodromy at the \( i \)th point is a cycle of length \( k_i + 1 \), the formula is

\[
H^V_d(k_1 + 1, \ldots, k_n + 1) = \sum_{|\lambda|=d} \left( \frac{\dim \lambda}{d!} \right)^{2-2g(V)} \prod_{i=1}^{n} f_{k_i+1}(\lambda).
\]
Thus in this case the GW/Hurwitz correspondence is given by the substitution rule $f_{k+1}(\lambda) \to p_{k+1}(\lambda)/(k+1)!$. The functions $f_k$ and $p_k$ are basic examples of shifted symmetric functions, a theory initiated by Kerov and Olshanski, and the results of Okounkov and Pandharipande offer a geometric realization of this theory. A shifted symmetric polynomial of $n$ variables $\lambda_1, \ldots, \lambda_n$ is a polynomial invariant under the action of the symmetric group given by permuting $\lambda_j - j$. A shifted symmetric function is a function of infinitely many variables $\lambda_1, \lambda_2, \ldots$, restricting for each $n$ to a shifted symmetric polynomial of $n$ variables if all but the first $n$ variables are set to zero. Shifted symmetric functions form an algebra $\Lambda^+ = \mathbb{Q}[p_1, p_2, \ldots]$ freely generated by the regularized shifted power sums, appearing in the GW invariants:

$$p_k(\lambda) = \sum_j \left( \left( \lambda_j - j + \frac{1}{2} \right)^k - \left( -j + \frac{1}{2} \right)^k \right) + (1 - 2^{-k}) \zeta(-k)$$

The second term and the Riemann zeta value “cancel out” in the spirit of Ramanujan’s second letter to Hardy: $1 + 2 + 3 + \cdots = -\frac{1}{12}$. The shifted symmetric functions $f_k(\lambda)$ appearing in the Hurwitz numbers are central characters of the symmetric groups $S_n$: $f_1 = |\lambda| = \sum \lambda_i$ and the sum of the elements of the conjugacy class of a cycle of length $k \geq 2$ in the symmetric group $S_n$ is a central element acting as $f_k(\lambda)$ times the identity in the irreducible representation corresponding to $\lambda$. The functions $p_k$ and $f_k$ are two natural shifted versions of Newton power sums.

In the case of genus $g(V) = 0, 1$, Okounkov and Pandharipande reformulate (2) in terms of expectation values and traces in fermionic Fock spaces and get more explicit descriptions and recursion relations. In particular if $V = E$ is an elliptic curve the generating function of GW invariants reduces to the formula of Bloch and Okounkov [1] for the character of the infinite wedge projective representation of the algebra of polynomial differential operators, which is expressed in terms of Jacobi theta functions. As a corollary, one obtains that

$$\sum_d q^d \langle \tau_{k_1}(\omega) \cdots \tau_{k_d}(\omega) \rangle_d^E$$

belongs to the ring $\mathbb{Q}[E_2, E_4, E_6]$ of quasimodular forms.

A shown by Eskin and Okounkov [2], one can use quasimodularity to compute the asymptotics as $d \to \infty$ of the number of connected ramified degree $d$ coverings of a torus with given monodromy at the ramification points. By a theorem of Kontsevich–Zorich and Eskin–Mazur, this asymptotics gives the volume of the moduli space of holomorphic differentials on a curve with given orders of zeros, which is in turn related to the dynamics of billiards in rational polygons. Eskin and Okounkov give explicit formulae for these volumes and prove in particular the Kontsevich–Zorich conjecture that they belong to $\pi^{-2g} \mathbb{Q}$ for curves of genus $g$. 
Donaldson–Thomas invariants

As is clear from the dimension formula (1) the case of three-dimensional varieties $V$ plays a very special role. In this case, which in the Calabi–Yau case $K_V = 0$ is the original context studied in string theory, it is possible to define invariants counting curves by describing curves by equations rather than in parametric form. Curves in $V$ of genus $g$ and class $\beta \in H^2(V)$ given by equations are parametrized by Grothendieck’s Hilbert schemes $\text{Hilb}(V; \beta, \chi)$ of subschemes of $V$ with given Hilbert polynomial of degree 1. The invariants $\beta, \chi = 2 - g$ are encoded in the coefficients of the Hilbert polynomial. R. Thomas constructed a virtual fundamental class of $\text{Hilb}(V; \beta, \chi)$ for three-folds $V$ of dimension $-\beta \cdot K_V$, the same as the dimension of $\bar{M}_{g,0}(V, \beta)$. Thus one can define Donaldson–Thomas (DT) invariants as intersection numbers on this Hilbert scheme. There is no direct geometric relation between $\text{Hilb}(V; \beta, \chi)$ and $\bar{M}_{g,0}(V, \beta)$, and indeed the (conjectural) relation between Gromov–Witten invariants and Donaldson–Thomas invariants is quite subtle. In its simplest form, it relates the GW invariants $\int_{\bar{M}_{g,0}(V, \beta)} \prod \text{ev}^*\gamma_i$ to the DT invariants $\int_{\text{Hilb}(V; \beta, \chi)} \prod c^2(\gamma_i)$. The class $c^2(\gamma)$ is the coefficient of $\gamma \in H^*(V)$ in the Künneth decomposition of the second Chern class of the ideal sheaf of the universal family $V \subset \text{Hilb}(V; \beta, \chi) \times V$.

The conjecture of Maulik, Nekrasov, Okounkov and Pandharipande [6], [7], inspired by ideas of string theory [14] states that suitably normalized generating functions $Z'_{\text{GW}}(\gamma'; u_\beta), Z'_\text{DT}(\gamma'; q_\beta)$ are essentially related by a coordinate transformation:

\[ (-iu)^{-d} Z'_{\text{GW}}(\gamma_1, \ldots, \gamma_n; u_\beta) = q^{-d/2} Z'_{\text{DT}}(\gamma_1, \ldots, \gamma_n; q_\beta), \quad \text{if } q = -e^{iu}, \beta \neq 0. \]

Here $d = -\beta \cdot K_V$ is the virtual dimension. Moreover these authors conjecture that there $Z'_\text{DT}(\gamma'; q_\beta)$ is a rational function of $q$. This has the important consequence that all (infinitely many) GW invariants are determined in principle by finitely many DT invariants. Versions of these conjectures are proven for local curves and the total space of the canonical bundle of a toric surface. The GW/DT correspondence can be viewed as a far-reaching generalization of formula (2), to which it reduces in the case where $V$ is the product of a curve with $\mathbb{C}^2$.

4. Other uses of partitions

Here is a short account of other results of Okounkov based on the occurrence of partitions.

One early result of Okounkov [9] is his first proof of the Baik–Deift–Johansson conjecture (two further different proofs followed, one by Borodin, Okounkov and Olshanski and one by Johansson). This conjecture states that, as $n \to \infty$, the joint distribution of the first few rows of a random partition of $n$ with the Plancherel measure $P(\lambda) = (\dim \lambda)^2/|\lambda|!$, natural from representation theory, is the same, after proper shift and rescaling, as the distribution of the first few eigenvalues of a Gaussian random
hermitian matrix of size $n$. The proof involves comparing random surfaces given by Feynman diagrams and by ramified coverings and contains many ideas that anticipate Okounkov’s later work on Gromov–Witten invariants.

Random partitions also play a key role in the work [8] of Nekrasov and Okounkov on $N = 2$ supersymmetric gauge theory in four dimensions. Seiberg and Witten gave a formula for the effective “prepotential”, postulating a duality with a theory of monopoles. The Seiberg–Witten formula is given in terms of periods on a family of algebraic curves, closely connected with classical integrable systems. Nekrasov showed how to rigorously define the prepotential of the gauge theory as a regularized instanton sum given by a localization integral on the moduli space of antiselfdual connections on $\mathbb{R}^4$. Nekrasov and Okounkov show that this localization integral can be written in terms of a measure on partitions with periodic potential and identify the Seiberg–Witten prepotential with the surface tension of the limit shape.

Partitions of $n$ also label $(\mathbb{C}^\times)^2$-invariant ideals of codimension $n$ in $\mathbb{C}[x, y]$ and thus appear in localization integrals on the Hilbert scheme of points in the plane. Okounkov and Pandharipande [13] describe the ring structure of the equivariant quantum cohomology (genus zero GW invariants) of this Hilbert scheme in terms of a time-dependent version of the Calogero–Moser operator from integrable systems.

5. Dimers

Dimers are a much studied classical subject in statistical mechanics and graph combinatorics. Recent spectacular progress in this subject is due to the discovery by Okounkov and collaborators of a close connection of planar dimer models with real algebraic geometry.

A dimer configuration (or perfect matching) on a bipartite graph $G$ is a subset of the set of edges of $G$ meeting every vertex exactly once. For example if $G$ is a square grid we may visualize a dimer configuration as a tiling of a checkerboard by dominoes. In statistical mechanics one assigns positive weights (Boltzmann weights) to edges of $G$ and defines the weight of a dimer configuration as the product of the weights of its edges. The basic tool is the Kasteleyn matrix of $G$, which is up to certain signs the weighted adjacency matrix of $G$. For finite $G$ Kasteleyn proved that the partition function (i.e., the sum of the weights of all dimer configurations) is the absolute value of the determinant of the Kasteleyn matrix.

Kenyon, Okounkov and Sheffield consider a doubly periodic bipartite graph $G$ embedded in the plane with doubly periodic weights. For each natural number $n$ one then has a probability measure on dimer configurations on $G_n = G/n\mathbb{Z}^2$ and statistical mechanics of dimers is essentially the study of the asymptotics of these probability measures in the thermodynamic limit $n \to \infty$. One key observation is the Kasteleyn matrix on $G_1$ can be twisted by a character $(z, w) \in (\mathbb{C}^\times)^2$ of $\mathbb{Z}^2$ and thus one defines the spectral curve as the zero set $P(z, w) = 0$ of the determinant of the
twisted Kasteleyn matrix \( P(z, w) = \det K(z, w) \). This determinant is a polynomial in \( z^{\pm 1}, w^{\pm 1} \) with real coefficients and thus defines a real plane curve.

The main observation of Kenyon, Okounkov and Sheffield [3] is that the spectral curve belongs to the very special class of (simple) Harnack curves, which were studied in the 19th century and have reappeared recently in real algebraic geometry. Kenyon, Okounkov and Sheffield show that in the thermodynamic limit, three different phases (called gaseous, liquid and frozen) arise. These phases are characterized by qualitatively different long-distance behaviour of pair correlation functions. One can see these phases by varying two real parameters \((B_1, B_2)\) (the “magnetic field”) in the weights, so that the spectral curve varies by rescaling the variables. The regions in the \((B_1, B_2)\)-plane corresponding to different phases are described in terms of the amoeba of the spectral curve, namely the image of the curve by the map \( \log : (z, w) \mapsto (\log |z|, \log |w|) \). The amoeba of a curve is a closed subset of the plane which looks a bit like the microorganism with the same name. The amoeba itself corresponds to the liquid phase, the bounded components of its complement to the gaseous phase and the unbounded components to the frozen phase. This insight has a lot of consequences for the statistics of dimer models and lead Okounkov and collaborators to beautiful results on interfaces with various boundary conditions [3], [5].

Such a precise and complete description of phase diagrams and shapes of interfaces is unprecedented in statistical mechanics.

6. Random surfaces

One useful interpretation of dimers is as models for random surfaces in three-dimensional space. In the simplest case one considers a model for a melting or dissolving cubic crystal in which at a corner some atoms are missing (see figure).

A melting crystal corner (left) and the relation between tilings and dimers (right).

Viewing the corner from the \((1,1,1)\) direction one sees a tiling of the plane by 60° rhombi, which is the same as a dimer configuration on a honeycomb lattice (each tile...
covers one dimer of the dimer configuration). In this simple model one gives the same probability for every configuration with given missing volume. If one lets the size of the cubes go to zero keeping the missing volume fixed, the probability measure concentrates on an a surface, the limit shape. More generally, every planar dimer model can be rephrased as a random surface model and limit shapes for more general crystal corner geometries can be defined. Kenyon, Okounkov and Sheffield show that the limit shape is given by the graph of (minus) the Ronkin function $R(x, y) = (2\pi i)^{-2} \int_{|z|=|w|=1} \log(P(e^x z, e^y w)) d\bar{z}d\bar{w}/zw$ of the spectral curve (in the case of the honeycomb lattice with equal weights, $P(z, w) = z + w + 1$). This function is affine on the complement of the amoeba and strictly convex on the amoeba. So the connected components of the complement of the amoeba are the projections of the facets of the melting crystal.

In addition to this surprising connection with real algebraic geometry, random surfaces of this type are essential in the GW/DT correspondence, see Section 3, as they arise in localization integrals for DT invariants of toric varieties.

7. The moduli space of Harnack curves

The notions used by Okounkov and collaborators in their study of dimer models arose in an independent recent development in real algebraic geometry. Their result bring a new probabilistic point of view in this classical subject.

In real algebraic geometry, unsurmountable difficulties already appear when one consider curves. The basic open question is the first part of Hilbert’s 16th problem: what are the possible topological types of a smooth curve in the plane given by a polynomial equation $P(z, w) = 0$ of degree $d$? Topological types up to degree 7 are known but very few general results are available. In a recent development in real algebraic geometry in the context of toric varieties the class of Harnack curves plays an important role and can be characterized in many equivalent way. In one definition, due to Mikhalkin, a Harnack curve is a curve such that the map to its amoeba is 2:1 over the interior, except at possible nodal points; equivalently, by a theorem of Mikhalkin and Rullgård, a Harnack curve is a curve whose amoeba has area equal to the area of the Newton polygon of the polynomial $P$. These equivalent properties determine the topological type completely.

Kenyon and Okounkov prove [4] that every Harnack curve is the spectral curve of some dimer model. They obtain an explicit parametrization of the moduli space of Harnack curves with fixed Newton polygon by weights of dimer models, and deduce in particular that the moduli spaces are connected.
8. Concluding remarks

Andrei Okounkov is a highly creative mathematician with both an exceptional breadth and a sense of unity of mathematics, allowing him to use and develop, with perfect ease, techniques and ideas from all branches of mathematics to reach his research objectives. His results not only settle important questions and open new avenues of research in several fields of mathematics, but they have the distinctive feature of mathematics of the very best quality: they give simple complete answers to important natural questions, they reveal hidden structures and new connections between mathematical objects and they involve new ideas and techniques with wide applicability.

Moreover, in addition to obtaining several results of this quality representing significant progress in different fields, Okounkov is able to create the ground, made of visions, intuitive ideas and techniques, where new mathematics appears. A striking example for this concerns the relation to physics: many important developments in mathematics of the last few decades have been inspired by high energy physics, whose intuition is based on notions often inaccessible to mathematics. Okounkov’s way of proceeding is to develop a mathematical intuition alternative to the intuition of high energy physics, allowing him and his collaborators to go beyond the mere verification of predictions of physicists. Thus, for example, in approaching the topological vertex of string theory, instead of stacks of D-branes and low energy effective actions we find mathematically more familiar notions such as localization and asymptotics of probability measures. As a consequence, the scope of Okounkov’s research programme goes beyond the context suggested by physics: for example the Maulik–Nekrasov–Okounkov–Pandharipande conjecture is formulated (and proved in many cases) in a setting which is much more general than the Calabi–Yau case arising in string theory.
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The work of Grigory Perelman

John Lott

Grigory Perelman has been awarded the Fields Medal for his contributions to geometry and his revolutionary insights into the analytical and geometric structure of the Ricci flow.

Perelman was born in 1966 and received his doctorate from St. Petersburg State University. He quickly became renowned for his work in Riemannian geometry and Alexandrov geometry, the latter being a form of Riemannian geometry for metric spaces. Some of Perelman’s results in Alexandrov geometry are summarized in his 1994 ICM talk [20]. We state one of his results in Riemannian geometry. In a short and striking article, Perelman proved the so-called Soul Conjecture.

Soul Conjecture (conjectured by Cheeger–Gromoll [2] in 1972, proved by Perelman [19] in 1994). Let $M$ be a complete connected noncompact Riemannian manifold with nonnegative sectional curvatures. If there is a point where all of the sectional curvatures are positive then $M$ is diffeomorphic to Euclidean space.

In the 1990s, Perelman shifted the focus of his research to the Ricci flow and its applications to the geometrization of three-dimensional manifolds. In three preprints [21], [22], [23] posted on the arXiv in 2002–2003, Perelman presented proofs of the Poincaré conjecture and the geometrization conjecture.

The Poincaré conjecture dates back to 1904 [24]. The version stated by Poincaré is equivalent to the following.

Poincaré conjecture. A simply-connected closed (= compact boundaryless) smooth 3-dimensional manifold is diffeomorphic to the 3-sphere.

Thurston’s geometrization conjecture is a far-reaching generalization of the Poincaré conjecture. It says that any closed orientable 3-dimensional manifold can be canonically cut along 2-spheres and 2-tori into “geometric pieces” [27]. There are various equivalent ways to state the conjecture. We give the version that is used in Perelman’s work.

Geometrization conjecture. If $M$ is a connected closed orientable 3-dimensional manifold then there is a connected sum decomposition $M = M_1 \# M_2 \# \cdots \# M_N$ such that each $M_i$ contains a 3-dimensional compact submanifold-with-boundary $G_i \subset M_i$ with the following properties:

1. $G_i$ is a graph manifold.
2. The boundary of $G_i$, if nonempty, consists of 2-tori that are incompressible in $M_i$. 
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3. $M_1 - G_1$ admits a complete finite-volume Riemannian metric of constant negative curvature.

In the statement of the geometrization conjecture, $G_i$ is allowed to be $\emptyset$ or $M_i$. (For example, if $M = S^3$ then we can take $M_1 = G_1 = S^3$.) The geometrization conjecture implies the Poincaré conjecture. Thurston proved that the geometrization conjecture holds for Haken 3-manifolds [27]. Background information on the Poincaré and geometrization conjectures is in [17].

Perelman’s papers have been scrutinized in various seminars around the world. At the time of this writing, the work is still being examined. Detailed expositions of Perelman’s work have appeared in [1], [16], [18].

1. The Ricci flow approach to geometrization

Perelman’s approach to the geometrization conjecture is along the lines of the Ricci flow strategy developed by Richard Hamilton. In order to put Perelman’s results in context, we give a brief summary of some of the earlier work. A 1995 survey of the field is in [12].

If $M$ is a manifold and $\{g(t)\}$ is a smooth one-parameter family of Riemannian metrics on $M$ then the Ricci flow equation is

$$\frac{dg}{dt} = -2 \text{Ric.}$$

(1)

It describes the time evolution of the Riemannian metric. The right-hand side of the equation involves the Ricci tensor $\text{Ric}$ of $g(t)$. We will write $(M, g(\cdot))$ for a Ricci flow solution.

Ricci flow was introduced by Hamilton in 1982 in order to prove the following landmark theorem.

Positive Ricci curvature ([7]). Any connected closed 3-manifold $M$ that admits a Riemannian metric of positive Ricci curvature also admits a Riemannian metric of constant positive sectional curvature.

A connected closed 3-dimensional Riemannian manifold with constant positive sectional curvature is isometric, up to scaling, to the quotient of the standard round 3-sphere by a finite group that acts freely and isometrically on $S^3$. In particular, if $M$ is simply-connected and admits a Riemannian metric of positive Ricci curvature then $M$ is diffeomorphic to $S^3$. The idea of the proof of the theorem is to run the Ricci flow, starting with the initial metric $g(0)$ of positive Ricci curvature. The Ricci flow will go singular at some finite time $T$, caused by the shrinking of $M$ to a point. As time approaches $T$, if one continually rescales $M$ to have constant volume then the rescaled sectional curvatures become closer and closer to being constant on $M$. 
In the limit, one obtains a Riemannian metric on $M$ with constant positive sectional curvature.

Based on Hamilton’s result, Hamilton and S.-T. Yau developed a program to attack the Poincaré conjecture using Ricci flow. The basic idea was to put an arbitrary initial Riemannian metric on the closed 3-manifold, run the Ricci flow and analyze the evolution of the metric.

Profound results about Ricci flow were obtained over the years by Hamilton and others. Among these results are the Hamilton–DeTurck work on the existence and uniqueness of Ricci flow solutions [6], [7], Hamilton’s maximum principle for Ricci flow solutions [8], the Hamilton–Chow analysis of Ricci flow on surfaces [4], [9], Shi’s local derivative estimates [25], Hamilton’s differential Harnack inequality for Ricci flow solutions with nonnegative curvature operator [10], Hamilton’s compactness theorem for Ricci flow solutions [11] and the Hamilton–Ivey curvature pinching estimate for three-dimensional Ricci flow solutions [12, Theorem 24.4],[15]. We state one more milestone result of Hamilton, from 1999.

**Nonsingular flows** ([14]). Suppose that the normalized Ricci flow on a connected closed orientable 3-manifold $M$ has a smooth solution that exists for all positive time and has uniformly bounded sectional curvatures. Then $M$ satisfies the geometrization conjecture.

The normalized Ricci flow is a variant of the Ricci flow in which the volume is kept constant. The above result clearly showed that Ricci flow was a promising approach to the geometrization conjecture. The remaining issues were to remove the assumption that the Ricci flow solution is smooth for all positive time, and the a priori bound on the sectional curvature.

Regarding the smoothness issue, many 3-dimensional solutions of the Ricci flow equation (1) encounter a singularity within a finite time. One example of a singularity is a standard neckpinch, in which a cross-sectional 2-sphere $\{0\} \times S^2$ in a topological neck $((-1, 1) \times S^2) \subset M$ shrinks to a point in a finite time. Hamilton introduced the idea of performing a surgery on a neckpinch [13]. At some time, one removes a neighborhood $(-c, c) \times S^2$ of the shrinking 2-sphere and glues three-dimensional balls onto the ensuing boundary 2-spheres $\{-c\} \times S^2$ and $\{c\} \times S^2$. After the surgery operation the topology of the manifold has changed, but in a controllable way, since the presurgery manifold can be recovered from the postsurgery manifold by connected sums. One then lets the postsurgery manifold evolve by Ricci flow. If one encounters another neckpinch singularity then one performs a new surgery, lets the new manifold evolve, etc.

One basic issue was to show that if the Ricci flow on a closed 3-manifold $M$ encounters a singularity then an entire connected component disappears or there are nearby 2-spheres on which to do surgery. To attack this, Hamilton initiated a blowup analysis for Ricci flow [12, Section 16]. It is known that singularities arise from curvature blowups [7]. That is, if a Ricci flow solution exists on a maximal time interval $[0, T)$, with $T < \infty$, then $\lim_{t \to T-} \sup_{x \in M} |\text{Riem}(x,t)| = \infty$, where Riem
denotes the sectional curvatures. Suppose that \( \{(x_i, t_i)\}_{i=1}^{\infty} \) is a sequence of spacetime points with \( \lim_{i \to \infty} |\text{Riem}(x_i, t_i)| = \infty \). In order to understand the geometry of the Ricci flow solution as one approaches the singularity time, one would like to spatially expand around \((x_i, t_i)\) by a factor of \( |\text{Riem}(x_i, t_i)|^{\frac{1}{2}} \) and take a convergent subsequence of the ensuing geometries as \( i \to \infty \). In fact, if one also expands the time coordinate by \( |\text{Riem}(x_i, t_i)| \) then one can consider taking a subsequence of rescaled Ricci flow solutions, that converges to a limit Ricci flow solution \((M_\infty, g_\infty(\cdot))\).

Hamilton’s compactness theorem [11] gives sufficient conditions to extract a convergent subsequence. Roughly speaking, on the rescaled solutions one needs uniform curvature bounds on balls and a uniform lower bound on the injectivity radius at \((x_i, t_i)\). One can get the needed curvature bounds by carefully choosing the blowup points \((x_i, t_i)\). However, before Perelman’s work, the needed injectivity radius bound was not available in full generality.

If the blowup limit \((M_\infty, g_\infty(\cdot))\) exists then it is a nonflat ancient solution, meaning that it is defined for \( t \in (\infty, 0] \). The manifold \( M_\infty \) may be compact or noncompact. In the three-dimensional case, Hamilton–Ivey pinching implies that for each \( t \in (\infty, 0] \), the time-\( t \) slice \((M_\infty, g_\infty(t))\) has nonnegative sectional curvature. Thus the possible blowup limits are very special. Hamilton gave detailed analyses of various singularity models [12, Section 26]. One troublesome possibility, the so-called \( \mathbb{R} \times \text{cigar soliton} \) ancient solution, could not be excluded. If this particular solution occurred in a blowup limit then it would be problematic for the surgery program, as there would be no evident 2-spheres along which to do surgery. Hamilton conjectured [12, Section 26] that the \( \mathbb{R} \times \text{cigar soliton} \) solution could be excluded by means of a suitable generalization of the “little loop lemma” [12, Section 15].

In addition, there was the issue of showing that any point of high curvature in the original Ricci flow solution on \([0, T)\) has a neighborhood that is indeed modeled by a blowup limit.

2. No local collapsing theorem

Perelman’s first breakthrough in Ricci flow, the no local collapsing theorem, removed two major stumbling blocks in the program to prove the geometrization of three-dimensional manifolds using Ricci flow. It allows one to take blowup limits of finite time singularities and it shows that the \( \mathbb{R} \times \text{cigar soliton} \) solution cannot arise as a blowup limit.

No local collapsing theorem ([21]). Let \( M \) be a closed \( n \)-dimensional manifold. If \((M, g(\cdot))\) is a given Ricci flow solution that exists on a time interval \([0, T)\), with \( T < \infty \), then for any \( \rho > 0 \) there is a number \( \kappa > 0 \) with the following property. Suppose that \( r \in (0, \rho) \) and let \( B_t(x, r) \) be a metric \( r \)-ball in a time-\( t \) slice. If the sectional curvatures on \( B_t(x, r) \) are bounded in absolute value by \( \frac{1}{r^2} \) then the volume of \( B_t(x, r) \) is bounded below by \( \kappa r^n \).
Perelman expresses the conclusion of the no local collapsing theorem by saying that the Ricci flow solution is “$\kappa$-noncollapsed at scales less than $\rho$”. The theorem says that after rescaling the metric ball to have radius one, if the sectional curvatures of the rescaled ball are bounded in absolute value by one then the volume of the rescaled ball is bounded below by $\kappa$. This lower bound on the volume is a form of noncollapsing. The theorem is scale-invariant, except for the condition that $r$ should be less than the scale $\rho$.

Perelman proves his no local collapsing theorem using new monotonic quantities for Ricci flows, which he calls the $W$-functional and the reduced volume $\tilde{V}$. Expressions that are time-nondecreasing under the Ricci flow, loosely known as entropies, were known to be potentially useful tools; for example, such an entropy was used in the two-dimensional case in [9]. However, no relevant entropies were previously known in higher dimensions. Perelman’s entropy functionals arise from a new and profound understanding of the underlying structure of the Ricci flow equation. The method of proof of the no local collapsing theorem is to show that a local collapsing contradicts the monotonicity of the entropy.

The significance of the no local collapsing theorem is that under a curvature assumption, it implies a lower bound on the injectivity radius at $x$, using [3]. This is what one needs in order to extract blowup limits. Any blowup limit $(M_\infty, g_\infty(t))$ will be a nonflat ancient solution which, from the no local collapsing theorem, is $\kappa$-noncollapsed at all scales. If such an ancient solution additionally has nonnegative curvature operator and bounded curvature (which will be the case for three-dimensional blowup limits) then Perelman calls it a $\kappa$-solution.

Hereafter we assume that $M$ is an orientable three-dimensional manifold. Perelman gives the following classification of $\kappa$-solutions.

Three-dimensional $\kappa$-solutions ([21], [22]). Any three-dimensional orientable $\kappa$-solution $(M_\infty, g_\infty(\cdot))$ falls into one of the following types:

(a) $(M_\infty, g_\infty(\cdot))$ is a finite isometric quotient of the round shrinking 3-sphere.
(b) $M_\infty$ is diffeomorphic to $S^3$ or $\mathbb{R}P^3$.
(c) $(M_\infty, g_\infty(\cdot))$ is the standard shrinking $\mathbb{R} \times S^2$ or its $\mathbb{Z}_2$-quotient $\mathbb{R} \times \mathbb{Z}_2 S^2$.
(d) $M_\infty$ is diffeomorphic to $\mathbb{R}^3$ and, after rescaling, each time slice is asymptotically necklike at infinity.

In particular, Perelman shows that the $\mathbb{R} \times$ cigar soliton ancient solution cannot arise as a blowup limit (as there is no $\kappa > 0$ for which it is $\kappa$-noncollapsed at all scales), thereby realizing Hamilton’s conjecture.

Perelman’s main use of $\kappa$-solutions is to model the high-curvature regions of a Ricci flow solution. By means of a sophisticated version of the blowup analysis, he proves the following result, which we state in a qualitative form.

Canonical neighborhoods ([21]). Given $T < \infty$, if $(M, g(\cdot))$ is a nonsingular Ricci flow on a closed orientable 3-manifold $M$ that is defined for $t \in [0, T)$ then any region
of high scalar curvature is modeled, after rescaling, by the corresponding region in a three-dimensional $\kappa$-solution.

Perelman’s first Ricci flow paper [21] concludes by showing that if the Ricci flow on a closed orientable 3-manifold $M$ has a smooth solution that exists for all positive time then $M$ satisfies the geometrization conjecture. There is no a priori curvature assumption. The proof of this result uses the long-time analysis described in Section 4.

3. Ricci flow with surgery

Perelman’s second Ricci flow paper [22] is a technical tour de force. He constructs a surgery algorithm to handle Ricci flow singularities. There are several issues involved in setting up a surgery algorithm. The most basic issue is to know that if the Ricci flow encounters a singularity then a connected component disappears or there are 2-spheres along which one can perform surgery, with control on the topology of the excised regions. This is an issue about the geometry of the Ricci flow near a singularity. For the first singularity time, it is handled by the above canonical neighborhood theorem. A second issue is to perform the surgery so as to not ruin the Hamilton–Ivey pinching condition on the curvature. A third issue is to show that surgery times do not accumulate. If surgery times accumulate then one may never get to a sufficiently large time to draw any topological conclusions.

Hereafter we consider a Ricci flow $(M, g(\cdot))$ on a connected closed oriented 3-manifold. With $T$ being the first singularity time (if there is one), Perelman defines $\Omega_1$ to be the points in $M$ where the scalar curvature $R$ stays bounded up to time $T$, i.e. $M - \Omega = \{x \in M : \lim_{t\to T^-} R(x, t) = \infty\}$. Here $\Omega$ is an open subset of $M$. The next result gives the topology of $M$ if the scalar curvature blows up everywhere.

Components that go extinct ([22]). If $\Omega = \emptyset$ then $M$ is diffeomorphic to a finite isometric quotient $S^3 / \Gamma$ of the round 3-sphere, to $S^1 \times S^2$ or to $\mathbb{Z}_2 \times S^2 = \mathbb{RP}^3 \# \mathbb{RP}^3$.

Now suppose that the scalar curvature blows up somewhere but not everywhere, i.e. $\Omega \neq \emptyset$. Perelman’s surgery procedure involves going up to the singularity time $T$ and then trimming off horns. More precisely, there is a limiting time-$T$ metric $\bar{g}$ on $\Omega$, with scalar curvature function $\bar{R}$. For a small number $\rho > 0$, the part of $\Omega$ where the scalar curvature is not too big is $\Omega_\rho = \{x \in \Omega : \bar{R}(x) \leq \rho^{-2}\}$, a compact subset of $M$. The connected components of $\Omega$ can be divided into those that intersect $\Omega_\rho$ and those that do not. The connected components of $\Omega$ that do not intersect $\Omega_\rho$ have uniformly large scalar curvature and are discarded. Using the canonical neighborhood theorem, Perelman shows that if a connected component of $\Omega$ intersects $\Omega_\rho$, then it has a finite number of ends, each being a so-called “$\epsilon$-horn”. The latter statement means that the scalar curvature goes to infinity as one exits the end, and in addition if $x$ is a point in the $\epsilon$-horn then after expanding the metric to make the scalar curvature
at $x$ equal to one, there is a neighborhood of $x$ in $\Omega$ that is geometrically close to a cylinder $(-\varepsilon^{-1}, \varepsilon^{-1}) \times S^2$. (Here $\varepsilon$ is a fixed small number.) The surgery procedure consists of cutting each such $\varepsilon$-horn along one of these cross-sectional 2-spheres and gluing in a 3-ball.

If one does the surgery in this way then one has control on how the topology changes. Indeed, the presurgery manifold is recovered from the postsurgery manifold by taking connected sums of components, along with some possible additional connected sums with a finite number of $S^1 \times S^2$ or $\mathbb{R} P^3$ factors. (The $S^1 \times S^2$ factors come from surgeries that do not disconnect $M$. The $\mathbb{R} P^3$ factors can arise from connected components of $\Omega$ that were thrown away.) One can guarantee that the surgery preserves the Hamilton–Ivey curvature pinching condition by carefully prescribing the geometric way that the 3-ball is glued, following [13].

One can then run the Ricci flow, starting from the postsurgery manifold, up to the next singularity time $T'$ (if there is one). However, if one wants to do surgery at time $T'$ then one must find the 2-spheres along which to cut. The main problem is that the earlier surgeries could invalidate the conclusion of the canonical neighborhood theorem on $[0, T')$. The proof of the canonical neighborhood theorem in turn relied on the no local collapsing theorem.

One ingredient of Perelman’s resolution of this problem is to perform surgery sufficiently far down in the $\varepsilon$-horns. In effect, there is a self-improvement phenomenon as one goes down the horn. Perelman shows that for any $\delta > 0$, if a point $x$ is in an $\varepsilon$-horn as before, and is sufficiently deep within the horn, then after rescaling to make the scalar curvature at $x$ equal to one, there is a neighborhood of $x$ that is geometrically close to a cylinder $(-\delta^{-1}, \delta^{-1}) \times S^2$. Hence one can ensure that the surgeries are done within cylinders that are very long relative to the cross-section. This turns out to be a key to extending the no local collapsing theorem to the case when there are intervening surgeries within the time interval. To summarize, Perelman proves the following technically difficult theorem.

**Surgery algorithm ([22]).** The surgery parameters can be chosen so that there is a well-defined Ricci-flow-with-surgery.

The statement means that the Ricci-flow-with-surgery exists for all time. (It is not excluded that at some finite time the remaining manifold becomes the empty set.) Perelman’s proof is quite intricate and uses an induction on the time interval. In addition, for a given induction step, i.e. on a given time interval, he uses a contradiction argument to show that the surgery parameters can be chosen so as to ensure that versions of the no local collapsing theorem and the canonical neighborhood theorem hold on the time interval, despite possible intervening surgeries.

Volume considerations show that only a finite number of surgeries occur on a finite time interval; any surgery within the time interval removes a definite amount of volume, but there is only so much volume available for removal.
4. Long-time behavior

Once one has the Ricci-flow-with-surgery, in order to obtain topological information about the original manifold one needs to analyze the long-time behavior. One special case is when there is a finite extinction time, i.e. the manifold in the Ricci-flow-with-surgery becomes the empty set at some finite time. Using his characterization of components that go extinct and analyzing the topology change caused by surgeries, Perelman gives the possible topology of a manifold whose Ricci flow has a finite extinction time.

**Finite extinction time** ([22]). If a Ricci-flow-with-surgery starting from $M$ has a finite extinction time then $M$ is diffeomorphic to a connected sum of finite isometric quotients of the round $S^3$ and copies of $S^1 \times S^2$.

In his third Ricci flow paper [23], Perelman goes further and uses minimal disk arguments to give a condition that ensures a finite extinction time; see also [5].

**No aspherical factors** ([23]). If the Kneser–Milnor prime decomposition of $M$ does not have any aspherical factors then a Ricci-flow-with-surgery starting with any initial Riemannian metric on $M$ has a finite extinction time.

When put together, the above two steps give the topological possibilities for a connected closed orientable 3-manifold $M$ whose prime decomposition does not have any aspherical factors. In particular, if $M$ is simply-connected then the above two steps say that $M$ is diffeomorphic to a connected sum of 3-spheres, and hence is diffeomorphic to the 3-sphere.

In the general case when the Ricci-flow-with-surgery may not have a finite extinction time, the goal is to show that as time goes on, one sees the desired decomposition of the geometrization conjecture. There could be an infinite number of total surgeries. At the time of this writing it is not known whether this actually happens. Perelman had the insight that one can draw topological conclusions nevertheless.

Let $M_t$ be a connected component of the time-$t$ manifold. (If $t$ is a surgery time then we consider the postsurgery manifold.) If $M_t$ admitted any metric with nonnegative scalar curvature then it would be flat or the corresponding Ricci flow would have finite extinction time, in which case the topology is understood. So we can assume that $M_t$ carries no metric with nonnegative scalar curvature. Consider hereafter the metric $\hat{g}(t) = \frac{1}{t} g(t)$ on $M_t$. Perelman defines the “thick” part of $M_t$ as follows. Given $x \in M_t$, let the intrinsic scale $\rho(x, t)$ be the radius $\rho$ such that $\inf_{B(x, \rho)} \text{Riem} = -\rho^{-2}$, where Riem is the sectional curvature of $\hat{g}(t)$. For any $w > 0$, the $w$-thick part of $M_t$ is given by $M^+(w, t) = \{ x \in M_t : \text{vol}(B(x, \rho(x, t))) > w \rho(x, t)^3 \}$. It is not excluded that $M^+(w, t) = \emptyset$ or $M^+(w, t) = M_t$.

By definition, one has a lower curvature bound on the ball $B(x, \rho(x, t))$. Perelman shows by a subtle argument that for large $t$, if $x$ is in the $w$-thick part $M^+(w, t)$ then $B(x, \rho(x, t))$ actually has an effective upper curvature bound. Adapting arguments from [13], he then shows that for any $w > 0$, as time goes on, $M^+(w, t)$ approaches the
$w$-thick part of a hyperbolic manifold whose cuspidal tori, if any, are incompressible in $M_t$. On the other hand, if $w$ is small and $x$ is not in the $w$-thick part then the ball $B(x, \rho(x, t))$ has a lower curvature bound and a relatively small volume compared to $\rho(x, t)^3$. From Perelman’s earlier work in collapsing theory, he knew that 3-manifolds which are locally volume collapsed, with respect to a lower curvature bound, are graph manifolds. Putting this together, Perelman is able to achieve the remarkable feat of realizing the hyperbolic/graph dichotomy, without making any \textit{a priori} curvature assumptions.

**Hyperbolic pieces** ([22]). Given the Ricci-flow-with-surgery, there are a finite collection $\{(H_i, x_i)\}_{i=1}^k$ of complete pointed finite-volume Riemannian 3-manifolds of constant sectional curvature $-\frac{1}{4}$, a decreasing function $\alpha(t)$ tending to zero and a family of maps $f_t: \bigcup_{i=1}^k B(x_i, \frac{1}{\alpha(t)}) \to M_t$ such that for large $t$,

1. $f_t$ is $\alpha(t)$-close to being an isometry.
2. The image of $f_t$ contains $M^+(\alpha(t), t)$.
3. The image under $f_t$ of a cuspidal torus of $\{H_i\}_{i=1}^k$ is incompressible in $M_t$.

That is, for large $t$, the $\alpha(t)$-thick part of $M_t$ is well approximated by the corresponding subset of $\bigcup_{i=1}^k H_i$. The remainder of $M_t$ is highly collapsed with respect to a local lower curvature bound.

**Graph manifold pieces** ([22], [26]). Let $Y_t$ be the truncation of $\bigcup_{i=1}^k H_i$ obtained by removing horoballs at distance approximately $\frac{1}{2\alpha(t)}$ from the basepoints $x_i$. Then for large $t$, $M_t - f_t(Y_t)$ is a graph manifold.

The above two steps, along with the fact that the components that go extinct are graph manifolds, and the fact that presurgery manifolds can be reconstructed from postsurgery manifolds via connected sums, imply the geometrization conjecture.

Grigory Perelman has revolutionized the fields of geometry and topology. His work on Ricci flow is a spectacular achievement in geometric analysis. Perelman’s papers show profound originality and enormous technical skill. We will certainly be exploring Perelman’s ideas for many years to come.
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The work of Terence Tao

Charles Fefferman

Mathematics at the highest level has several flavors. On seeing it, one might say:

(A) What amazing technical power!
(B) What a grand synthesis!
(C) How could anyone not have seen this before?
(D) Where on earth did this come from?

The work of Terence Tao encompasses all of the above. One cannot hope to capture its extraordinary range in a few pages. My goal here is simply to exhibit a few contributions by Tao and his collaborators, sufficient to produce all the reactions (A) . . . (D). I shall discuss the Kakeya problem, nonlinear Schrödinger equations and arithmetic progressions of primes.

Let me start with a vignette from Tao’s work on the Kakeya problem, a beautiful and fundamental question at the intersection of geometry and combinatorics. I shall state the problem, comment briefly on its significance and history, and then single out my own personal favorite result, by Nets Katz and Tao.

The original Kakeya problem was to determine the least possible area of a plane region inside which a needle of length 1 can be turned a full 360 degrees. Besicovitch and Pál showed that the area can be taken arbitrarily small.

In its modern form, the Kakeya problem is to estimate the fractal dimension of a “Besicovitch set” \( E \subset \mathbb{R}^n \), i.e., a set containing line segments of length 1 in all directions.

There are several relevant notions of “fractal dimension”. Here, let us use the Minkowski dimension, defined in terms of coverings of \( E \) by small balls of a fixed radius \( \delta \). The Minkowski dimension is the infimum of all \( \beta \) such that, for small \( \delta \), \( E \) can be covered by \( \delta^{-\beta} \) balls of radius \( \delta \). We want to prove that any Besicovitch set \( E \subset \mathbb{R}^n \) has Minkowski dimension at least \( \beta(n) \), with \( \beta(n) \) as large as possible. (Perhaps \( \beta(n) = n \).)

Regarding the central importance of this problem, perhaps it is enough to say that it is intimately connected with the multiplier problem for Fourier transforms, and with the restriction of Fourier transforms to hypersurfaces; these in turn are closely connected with non-linear PDE via Strichartz estimates and their variants. There are also connections with other hard, interesting problems in combinatorics.

Let me sketch some of the history of the problem over the last 30 years. The basic result of the 1970s is that \( \beta(2) = 2 \). (This is due to Davies, and is closely related
to the early work of A. Córdoba. See [7], [8]. In the 1980s, Drury [9] showed that $\beta(n) \geq \frac{n+1}{2}$ for $n \geq 3$. (See also Christ et al [4].)

Then, about 1990, J. Bourgain and, shortly afterwards, T. Wolff discovered that Besicovitch sets of small fractal dimension have geometric structure (they contain "bouquets" and "hairbrushes"). During the 1990s, Bourgain also discovered a connection between the Kakeya problem and Gowers’ work on the Balog–Szemerédi theorem from combinatorics. These insights led to small, hard-won improvements in the value of $\beta(n)$. The work looks deep and forbidding. See [1], [2], [24].

The connection with Gowers’ work arises in the following result. (We write $\#(S)$ for the number of elements of a set $S$.)

**Deep Theorem** (Bourgain, using ideas from Gowers’ improvement of Balog–Szemerédi). Let $A, B$ be subsets of an abelian group, and let $G \subset A \times B$. Assume that $\#(A), \#(B),$ and $\#\{a + b : (a, b) \in G\}$ are at most $N$. Then $\#\{a - b : (a, b) \in G\} \leq CN^{2-1/13}$, for a universal constant $C$.

The point is that one improves on the trivial bound $N^2$. From the Deep Theorem, one quickly obtains a result on $\beta(n)$ by slicing the set $E$ with three parallel hyperplanes $H, H', H''$, with $H''$ halfway between $H$ and $H'$.

Enter Nets Katz and Terence Tao, who proved the following result in 1999.

**Little Lemma.** Under the assumptions of the Deep Theorem, we have $\#\{a - b : (a, b) \in G\} \leq CN^{2-1/6}$, for a universal constant $C$.

Note that the Little Lemma is strictly sharper than the Deep Theorem. Nevertheless, its proof takes only a few pages, and can be understood by a bright high-school student. After reading the proof, one has not the faintest clue where the idea came from (see (D)).

The Little Lemma and its refinements led to the estimate $\beta(n) \geq \frac{4n+3}{n}$ for the Kakeya problem, which at the time was the best result known for $n > 8$. In high dimensions, the high-school accessible paper [18] went further than all the deep, forbidding work that came before it. Since then, there has been further progress, with Nets Katz, Izabella Łaba, and Terence Tao playing a leading rôle. The subject still looks deep and forbidding. In particular, regarding (A), let me refer the reader to the tour-de-force [17] by these authors.

Unfortunately, the complete solution to the Kakeya problem still seems far away.

Next, I shall discuss “interaction Morawetz estimates”. This simple idea, with profound consequences for PDE, was discovered by the “I-Team”: J. Colliander, M. Keel, G. Staffilani, H. Takaoka, and Terence Tao. Let me start with the 3D non-linear Schrödinger equation (NLS):

$$i \partial_t u + \Delta_x u = \pm |u|^{p-1}u, \quad u(x, 0) = u_0(x) \text{ given,}$$

(1)

where $u$ is a complex-valued function of $(x, t) \in \mathbb{R}^3 \times \mathbb{R}$, and $p > 1$ is given.
This equation is important in physics and engineering. For instance, it describes the propagation of light in a fiber-optic cable. The behavior of solutions of (1) depends strongly on the ± sign and on the value of $p$. In particular, the minus sign is “focussing”, and we may expect solutions of (1) to develop singularities; while the plus sign is “defocussing”, and we expect solutions of (1) to spread out over large regions of space, as $t \to \pm \infty$. In the defocussing case, the non-linear term in (1) should eventually become negligibly small, and the solution of (1) ought to behave like a solution of the (linear) free Schrödinger equation $(i\partial_t + \Delta_x)u = 0$. From now on, we restrict attention to the defocussing case.

We note two obvious conserved quantities for (1): the “mass” $\int_{\mathbb{R}^3} |u(x, t)|^2 \, dx$, and the energy,

$$E = \frac{1}{2} \int_{\mathbb{R}^3} |\nabla_x u(x, t)|^2 \, dx + \frac{1}{p + 1} \int_{\mathbb{R}^3} |u(x, t)|^{p+1} \, dx.$$

How can we prove that solutions of (1) spread out for large time? A fundamental tool is the Morawetz estimate. C. Morawetz first discovered this wonderful, simple idea for the non-linear Klein–Gordon equation. Let me describe it here for cubic 3D NLS, i.e., for equation (1) with $p = 3$. There, the Morawetz estimate asserts that

$$\int_0^T \int_{\mathbb{R}^3} \frac{|u(x, t)|^4}{|x|} \, dx \, dt \leq C \sup_{0 \leq t \leq T} \| (-\Delta)^{1/4} u(\cdot, t) \|^2_{L^2(\mathbb{R}^3)},$$

(2)

for any $T > 0$ and any solution of (1).

The good news is that (2) instantly shows that $u$ must eventually become small in any given bounded region of space. (If not, then the left-hand side of (2) grows linearly in $T$ as $T \to \infty$, while the right-hand side of (2) remains bounded, thanks to conservation of mass and energy.)

The bad news is that (2) does not rule out a scenario in which $u(x, t)$ remains concentrated near a moving center $x = x_0(t)$. The trouble is that the weight function $\frac{1}{|x|}$ is concentrated near $x = 0$, whereas $u(\cdot, t)$ may be concentrated somewhere else.

The I-Team found an amazingly simple and straightforward way to overcome the bad news. Let me sketch the idea, starting with the classic proof of (2). To derive (2), we start with the quantity

$$M_0(t) = \text{Im} \int_{\mathbb{R}^3} \overline{u(x, t)} \cdot \left[ \frac{x}{|x|} \cdot \nabla_x u(x, t) \right] \, dx.$$  

(3)

On one hand, $M_0(t)$ is controlled by the right-hand side of (2), when $0 \leq t \leq T$. On the other hand, a computation using (1) shows that

$$\frac{d}{dt} M_0(t) = 4\pi^2 |u(0, t)|^2 + 2 \int_{\mathbb{R}^3} \nabla_{\Omega} u(x, t) |^2 \frac{dx}{|x|} + \int_{\mathbb{R}^3} \frac{|u(x, t)|^4}{|x|} \, dx,$$

(4)

where $\nabla_{\Omega}$ denotes the angular part of the gradient.
The Morawetz estimate (2) follows at once. The I-Team simply replaced $M_0(t)$ by a weighted average of translates,

$$M(t) = \int_{\mathbb{R}^3} M_y(t) |u(y, t)|^2 \, dy,$$

where

$$M_y(t) = \text{Im} \int_{\mathbb{R}^3} \bar{u}(x, t) \cdot \left[ \frac{x - y}{|x - y|} \cdot \nabla_x u(x, t) \right] \, dx.$$

This puts the greatest weight on those $y \in \mathbb{R}^3$ where $u(y, t)$ lives – an eminently sensible idea.

Starting with $M(t)$ and proceeding more or less as in the proof of the Morawetz estimate, one obtains easily the Interaction Morawetz Estimate.

$$\int_0^T \int_{\mathbb{R}^3} |u(x, t)|^4 \, dx \, dt \leq C \left\| u(\cdot, 0) \right\|_{L^2(\mathbb{R}^3)}^2 \sup_{0 \leq t \leq T} \left\| (-\Delta)^{1/4} u(\cdot, t) \right\|_{L^2(\mathbb{R}^3)}^2.$$

Again, the right-hand side is bounded for large $T$, thanks to conservation of mass and energy. This time however, the left-hand side grows linearly in $T$, even if our solution is concentrated in a moving ball. The I-Team has overcome the bad news. They made it look effortless. Why did no one think of it before? (See (C).)

Observe that the right-hand side of (5) is much weaker than the energy; we need only half an $x$-derivative, as opposed to a full gradient. The original purpose of the interaction Morawetz estimate was to derive global existence for cubic defocusing 3D NLS in Sobolev spaces in which the energy may be infinite. That is a big achievement (see [6]), but I will not discuss it further here, except to point out that the proof involves additional ideas and formidable work.

Instead, let me say a few words about the defocusing quintic 3D NLS, i.e., the case $p = 5$ of equation (1). This equation is particularly natural and deep, because it is critical for the energy. One knows that finite-energy initial data lead to solutions for a short time, and that small-energy initial data lead to global solutions. The challenge is to prove global existence for initial data with large, finite energy.

To appreciate the difficulty of the problem, we have only to turn to the tour-de-force [3] by J. Bourgain, solving the problem in the radially symmetric case. The general case is an order of magnitude harder; a singularity can form only at the origin in the radial case, but it may form anywhere in the general case. The I-Team settled the general case using a version of the interaction Morawetz estimate for quintic NLS (with cutoffs, which unfortunately greatly complicate the analysis). This is natural, since in a sense one must overcome the same bad news as before. Their result [5] is as follows.
Theorem. Take $p = 5$ in the defocussing case in (1). Then, for any finite-energy initial data $u_0$, there is a global solution $u(x, t)$ of NLS. If $u_0$ belongs to $H^s$ with $s > 1$, then $u(\cdot , t)$ also belongs to $H^s$ for all $t$. Moreover, there exist solutions $u_{\pm}$ of the free Schrödinger equation, such that

$$\int_{\mathbb{R}^3} |\nabla_x (u(x, t) - u_{\pm}(x, t))|^2 \, dx$$

tends to zero as $t$ tends to $\pm \infty$.

I will not try to describe their proof, except to say that they use an interaction Morawetz estimate with cutoffs, along with ideas from Bourgain [3], especially the "induction on energy", as well as other ideas that I cannot begin to describe here. The details are highly formidable; see (A).

We come now to Tao's great joint paper ([16]; see also Green [15]) with Ben Green, in which they prove the following result. Here again, $\#(S)$ denotes the number of elements of a set $S$.

Theorem GT. There exist arbitrarily long arithmetic progressions of primes. More precisely, given $k \geq 3$, there exist constants $c(k) > 0$ and $N_0(k) \geq 1$, such that for any $N > N_0(k)$, we have $\#(k\text{-term arithmetic progressions among the primes less than } N) > \frac{c(k)}{(\log N)^k} \cdot N^2$.

The lower bound here agrees in order of magnitude with a natural guess. (Green and Tao are currently working on a more precise result, with an optimal $c(k)$.)

To convey something of the range and depth of the ideas in the proof, let me start with the classic theorem of Szemerédi on sets of positive density. Here, $\mathbb{Z}_N$ denotes the cyclic group of order $N$.

Theorem Sz 1. Given $k$ and $\delta$, we have for large enough $N$ that any subset $E \subset \mathbb{Z}_N$ with $\#(E) > \delta \cdot N$ contains an arithmetic progression of length $k$.

Szemerédi’s theorem also gives a lower bound for the number of $k$-term progressions in $E$. (See [23].) It is convenient to speak of functions $f$ rather than sets $E$. (One obtains Theorem Sz 1 from Theorem Sz 2 below, simply by taking $f$ to be the indicator function of $E$.) Thus, Szemerédi’s theorem may be rephrased as follows.

Theorem Sz 2. Given $k$, $\delta$, the following holds for large enough $N$. Let $f : \mathbb{Z}_N \to \mathbb{R}$, with $0 \leq f(x) \leq 1$ for all $x$, and with

1. $\text{Av}_{x \in \mathbb{Z}_N} f(x) > \delta$.

Then

2. $\text{Av}_{x, r \in \mathbb{Z}_N} \{ f(x) \cdot f(x + r) \ldots f(x + (k - 1)r) \} \geq c(k, \delta) > 0$, where $c(k, \delta)$ depends only on $k, \delta$ (and not on $N$ or $f$).
(In (1), (2) and similar formulas, “Av” denotes the mean.)

In Theorems Sz 1 and 2, δ stays fixed as N grows. If instead we could take δ ~ 1/\log N, then the Green–Tao theorem would follow. However, such an improvement of Theorems Sz 1, 2 seems utterly out of reach, and may be false.

There are three very different proofs of Theorems Sz 1, 2; they are due to Szemerédi [21], Furstenberg [10], and Gowers [14]. Without doing justice to the remarkable ideas in these arguments, let me just say that Szemerédi used combinatorics, Furstenberg used ergodic theory, and Gowers used (non-linear) Fourier analysis. It is hard to see anything in common in these three proofs. In a sense, the Green–Tao paper synthesizes them all, by quoting Theorem Sz 2 and using ideas that go back to the proofs of Furstenberg and Gowers. See (B).

Green and Tao prove a powerful extension of Theorem Sz 2, in which the hypothesis 0 ≤ f(x) ≤ 1 is replaced by 0 ≤ f(x) ≤ v(x) for a suitable non-negative weight function v(x). The function v(x) is assumed to satisfy three conditions, which we describe crudely here.

- \( Av_{x \in \mathbb{Z}_N} v(x) = 1. \)
- We assume an upper bound on the quantity
  \[
  Av_{\vec{x} = (x_1, \ldots, x_t) \in (\mathbb{Z}_N)^t} \left\{ \prod_{i=1}^{m} v(\lambda_i(\vec{x})) \right\}
  \]
  for certain affine functions \( \lambda_1, \ldots, \lambda_m : (\mathbb{Z}_N)^t \rightarrow \mathbb{Z}_N. \)
- For any \( h_1, \ldots, h_m \in \mathbb{Z}_N, \) we assume that
  \[
  Av_{x \in \mathbb{Z}_N} \{ v(x + h_1) \ldots v(x + h_m) \} \leq \sum_{i \neq j} \tau_m(h_i - h_j),
  \]
  for a function \( \tau_m : \mathbb{Z}_N \rightarrow \mathbb{R} \) that satisfies
  \[
  Av_{h \in \mathbb{Z}_N} \{ (\tau_m(h))^q \} \leq C(m, q)
  \]
  for any \( q. \)

Such a function \( v(x) \) is called a “pseudo-random measure” by Green and Tao. Their extension of Szemerédi’s theorem is as follows.

**Theorem GTS** (Green–Tao–Szemerédi). Let \( k, \delta > 0, \) suppose \( N \) is large enough and let \( v \) be a pseudo-random measure. Let \( f : \mathbb{Z}_N \rightarrow \mathbb{R}, \) with \( 0 \leq f(x) \leq v(x), \) and with \( Av_{x \in \mathbb{Z}_N} f(x) \geq \delta. \)

Then \( Av_{x, r \in \mathbb{Z}_N} \{ f(x) \cdot f(x + r) \ldots f(x + (k-1)r) \} \geq c(k, \delta) > 0, \) where \( c(k, \delta) \) depends on \( k, \delta, \) but not on \( N \) or \( f. \)
The point is that there are pseudo-random measures $\nu(x)$ that are large on sparse subsets of $\mathbb{Z}_N$ (e.g., the primes up to $N$). We will return to this point.

Let me say a few words about the proof of Theorem GTS, and then afterwards describe how it applies to the primes.

It is in the proof of Theorem GTS that Szemerédi’s theorem is combined with ideas from Furstenberg and Gowers.

Green and Tao break up the function $f$ into a “uniform” and an “anti-uniform” part, $f = f_U + f_U^\perp$.

They expand out $A_{x,r \in \mathbb{Z}_N} \{ f(x) \cdot f(x + r) \ldots f(x + (k - 1)r) \}$ into a sum of terms

$$ (3) \quad A_{x,r \in \mathbb{Z}_N} \{ f_0(x) \cdot f_1(x + r) \ldots f_{k-1}(x + (k - 1)r) \}, \text{ where each } f_i \text{ is either } f_U \text{ or } f_U^\perp. $$

The terms (3) that contain any factor $f_U$ are $o(1)$, thanks to ideas that go back to Gowers’ proof.

This leaves us with the term (3) in which each $f_i$ is $f_U^\perp$. Let us call this the “critical term”.

To control that term, Green and Tao partition $\mathbb{Z}_N$ into subsets $E_1, E_2, \ldots, E_A$, and then define a function $\bar{f}_U^\perp$ on $\mathbb{Z}_N$ by averaging $f_U^\perp$ over each $E_\alpha$. Green and Tao then prove that

$$ (4) \quad \text{replacing } f_U^\perp \text{ by } \bar{f}_U^\perp \text{ makes a difference } o(1) \text{ in the critical term}, $$

and moreover,

$$ (5) \quad 0 \leq \bar{f}_U^\perp \leq 1 \text{ and } A_{x \in \mathbb{Z}_N} \bar{f}_U^\perp(x) \geq \delta. $$

Consequently, the classic Szemerédi theorem (Theorem Sz 2) applies to $\bar{f}_U^\perp$, completing the proof of the Green–Tao–Szemerédi theorem.

The proof of (4) and (5) is based on ideas that go back to Furstenberg’s proof of Szemerédi’s theorem.

Once the Green–Tao–Szemerédi theorem is established, one can take $f(x) = \log x$ for $x$ prime, $f(x) = 0$ otherwise. If we can find a pseudo-random measure $\nu$ such that

$$ (6) \quad 0 \leq f(x) \leq \nu(x) \text{ for all } x, $$

then Theorem GTS applies, and it yields arbitrarily long arithmetic progressions of primes as in Theorem GT. A first guess for $\nu(x)$ is the standard Von Mangoldt function $\Lambda(x) = \log p$ for $x = p^k$, $p$ prime; $\Lambda(x) = 0$ otherwise. $\Lambda$ may indeed be a pseudo-random measure, but that would be very hard to prove. Fortunately, another function $\nu$ can be seen to be a pseudo-random measure satisfying (6), thanks to important work of Goldston–Yıldırım [11], [12], [13], using not-so-hard analytic number theory.

Thus, in the end, a great theorem on the prime numbers is proven without hard analytic number theory. The difficulty lies elsewhere.
The work of Terence Tao

I have repeatedly used the phrase “tour-de-force”; I promise that I am not exaggerating.

There are additional first-rate achievements by Tao that I have not mentioned at all. For instance, he has set forth a program [22] for proving the global existence and regularity of wave maps, by using the heat flow for harmonic maps. This has an excellent chance to work, and it may well have important applications in general relativity. I should also mention Tao’s joint work with Knutson [19] on the saturation conjecture in representation theory. It is most unusual for an analyst to solve an outstanding problem in algebra.

Tao seems to be getting stronger year by year. It is hard to imagine what can top the work he has already done, but we await Tao’s future contributions with eager anticipation.
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The work of Wendelin Werner

Charles M. Newman*

1. Introduction

It is my great pleasure to briefly report on some of Wendelin Werner’s research accomplishments that have led to his being awarded a Fields Medal at this International Congress of Mathematicians of 2006. There are a number of aspects of Werner’s work that add to my pleasure in this event. One is that he was trained as a probabilist, receiving his Ph.D. in 1993 under the supervision of Jean-François Le Gall in Paris with a dissertation concerning planar Brownian Motion – which, as we shall see, plays a major role in his later work as well. Until now, Probability Theory had not been represented among Fields Medals and so I am enormously pleased to be here to witness a change in that history.

I myself was originally trained, not in Probability Theory, but in Mathematical Physics. Werner’s work, together with his collaborators such as Greg Lawler, Oded Schramm and Stas Smirnov, involves applications of Probability and Conformal Mapping Theory to fundamental issues in Statistical Physics, as we shall discuss. A second source of pleasure is my belief that this, together with other work of recent years, represents a watershed in the interaction between Mathematics and Physics generally. Namely, mathematicians such as Werner are not only providing rigorous proofs of already existing claims in the Physics literature, but beyond that are providing quite new conceptual understanding of basic phenomena – in this case, a direct geometric picture of the intrinsically random structure of physical systems at their critical points (at least in two dimensions). One simple but important example is percolation – see Figure 1.

Permit me a somewhat more personal remark as director of the Courant Institute for the past four years. We have a scientific viewpoint, as did our predecessor institute in Göttingen – namely, that an important goal should be the elimination of artificial distinctions between the Mathematical Sciences and their applications in other Sciences – I believe Wendelin Werner’s work brilliantly lives up to that philosophy.

Yet a third source of pleasure concerns the collaborative nature of much of Werner’s work. Beautiful and productive mathematics can be the result of many different personal workstyles. But the highly interactive style, of which Werner, together with Lawler, Schramm and his other collaborators, is a leading exemplar, appeals to many of us as simultaneously good for the soul while leading to work stronger than the sum of its parts. It is a promising sign to see Fields Medals awarded for this style of work.

*Research partially supported by the U.S. NSF under grants DMS-01-04278 and DMS-0606696.
2. Brownian paths and intersection exponents

The area of Probability Theory which most strongly interacts with Statistical Physics is that involving stochastic processes with nontrivial spatial structure. This area, which also interacts with Finance, Communication Theory, Theoretical Computer Science and other fields, has long combined interesting applications with first-class Mathematics. Recent developments however have raised the perceived mathematical status of the best work from “merely” first-class to outstanding. Let me mention two pieces of Werner’s work from 1998–2000. These are not only of intrinsic significance, but also were precursors to the breakthroughs about to happen in the understanding of two-dimensional critical systems with (natural) conformal invariance. (There were of course other significant precursors, such as Aizenman’s path approach to scaling limits – see, e.g., [1], [2] – and Kenyon’s work on loop-erased walks and domino tilings – see, e.g., [13].)

The first of these two pieces of work is a 1998 paper of Bálint Tóth and Werner [36]. The motivation was to construct a continuum version of Tóth’s earlier lattice “true self-repelling walk” and this led to a quite beautiful mathematical structure (an extended version of a mostly unpublished and nearly forgotten construction done almost 20 years earlier by Arratia) of coalescing and “reflecting” one-dimensional Brownian paths, running forward and backward in time and filling up all of two-dimensional space-time. There is a (random) plane-filling curve within this structure that is analogous to one that arises in scaling limits of uniformly random spanning trees and was
one of Schramm’s motivations in his 2000 paper introducing SLE [33]. SLE is an acronym for what was originally called the Stochastic Loewner Evolution and is now often called the Schramm–Loewner Evolution; more about SLE shortly.

The second piece of work consists of two papers with Lawler in 1999 and 2000 involving planar Brownian intersection exponents [25], [26]. In the second of these, it was shown that the same set of exponents must occur providing only that certain locality and conformal invariance properties are valid. This was a key idea which, combined with the introduction of SLE for the analysis of two-dimensional critical phenomena, led to a remarkable series of three papers in 2001–2002 by Lawler, Schramm and Werner [17], [18], [20] which yielded a whole series of intersection exponents.

For example, let \( W_1(t), W_2(t), \ldots \) be independent planar Brownian motions starting from distinct points at \( t = 0 \). Then the probability that the random curve segments \( W_1([0, t]), \ldots, W_n([0, t]) \) are all disjoint is \( t^{-\zeta_n + o(1)} \) as \( t \to \infty \) for some constant \( \zeta_n \).

**Theorem 1 ([18]).** The intersection exponents \( \zeta_n \), for \( n \geq 2 \), are given by

\[
\zeta_n = \frac{4n^2 - 1}{24}.
\]

This formula had been conjectured earlier by Duplantier and Kwon [12] and derived later by Duplantier [11] in a nonrigorous calculation based on two-dimensional quantum gravity. Despite the simplicity of the formula, prior to the introduction of SLE-based methods, its derivation by conventional stochastic calculus techniques appeared to be quite out of reach.

### 3. Conformal probability theory

The period from 2001 until the present has seen an explosion of interest in and applications of the SLE approach. To discuss this, we first give a very brief introduction to SLE; some good general references are [32], [38], [16]. For, say, a Jordan domain \( D \) in the complex plane with distinct points \( a, b \) on its boundary \( \partial D \), and \( \kappa \) a positive parameter, (chordal) SLE with parameter \( \kappa \), denoted \( \text{SLE}_\kappa \), is a certain random continuous path (a curve, modulo monotonic reparametrization) in the closure \( \bar{D} \), starting at \( a \) and ending at \( b \). When \( \kappa \leq 4 \), \( \text{SLE}_\kappa \) is (with probability one) a simple path that only touches \( \partial D \) at \( a \) and \( b \). Loewner, in work dating back to the 1920s [28], studied the evolution from \( a \) to \( b \) of nonrandom curves in terms of a real-valued “driving function.” By conformally mapping \( D \) to the upper half plane \( \mathbb{H} \) and suitably reparametrizing, one obtains (for say \( \kappa \leq 4 \)) a simple curve \( \gamma(t) \) in \( \mathbb{H} \) for \( t \in (0, \infty) \) and conformal mappings \( g_t \) from \( \mathbb{H} \setminus \gamma([0, t]) \) to \( \mathbb{H} \) with \( g_t \) satisfying Loewner’s evolution equation,

\[
\partial_t g_t(z) = \frac{2}{g_t(z) - U(t)},
\]
with driving function \( U(t) = g_t(y(t)) \). SLE_{\kappa} corresponds to the choice of \( U(t) \) as the random function \( B(\kappa t) \) where \( B \) is standard one-dimensional Brownian motion. When \( \kappa > 4 \), some modifications are necessary, but (2) remains valid – even for \( \kappa \geq 8 \) when the curves become plane-filling.

Now back to the SLE-based advances of the recent past. Many of these concern or were motivated by (nonrigorous) results in the Statistical Physics literature about two-dimensional critical phenomena. Critical points of physical systems typically happen at very specific values of physical parameters, such as where the vapor pressure curve in a liquid/gas system ends. Critical systems have many remarkable properties, such as random fluctuations that normally are observable only on microscopic scales manifesting themselves macroscopically. A related feature is that many quantities at or approaching the critical point have power law behavior, with the non-integer powers, known as critical exponents (as well as other macroscopic features, such as the scaling limits we will discuss later), believed to satisfy “universality”, i.e., microscopically distinct models in the same spatial dimension should have the same exponents at their respective critical points. Two-dimensional critical systems turn out to have an additional remarkable property, which is at the heart of both the SLE approach and its predecessors in the physics literature – that is conformal invariance on the macroscopic scale.

As in the case of Brownian intersection exponents, many of the SLE-based results in two dimensions were rigorous proofs of exponent values that had been derived earlier by nonrigorous arguments – primarily those of what is known in the Physics literature as “Conformal Field Theory”, which dates back to the work of Polyakov and collaborators in the 1970s and 1980s [31], [4], [5] – see also [10], [30], [9]. Other results were brand new. I’ll discuss a few of these in more detail, but, as noted before, what is particularly exciting is that the SLE-based approach is not solely a rigorization of what already had existed in the physics literature but also a conceptually quite complementary approach to that of Conformal Field Theory. Werner in particular has emphasized the need to understand that complementary relationship; this has led, e.g., to a focus on the “restriction property”, as in his paper about the conformally invariant measure on self-avoiding loops [39]. That paper is one example of a burgeoning interest in extending the original SLE focus on random curves to the case of random loops, but still with conformal invariance properties, both in the specific case of percolation scaling limits [6], [7] and in the more general contexts of Brownian “loop soups” [27], [37] and Conformal Loop Ensembles as currently being studied by Scott Sheffield and Werner.

Next are some more examples of the results obtained in the last six years or so.

### 4. Brownian frontier

Let \( W(t) \) be a planar Brownian motion. The complement in the plane of the curve segment \( W([0, t]) \) is a countable union of open sets, one of which is infinite; the
boundary of that infinite component is called the Brownian frontier. As a consequence of deep relations that planar Brownian motion and its intersection exponents have with SLE6 and its exponents (see [19], [23]), Lawler, Schramm and Werner obtained the following, proving a celebrated conjecture of Mandelbrot [29].

**Theorem 2** ([21]). *The Hausdorff dimension of the planar Brownian frontier is 4/3.*

5. **Loop-erased walks**

A different set of results are stated somewhat informally in the next theorem. They concern loop-erased random walks and related random objects on lattices. Unlike the percolation case discussed next, these results about continuum scaling limits, in which the lattice scale shrinks to zero, are not restricted to a particular lattice.

**Theorem 3** ([24]). *Let \( D \) be (say) a Jordan domain in the plane; then the scaling limits of loop-erased random walk, the uniformly random spanning tree and the related lattice-filling curve in \( D \) are, respectively, (radial) \( \text{SLE}_2 \), a continuum “\( \text{SLE}_2 \)-based tree” and the plane-filling (chordal) \( \text{SLE}_8 \).*

Scaling limits of lattice models are among the most interesting and often the most difficult results. To do them well requires the successful combination of concepts and techniques from three different areas: conformal geometry (as in the classical Löwner evolutions where the driving function is nonrandom), stochastic analysis (since for SLE the driving function is a Brownian motion), and the probability theory of lattice models (e.g., random walks or percolation or Ising models or ...). The work of Werner combines all three ingredients admirably well.

6. **Percolation**

Before closing, let me discuss one more example which demonstrates how these three areas can interact – scaling limits of two-dimensional critical percolation. The physics community knew (nonrigorously) the exponent values and even some geometric information in the form of specific formulas for scaling limits of crossing probabilities between boundary segments of domains. These formulas were derived by Cardy [9] following Aizenman’s conjecture that they should be conformally invariant – see [15]. But there was little understanding of the scaling limit geometry of objects like cluster “interfaces” – see Figure 1.

In [33], Schramm argued that the limit of one particular interface, the “exploration path,” should be \( \text{SLE}_6 \). Smirnov, for the triangular lattice, then proved [34] that (A) the crossing probabilities do converge to the conformally invariant Cardy formulas, sketched an argument as to how that could lead to (B) convergence of the whole exploration path to \( \text{SLE}_6 \) and argued further that one should be able to extend these
results to (C) a “full scaling limit” for the family of “interface loops” of all clusters. In [35], Smirnov and Werner then proved certain percolation exponents, using exploration path convergence (B), while in [22], Lawler, Schramm and Werner combined the full scaling limit (C) with percolation arguments to prove another exponent value that is stated below.

Convergence in (B) and (C) can be proved by using a considerable amount of lattice percolation machinery [6], [7], [8] – including results of Kesten, Sidoravicius and Zhang [14] about six-fold crossings of annuli and of Aizenman, Duplantier and Aharony [3] about narrow “fjords.” Then the percolation exponent results of Werner and coauthors apply and provide another excellent example of how the combination of the three ingredients mentioned above work together – e.g., the next theorem proves a prediction of den Nijs and Nienhuis [10], [30].

**Theorem 4** ([22]). *In critical site percolation on the triangular lattice,*

\[ \text{Prob}\{\text{cluster of origin has diameter } \geq R\} = R^{-5/48 + o(1)} \text{ as } R \to \infty. \quad (3) \]

7. Conclusion

I close with some comments about continuum models of Probability Theory and their relation to other areas of Mathematics which are exemplified by the work of Wendelin Werner. Traditionally, a major focus of Probability Theory, and especially so in France, has been on continuum objects such as Brownian Motion and Stochastic Calculus, with SLE and related processes as the latest continuum objects in the pantheon. Those of us raised in a different setting, such as Statistical Mechanics, sometimes regard lattice models as more “real” or “physical.” But this is a narrow view. It is only the continuum models which possess extra properties, like conformal invariance in the two-dimensional setting, that relate Probability Theory to other well-developed areas of Mathematics. Such relations and interactions have become of increasing importance in recent years and will continue to do so. Even if one is primarily interested in the original lattice models, it is quite clear that their properties, such as critical exponents and critical universality, cannot be understood without a deep analysis of the continuum models that arise in the scaling limit. Thanks to the work of Wendelin Werner, his collaborators, and others, one might say that now we are all “continuistas.”
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Introduction

Jon Kleinberg’s research has helped lay the theoretical foundations for the information age. He has developed the theory that underlies search engines, collaborative filtering, organizing and extracting information from sources such as the World Wide Web, news streams, and the large data collections that are becoming available in astronomy, bioinformatics and many other areas. The following is a brief overview of five of his major contributions.

Hubs and authorities

In the 1960s library science developed the vector space model for representing documents [13]. The vector space model is constructed by sorting all words in the vocabulary of some corpus of documents and forming a vector space model where each dimension corresponds to one word of the vocabulary. A document is represented as a vector where the value of each coordinate is the number of times the word associated with that dimension appears in the document. Two documents are likely to be on a related topic if the angle between their vector representations is small. Early search engines relied on the vector space model to find web pages that were close to a query. Jon’s work on hubs and authorities recognized that the link structure of the web provided additional information to aid in tasks such as search. His work on hubs and authorities addressed the problem of how, out of the millions of documents on the World Wide Web (WWW), you can select a small number in response to a query. Prior to 1997 search engines selected documents based on the vector space model or a variant of it. Jon’s work on hubs and authorities [5] laid the foundation to rank pages based on links as opposed to word content. He introduced the notion of an authority as an important page on a topic and a hub as a page that has links to many authorities. Mathematically, an authority is a page pointed to by many hubs and a hub is a page that points to many authorities. For the concepts of hubs and authorities to be useful, one needs to develop the mathematics to identify hubs and authorities; that is, to break the cycle in the definition.

The World Wide Web can be represented as a directed graph where nodes correspond to web pages and directed edges represent links from one page to another. Let $A$ be the adjacency matrix for the underlying web graph. Jon did a text based search
to find, say, the 200 most relevant web pages for a query based on word content. This set might not contain the most important web sites since, as he points out, the words “search engine” did not appear on the sites of the popular search engines in 1997, such as Alta Vista or Excite. Similarly there were over a million web sites containing the word “Harvard” but the site www.harvard.edu was not the site that contained the term “Harvard” most often. Thus, he expanded the set by adding web sites reached by either in or out links from the 200 sites. To avoid adding thousands of additional web sites when one of the web pages was extremely popular, he restricted each page in the set to add at most fifty additional pages to the original set. In the process of adding web pages, he ignored links to pages within the same domain name as these tended to be navigational links such as “top of page”. In the resulting sub graph, which was now likely to contain most of the important relevant pages, he assigned weights to pages and then iteratively adjusted the weights. Actually, each page was assigned two weights, a hub weight and an authority weight. The hub weights were updated by replacing the weight of each hub with the sum of the weights of the authorities that it points to. Next the weights of the authorities were updated by replacing the weight of each authority with the sum of the hub weights pointing to it. The hub weights and the authority weights were then normalized so that the sum of the squares of each set of weights equaled one. This iterative technique converges so that the hub weights are the coordinates of the major eigenvector of $AA^T$ and the authority weights are the coordinates of the major eigenvector of $A^TA$. Thus, the eigenvectors of $AA^T$ and $A^TA$ rank the pages as hubs and authorities. This work allowed a global analysis of the full WWW link structure to be replaced by a much more local method of analysis on a small focused sub graph.

This work is closely related to the work of Brin and Page [2] that lead to Google. Brin and Page did a random walk on the underlying graph of the WWW and computed the stationary probability of the walk. Since the directed graph has some nodes with no out degree, they had to resolve the problem of losing probability when a walk reached a node with no out going edges. Actually, they had to solve the more general problem of the probability ending up on sub graphs with no out going edges, leaving the other nodes with zero probability. The way this was resolved was that at each step the walk would jump with some small probability $\varepsilon$ to a node selected uniformly at random and with probability $1 - \varepsilon$ take a step of the random walk to an adjacent node. Kleinberg’s research on hubs and authorities has influenced the way that all major search engines rank pages today. It has also spawned an industry creating ways to help organizations get their web pages to the top of lists produced by search engines to various queries. Today there is a broad field of research in universities based on this work.
Small worlds

We are all familiar with the notion of “six degrees of separation”, the notion that any two people in the world are connected by a short string of acquaintances. Stanley Milgram [12] in the sixties carried out experiments in which a letter would be given to an individual in a state such as Nebraska with instructions to get the letter to an individual in Massachusetts by mailing it to a friend known on a first name basis. The friend would be given the same instructions. The length of the path from Nebraska to Massachusetts would typically be between five and six steps.

Milgram’s experiments on this inter-personal connectivity lead to a substantial research effort in the social sciences focused on the interconnections in social networks. From 1967 to 1999 this work was primarily concerned with the structure of relationships and the existence of short paths in social networks. Although the fact that individuals have the ability to actually find the short paths as was demonstrated by Milgram’s original experiment, there was no work on understanding how individuals actually found the short paths or what conditions were necessary for them to do so.

In 1998 Watts and Strogatz [14] refined the concept of a small world, giving precise definitions and simple models. Their work captured the intuitive notion of a reference frame, such as the geographical location where people live or their occupation. In this reference frame, an individual is more likely to know the neighbor next door than a person in a different state. Most people know their neighbors but they also know some people who are far removed. The relationships between individuals and their neighbors were referred to as short links, and the few friends or relatives far away that the individuals knew were referred to as long-range links.

One simple model developed by Watts and Strogatz was a circular ring of nodes where each node was connected to its nearest neighbors clockwise and counterclockwise around the circle, as well as to a few randomly selected nodes that were far away. Watts and Strogatz proved that any pair of nodes is, with high probability, connected by a short path, thus justifying the terminology “small world”.

Jon [6] raised the issue of how you find these short paths in a social network without creating a map of the entire social world. That is, how do you find a path using only local information? He assumed a rectangular grid with nodes connected to their four nearest neighbors, along with one random long range connection from each node. As the distance increased the probability of a long range random link connecting two nodes decreased. Jon’s model captured the concept of a reference frame with different scales of resolution: neighbor, same block, same city, or same country. Jon showed that when the decrease in probability was quadratic with distance, then there exists an efficient (polynomial time) algorithm for finding a short path. If the probability decreases slower or faster, he proved the surprising result that no efficient algorithm, using only local information, could exist for finding a short path even though a short path may exist.

In Jon’s model the probability of a long range edge between nodes $x$ and $y$ decreased as $\text{dist}(x, y)^{-r}$ where $\text{dist}(x, y)$ is the grid distance between nodes $x$ and $y$. 
For $r = 0$, the probability of a long range contact is independent of distance. In this case, the average length of such a contact is fairly long, but the long range contacts are independent of the geometry of the grid and there is no effective way to use them in finding short paths even though short paths exist. As $r$ increases, the average length of the random long range contacts decreases but their structure starts to become useful in finding short paths. At $r = 2$ these two phenomena are balanced and one can find short paths efficiently using only local knowledge. For $r > 2$ the average length of the random long-range contact continues to decrease. Although short paths may still exist, there is no polynomial time algorithm using only local information for finding them. When $r$ equals infinity, no long-range contacts exist and hence no short paths. What is surprising is that for $r < 2$ or for $r > 2$, no efficient algorithm using only local information exists for finding short paths.

**Theorem 1.** Let $G$ be a random graph consisting of an $n \times n$ grid plus an additional edge from each vertex $u$ to some random vertex $v$ where the probability of the edge $(u,v)$ is inversely proportional to $\text{dist}(u,v)^r$. Here $\text{dist}(u,v)$ is the grid distance between vertices $u$ and $v$. For $r = 2$, there is a decentralized algorithm so that the expected time to find a path from some start vertex $s$ to a destination vertex $t$ is $O(\log^2 n)$.

**Proof.** At each step the algorithm selects the edge from its current location that gets it closest to its destination. The algorithm is said to be in phase $j$ when the lattice distance from the current vertex to the destination $t$ is in the interval $(2^j, 2^j+1)$. Thus, there are at most $\log n$ phases. We will now prove that the expected time the algorithm remains in each phase is at most $\log n$ steps and, hence, the time to find a path is $O(\log^2 n)$.

For a fixed vertex $u$ the probability that the long-distance edge from $u$ goes to $v$ is

$$
\frac{d(u,v)^{-2}}{\sum_{w \neq u} d(u,w)^{-2}}.
$$

We wish to get an upper bound on the denominator so as to get a lower bound on the probability of an edge of distance $d(u,v)$. Since the set of vertices at distance $i$ from $u$ forms a diamond centered at $u$ with sides of length $i$, there are $4i$ vertices at distance $i$ from vertex $u$, unless $u$ is close to a boundary in which case there are fewer. Thus

$$
\sum_{w \neq u} d(u,w)^{-2} \leq \sum_{i=1}^{2n-2} 4i \frac{1}{i^2} = 4 \sum_{i=1}^{2n-2} \frac{1}{i}.
$$

For large $n$ there exists a constant $c_1$ such that

$$
\sum_{w \neq u} d(u,w)^{-2} \leq c_1 \ln n.
$$

It follows that there exists a constant $c_2$ such that each vertex that is within distance $2^j$ of $u$ has probability of at least $c_2 \frac{2^{-j}}{\ln n}$ of being the long distance contact of $u$. 

The current step ends phase \( j \) of the algorithm if the vertex reached is within distance \( 2^j \) of the destination \( t \). In the plane, the number of vertices at distance \( i \) from a given vertex grows linearly with \( i \). Thus, the number of vertices within distance \( 2^j \) of the destination \( t \) is at least

\[
\sum_{i=1}^{2^j} i = \frac{2^j (2^j + 2)}{2} > 2^{2j-2}.
\]

Since the current location is within distance \( 2^{j+1} \) of \( t \) and since there are at least \( 2^{2j-1} \) vertices within distance \( 2^j \) of \( t \), there are at least \( 2^{2j-1} + 2^j < 2^{j+2} \) of the current location. Each of these vertices that are within distance \( 2^{j+2} \) of the current location has probability of at least \( \frac{c_2}{\ln(n)2^{2j+4}} \) of being the long-distance contact.

If one of the \( 2^{2j-1} \) vertices that are within distance \( 2^j \) of \( t \) and within distance \( 2^{j+2} \) of the current location is the long-distance contact of \( u \), it will be \( u \)'s closest neighbor to \( t \). Thus, phase \( j \) ends with probability at least

\[
\frac{c_2 2^{2j-1}}{\ln(n)2^{2j+4}} = \frac{c_2}{8 \ln(n)}.
\]

We now bound by \( \log n \) the total time spent in step \( j \). For \( j \leq \log \log n \) the current vertex is distance at most \( \log n \) from the destination \( t \). Thus, even taking only local edges suffices. For \( j > \log \log n \), let \( x_j \) be the number of steps spent in phase \( j \). Then

\[
E(x_j) = \sum_{i=1}^{\infty} i \text{ Prob}(x_j = i).
\]

Since

\[
1 \text{ Prob}(x_j = 1) + 2 \text{ Prob}(x_j = 2) + \cdots = \text{ Prob}(x_j \geq 1) + \text{ Prob}(x_j \geq 2) + \cdots
\]

we get

\[
E(x_j) = \sum_{i=1}^{\infty} \text{ Prob}(x_j \geq i) \leq \sum_{i=1}^{\infty} \left( 1 - \frac{c_2}{8 \ln(n)} \right)^{i-1} = \frac{1}{1 - \left( 1 - \frac{c_2}{8 \ln(n)} \right)} = \frac{8 \ln n}{c_2}.
\]

Thus, the total number of steps is \( O(\log^2 n) \). \( \square \)
Even more surprising than the above result that states there exists an efficient local algorithm for finding short paths when the exponent $r$ equals two, were Jon’s additional results proving no such algorithms exist when the exponent $r$ was either greater than two or less than two.

This research on finding paths in small worlds has found applications outside the social sciences in such areas as peer-to-peer file sharing systems. It turns out that many real sets of data have the needed quadratic decrease in probability distribution. For example, an on-line community where you measure distance between individuals by the distance between their zip codes, often has this distribution after distances are corrected for the highly nonuniform population density of the U.S. [11].

**Bursts**

In order to understand a stream of information, one may organize it by topic, time, or some other parameter. In many data streams a topic suddenly appears with high frequency and then dies out. The burst of activity provides a structure that can be used to identify information in the data stream. Jon’s work [7] on bursts developed the mathematics to organize a data stream by bursts of activity. If one is watching a news stream and the word Katrina suddenly appears, even if one does not understand English, one recognizes that an event has taken place somewhere in the world. The question is how do you automatically detect the sudden increase in frequency of a word and distinguish the increase from a statistical fluctuation? Jon developed a model in which bursts can be efficiently detected in a statistically meaningful manner.

A simple model for generating a sequence of events is to randomly generate the events according to a distribution where the gap $x$ between events satisfies the distribution $p(x) = \alpha e^{-\alpha x}$. Thus, the arrival rate of events is $\alpha$ and the expected value of the gap between events is $\frac{1}{\alpha}$. A more sophisticated model has a set of states and state transitions. Associated with each state is an event arrival rate. In Jon’s model there is an infinite number of states $q_0, q_1, \ldots$, each having an event arrival rate. State $q_0$ is the base state and has the base event rate $\frac{1}{s}$. Each state $q_i$ has a rate $\alpha_i = \frac{1}{s} s^i$ where $s$ is a scaling parameter. In state $q_i$ there are two transitions, one to the state $q_{i+1}$ with higher event rate and one to $q_{i-1}$ with lower event rate. There is a cost associated with each transition to a higher event rate state. Given a sequence of events, one finds the state sequence that most closely matches the gaps with the smallest number of state transitions.

Jon applied the methodology to several data streams demonstrating that his methodology could robustly and efficiently identify bursts and thereby provide a technique to organize the underlying content of the data streams. The data streams consisted of his own email, the papers that appeared in the professional conferences, FOCS and STOC, and finally the U.S. State of the Union Addresses from 1790 to 2002. The burst analysis of Jon’s email indicated bursts in traffic when conference or proposal
deadlines neared. The burst analysis of words in papers in the FOCS and STOC conferences demonstrated that the technique finds words that suddenly increased in frequency rather than finding words of high frequency over time. Most of the words indicate the emergence or sudden increase in the importance of a technical area, although some of the bursts correspond to word usage, such as the word “how” which appeared in a number of titles in the 1982 to 1988 period. The burst analysis of the U.S. State of the Union Addresses covered a 200 year time period from 1790 to 2002 and considered each word. Adjusting the scale parameter $s$ produced short bursts of 5–10 years or longer bursts covering several decades. The bursts corresponded to national events up through 1970 at which time the frequency of bursts increased dramatically.

<table>
<thead>
<tr>
<th>Word</th>
<th>Time Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>energy</td>
<td>1812–1814</td>
</tr>
<tr>
<td>bank</td>
<td>1833–1836</td>
</tr>
<tr>
<td>California</td>
<td>1848–1852</td>
</tr>
<tr>
<td>slavery</td>
<td>1857–1860</td>
</tr>
<tr>
<td>rebellion</td>
<td>1861–1871</td>
</tr>
<tr>
<td>veterans</td>
<td>1925–1931</td>
</tr>
<tr>
<td>wartime</td>
<td>1941–1947</td>
</tr>
<tr>
<td>atomic</td>
<td>1947–1959</td>
</tr>
<tr>
<td>Korea</td>
<td>1951–1954</td>
</tr>
<tr>
<td>Vietnam</td>
<td>1951–1954</td>
</tr>
<tr>
<td>inflation oil</td>
<td>1971–1980</td>
</tr>
</tbody>
</table>

This work on bursts demonstrated that one could use the temporal structure of data streams, such as email, click streams, or search engine queries, to organize the material as well as its content. Organizing data streams around the bursts which occur provides us with another tool for organizing material in the information age.

**Nearest neighbor**

Many problems in information retrieval and clustering involve the nearest neighbor problem in a high dimensional space. A good survey of important work in this area can be found in [3]. An important algorithmic question is how to preprocess $n$ points in $d$-dimensions so that given a query vector, one can find its closest neighbor. An important version of this problem is the $\varepsilon$-approximation nearest neighbor problem. Given a set $P$ of vectors in $d$-dimensional space and a query vector $x$, the $\varepsilon$-approximation nearest neighbor problem is to find a vector $y$ in $P$ such that for any $z$ in $P$

$$\text{dist}(x, y) \leq (1 + \varepsilon) \text{dist}(x, z).$$

Prior to Jon’s work on nearest neighbor search in high dimensions [4], there was much research on this problem. Early work asked how one could preprocess $P$ so as to be able to efficiently find the nearest neighbor to a query vector $x$. Most of the previous papers required query time exponential in the dimension $d$. Thus, if the dimension of the space was larger than $\log n$, there was no method faster than the brute force algorithm that uses time $O(dn)$. Jon developed an algorithm for the $\varepsilon$-approximation nearest neighbor problem that improved on the brute force algorithm.
for all values of $d$. Jon’s work lead to an $O((d \log^2 d)(d + \log n))$ time algorithm for the problem [4].

The basic idea is to project the set of points $P$ onto random lines through the origin. If a point $x$ is closer than a point $y$ to the query $q$, then with probability greater than $\frac{1}{2}$, the projection of $x$ will be closer than the projection of $y$ to the projection of the query $q$. Thus, with a sufficient number of projections, the probability that $x$ is closer to the query than $y$ in a majority of the projections, will be true with high probability. If

$$(1 + \varepsilon) \text{dist}(x, q) \leq \text{dist}(y, q),$$

then the test will fail for a majority of projections only if a majority of the lines onto which $P$ is projected come from an exceptional set. Using a VC-dimension argument, Jon showed that the probability of more than half the lines lying in an exceptional set is vanishingly small.

**Collaborative filtering**

An important problem in the information age is to target a response to a person based on a small amount of information. For example, if a customer orders an item from a network store, the store may want to send him or her an advertisement based on that order. Similarly, a search engine may want to target an ad to a customer based on a query. In the case of a purchase, if for every potential item one knew the probability that the customer would buy the item, they might target an ad for the item of highest probability. However, in the case where there are possibly hundreds of thousands of items, how does one learn the probability of a customer purchasing each item based on the purchase of two or three items? If the only structure of the problem is the matrix of probabilities of customers and items, there is probably little one could do. However, if the items fall into a small number of categories and the mechanism with which a customer buys an item is that he or she first chooses a category and then having chosen a category chooses an item, one could use the structure to help in estimating the probabilities of purchasing the various items. Suppose the customer/item probability matrix is the product of a customer/category matrix times a category/item matrix. Then one can acquire information about the category/item matrix from purchases of all customers, not just the purchases of one customer.

Let $A$ be the probability matrix of customers versus items. Then $A = PW$ where $P$ is the probability matrix of customers versus categories and $W$ is the probability matrix of items given a specific category. Note that the rank of $A$ is at most the number of categories.

\[
\begin{align*}
\text{customer} & \begin{pmatrix} A \end{pmatrix} = \text{customer} \begin{pmatrix} P \end{pmatrix} = \text{category} \begin{pmatrix} W \end{pmatrix} 
\end{align*}
\]
Suppose we know $W$, the matrix of probabilities of items given the categories. Let $\tilde{u}$ be an estimate of $u$ obtained from $s$ samples. That is, the $i$th component of the vector $\tilde{u}$ is $\frac{1}{s}$ times the number of times the customer selected the $i$th item out of $s$ selections. The question is, how close will $\tilde{u}$ be to $u$? Observe that $u$ is in the range of $W$ and that $\tilde{u}$ most likely is not. Thus, projecting $\tilde{u}$ onto the range of $W$ might improve the approximation. The question is what projection should be used? The obvious projection is to project orthogonally but this is not the only possibility.

Recall that we know $W$. Let $W'$ be a generalized pseudo inverse of $W$. For $u$ in the range of $W$ (a linear combination of the columns of $W$) $WW'u = u$. However, for $x$ not in the range of $W$, $WW'x$ is obviously not $x$ but some vector in the range of $W$.

Applying $WW'$ to $\tilde{u} - u$ we get

$$WW'(\tilde{u} - u) = W W' \tilde{u} - u.$$  

We need to bound how far the projection $WW'\tilde{u}$ can be from $u$. What we would like is for each component of $WW'\tilde{u}$ to be within $\varepsilon$ of the corresponding component of $u$ with high probability. Then, recommending the item corresponding to the largest component would be the optimal recommendation.

If the maximum element of $WW'$ is $B$, then how large can any component of $WW'\tilde{u} - u$ be? Stated another way, how large can $v(\tilde{u} - u)$ be for any vector $v$ where every element of $v$ is bounded by some constant $B$? Write

$$\tilde{u} = \frac{1}{s} \sum_{i=1}^{s} \tilde{u}_i$$

where $\tilde{u}_i$ is the indicator vector for the $i$th selection. Then $v^{\top}\tilde{u} = \frac{1}{s} \sum_{i=1}^{s} v^{\top} \tilde{u}_i$. The terms in the summation are independent random variables since the selections are
independent. The variance of the product of an element of \( v \) times an element of \( \tilde{u}_i \) is at most \((B_i^2)^2\), and hence the variance of \( v^T \tilde{u} \) is at most \( \frac{B^2}{s} \). (Elements of \( \tilde{u}_i \) have value 0 or \( \frac{1}{s} \) and the maximum of \( v \) is \( B \).) Hence, by Chebyshev’s inequality, the probability that \( v^T \tilde{u} \) will differ from its expected value by more than \( \epsilon \) is bounded.

\[
\text{Prob}(|v^T \tilde{u} - v^T u| < B^2 \epsilon^2 s) < \frac{B^2}{\epsilon^2 s}.
\]

The above result tells us that \( v^T \tilde{u} \) will be close to its expected value of \( v^T u \) provided no element of \( v \) is excessively large. Thus, in projecting \( \tilde{u} \) onto the space of \( W \) we want to use a projection \( WW' \) where \( W' \) is selected so that it has no excessively large element.

This led Jon and his colleague Mark Sandler [8] to use linear programming to find a pseudo inverse in which the maximum element was bounded by \( \frac{1}{\Gamma} \) where \( \Gamma = \min_{\|x\|_1 = 1} \|Wx\|_1 \). This lead to a collaborative filtering algorithm that recommends an item whose probability of being purchased by the customer is within an \( \epsilon \) of the highest probability item with high probability. What is so important about this work is that it can be viewed as the start of a theory based on the 1-norm. Although much of the theory of approximation is based on the 2-norm and in fact approximating a matrix \( A \) by a low rank matrix \( A_k \) one can prove that the Frobenius norm of the error matrix is minimized by techniques based on the 2-norm, the error is not uniformly distributed. Furthermore, the error is strongly influenced by outliers. Use of the 1-norm is a promising approach to these problems.

**Closing remarks**

This brief summary covers five important research thrusts that are representative of Kleinberg’s work. His web page contains many other exciting results of which I will mention three. First is his early work with Eva Tardos [9] on network routing and the disjoint paths problem. They developed a constant-factor approximation algorithm for the maximum disjoint paths problem in the two-dimensional grid graph. Given a designated set of terminal node pairs, one wants to connect as many pairs as possible by paths that are disjoint. Their algorithm extends to a larger class of graphs that generalizes the grid.

Second is his early work with Borodin, Ragahavan, Sudan and Williamson [1] on the worst-case analysis of packet-routing networks. This work presents a framework for analyzing the stability of packet-routing networks in a worst-case model without probabilistic assumptions. Here one assumes packets are injected into the network, limited only by simple deterministic rate bounds, and then shows that certain standard protocols guarantee queues remain bounded forever while other standard protocols do not.
Third is his work with Eva Tardos on classification with pairwise relationships [10]. This paper gives an algorithm for classification in the following setting: We are given a set of objects (e.g. web pages) to classify, each into one of k different types, and we have both local information about each object, as well as link information specifying that certain pairs of objects are likely to have similar types. For example, in classifying web pages by topic (or into some other categories), one may have an estimate for each page in isolation, and also know that pairs of pages joined by hyperlinks are more likely to be about similar topics.

Conclusions

Jon’s work has laid a foundation for the science base necessary to support the information age. Not only is the work foundational mathematically but it has contributed to the economic growth of industries.
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On Kiyosi Itô’s work and its impact

Hans Föllmer

About a week before the start of the International Congress, an anonymous participant in a weblog discussion of potential candidates for the Fields medals voiced his concern that there might be a bias against applied mathematics and went on to write: “I am hoping that the Gauss prize will correct this obvious problem and they will pick someone really wonderful like Kiyosi Itô of Itô Calculus fame”. Indeed this has happened: The Gauss Prize 2006 for Applications of Mathematics has been awarded to Kiyosi Itô “for laying the foundations of the theory of stochastic differential equations and stochastic analysis”. However, in his message to the Congress Kiyosi Itô says that he considers himself a pure mathematician, and while he was delighted to receive this honor, he was also surprised to be awarded a prize for applications of mathematics. So why is the Gauss prize so appropriate in his case, and why was this anonymous discussant who obviously cares about applied mathematics so enthusiastic?

The statutes of the Gauss prize say that it is “to be awarded for

- outstanding mathematical contributions that have found significant applications outside of mathematics, or
- achievements that made the application of mathematical methods to areas outside of mathematics possible in an innovative way”.

My aim is to show why, on both accounts, Kiyosi Itô is such a natural choice.

Kiyosi Itô was born in 1915. The following photo was taken in 1942 when he was working in the Statistical Bureau of the Japanese Government:
At this time he had just achieved a major breakthrough in the theory of Markov processes. The results first appeared in 1942 in a mimeographed paper “Differential equations determining a Markov process” written in Japanese (Zenkoku Sizyo Sugaku Danwakai-si). English versions and further extensions of these initial results were published between 1944 and 1951 in Japan; see [24]. These papers laid the foundations of the field which later became known as stochastic analysis. A systematic account appeared in the Memoirs of the American Mathematical Society in 1951 under the title “On stochastic differential equations” [23], thanks to J. L. Doob who immediately recognized the importance of Itô’s work.

What was the breakthrough all about? A Markov process is usually described in terms of the transition probabilities \( P_t(x, A) \) which specify, for each state \( x \) and any time \( t \geq 0 \), the probability of finding the process at time \( t \) in some subset \( A \) of the state space, given that \( x \) is the initial state at time 0. These transition probabilities should satisfy the Chapman–Kolmogorov equations

\[
P_{t+s}(x, A) = \int P_t(x, dy) P_s(y, A).
\]

For the purpose of this exposition we limit the discussion to the special case of a diffusion process with state space \( \mathbb{R}^d \). A fundamental extension theorem of Kolmogorov guarantees, for each initial state \( x \), the existence of a probability measure \( P_x \) on the space of continuous paths \( \Omega = C([0, \infty), \mathbb{R}^d) \) such that the conditional probabilities governing future positions are given by the transition probabilities, i.e.,

\[
P_x[X_{t+s} \in A|\mathcal{F}_t] = P_s(X_t, A).
\]

Here we use the notation \( X_t(\omega) = \omega(t) \) for \( \omega \in \Omega \), and \( \mathcal{F}_t \) denotes the \( \sigma \)-field generated by the path behavior up to time \( t \). In analytical terms, the infinitesimal structure of the Markov process is described by the infinitesimal generator

\[
\mathcal{L} := \lim_{t \downarrow 0} \frac{P_t - I}{t} = \frac{1}{2} \sum_{i,j=1}^{d} a_{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j} + \sum_{i=1}^{d} b_i(x) \frac{\partial}{\partial x_i}.
\]

In the diffusion case, this operator takes the form

\[
\mathcal{L} = \frac{1}{2} \sum_{i,j=1}^{d} a_{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j} + \sum_{i=1}^{d} b_i(x) \frac{\partial}{\partial x_i}
\]

with a state-dependent diffusion matrix \( a = (a_{ij}) \) and a state-dependent drift vector \( b = (b_i) \), and for any smooth function \( f \) the function \( u \) defined by \( u(x, t) := P_t f(x) \) satisfies Kolmogorov’s backward equation

\[
\partial_t u = \mathcal{L} u \quad \text{on } \mathbb{R}^d \times (0, \infty).
\]
Itô’s aim was to reach a deeper understanding of the dynamics by describing the infinitesimal structure of the process in probabilistic terms. His basic idea was to

i) identify the “tangents” of the process, and to

ii) (re-) construct the process pathwise from its tangents.

At the level of stochastic processes, the role of “straight lines” is taken by processes whose increments are independent and identically distributed over time intervals of the same length. Such processes are named in honor of Paul Lévy. Kiyosi Itô had already investigated in depth the pathwise behavior of Lévy processes by proving what is now known as the Lévy–Itô decomposition [21]. In the continuous case and in dimension $d = 1$, the prototype of such a Lévy process is a Brownian motion with constant drift, whose increments have a Gaussian distribution with mean and variance proportional to the length of the time interval. This process had been introduced in 1900 by Louis Bachelier as a model for the price fluctuation on the Paris stock market, five years before Albert Einstein used the same model in connection with the heat equation. A standard Brownian motion, which starts in 0 and whose increments have zero mean and variance equal to the length of the time interval, is also named in honor of Norbert Wiener who in 1923 gave the first rigorous construction, and the corresponding measure on the space of continuous paths is usually called Wiener measure. An explicit construction of a Wiener process with time interval $[0, 1]$ can be obtained as follows: Take a sequence of independent Gaussian random variables $Y_1, Y_2, \ldots$ with mean 0 and variance 1, defined on some probability space $(\Omega, \mathcal{F}, P)$, and some orthonormal basis $(\varphi_n)_{n=1,2,\ldots}$ in $L^2[0, 1]$. Then the random series

$$W_t(\omega) = \sum_{n=1}^{\infty} Y_n(\omega) \int_0^t \varphi_n(s) \, ds$$

is uniformly convergent and thus defines a continuous curve, $P$-almost surely. Wiener had studied the special case of a trigonometric basis, and Lévy had simplified the computations by using the Haar functions. But the definitive proof that the construction works in full generality was given by Itô and Nisio [32] in 1968.

In the case of a diffusion it is therefore natural to say that a “tangent” of the Markov process in a state $x$ should be an affine function of the Wiener process with coefficients depending on that state. Thus Itô was led to describe the infinitesimal behavior of the diffusion by a “stochastic differential equation” of the form

$$dX_t = \sigma(X_t) \, dW_t + b(X_t) \, dt.$$  \hspace{1cm} (4)

In $d$ dimensions, the Wiener process is of the form $W = (W^1, \ldots, W^d)$ with $d$ independent standard Brownian motions, and $\sigma(x)$ is a matrix such that $\sigma(x)\sigma^T(x) = a(x)$. The second part of the program now consisted in solving the stochastic differential equation, i.e., constructing the trajectories of the Markov process in the form

$$X_t(\omega) = x + \int_0^t \sigma(X_s(\omega)) \, dW_s(\omega) + \int_0^t b(X_s(\omega)) \, ds.$$  \hspace{1cm} (5)
At this point a major difficulty arose. Wiener et al. had shown that the typical path of
a Wiener process is continuous but nowhere differentiable. In particular, a Brownian
path is not of bounded variation and thus cannot be used as an integrator in the
Lebesgue–Stieltjes sense. In order to make sense out of equation (5) it was thus
necessary to introduce what is now known as the theory of “stochastic integration”.

In their introduction to the Selected Papers [24] of Kiyosi Itô, D. Stroock and
S. R. S. Varadhan write: “Everyone who is likely to pick up this book has at least heard
that there is a subject called the theory of stochastic integration and that K. Itô is the
Lebesgue of this branch of integration theory (Paley and Wiener were its Riemann”).
Wiener and Paley had in fact made a first step, using integration by parts to define the
integral
\[ \int_0^t \xi_t \, dW_t := \xi_t W_t - \int_0^t W_t \, d\xi_t \]
for deterministic integrands of bounded variation, and then using isometry to pass
to deterministic integrands in \( L^2[0, t] \). But this “Wiener integral” is no help for
the problem at hand, since the integrand \( \xi_t = \sigma(X_t) \) is neither deterministic nor
of bounded variation. In a decisive step, Itô succeeded in giving a construction of much
wider scope. Roughly speaking, he showed that the stochastic integral
\[ \int_0^t \xi_t \, dW_t \approx \sum_{i} \xi_{t_i} (W_{t_{i+1}} - W_{t_i}) \]  
(6)
can be defined as a limit of non-anticipating Riemann sums for a wide class of stochastic
integrands \( \xi = (\xi_t) \). These sums are non-anticipating in two ways. First, the
integrand is evaluated at the beginning of each time interval. Secondly, the values \( \xi_t \)
only depend on the past observations of the Brownian path up to time \( t \) and not on its
future behavior. To carry out the construction, Kiyosi Itô used the isometry
\[ E\left[ \left( \int_0^t \xi_t \, dW_t \right)^2 \right] = E\left[ \int_0^t \xi_t^2 \, ds \right]. \]
This is clearly satisfied for simple non-anticipating integrands which are piecewise
constant along a fixed partition of the time axis. The appropriate class of general
integrands and the corresponding stochastic integrals are obtained by taking \( L^2 \)-limits
on both sides. In particular the Itô integral has zero expectation, since this property
obviously holds for the non-anticipating Riemann sums in (6).

Once Kiyosi Itô had introduced the stochastic integral in this way, it was clear how
to define a solution of the stochastic differential equation in rigorous terms. In order
to prove the existence of the solution, Itô used a stochastic version of the method of
successive approximation, having first clarified the dynamic properties of stochastic
integrals viewed as stochastic processes with time parameter \( t \).

In order to complete his program, Itô had to verify that his solution of the stochastic
differential equation indeed yields a pathwise construction of the given Markov
process. To do so, Itô invented a new calculus for smooth functions observed along the highly non-smooth paths of a diffusion. In particular he proved what is now known as Itô’s formula. In fact there are nowadays many practitioners who may not know or may not care about Lebesgue and Riemann, but who do know and do care about Itô’s formula.

In 1987 Kiyosi Itô received the Wolf Prize in Mathematics. The laudatio states that “he has given us a full understanding of the infinitesimal development of Markov sample paths. This may be viewed as Newton’s law in the stochastic realm, providing a direct translation between the governing partial differential equation and the underlying probabilistic mechanism. Its main ingredient is the differential and integral calculus of functions of Brownian motion. The resulting theory is a cornerstone of modern probability, both pure and applied”. The reference to Newton stresses the fundamental character of Itô’s contribution to the theory of Markov processes. Let us also mention Leibniz in order to emphasize the fundamental importance of Itô’s work from another point of view. In fact Itô’s approach can be seen as a natural extension of Leibniz’s algorithmic formulation of the differential calculus. In a manuscript written in 1675 Leibniz argues that the whole differential calculus can be developed out of the basic product rule

\[ d(XY) = XdY + YdX, \]

and he writes: “Quod theorema sane memorabile omnibus curvis commune est”. In particular, this implies the rule \( dX^2 = 2XdX \) and, more generally,

\[ df(X) = f'(X)dX \]

for a smooth function \( f \) observed along the curve \( X \). Since the 19th century we know, of course, that these rules are not “common to all (continuous) curves”, since a continuous curve does not have to be differentiable. But it was Kiyosi Itô who discovered how these rules can be modified in such a way that they generate a highly efficient calculus for the non-differentiable trajectories of a diffusion process. In Itô’s calculus, the classical rule \( dX^2 = 2XdX \) is replaced by

\[ dX^2 = 2XdX + d\langle X \rangle, \]

where

\[ \langle X \rangle_t = \lim_{n \to \infty} \sum_{i=0}^{n-1} (X_{t_{i+1}} - X_{t_i})^2 \]

(9)

denotes the quadratic variation (along dyadic partitions) of the path up to time \( t \). Lévy had shown that a typical path of the Wiener process has quadratic variation \( \langle W \rangle_t = t \). Itô proved that the solution of the stochastic differential equation (4) for \( d = 1 \) admits a quadratic variation of the form

\[ \langle X \rangle_t = \int_0^t \sigma^2(X_s) \, ds. \]
He then went on to show that the behavior of a function $f \in C^2$ observed along the paths of the solution is described by the rule

$$
df(X) = f'(X)dX + \frac{1}{2}f''(X)d\langle X \rangle,
$$

which is now known as Itô’s formula. Note that a continuous curve of bounded variation has quadratic variation 0, and so Itô’s formula may indeed be viewed as an extension of the classical differentiation rule (8).

More generally, the classical product rule (7) becomes a special case of Itô’s product rule

$$
d(XY) = XdY + YdX + d\langle X, Y \rangle,
$$

where $\langle X, Y \rangle$ denotes the quadratic covariation of $X$ and $Y$, defined in analogy to (9) or, equivalently, by polarization:

$$
\langle X, Y \rangle = \frac{1}{2}((X + Y) - \langle X \rangle - \langle Y \rangle).
$$

For a smooth function $f$ on $\mathbb{R}^d \times [0, \infty)$ and a continuous curve $X = (X^1, \ldots, X^d)$ such that the quadratic covariations $\langle X^i, X^j \rangle$ exist, the $d$-dimensional version of Itô’s formula takes the form

$$
df(X, t) = \nabla_x f(X, t) dX + f_t(X, t) dt + \frac{1}{2} \sum_{i,j=1}^d f_{i,j}(X, t) d\langle X^i, X^j \rangle.
$$

Let us now come back to the original task of identifying the solution of the stochastic differential equation (4) as a pathwise construction of the original Markov process. In a first step, Itô showed that the solution is indeed a Markov process. Moreover he proved that the solution has quadratic covariations of the form

$$
\langle X^i, X^j \rangle_t = \int_0^t \sum_k \sigma_{i,k}(X_s)\sigma_{j,k}(X_s) ds.
$$

Thus Itô’s formula for a smooth function observed along the paths of the solution reduces to

$$
df(X, t) = \nabla_x f(X, t)\sigma(X) dW + (\mathcal{L} + \frac{\partial}{\partial t}) f(X, t) dt,
$$

where $\mathcal{L}$ is given by (2). In order to show that $\mathcal{L}$ is indeed the infinitesimal generator of the Markovian solution process, it is now enough to take a smooth function on $\mathbb{R}^d$ and to use Itô’s formula in order to write

$$
E_x[f(X_t) - f(X_0)] = E_x\left[ \int_0^t \nabla_x f(X_s)\sigma(X_s) dW_s + \int_0^t \mathcal{L} f(X_s) ds \right].
$$
Recalling that the Itô integral appearing on the right-hand side has zero expectation, dividing by \( t \) and passing to the limit, we see that the infinitesimal generator associated to the transition probabilities of the Markovian solution process as in (1) coincides with the partial differential operator \( \mathcal{L} \) defined by (2). With a similar application of Itô’s formula, Kiyosi Itô also showed that the solution of the stochastic differential equation satisfies Kolmogorov’s backward equation (3).

This concludes our sketch of Itô’s construction of Markov processes as solutions of a corresponding stochastic differential equation. Let us emphasize, however, that we have outlined the argument only in the special case of a time-homogeneous diffusion process. In fact, Kiyosi Itô himself succeeded immediately in solving the problem in full generality, including time-inhomogeneous Markov processes with jumps and making full use of his previous analysis of general Lévy processes. For a comprehensive view of the general picture we refer to D. Stroock’s book *Markov Processes from K. Itô’s Perspective* [46] and, of course, to Kiyosi Itô’s original publications [24].

At this point let us make a brief digression to mention a parallel approach to the construction of diffusion processes which was discovered by Wolfgang Doeblin. Born in Berlin in 1915, son of the prominent Jewish writer Alfred Döblin who took his family into exile in 1933, he studied mathematics in Paris and published results on Markov chains which became famous in the fifties. It was much less known, however, that he had also worked on the probabilistic foundation of Kolmogorov’s equation. In February 1940, while serving in the French army and shortly before he took his life rather than surrender himself to the German troops, Wolfgang Doeblin sent a manuscript to the Academy of Sciences in Paris as a *pli cacheté*. This sealed envelope was finally opened in May 2000. The manuscript contains a representation of the paths of the diffusion process where the stochastic integral on the right-hand side of equation (5) is replaced by a time change of Brownian motion. While Doeblin’s approach does not involve the theory of stochastic integration which was developed by Kiyosi Itô and which is crucial for the applications described below, it does provide an alternative solution to the pathwise construction problem, and it anticipates important developments in martingale theory related to the idea of a random time change; see Bru and Yor [4] for a detailed account of the human and scientific aspects of this startling discovery.

Over the last 50 years the impact of Itô’s breakthrough has been immense, both within mathematics and over a wide range of applications in other areas. Within mathematics, this process took some time to gain momentum, at least in the West. On receiving Itô’s manuscript *On stochastic differential equations*, J. L. Doob immediately recognized its importance and made sure that it was published in the *Memoirs of the AMS* in 1951. Moreover, in his book *Stochastic processes* [9] which appeared in 1953, Doob devoted a whole chapter to Itô’s construction of stochastic integrals and showed that it carries over without any major change from Brownian motion to general martingales. But when Kiyosio Itô came to Princeton in 1954, at that time a stronghold of probability theory with William Feller as the central figure, his new approach to diffusion theory did not attract much attention. Feller was mainly interested
in the general structure of one-dimensional diffusions with local generator

$$\mathcal{L} = \frac{d}{dm} \frac{d}{ds},$$

motivated by his intuition that a “one-dimensional diffusion traveler makes a trip in accordance with the road map indicated by the scale function $s$ and with the speed indicated by the measure $m$”; see [30]. Together with Henry McKean, at that time a graduate student of Feller, Kiyosi Itô started to work on a probabilistic construction of these general diffusions in terms of Lévy’s local time. This program was carried out in complete generality in their joint book *Diffusion Processes and Their Sample Paths* [31], a major landmark in the development of probability theory in the sixties. At that time I was a graduate student at the University of Erlangen, and when a group of us organized an informal seminar on the book of Itô and McKean we found it very hard to read. But then we were delighted to discover that Itô’s own *Lectures on Stochastic Processes* [25] given at the Tata Institute were much more accessible; see also [26] and [27]. This impression was fully confirmed when Professor Itô came to Erlangen in the summer of 1968: We thoroughly enjoyed the stimulating style of his lectures as illustrated by the following photo (even though it was taken ten years later at Cornell University), and also his gentle and encouraging way of talking to the graduate students.

Ironically, however, neither stochastic integrals nor stochastic differential equations were mentioned anywhere in the book, in the Tata lecture notes, or in his talks in Erlangen.

The situation began to change in the sixties, first in the East and then in the West. G. Maruyama [40] and I. V. Girsanov [19] used stochastic integrals in order to describe the transformation of Wiener measure induced by an additional drift. First systematic expositions of stochastic integration and of stochastic differential
equations appeared in E. B. Dynkin’s monograph [10] on Markov processes and, following earlier work of I. I. Gihman [16], [17] where some results of Itô had been found independently, in Gihman and Skorohod [18]. Kunita and Watanabe [34] clarified the geometry of spaces of martingales in terms of stochastic integrals. In the West, H. P. McKean published his book *Stochastic Integrals* [41] (dedicated to K. Itô) in 1969, and P. A. Meyer, C. Dellacherie, C. Doléans-Dade, J. Jacod and M. Yor started their systematic development of stochastic integration theory in the general framework of semimartingales; see, e.g. [8]. As a result, stochastic analysis emerged as one of the dominating themes of probability theory in the seventies. At the same time it began to interact increasingly with other mathematical fields. For example, J. Eells, K. D. Elworthy, P. Malliavin and others explored the idea of stochastic parallel transport presented by Kiyosi Itô at the ICM in Stockholm [28] and began to shape the new field of stochastic differential geometry; see, e.g., [12] and [13]. Connections to statistics, in particular to estimation and filtering problems for stochastic processes, were developed by R. S. Liptser and A. N. Shiryaev [35].

Infinite-dimensional extensions of stochastic analysis began to unfold in the eighties. Measure-valued diffusions and “superprocesses” arising as scaling limits of large systems of branching particles became an important area of research where the techniques of Itô calculus were crucial; see, e.g., [6], and [14]. Stochastic differential equations were studied in various infinite-dimensional settings, see, e.g., [1] and [5]. With his lectures *Foundations of Stochastic Differential Equations in Infinite Dimensional Spaces* [29], given at ETH Zurich and at Louisiana State University in 1983, Itô himself made significant contributions to this development. In fact, in his foreword to [24] Kiyosi Itô says that “it became my habit to observe even finite-dimensional facts from the infinite-dimensional viewpoint”. Paul Malliavin developed the stochastic analysis of an infinite-dimensional Ornstein–Uhlenbeck process and showed that this approach provides powerful new tools in order to obtain regularity results for the distributions of functionals of the solutions of stochastic differential equations [37]. His ideas led to what is now known as the Malliavin calculus, a highly sophisticated methodology with a growing range of applications which emerged in the eighties and nineties as one of the most important advances of stochastic analysis; see, e.g., [38] and [42].

While the impact of Itô’s ideas within mathematics took some time to become really felt, their importance was recognized early on in several areas outside of mathematics. I will briefly mention some of them in anecdotal form before I describe one case study in more detail, namely the application of Itô’s calculus in finance. Already in the sixties engineers discovered that Itô’s calculus provides the right concepts and tools for analyzing the stability of dynamical systems perturbed by noise and to deal with problems of filtering and control. When I was an instructor at MIT in 1969/70, stochastic analysis did not appear in any course offered in the Department of Mathematics. But I counted 4 courses in electrical engineering and 2 in aeronautics and astronautics in which stochastic differential equations played a role. The first systematic exposition in Germany was the book *Stochastische Differentialgleichungen*
by Ludwig Arnold, with the motion of satellites as a prime example. It was based on seminars and lectures at the Technical University Stuttgart which he was urged to give by his colleagues in engineering. In the seventies the relevance of Itô’s work was also recognized in physics and in particular in quantum field theory. When I came to ETH Zurich in 1977, Barry Simon gave a series of lectures for Swiss physicists on path integral techniques which included the construction of Itô’s integral for Brownian motion, an introduction to stochastic calculus, and applications to Schrödinger operators with magnetic fields; see chapter V in [45]. When Kiyosi Itô was awarded a honorary degree by ETH Zurich in 1987, this was in fact due to a joint initiative of mathematicians and physicists. In another important development, the methods of Itô’s calculus were crucial in analyzing scaling limits of models in population genetics in terms of measure-valued diffusions; see, e.g., [44] and the chapter on genetic models in [15], and [14].

I will now describe the application of Itô’s calculus in finance which began around 1970 and which has transformed the field in a spectacular manner, in parallel with the explosive growth of markets for financial derivatives. Consider the price fluctuation of some liquid financial asset, modeled as a stochastic process $S = (S_t)_{0 \leq t \leq T}$ on some probability space $(\Omega, \mathcal{F}, P)$ with filtration $(\mathcal{F}_t)_{0 \leq t \leq T}$. Usually $S$ is assumed to be the solution of some stochastic differential equation (4), and then the volatility of the price fluctuation as measured by the quadratic variation process $(X)$ is governed by the state-dependent diffusion coefficient $\sigma(x)$ as described in equation (10). The best-known case is geometric Brownian motion, where the coefficients are of the form $\sigma(x) = \sigma x$ and $b(x) = bx$. This is known as the Black–Scholes model, and we will return to this special case below. In general, the choice of a specific model involves statistical and econometric considerations. But it also has theoretical aspects which are related to the idea of market efficiency.

In its strong form, market efficiency requires that at each time $t$ the available information and the market’s expectations are immediately “priced in”. Assuming a constant interest rate $r$, this means that the discounted price process $X = (X_t)_{0 \leq t \leq T}$ defined by $X_t = S_t \exp(-rt)$ satisfies the condition

$$E[X_{t+s} | \mathcal{F}_t] = X_t.$$

In other words, the discounted price process is assumed to be a martingale under the given probability measure $P$, and in this case $P$ is called a martingale measure with respect to the given price process. In this strong form market efficiency has a drastic consequence: There is no way to generate a systematic gain by using a dynamic trading strategy. This follows from Itô’s theory of the stochastic integral, applied to a general martingale instead of Brownian motion. Indeed, a trading strategy specifies the amount $\xi_t$ of the underlying asset to be held at any time $t$. It is then natural to say that the resulting net gain at the final time $T$ is given by Itô’s stochastic integral

$$V_T = \int_0^T \xi_t dX_t \approx \sum_i \xi_t(X_{t_{i+1}} - X_{t_i}).$$
Note in fact that the non-anticipating construction of the Itô integral matches exactly
the economic condition that each investment decision is based on the available in-
formation and is made before the future price increment is known. But if \( X \) is a
martingale under the given probability measure \( P \), as it is required by market effi-
ciency in its strong form, then the stochastic integral inherits this property. Thus the
expectation of the net gain under \( P \) is indeed given by

\[
E[V_T] = 0.
\]

There is a much more flexible notion of market efficiency, also known as the
“absence of arbitrage opportunities”. Here the existence of a trading strategy with
positive expected net gain is no longer excluded. But it is assumed that there is no
such profit opportunity without some downside risk, i.e.,

\[
E[V_T] > 0 \implies P[V_T < 0] \neq 0.
\]

As shown by Harrison and Kreps [20], and then in much greater generality by Delbaen
and Schachermayer [7], this relaxed notion of market efficiency is equivalent to the
condition that the measure \( P \), although it may not be a martingale measure itself, does
admit an equivalent martingale measure \( P^* \approx P \).

Equivalent martingale measures provide the key to the problem of pricing and
hedging financial derivatives. Such derivatives, also known as contingent claims, are
financial contracts based on the underlying price process. The resulting discounted
outcome can be described as a nonnegative random variable \( H \) on the probability
space \( (\Omega, \mathcal{F}_T, P) \). The simplest example is a European call-option with maturity \( T \),
where \( H = (X_T - c)^+ \) only depends on the value of the stock price at the final
time \( T \). A more exotic example is the look-back option given by the maximal stock
price observed up to time \( T \).

For simple diffusion models such as the Black–Scholes model the equivalent
martingale measure \( P^* \) is in fact unique, and in this case the financial market model
is called complete. In such a complete situation any contingent claim \( H \) admits a
unique arbitrage-free price, and this price is given by the expectation \( E^*[H] \) under
the martingale measure \( P^* \). As shown by Jacod and Yor in the eighties, uniqueness
of the equivalent martingale measure \( P^* \) is indeed equivalent to the fact that each
contingent claim \( H \) admits a representation as a stochastic integral of the underlying
price process:

\[
H = E^*[H] + \int_0^T \xi_t \, dX_t, \tag{14}
\]

This result may in fact be viewed as an extension of a fundamental theorem of Itô on
the representation of functionals of Brownian motion as stochastic integrals. For a
simple diffusion model it is actually a direct consequence of Itô’s formula, as we will
see below. In financial terms, the representation (14) means that the contingent claim
\( H \) admits a perfect replication by means of a dynamic trading strategy, starting with
the initial capital $E^*[H]$. But this implies that the correct price is given by the initial capital, since otherwise there would be an obvious arbitrage opportunity.

In the financial context, the crucial insight that arbitrage-free prices of derivatives should be computed as expectations under an equivalent martingale measure goes back to Black and Scholes [3]. They considered the problem of pricing a European call-option of geometric Brownian motion and realized that the key to the solution is provided by Itô’s formula. More generally, suppose that the price fluctuation is modeled by a stochastic differential equation (4) and that the contingent claim is of the form $H = h(X_T)$ with some continuous function $h$. Note first that we can rewrite Itô’s formula (13) as

$$df(X, t) = \nabla_x f(X, t) \, dX + \left( L^* + \frac{\partial}{\partial t} \right) f(X, t) \, dt$$

in terms of the operator $L^* = L - b \nabla_x$. Thus the contingent claim can be written as

$$H = f(x, 0) + \int_0^T \nabla_x f(X_t, t) \, dX_t$$

(15)

if the function $f$ on $\mathbb{R}^d \times [0, T]$ is chosen to be a solution of the partial differential equation

$$\left( L^* + \frac{\partial}{\partial t} \right) f = 0$$

(16)

with terminal condition $f(\cdot, T) = h$. The representation (15) shows that the contingent claim admits a perfect replication, or a perfect hedge, by means of the strategy $\xi_t = \nabla_x f(X_t, t)$. Therefore its arbitrage-free price is given by $E^*[H] = f(x, 0)$. In the same way, the arbitrage-free price at any time $t$ is given by the value $f(X_t, t)$. Thus Itô’s formula provides an explicit method of computing the hedging strategy and the arbitrage-free price which involves the associated partial differential equation (16).

This approach can be extended to arbitrarily exotic derivatives. Indeed, applying the preceding argument stepwise to products of the form $H = \prod h_i(X_{t_i})$ and using an approximation of general derivatives by such finitely based functionals, one obtains the crucial representation (14) of a general contingent claim $H$ as a stochastic integral of the underlying diffusion process. While this approach clarifies the picture from a conceptual point of view, the explicit computation of the price and the hedging strategy usually becomes a major challenge when moving beyond the simple case of a call option. At this stage additional methods of numerical analysis and of stochastic analysis may be needed. In particular, the Malliavin calculus and the analysis of “cubature on Wiener space” developed by T. Lyons have started to play an important role in this context; see, e.g., Malliavin and Thalmaier [39] and Lyons and Victoir [36].

New conceptual problems arise as soon as the financial market model becomes incomplete, i.e., if the martingale measure $P^*$ is no longer unique. This happens if, for example, the driving Brownian motion in (4) is replaced by a general Lévy process as in Itô’s original work, or if volatility becomes stochastic in the sense that
the diffusion coefficient \( \sigma \) is replaced by a stochastic process. The issue of pricing and hedging financial derivatives in such an incomplete setting has led to new optimization problems and has opened new connections to convex analysis and to microeconomic theory. It has also become the source of new directions in martingale theory. In particular it has led to new variants of some fundamental decomposition theorems such as the Kunita–Watanabe decomposition and the Doob–Meyer decomposition, and it has motivated the systematic development of the theory of backward stochastic differential equations; see, e.g., [33] and [11]. In all these ramifications, however, Itô’s stochastic analysis continues to provide the crucial concepts and tools.

In the beginning we recalled the statutes of the Gauss prize. We can now see more clearly why each and every one of their requirements is so well met by Kiyosi Itô’s contributions. In the first place, these contributions are outstanding and in fact of fundamental importance from a strictly mathematical point of view. Secondly, they have found significant applications outside of mathematics as illustrated by the preceding case study: There is no doubt that the field of quantitative finance has been thoroughly transformed by the basic insights provided by Itô’s calculus, both on a conceptual and on a computational level. Finally, this transformation of the field has paved the way to the innovative application of a wide range of mathematical methods, not only from stochastic analysis but also, following in their wake, methods from PDE’s, convex analysis, statistics, and numerical analysis.

In their introduction to [24] quoted above, Stroock and Varadhan say that Kiyosi Itô “has molded the way in which we all think about stochastic processes”. When this was written, “we all” referred to a rather small group of specialists. Over the last three decades this group has increased dramatically, both within and beyond the boundaries of mathematics. And I am sure that there is overwhelming agreement with the anonymous weblog discussant that the Gauss prize has been awarded to “someone really wonderful”.
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1. Introduction

All physical systems in equilibrium obey the laws of thermodynamics. The first law asserts the conservation of energy. The second law has a variety of formulations, one of which is the following: Suppose that in a work cycle a heat engine extracts $Q_1$ units of heat from a heat reservoir at temperature $T_1$, performs $W$ units of work, and then exhausts the remaining $Q_2 = Q_1 - W$ units of heat to a heat sink at temperature $T_2 < T_1$. Let $\eta = \frac{W}{Q_1}$ denote the efficiency of the conversion of heat into work. Then the second law tells us there is a maximal efficiency $\eta_{\text{max}} = (T_1 - T_2)/T_1$, depending only on $T_1$ and $T_2$, so that for all heat engines, and all work cycles,

$$\eta \leq \eta_{\text{max}}.$$  (1)

Nature is so set up that we just cannot do any better.

On the other hand, it is a very old thought, going back at least to Democritus and the Greeks, that matter, all matter, is built out of tiny constituents – atoms – obeying their own laws of interaction. The juxtaposition of these two points of view, the
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macroscopic world of tangible objects and the microscopic world of atoms, presents a fundamental, difficult and long-standing challenge to scientists; namely, how does one derive the macroscopic laws of thermodynamics from the microscopic laws of atoms? The special, salient feature of this challenge is that the same laws of thermodynamics should emerge no matter what the details of the atomic interaction. In other words, on the macroscopic scale, physical systems should exhibit universality\(^1\). Indeed, it is the very emergence of universal behavior for macroscopic systems that makes possible the existence of physical laws.

This kind of thinking, however, is not common in the world of mathematics. Mathematicians tend to think of their problems as sui generis, each with its own special, distinguishing features. Two problems are regarded as “the same” only if some isomorphism, explicit or otherwise, can be constructed between them. In recent years, however, universality in the above sense of macroscopic physics has started to emerge in a wide variety of mathematical problems, and the goal of this paper is to illustrate some of these developments. As we will see, there are problems from diverse areas, often with no discernible, mechanistic connections, all of which behave, on the appropriate scale, in precisely the same way. The list of such problems is varied, long and growing, and points to the emergence of what one might call “macroscopic mathematics.”

A precedent for the kind of results that we are going to describe is given by the celebrated central limit theorem of probability theory, where one considers independent, identically distributed variables \(\{x_n\}_{n \geq 1}\). The central limit theorem tells us that if we center and scale the variables, \(x_n \rightarrow y_n \equiv (x_n - E(x_n))/\sqrt{V(x_n)}\), then

\[
\lim_{n \to \infty} \text{Prob} \left( \frac{\sum_{k=1}^{n} y_k}{\sqrt{n}} \leq t \right) = \int_{-\infty}^{t} e^{-u^2/2} \frac{du}{\sqrt{2\pi}}.
\]

We see here explicitly that the Gaussian distribution on the right-hand side of (2) is universal, independent of the distribution for the \(x_n\)’s. The proof of the central limit theorem for independent coin flips, \(\text{Prob}(x_n = +1) = \text{Prob}(x_n = -1) = \frac{1}{2}\), goes back to de Moivre and Laplace in the 18th century. Of course (2) is only one of many similar universality-type results now known in probability theory.

The outline of the paper is as follows: In Section 2 we will introduce and discuss some models from random matrix theory (RMT). Various distributions associated with these models will play the same role in the problems that we discuss later on in the paper as the Gaussian does in (2). As noted above, thermodynamics reflects universality for all macroscopic systems, but there are also many universality subclasses which describe the behavior of physical systems in restricted situations. For example, many fluids, such as water and vinegar, obey the Navier–Stokes equation, but a variety of heavy oils obey the lubrication equations. In the same way we will see

\(^1\)In physics, the term “universality” is usually used in the more limited context of scaling laws for critical phenomena. In this paper we use the term “universality” more broadly in the spirit of the preceding discussion. We trust this will cause no confusion.
that certain mathematical problems are described by so-called Unitary Ensembles of random matrices, and others by so-called Orthogonal or Symplectic Ensembles. In Section 3, we present a variety of problems from different areas of mathematics, and in Section 4 we show how these problems are described by random matrix models from Section 2. In the final Section 5 we discuss briefly some of the mathematical methods that are used to prove the results in Section 4. Here combinatorial identities, Riemann–Hilbert problems (RHP’s) and the nonlinear steepest descent method of [DeiZho], as well as the classical steepest descent method, play a key role. We end the section with some speculations, suggesting how to place the results of Sections 3 and 4 in a broader mathematical framework.

2. Random matrix models

There are many ensembles of random matrices that are of interest, and we refer the reader to the classic text of Mehta [Meh] for more information (see also [Dei1]). In this paper we will consider almost exclusively (see, however, (54) et seq. below) only three kinds of ensembles:

(a) Orthogonal Ensembles (OE’s) consisting of \( N \times N \) real symmetric matrices \( M, M = \bar{M} = M^T \).

(b) Unitary Ensembles (UE’s) consisting of \( N \times N \) Hermitian matrices \( M, M = M^* \).

(c) Symplectic Ensembles (SE’s) consisting of \( 2N \times 2N \) Hermitian, self-dual matrices \( M = M^* = JMTJ^T \), where \( J \) is the standard \( 2N \times 2N \) block diagonal symplectic matrix, \( J = \text{diag}(\tau, \tau, \ldots, \tau) \), \( \tau = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \).

For reasons that will soon become clear, OE’s, UE’s and SE’s are labeled by a parameter \( \beta \), where \( \beta = 1, 2 \) or 4, respectively. In all three cases the ensembles are equipped with probability distributions of the form

\[
P_{N,\beta}(M) d\beta M = \frac{1}{Z_{N,\beta}} e^{-\text{tr}(V_{N,\beta}(M))} d\beta M
\]

where \( V_{N,\beta} \) is a real-valued function on \( \mathbb{R} \) such that \( V_{N,\beta}(x) \to +\infty \) sufficiently rapidly as \( |x| \to \infty \), \( Z_{N,\beta} \) is a normalization coefficient, and \( d\beta M \) denotes Lebesgue measure on the algebraically independent entries of \( M \). For example, in the orthogonal case, \( d_{\beta=1}M = \prod_{1\leq j\leq k\leq N} dM_{jk} \), where \( M = (M_{jk}) \) (see, e.g., [Meh]). The notation “orthogonal”, “unitary”, and “symplectic” refers to the fact that the above ensembles with associated distributions (3) are invariant under conjugation \( M \to SMS^{-1} \), where \( S \) is orthogonal, unitary, or unitary-symplectic (i.e., \( S \in \text{USp}(2N) = \{ S : SS^* = I, SJS^T = J \} \) respectively. When \( V_{N,\beta}(x) = x^2 \), one has the so-called Gaussian Orthogonal Ensemble (GOE), the Gaussian Unitary Ensemble (GUE), and the Gaussian Symplectic Ensemble (GSE), for \( \beta = 1, 2 \) or 4, respectively.
The distributions (3) in turn give rise to distributions on the eigenvalues $\lambda_1 \leq \lambda_2 \leq \cdots$ of $M$,

$$
\hat{P}_{N,\beta}(\lambda) \, d^N\lambda = \frac{1}{\hat{Z}_{N,\beta}} e^{-\eta_\beta \sum_{i=1}^{N} V_{N,\beta}(\lambda_i)} \prod_{1 \leq i < j \leq N} |\lambda_i - \lambda_j|^{\beta} \, d\lambda_1 \cdots d\lambda_N \quad (4)
$$

where $\hat{Z}_{N,\beta}$ is again a normalization coefficient, and $\eta_\beta = 1$ if $\beta = 1$ or 2 and $\eta_4 = 2$ (this is because the eigenvalues for $\beta = 4$ double up). The labeling of OE’s, UE’s, and SE’s by $\beta = 1$, $\beta = 2$ and $\beta = 4$ is now clear. In all three cases, we see that the random matrix ensembles give rise to random particle systems $\{\lambda_1, \lambda_2, \ldots\}$ with repulsion built in: the probability that two eigenvalues are close together is small and vanishes like a power of the distance between them. This is an essential feature of random matrix ensembles, in contrast to random Poisson particle systems, say, where the particles may bunch together or exhibit large gaps.

Loosely speaking, we say that a system is modeled by random matrix theory (RMT) if it behaves statistically like the eigenvalues of a “large” OE, UE,…matrix. In analyzing such systems there is something known as the standard procedure: Suppose we wish to compare some statistical quantities $\{a_k\}$ in the neighborhood of some point $A$ with the eigenvalues $\{\lambda_k\}$ of some matrix in the neighborhood of some energy $E$, say, in the bulk of the spectrum. Then we always center and scale the $a_k$’s and the $\lambda_k$’s,

$$
a_k \to \tilde{a}_k = \gamma_a (a_k - A), \quad \lambda_k \to \tilde{\lambda}_k = \gamma_\lambda (\lambda_k - E) \quad (5)
$$

so that

$$
\mathbb{E}(\#\{\tilde{a}_k\text{'s per unit interval}) = \mathbb{E}(\#\{\tilde{\lambda}_k\text{'s per unit interval}) = 1. \quad (6)
$$

For energies $E$ at the edge of the spectrum, the above procedure must be modified slightly (see below).

This procedure can be viewed as follows: A scientist wishes to investigate some statistical phenomenon. What s’he has at hand is a microscope and a handbook of matrix ensembles. The data $\{a_k\}$ are embedded on a slide which can be inserted into the microscope. The only freedom that the scientist has is to center the slide, $a_k \to a_k - A$, and then adjust the focus $a_k - A \to \tilde{a}_k = \gamma_a (a_k - A)$ so that on average one data point $\tilde{a}_k$ appears per unit length on the slide. At that point the scientist takes out his’r handbook, and then tries to match the statistics of the $\tilde{a}_k$’s with those of the eigenvalues of some ensemble. If the fit is good, the scientist then says that the system is well-modeled by RMT.

It is a remarkable fact, going back to the work of Gaudin and Mehta, and later Dyson, in the 1960s, that the key statistics for OE’s, UE’s, and SE’s can be computed in closed form. This is true not only for finite $N$, but also for various scaling limits as $N \to \infty$. For GOE, GUE, and GSE we refer the reader to [Meh]. Here the Hermite polynomials, which are orthogonal with respect to the weight $e^{-x^2} \, dx$ on $\mathbb{R}$, play
a critical role, and the scaling limits as $N \to \infty$ follow from the known, classical asymptotics of the Hermite polynomials. For UE’s with general potentials $V_{N, \beta=2}$, the techniques described in [Meh] for GUE go through for finite $N$, the role of the Hermite polynomials now being played by the polynomials orthogonal with respect to the weight $e^{-V_{N, \beta=2}(x)} \, dx$ on $\mathbb{R}$ (see, e.g. [Dei1]). For general $V_{N, \beta=2}$, however, the asymptotic behavior of these polynomials as $N \to \infty$ does not follow from classical estimates. In order to overcome this obstacle, the authors in [DKMVZ1] and [DKMVZ2] (see also [Dei1] for a pedagogical presentation) used the Riemann–Hilbert steepest-descent method introduced by Deift and Zhou [DeiZho], and further developed with Venakides [DVZ], to compute the asymptotics as $N \to \infty$ of the orthogonal polynomials for a very general class of analytic weights. In view of the preceding comments, the scaling limits of the key statistics for UE’s then follow for such weights (see also [BleIts] for the special case $V_{N, \beta=2}(x) = N(x^4 - tx^2)$). For another approach to UE universality, see [PasSch]. For OE’s and SE’s with classical weights, such as Laguerre, Jacobi, etc., for which the asymptotics of the associated orthogonal polynomials are known, the GOE and GSE methods in [Meh] apply (see the introductions to [DeiGio1] and [DeiGio2] for a historical discussion). For general $V_{N, \beta, \beta=1 \text{ or } 4$, new techniques are needed, and these were introduced, for finite $N$, by Tracy and Widom in [TraWid2] and [Wid]. In [DeiGio1] and [DeiGio2], the authors use the results in [TraWid2] and [Wid], together with the asymptotic estimates in [DKMVZ2], to compute the large $N$ limits of the key statistics for OE’s and SE’s with general polynomial weights $V_{N, \beta}(x) = \kappa_2 x^{2m} + \cdots, \kappa_{2m} > 0$.

It turns out that not only can the statistics for OE’s, UE’s and SE’s be computed explicitly, but in the large $N$ limit the behavior of these systems is universal in the sense described above, as conjectured earlier by Dyson, Mehta, Wigner, and many others. It works like this: Consider $N \times N$ matrices $M$ in a UE with potential $V_{N,2}$. Let $K_N$ denote the finite rank operator with kernel

$$K_N(x, y) = \sum_{j=0}^{N-1} \varphi_j(x)\varphi_j(y), \quad x, y \in \mathbb{R} \quad (7)$$

where

$$\varphi_j(x) = p_j(x)e^{-\frac{1}{2}V_{N,2}(x)}, \quad j \geq 0 \quad (8)$$

and

$$p_j(x) = \gamma_j x^j + \cdots, \quad j \geq 0, \quad \gamma_j > 0 \quad (9)$$

are the orthonormal polynomials with respect to the weight $e^{-V_{N,2}(x)} \, dx$,

$$\int_{\mathbb{R}} p_j(x) p_k(x)e^{-V_{N,2}(x)} \, dx = \delta_{jk}, \quad j, k \geq 0.$$ 

Then the $m$-point correlation functions

$$R_m(\lambda_1, \ldots, \lambda_m) \equiv \frac{N!}{(N-m)!} \int \cdots \int \hat{P}_{N,2}(\lambda_1, \ldots, \lambda_N) \, d\lambda_{m+1} \cdots d\lambda_N$$
can be expressed in terms of $K_N$ as follows:

$$R_m(\lambda_1, \ldots, \lambda_m) = \det (K_N(\lambda_i, \lambda_j))_{1 \leq i, j \leq m}. \quad (10)$$

A simple computation for the 1-point and 2-point functions, $R_1(\lambda)$ and $R_2(\lambda_1, \lambda_2)$, shows that

$$\mathbb{E}(\#(\lambda_i \in B)) = \int_B R_1(\lambda) \, d\lambda \quad \text{(11)}$$

for any Borel set $B \subset \mathbb{R}$, and

$$\mathbb{E}(\#(\text{ordered pairs } (i, j), i \neq j : (\lambda_i, \lambda_j) \in \Delta)) = \iint_{\Delta} R_2(\lambda_1, \lambda_2) \, d\lambda_1 d\lambda_2 \quad \text{(12)}$$

for any Borel set $\Delta \subset \mathbb{R}^2$.

It follows in particular from (11) that, for an energy $E$, $R_1(E) = K_N(E, E)$ is the density of the expected number of eigenvalues in a neighborhood of $E$, and hence, by the standard procedure, one should take the scaling factor $\gamma_\lambda$ in (5) to be $K_N(E, E)$. For energies $E$ in the bulk of the spectrum, one finds for a broad class of potentials $V_{N,2}$ (see [DKMVZ1] and [DKMVZ2]) that, in the scaling limit dictated by $K_N(E, E)$, $K_N(\lambda, \lambda')$ takes on a universal form

$$\lim_{N \to \infty} \frac{1}{K_N(E, E)} K_N \left( E + \frac{x}{K_N(E, E)}, E + \frac{y}{K_N(E, E)} \right) = K_\infty(x - y) \quad \text{(13)}$$

where $x, y \in \mathbb{R}$ and $K_\infty$ is the so-called sine-kernel,

$$K_\infty(u) = \frac{\sin(\pi u)}{\pi u}. \quad \text{(14)}$$

Inserting this information into (10) we see that the scaling limit for $R_m$ is universal for each $m \geq 2$, and in particular for $m = 2$, we have for $x, y \in \mathbb{R}$

$$\lim_{N \to \infty} \frac{1}{(K_N(E, E))^2} R_2 \left( E + \frac{x}{K_N(E, E)}, E + \frac{y}{K_N(E, E)} \right) = \det \begin{pmatrix} K_\infty(0) & K_\infty(x - y) \\ K_\infty(x - y) & K_\infty(0) \end{pmatrix} = 1 - \left( \frac{\sin(\pi(x - y))}{\pi(x - y)} \right)^2. \quad \text{(15)}$$

For a Borel set $B \subset \mathbb{R}$, let $n_B = \#\{\lambda_j : \lambda_j \in B\}$ and let

$$\forall_B = \mathbb{E}(n_B - \mathbb{E}(n_B))^2 \quad \text{(16)}$$

denote the number variance in $B$. A simple computation again shows that

$$\forall_B = \int_B R_1(x) \, dx + \iint_{B \times B} R_2(x, y) \, dx dy - \left( \int_B R_1(x) \, dx \right)^2.$$
For an energy $E$ in the bulk of the spectrum as above, set

$$B_N(s) = \left( E - \frac{s}{2K_N(E, E)}, E + \frac{s}{2K_N(E, E)} \right), \quad s > 0.$$  

For such $B$, $\forall_B$ is the number variance for an interval about $E$ of scaled size $s$. Recalling that $K_N(E, E) = R_1(E)$, and using (15), we find as $N \to \infty$

$$\lim_{N \to \infty} V_B N(s) = \frac{1}{\pi^2} \int_0^{2\pi s} \frac{1 - \cos u}{u} du + \frac{2s}{\pi} \int_{\pi s}^{\infty} \left( \frac{\sin u}{u} \right)^2 du. \quad (17)$$

For large $s$, the right-hand side has the form (see [Meh])

$$\frac{1}{\pi^2} \left( \log(2\pi s) + \gamma + 1 \right) + O\left( \frac{1}{s} \right) \quad (18)$$

where $\gamma$ is Euler's constant.

For $\theta > 0$, the so-called gap probability

$$G_{N,2}(\theta) = \text{Prob}(M : M \text{ has no eigenvalues in } (E - \theta, E + \theta)) \quad (19)$$

is given by (see [Meh], and also [Dei1])

$$G_{N,2}(\theta) = \det(1 - K_N|_{L^2(E-\theta,E+\theta)}) \quad (20)$$

where $K_N|_{L^2(E-\theta,E+\theta)}$ denotes the operator with kernel (7) acting on $L^2(E-\theta, E+\theta)$. In the bulk scaling limit, we find

$$\lim_{N \to \infty} G_{N,2}(\frac{x}{K_N(E, E)}) = \det(1 - K_\infty|_{L^2(-\theta,\theta)}), \quad x \in \mathbb{R}. \quad (21)$$

In terms of the scaled eigenvalues $\tilde{\lambda}_j = K_N(E, E) \cdot (\lambda_j - E)$, this means that for $x > 0$

$$\lim_{N \to \infty} \text{Prob}(M : \tilde{\lambda}_j \notin (-x, x), 1 \leq j \leq N) = \det(1 - K_\infty|_{L^2(-x,x)}). \quad (22)$$

Now consider a point $E$, say $E = 0$, where $K_N(E, E) = K_N(0,0) \to \infty$ as $N \to \infty$. This is true, in particular, if

$$V_{N,2}(x) = \kappa_m x^{2m} + \cdots, \quad \kappa_m > 0, \quad m \geq 1, \quad (23)$$

and so for $V_{N,2}(x) = x^2$ (GUE). For such $V_{N,2}$'s, we have $K_N(0,0) \sim N^{1-\frac{1}{m}}$ (see [DKMVZ1]). Let $t_N > 0$ be such that

$$t_N \to \infty, \quad \frac{t_N}{K_N(0,0)} \to 0. \quad (24)$$
Then

\[ \hat{N} \equiv E \left( \# \{ |\lambda_j| \leq \frac{t_N}{K_N(0,0)} \} \right) = \int_{-\frac{t_N}{K_N(0,0)}}^{\frac{t_N}{K_N(0,0)}} K_N(\lambda, \lambda) d\lambda \sim 2t_N \to \infty. \tag{25} \]

For \( a < b \), define the Borel set \( \Delta_N \subset \mathbb{R}^2 \) by

\[ \Delta_N = \left\{ (x, y) : \frac{a}{K_N(0,0)} < x - y < \frac{b}{K_N(0,0)} \text{ and } |x|, |y| \leq \frac{t_N}{K_N(0,0)} \right\}. \tag{26} \]

Then we have by (12) and (15), as \( N \to \infty \),

\[ \frac{1}{N} E \left( \# \{ \text{ordered pairs } (i, j), i \neq j : (\lambda_i, \lambda_j) \in \Delta_N \} \right) \]

\[ = \frac{1}{N} \int \int_{\Delta_N} R_2(\lambda_1, \lambda_2) d\lambda_1 d\lambda_2 \]

\[ = \frac{1}{N} \int \int_{\{(s,t) : a<s-t<b, |s|,|t|<t_N\}} \left( 1 - \left( \frac{\sin \pi r}{\pi r} \right)^2 \right) d\int ddr \]

\[ \sim \frac{2t_N}{N} \int_a^b \left( 1 - \left( \frac{\sin \pi r}{\pi r} \right)^2 \right) dr \]

Thus, if \( \tilde{\lambda}_j \equiv K_N(0,0)\lambda_j \) are, again, the scaled eigenvalues, then for \( t_N \) as in (24)

\[ \lim_{N \to \infty} \frac{1}{N} E \left( \# \{ \text{ordered pairs } (i, j), i \neq j : a < \tilde{\lambda}_i - \tilde{\lambda}_j < b, |\tilde{\lambda}_i|, |\tilde{\lambda}_j| \leq t_N \} \right) \]

\[ = \int_a^b \left( 1 - \left( \frac{\sin \pi r}{\pi r} \right)^2 \right) dr. \tag{27} \]

Another quantity of interest is the spacing distribution of the eigenvalues \( \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N \) of a random \( N \times N \) matrix as \( N \to \infty \). More precisely, for \( s > 0 \), we want to compute

\[ E \left( \frac{\# \{ 1 \leq j \leq N - 1 : \lambda_{j+1} - \lambda_j \leq s \}}{N} \right) \]

as \( N \) becomes large. If we again restrict our attention to eigenvalues in a neighborhood of a bulk energy \( E = 0 \), say, then the eigenvalue spacing distribution exhibits universal behavior for UE’s as \( N \to \infty \). We have in particular the following result of Gaudin
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(see [Meh], and also [Dei1]): With $t_N, \tilde{N}$ and $\tilde{x}_j = K_N(0, 0)x_j$ as above,

$$\lim_{N \to \infty} \mathbb{E}\left( \frac{\#\{1 \leq j \leq N - 1 : \tilde{\lambda}_{j+1} - \tilde{\lambda}_j \leq s, |\tilde{\lambda}_j| \leq t_N\}}{\tilde{N}} \right)$$

$$= \lim_{N \to \infty} \text{Prob}(\text{at least one eigenvalue } \tilde{\lambda}_j \text{ in } (0, s] \mid \text{eigenvalue at } 0)$$

$$= \int_0^s p(u) \, du$$

where

$$p(u) = \frac{d^2}{du^2} \left( \det(1 - K_\infty |_{L^2(0, u)}) \right).$$

(29)

At the upper spectral edge $E = \lambda_{\max}$, one again finds universal behavior for UE’s with potentials $V_{N,2}$, in particular, of the form (23) above. For such $V_{N,2}$’s there exist constants $z_N^{(2)}, s_N^{(2)}$ such that for $t \in \mathbb{R}$ (see [DeiGio2] and the notes therein)

$$\lim_{N \to \infty} \text{Prob}\left( M : \frac{\lambda_{\max} - z_N^{(2)}}{s_N^{(2)}} \leq t \right) = \det(1 - A \mid_{L^2(t, \infty)}).$$

(30)

Here $A$ is the so-called \textit{Airy operator} with kernel

$$A(x, y) = \frac{\text{Ai}(x)\text{Ai}'(y) - \text{Ai}'(x)\text{Ai}(y)}{x - y},$$

(31)

where $\text{Ai}(x)$ is the classical Airy function. For GUE, where $V_{N,2}(x) = x^2$, one has $z_N^{(2)} = \sqrt{2N}$ and $s_N^{(2)} = 2^{-1/2} N^{-1/2}$ (see Forrester [For1] and the seminal work of Tracy and Widom [TraWid1]).

It turns out that $\det(1 - K_\infty \mid_{L^2(-\infty, x)})$ in (21) and $\det(1 - A \mid_{L^2(t, \infty)})$ can be expressed in terms of solutions of the Painlevé V and Painlevé II equations respectively. The first is a celebrated result of Jimbo, Miwa, Môri, and Sato [JMMS], and the second is an equally celebrated result of Tracy and Widom [TraWid1]. In particular for edge scaling we find

$$\lim_{N \to \infty} \text{Prob}\left( M : \frac{\lambda_{\max} - z_N^{(2)}}{s_N^{(2)}} \leq t \right) = F_{\beta=2}(t)$$

(32)

where

$$F_{\beta=2}(t) = \det(1 - A \mid_{L^2(t, \infty)}) = e^{-\int_t^{\infty} (s-t)u^2(s) \, ds}$$

(33)

and $u(s)$ is the (unique, global) Hastings–McLeod solution of the Painlevé II equation

$$u''(s) = 2u^3(s) + su(s)$$

(34)

such that

$$u(s) \sim \text{Ai}(s) \quad \text{as } s \to +\infty.$$  

(35)
$F_2(t) = F_{\beta=2}(t)$ is called the Tracy–Widom distribution for $\beta = 2$.

Finally we note that for OE’s and SE’s there are analogs for all the above results (10)–(35), and again one finds universality in the scaling limits as $N \to \infty$ for potentials $V_{N,\beta}$, $\beta = 1, 4$, of the form (23) above (see [DeiGio1] and [DeiGio2] and the historical notes therein). We note, in particular, the following results: for $V_{N,\beta}$ as above, $\beta = 1$ or 4, there exist constants $z_N^{(\beta)}$, $s_N^{(\beta)}$ such that

$$\lim_{N \to \infty} \text{Prob} \left( M : \frac{\lambda_{\text{max}}(M) - z_N^{(\beta)}}{s_N^{(\beta)}} \leq t \right) = F_{\beta}(t) \quad (36)$$

where

$$F_1(t) = \left( F_2(t) \right)^{\frac{1}{2}} e^{-\frac{1}{2} \int_{t}^{\infty} u(s) \, ds} \quad (37)$$

and

$$F_4(t) = \left( F_2(t) \right)^{\frac{1}{2}} \left. e^{\frac{1}{2} \int_{t}^{\infty} u(s) \, ds} + e^{-\frac{1}{2} \int_{t}^{\infty} u(s) \, ds} \right/ 2 \quad (38)$$

with $F_2(t)$ and $u(s)$ as above. $F_1(t)$ and $F_4(t)$ are called the Tracy–Widom distributions for $\beta = 1$ and 4 respectively.

3. The problems

In this section we consider seven problems. The first is from physics and is included for historical reasons that will become clear in Section 4 below; the remaining six problems are from mathematics/mathematical physics.

**Problem 1.** Consider the scattering of neutrons off a heavy nucleus, say uranium U$^{238}$. The scattering cross-section is plotted as a function of the energy $E$ of the incoming neutrons, and one obtains a jagged graph (see [Por] and [Meh]) with many hundreds of sharp peaks $E_1 < E_2 < \cdots$ and valleys $E_1' < E_2' < \cdots$. If $E \sim E_j$ for some $j$, the neutron is strongly repelled from the nucleus, and if $E \sim E_j'$ for some $j$, then the neutron sails through the nucleus, essentially unimpeded. The $E_j$’s are called scattering resonances. The challenge faced by physicists in the late 40s and early 50s was to develop an effective model to describe these resonances. One could of course write down a Schrödinger-type equation for the scattering system, but because of the high dimensionality of the problem there is clearly no hope of solving the equation for the $E_j$’s either analytically or numerically. However, as more experiments were done on heavy nuclei, each with hundreds of $E_j$’s, a consensus began to emerge that the “correct” theory of resonances was statistical, and here Wigner led the way. Any effective theory would have to incorporate two essential features present in the data, viz.

(i) modulo certain natural symmetry considerations, all nuclei in the same symmetry class exhibited universal behavior;
(ii) in all cases, the $E_j$’s exhibited repulsion, or, more precisely, the probability that two $E_j$’s would be close together was small.

**Question 1.** What theory did Wigner propose for the $E_j$’s?

**Problem 2.** Here we consider the work of H. Montgomery [Mon] in the early 1970s on the zeros of the Riemann zeta function $\zeta(s)$. Assuming the Riemann hypothesis, Montgomery rescaled the imaginary parts $\gamma_1 \leq \gamma_2 \leq \cdots$ of the (nontrivial) zeros \{$\frac{1}{2} + i\gamma_j$\} of $\zeta(s)$,

$$\gamma_j \to \tilde{\gamma}_j = \frac{\gamma_j \log \gamma_j}{2\pi}$$  \hspace{1cm} (39)

...to have mean spacing 1 as $T \to \infty$, i.e.

$$\lim_{T \to \infty} \frac{\#\{j \geq 1 : \tilde{\gamma}_j \leq T\}}{T} = 1.$$  

For any $a < b$, he then computed the two-point correlation function for the $\tilde{\gamma}_j$’s

$$\#\{\text{ordered pairs } (j_1, j_2), j_1 \neq j_2 : 1 \leq j_1, j_2 \leq N, \tilde{\gamma}_{j_1} - \tilde{\gamma}_{j_2} \in (a, b)\}$$

and showed, modulo certain technical restrictions, that

$$R(a, b) \equiv \lim_{N \to \infty} \frac{1}{N} \#\{\text{ordered pairs } (j_1, j_2), j_1 \neq j_2 : 1 \leq j_1, j_2 \leq N, \tilde{\gamma}_{j_1} - \tilde{\gamma}_{j_2} \in (a, b)\}$$  \hspace{1cm} (40)

exists and is given by a certain explicit formula.

**Question 2.** What formula did Montgomery obtain for $R(a, b)$?

**Problem 3.** Consider the solitaire card game known as patience sorting (see [AldDia] and [Mal]). The game is played with $N$ cards, numbered 1, 2, ..., $N$ for convenience. The deck is shuffled and the first card is placed face up on the table in front of the dealer. If the next card is smaller than the card on the table, it is placed face up on top of the card; if it is bigger, the card is placed face up to the right of the first card, making a new pile. If the third card in the pile is smaller than one of the cards on the table, it is placed on top of that card; if it is smaller than both cards, it is placed as far to the left as possible. If it is bigger than both cards, it is placed face up to the right of the pile(s), making a new pile. One continues in this fashion until all the cards are dealt out. Let $q_N$ denote the number of piles obtained. Clearly $q_N$ depends on the particular shuffle $\pi \in S_N$, the symmetric group on $N$ numbers, and we write $q_N = q_N(\pi)$.

For example, if $N = 6$ and $\pi = 3 \ 4 \ 1 \ 5 \ 6 \ 2$, where 3 is the top card, 4 is the next card and so on, then patience sorting proceeds as follows:

$$ \begin{array}{cccccccc}
3 & 3 & 4 & 3 & 4 & 1 & 3 & 4 \\
\end{array} $$

and $q_6(\pi) = 4$. 

**Question 3.** Equip $S_N$ with the uniform distribution. If each card is of unit size, how big a table does one typically need to play patience sorting with $N$ cards? Or, more precisely, how does

$$p_{n,N} = \text{Prob}(\pi : q_N(\pi) \leq n)$$

behave as $N \to \infty$, $n \leq N$?

**Problem 4.** The city of Cuernavaca in Mexico (population about 500,000) has an extensive bus system, but there is no municipal transit authority to control the city transport. In particular there is no timetable, which gives rise to Poisson-like phenomena, with bunching and long waits between buses. Typically, the buses are owned by drivers as individual entrepreneurs, and all too often a bus arrives at a stop just as another bus is loading up. The driver then has to move on to the next stop to find his fares. In order to remedy the situation the drivers in Cuernavaca came up with a novel solution: they introduced “recorders” at specific locations along the bus routes in the city. The recorders kept track of when buses passed their locations, and then sold this information to the next driver, who could then speed up or slow down in order to optimize the distance to the preceding bus. The upshot of this ingenious scheme is that the drivers do not lose out on fares and the citizens of Cuernavaca now have a reliable and regular bus service. In the late 1990s two Czech physicists with interest in transportation problems, M. Krbálek and P. Šeba, heard about the buses in Cuernavaca and went down to Mexico to investigate. For about a month they studied the statistics of bus arrivals on Line 4 close to the city center. In particular, they studied the bus spacing distribution, and also the bus number variance measuring the fluctuations of the total number of buses arriving at a fixed location during a time interval $T$. Their findings are reported in [KrbSeb].

**Question 4.** What did Krbálek and Šeba learn about the statistics of the bus system in Cuernavaca?

**Problem 5.** In his investigation of wetting and melting phenomena in [Fis], Fisher introduced various “vicious” walker models. Here we will consider the so-called random turns vicious walker model. In this model, the walks take place on the integer lattice $\mathbb{Z}$ and initially the walkers are located at 0, 1, 2, . . . . The rules for a walk are as follows:

(a) at each tick of the clock, precisely one walker makes a step to the left;

(b) no two walkers can occupy the same site (hence “vicious walkers”).

For example, consider the following walk from time $t = 0$ to time $t = 4$: At $t = 0$, clearly only the walker at 0 can move. At time $t = 1$, either the walker at −1 or at +1 can move, and so on. Let $d_N$ be the distance traveled by the walker starting from 0. In the above example, $d_4 = 2$. For any time $N$, there are clearly only a finite number of possible walks of duration $t = N$. Suppose that all such walks are equally likely.

**Question 5.** How does $d_N$ behave statistically as $N \to \infty$?
Problem 6. Consider tilings $\{T\}$ of the tilted square $T_n = \{(x, y) : |x| + |y| \leq n + 1\}$ in $\mathbb{R}^2$ by horizontal and vertical dominoes of length 2 and width 1. For example, for $n = 3$ we have the tiling $T$ of Figure 2. For each tiling the dominoes must lie strictly within $T_n$. The tilings $T$ are called Aztec diamonds because the boundary of $T$ in $\{(x, y) : y > 0\}$, say, has the shape of a Mexican pyramid. It is a nontrivial theorem (see [EKLP]) that for any $n$, the number of domino tilings of $T_n$ is $2^{n(n+1)}$. Assume that all tilings are equally likely.

Question 6. What does a typical tiling look like as $n \to \infty$?

Finally we have

Problem 7. How long does it take to board an airplane? We consider the random boarding strategy in [BBSSS] under the following simplifying assumptions:

(a) there is only 1 seat per row;

(b) the passengers are very thin compared to the distance between seats;

(c) the passengers move very quickly between seats. The main delay in boarding is the time – one unit – that it takes for the passengers to organize their luggage and seat themselves once they arrive at their assigned seats.
For the full problem with more than one seat per row, passengers who are not “very thin”, etc., see [BBSSS], and also the discussion of the boarding problem in Section 4 below.

The passengers enter the airplane through a door in front and the seats are numbered $1, 2, \ldots, N$, with seat 1 closest to the door. How does boarding proceed? Consider, for example, the case $N = 6$. There are 6 passengers, each with a seating card 1, 2, $\ldots$, 6. At the call to board, the passengers line up randomly at the gate. Suppose for definitiveness that the order in the line is given by

$$
\pi : \ 3 \ 4 \ 1 \ 5 \ 6 \ 2
$$

with 3 nearest the gate. Now 3 can proceed to his'r seat, but 4 is blocked and must wait behind 3 while s’he puts his'r bag up into the overhead bin. However, at the same time, 1 can proceed to his'r seat, but 5, 6, and 2 are blocked. At the end of one unit of time, 3 and 1 sit down, and 4 and 2 can proceed to their seats, but 5 and 6 are blocked behind 4. After one more unit of time 4 and 2 sit down, and 5 can proceed to his'r seat, but 6 is blocked. At the end of one more unit of time 5 sits down, and finally 6 can move to his'r seat. Thus for $\pi$ as above, it takes 4 units of time to board. Let $b_N = b_N(\pi)$ denote the boarding time for any $\pi \in S_N$, and assume that the $\pi$’s are uniformly distributed.

**Question 7.** How does $b_N(\pi)$ behave statistically as $N \to \infty$?

4. Solutions and explanations

As indicated in the Introduction, the remarkable fact of the matter is that all seven problems in Section 3 are modeled by RMT.

**Problem 1** (Neutron scattering). At some point in the mid-1950s, in a striking development, Wigner suggested that the statistics of the neutron scattering resonances was governed by GOE\(^2\) (and hence, by universality [DeiGio1], by all OE’s). And indeed, if one scales real scattering data for a variety of nuclei according to the standard procedure and then evaluates, in particular, the nearest neighbor distribution, one finds remarkable agreement with the OE analog of the spacing distribution (28), (29).

It is interesting, and informative, to trace the development of ideas that led Wigner to his suggestion (see [Wig1], [Wig2], [Wig3]; all three papers are reproduced in [Por]). In these papers, Wigner is guided by the fact that any model for the resonances would have to satisfy the constraints of universality and repulsion, (i) and (ii) respectively, in the description of Problem 1. In [Wig2] he recalls a paper that he had written with von Neumann in 1929 in which they showed, in particular, that in the $n(n+1)/2$-dimensional space of real $n \times n$ symmetric matrices, the matrices with double

---

\(^2\)Here we must restrict the data to scattering for situations where the nuclear forces are time-reversal invariant. If not, the statistics of the scattering resonances should be governed by GUE.
eigenvalues form a set of codimension 2. For example, if a $2 \times 2$ real symmetric matrix has double eigenvalues, then it must be a multiple of the identity and hence it lies in a set of dimension 1 in $\mathbb{R}^3$. It follows that if one equips the space of real, symmetric matrices with a probability measure with a smooth density, the probability of a matrix $M$ having equal eigenvalues would be zero and the eigenvalues $\lambda_1, \ldots, \lambda_n$ of $M$ would comprise a random set with repulsion built in. So Wigner had a model, or more precisely, a class of models, which satisfied constraint (ii). But why choose GOE? This is where the universality constraint (i) comes into play. We quote from [Wig3]: “Let me say only one more word. It is very likely that the curve in Figure 1 is a universal function. In other words, it doesn’t depend on the details of the model with which you are working. There is one particular model in which the probability of the energy levels can be written down exactly. I mentioned this distribution already in Gatlinburg. It is called the Wishart distribution. Consider a set….” So in this way Wigner introduced GOE into theoretical physics: It provided a model with repulsion (and time-reversal) built in. Furthermore, the energy level distribution could be computed explicitly. By universality, it should do the trick!

As remarkable as these developments were, even the most prophetic observer could not have predicted that, a few years down the line, these developments would make themselves felt within pure mathematics.

Problem 2 (Riemann zeta function). Soon after completing his work on the scaling limit (40) of the two-point correlation function for the zeros of zeta, Montgomery was visiting the Institute for Advanced Study in Princeton and it was suggested that he show his result to Dyson. What happened is a celebrated, and oft repeated, story in the lore of the Institute: before Montgomery could describe his hard won result to Dyson, Dyson took out a pen, wrote down a formula, and asked Montgomery “And did you get this?”

$$R(a, b) = \int_a^b 1 - \left( \frac{\sin(\pi r)}{\pi r} \right)^2 \, dr$$  \hspace{1cm} (43)

Montgomery was stunned: this was exactly the formula he had obtained. Dyson explained: “If the zeros of the zeta function behaved like the eigenvalues of a random GUE matrix, then (43) would be exactly the formula for the two-point correlation function!” (See (27) above.)

More precisely, what Montgomery actually proved was that

$$\lim_{N \to \infty} \frac{1}{N} \sum_{1 \leq i \neq j \leq N} f(\tilde{\gamma}_i - \tilde{\gamma}_j) = \int_{\mathbb{R}} f(r) \left( 1 - \left( \frac{\sin(\pi r)}{\pi r} \right)^2 \right) \, dr$$ \hspace{1cm} (44)

for any rapidly decaying function $f$ whose Fourier transform $\hat{f}(\xi)$ is supported in the interval $|\xi| < 2$. Of course, if one could prove (44) for all smooth, rapidly decaying functions, one would recover the full result (43). Nevertheless, in an impressive series

\footnote{In the quotation that follows, “Figure 1” portrays a level spacing distribution, the “Wishart distribution” is the statisticians’ name for GOE, and “Gatlinburg” is [Wig1].}
of numerical computations starting in the 1980s, Odlyzko verified (43) to extraordinary accuracy (see [Odl1], [Odl2], and the references therein). In his computations, Odlyzko also considered GUE behavior for other statistics for the $\tilde{\gamma}_j$’s, such as the nearest neighbor spacing, verifying in particular the relationship

$$\lim_{N \to \infty} \frac{1}{N} \# \{1 \leq j \leq N - 1 : \tilde{\gamma}_{j+1} - \tilde{\gamma}_j \leq s\} = \int_0^s p(u) \, du, \quad s > 0,$$

(cf. (28), (29)) to high accuracy.

The relationship between the zeros of the zeta function and random matrix theory first discovered by Montgomery has been taken up with great virtuosity by many researchers in analytic number theory, with Rudnick and Sarnak [RudSar], and then Katz and Sarnak [KatSar], leading the way. GUE behavior for the zeros of quite general automorphic L-functions over $\mathbb{Q}$, as well as for a wide class of zeta and L-functions over finite fields, has now been established (modulo technicalities as in (44) above in the number field case). Another major development has been the discovery of a relationship between random polynomials whose roots are given by the eigenvalues of a matrix from some random ensemble, and the moments of the L-functions on the critical line $\Re z = \frac{1}{2}$ (see [KeaSna1], [KeaSna2]). The discovery of Montgomery/Odlyzko counts as one of the major developments in analytic number theory in many, many years.

**Problem 3** (Patience sorting). In 1999 Baik, Deift and Johansson [BDJ1] proved the following result for $q_N(\pi)$, the number of piles obtained in patience sorting starting from a shuffle $\pi$ of $N$ cards. Let $\chi_N = \frac{q_N - 2\sqrt{N}}{N^{1/6}}$. Then

$$\lim_{N \to \infty} \text{Prob}(\chi_N \leq t) = F_2(t)$$

where $F_2$ is the Tracy–Widom distribution (32), (33) for $\beta = 2$. Thus the number of piles, suitably centered and scaled, behaves statistically like the largest eigenvalue of a GUE matrix. In addition, the authors proved convergence of moments. For any $m = 1, 2, \ldots,$

$$\lim_{N \to \infty} \mathbb{E}(\chi_N^m) = \mathbb{E}(\chi^m)$$

where $\chi$ is any random variable with distribution $F_2$. In particular, for $m = 1, 2$ one obtains

$$\lim_{N \to \infty} \frac{\mathbb{E}(q_N) - 2\sqrt{N}}{N^{1/6}} = \int_\mathbb{R} t \, dF_2(t)$$

and

$$\lim_{N \to \infty} \frac{\mathbb{V}(q_N)}{N^{1/3}} = \int_\mathbb{R} t^2 \, dF_2(t) - \left( \int_\mathbb{R} t \, dF_2(t) \right)^2.$$

Numerical evaluation shows that the constants on the right-hand side of (48) and (49) are given by $-1.7711$ and $0.8132$, respectively. Thus, as $N \to \infty$,

$$\mathbb{E}(q_N) \sim 2\sqrt{N} - 1.7711 \cdot N^{1/6}$$
so that for a deck of $N = 52$ cards, one needs a table of size about 12 units on average to play the game.

Patience sorting is closely related to the problem of longest increasing subsequences for permutations $\pi \in S_N$. Recall that we say that $\pi(i_1), \ldots, \pi(i_k)$ is an increasing subsequence in $\pi$ of length $k$ if $i_1 < i_2 < \cdots < i_k$ and $\pi(i_1) < \pi(i_2) < \cdots < \pi(i_k)$. Let $l_N(\pi)$ be the length of the longest increasing subsequence in $\pi$.

For example, if $N = 6$ and $\pi = 341562$ we see that $3456$ is a longest increasing subsequence for $\pi$ and hence $l_6(\pi) = 4$. Comparing with the introduction to Question 3, we see that $l_6(\pi) = q_6(\pi)$. This is no accident: for any $\pi \in S_N$, we always have $l_N(\pi) = q_N(\pi)$ (see, e.g. [AldDia]), and hence we learn from (46) that the length $l_N$ of the longest increasing subsequence behaves statistically like the largest eigenvalue of a GUE matrix as $N \to \infty$. The relation $l_N(\pi) = q_N(\pi)$ and (48) imply in particular that

$$\lim_{N \to \infty} \frac{\mathbb{E}(l_N)}{N^{1/2}} = 2. \quad (50)$$

The claim that the limit in (50) exists, and equals 2, is known as “Ulam’s problem” and has a long history (see [BDJ1]). In another direction, uniform distribution on $S_N$ pushes forward under the Robinson–Schensted correspondence (see, e.g. [Sag]) to so-called Plancherel measure on Young diagrams of size $N$. Young diagrams are parameterized by partitions $\mu \vdash N$, $\{\mu = (\mu_1, \mu_2, \ldots, \mu_l) : \mu_1 \geq \mu_2 \geq \cdots \geq \mu_l \geq 1, \sum_{i=1}^l \mu_i = N\}$, where $\mu_i$ is the number of boxes in the $i$th row, and it turns out that under the correspondence we have

$$\text{Prob}(\pi : l_N(\pi) \leq n) = \text{Prob}(\mu \vdash N : \mu_1 \leq n). \quad (51)$$

Consequently, the number of boxes in the first row of Plancherel-random Young diagrams behaves statistically, as $N \to \infty$, like the largest eigenvalue of a GUE matrix. In [BDJ1] the authors conjectured that the number of boxes in the first $k$ rows of a Young diagram should behave statistically as $N \to \infty$ like the top $k$ eigenvalues $\lambda_N \geq \lambda_{N-1} \geq \cdots \geq \lambda_{N-k+1}$ of a GUE matrix. This conjecture was proved for the 2nd row in [BDJ2]. For general $k$, the conjecture was proved, with convergence in joint distribution, in three separate papers in rapid succession ([Oko], [BOO], [Joh1]), using very different methods. The proof in [Oko] relies on an interplay between maps on surfaces and ramified coverings of the sphere; the proof in [BOO] is based on the analysis of specific characters on $S(\infty)$, the infinite symmetric group defined as the inductive limit of the finite symmetric groups $S_N$ under the embeddings $S_N \hookrightarrow S_{N+1}$; and the proof in [Joh1] utilizes certain discrete orthogonal polynomial ensembles arising in combinatorial probability.

One can consider the statistics of $l_N(\pi)$ for $\pi$ restricted to certain distinguished subsets of $S_N$ (see [BaiRai1]). Amongst the many results in [BaiRai1] relating combinatorics and random matrix theory, we mention the following. Let $S_N^{(\text{inv})} = \{\pi \in S_N : \pi^2 = \text{id}\}$ be the set of involutions in $S_N$. Then, under the Robinson–Schensted correspondence, uniform distribution on $S_N^{(\text{inv})}$ pushes forward to a new measure on
Young diagrams, different from the Plancherel measure. Denote this measure by \( \text{Prob}^{(\text{inv})} \), and in place of (51) we have
\[
\text{Prob}(\pi \in S_N^{(\text{inv})} : l_N(\pi) \leq n) = \text{Prob}^{(\text{inv})}(\mu \vdash N : \mu_1 \leq n).
\]
In [BaiRai1] the authors show that
\[
\lim_{N \to \infty} \text{Prob}^{(\text{inv})} \left( \pi \in S_N^{(\text{inv})} : \frac{l_N}{N^{1/6}} \leq x \right)
= \lim_{N \to \infty} \text{Prob}^{(\text{inv})} \left( \mu \vdash N : \frac{\mu_1 - 2\sqrt{N}}{N^{1/6}} \leq x \right) = F_{\beta=1}(x)
\]
and for the second row of \( \mu \)
\[
\lim_{N \to \infty} \text{Prob}^{(\text{inv})} \left( \mu \vdash N : \frac{\mu_2 - 2\sqrt{N}}{N^{1/6}} \leq x \right) = F_{\beta=4}(x).
\]
Here \( F_{\beta=1} \) and \( F_{\beta=4} \) are the Tracy–Widom distributions for the largest eigenvalue of the GOE and GSE ensemble, respectively (see (36), (37), (38)). Thus all three of the basic ensembles \( \beta = 1, 2 \) and 4 show up in the analysis of the (general) increasing subsequence problem.

A problem which is closely related to the longest increasing subsequence problem is the random word problem. In [TraWid4] the authors consider words \( \{\omega\} \) of length \( N \) in an alphabet of \( k \) letters, i.e. maps \( \omega : \{1, 2, \ldots, N\} \to \{1, 2, \ldots, k\} \). One says that \( \omega(i_1), \ldots, \omega(i_j) \) is a weakly increasing subsequence in \( \omega \) of length \( j \) if \( i_1 < i_2 < \cdots < i_j \) and \( \omega(i_1) \leq \omega(i_2) \leq \cdots \leq \omega(i_j) \). Let \( l_{N}^{\text{wk}}(\omega) \) denote the length of the longest weakly increasing subsequence in \( \omega \). Assuming that all words are equally likely, Tracy and Widom in [TraWid4] proved that
\[
\lim_{N \to \infty} \text{Prob} \left( \omega : \frac{l_{N}^{\text{wk}}(\omega) - N}{\sqrt{2N/k}} \leq s \right)
= \gamma_k \int_{\mathcal{L}_s} e^{-\sum_{i=1}^{k} x_i^2} \prod_{1 \leq i < j \leq k} (x_i - x_j)^2 \, dx_1 \cdots dx_{k-1}
\]
where
\[
\mathcal{L}_s = \left\{ (x_1, \ldots, x_k) : \max_{1 \leq i \leq k} x_i \leq s, x_1 + \cdots + x_k = 0 \right\}
\]
and
\[
\gamma_k = \frac{\sqrt{k} \frac{k^2-1}{2} \left( \prod_{i=1}^{k} i! \right) (2\pi)^{-k/2}}{\left( \prod_{i=1}^{k} i! \right)^{1/2}}.
\]
It is easy to see that the right-hand side of (54) is just the distribution function for the largest eigenvalue of a $k \times k$ GUE matrix conditioned to have trace zero.

Consider the representation of the number $\pi$, say, in any basis $b$,

$$\pi = 0.a_1a_2a_3 \ldots \times b^q, \quad q \in \mathbb{Z}. \quad (57)$$

It has long been believed that in some natural asymptotic sense the digits $a_1$, $a_2$, $a_3$, ... are independent and identically distributed, with uniform distribution on $\{0, 1, \ldots, b - 1\}$. In an attempt to formalize this notion, E. Borel (1909) introduced the idea of normality (see [Wag]): A real number $x$ is normal if for any base $b$, any $m \geq 1$, and any $m$-string $s$,

$$\lim_{n \to \infty} \frac{\# \{\text{occurrences of } s \text{ in the first } n \text{ base-}b \text{ digits of } x\}}{n} = b^{-m}. \quad (58)$$

While it is known that non-normal numbers form a set of Lebesgue measure zero, and all numerical evidence confirms (58) to high order, no explicit examples of normal numbers are known.

Relation (54) suggests a new way to test for asymptotic randomness, as follows. Consider the first $LN$ base-$b$ digits $a_1a_2 \ldots a_{LN}$ of a given number $x$, where $L$ and $N$ are “large”. Partition these digits into $L$ words $\omega_j = a_{(j-1)N+1} \ldots a_{jN}$, $1 \leq j \leq L$, each of length $N$. For each $\omega_j$ compute $l_N^{wk}(\omega_j)$. Then if the digits $\{a_j\}$ of $x$ are asymptotically random, we could expect that as $L, N \to \infty$, the empirical distribution

$$\frac{1}{L} \# \left\{ 1 \leq j \leq L : \frac{l_N^{wk}(\omega_j) - N/b}{\sqrt{2N/b}} \leq s \right\}$$

is close to the conditional GUE distribution on the right-hand side of (54). Preliminary calculations in [DeiWit] for $x = \pi$ and $b = 2$ show that for $L, N$ “large” the empirical distribution is indeed close to the right-hand side of (54) with high accuracy. The work is in progress.

**Problem 4** (Bus problem in Cuernavaca). Krbálek and Šeba found that both the bus spacing distribution and the number variance are well modeled by GUE, (28), (29) and (17) respectively (see Figures 2 and 3 in [KrbSeb]). In order to provide a plausible explanation of the observations in [KrbSeb], the authors in [BBDS] introduced a microscopic model for the bus line that leads simply and directly to GUE.

The main features of the bus system in Cuernavaca are

(a) the stop-start nature of the motion of the buses;

(b) the “repulsion” of the buses due to the presence of recorders.

To capture these features, the authors in [BBDS] introduced a model for the buses consisting of $n$ (= # of buses) independent, rate 1 Poisson processes moving from the bus depot at time $t = 0$ to the final terminus at time $T$, and conditioned not to intersect
for $0 \leq t \leq T$. The authors then showed that at any observation point $x$ along the route of length $N > n$, the probability distribution for the (rescaled) arrival times of the buses, $y_j = \frac{2t_j}{T} - 1 \in [-1, 1]$, $1 \leq j \leq n$, is given by

$$\text{const. } \prod_{j=1}^{n} w_j(y_j) \prod_{1 \leq i < j \leq n} (y_i - y_j)^2 dy_1 \cdots dy_n$$

(59)

where

$$w_j(y) = (1 + y)^{x-1}(1 - y)^{N-x-n+1}, \quad -1 < y < 1.$$  

(60)

Formula (59) is precisely the eigenvalue distribution for the so-called Jacobi Unitary Ensemble (cf. (4) with $e^{-V_{N,2}(y)} = w_J(y) = \text{weight for Jacobi polynomials on } [-1, 1]$). In the appropriate scaling limit, GUE then emerges by universality. The authors also compute the distributions of the positions $x_1, \ldots, x_n$ of the buses at any time $t \in (0, T)$. Again the statistics of the $x_j$'s are described by a Unitary Ensemble, but now $w_j$ is (59) is replaced by the weight for the Krawtcouk polynomials: by universality, GUE again emerges in the appropriate scaling limit.

In an intriguing recent paper, Abul-Magd [Abu] noted that drivers have a tendency “to park their cars near to each other and at the same time keep a distance sufficient for manoeuvring.” He then analyzed data measuring the gaps between parked cars on four streets in central London and showed quite remarkably that the gap size distribution was well represented by the spacing distribution (28), (29) of GUE. It is an interesting challenge to develop a microscopic model for the parking problem in [Abu], analogous to the model for the bus problem in [BBDS].

**Problem 5** (Random turns vicious walker model). In [BaiRai2] the authors proved that, as $N \to \infty$, $d_N$, the distance traveled by the walker starting from 0, behaves statistically like the largest eigenvalue of a GOE matrix. More precisely, they showed that

$$\lim_{N \to \infty} \text{Prob} \left( \frac{d_N - 2\sqrt{N}}{N^{1/6}} \leq t \right) = F_1(t)$$

(61)

where $F_1$ is given by (37). In a variant of this model, [For3], the walkers again start at 0, 1, 2,..., and move to the left for a time $N$; thereafter they must move to the right, returning to their initial positions 0, 1, 2,... at time $2N$. Let $d'_N$ denote the maximum excursion of the walker starting from 0. Then Forrester shows that $d'_N$ behaves statistically like the largest eigenvalue of a GUE matrix,

$$\lim_{N \to \infty} \text{Prob} \left( \frac{d'_N - 2\sqrt{N}}{N^{1/6}} \leq t \right) = F_2(t)$$

(62)

where $F_2$ is given by (33).

The proofs of (61) and (62) rely on the observation of Forrester in [For3] that, in the first case, the set of walks is in one-to-one correspondence with the set $Y^{(1)}$ of standard Young tableaux of size $N$ (see [Sag]), whereas in the second case, the variant model,
the set of walks is in one-to-one correspondence with the set $Y^{(2)}$ of pairs $(P, Q)$ of standard Young tableaux of size $N$ with the same shape, $\text{sh}(P) = \text{sh}(Q)$. In both cases, $d_N$ and $d'_N$ equal the number of boxes in the first row of the corresponding standard Young tableaux. Uniform measure on $Y^{(2)}$ (resp $Y^{(1)}$) gives rise to Plancherel measure (resp. $\text{Prob}^{(\text{inv})}$) on Young diagrams of size $N$, and the proof of (62) then follows from (46), (51), and the proof of (61) follows from (52).

In [Bai], Baik proved the analogue of (61), (62) for the so-called lock step vicious walker introduced in [Fis]. The proof in [Bai] relies in part on an observation of Guttmann et al. in [GOV], which preceded [For3], that the set of path configurations for the lock step model is in one-to-one correspondence with the set of semi-standard Young tableaux (see [Sag]).

**Problem 6 (Aztec diamond).** After scaling by $n + 1$, Jockush et al., [JPS], considered the tiling problem with dominos of size $\frac{n}{n+1} \times \frac{1}{n+1}$ in the tilted square $T_0 = \{(u, v) : |u| + |v| \leq 1\}$. As $n \to \infty$, they found that the inscribed circle $C_0 = \{(u, v) : u^2 + v^2 = \frac{1}{2}\}$, which they called the arctic circle, plays a remarkable role. In the four regions of $T_0$ outside $C_0$, which they call the polar regions and label N, E, S, W clockwise from the top, the typical tiling is frozen, with all the dominos in N and S horizontal, and all the dominos in E and W vertical. In the region inside $C_0$, which they call the temperate zone, the tiling is random. (See, for example, http://www.math.wisc.edu/~propp/tiling, where a tiling with $n = 50$ is displayed.)

But more is true. In [Joh1], [Joh2], Johansson considered fluctuations of the boundary of the temperate zone about the circle $C_0$. More precisely, for $-1 < \alpha < 1$, $\alpha \neq 0$, let

$$(x^+_\alpha, y^+_\alpha) = \left(\frac{a + \sqrt{1 - \alpha^2}}{2}, \frac{a - \sqrt{1 - \alpha^2}}{2}\right), \quad (x^-_\alpha, y^-_\alpha) = \left(\frac{a - \sqrt{1 - \alpha^2}}{2}, \frac{a + \sqrt{1 - \alpha^2}}{2}\right)$$

denote the two points of intersection of the line $u + v = \alpha$ with $C_0 = \{u^2 + v^2 = \frac{1}{2}\}$. Then for fixed $\alpha$, Johansson showed that the fluctuations of the boundary of the temperate zone along the line $u + v = \alpha$ about the points $(x^+_\alpha, y^+_\alpha)$ and $(x^-_\alpha, y^-_\alpha)$ were described by the Tracy–Widom distribution $F_2$ (see [Joh2], equation (2.72), for a precise statement). Johansson proceeds by expressing the fluctuations in terms of the Krawtchouk ensemble (cf. Problem 4), which he then evaluates asymptotically as $n \to \infty$. Such an analysis is possible because the associated Krawtchouk polynomials have an integral representation which can be evaluated asymptotically using the classical method of steepest descent. In [CLP], the authors considered tilings of hexagons of size $n$ by unit rhombi and proved an arctic circle theorem for the tilings as $n \to \infty$ as in the case of the Aztec diamond. In [Joh1], [Joh2], Johansson again expressed the fluctuations of the arctic circle for the hexagons in terms of a random particle ensemble, but now using the Hahn polynomials rather than the Krawtchouk polynomials. The Hahn polynomials, however, do not have a convenient integral representation and their asymptotics cannot be evaluated by classical means. This obstacle was overcome by Baik et al., [BKMM], who extended the Riemann–Hilbert/steepest descent method
in [DKMVZ1] and [DKMVZ2] to a general class of discrete orthogonal polynomials. In this way they were able to compute the asymptotics of the Hahn polynomials and verify $F_2$-behavior for the fluctuations of the temperate zone, as in the case of the Aztec diamond.

**Problem 7** (Airline boarding). In [BBSSS] the authors show that $b_N(\pi)$, the boarding time for $N$ passengers subject to the protocol (a)(b)(c) in Problem 7, behaves statistically like the largest eigenvalue of a GUE matrix,

$$\lim_{N \to \infty} \text{Prob}\left(\frac{b_N - 2\sqrt{N}}{N^{1/6}} \leq t\right) = F_2(t). \quad (63)$$

The proof of (63) in [BBSSS] relies on the description of the Robinson–Schensted correspondence in terms of Viennot diagrams (see [Sag]). We illustrate the situation with the permutation $\pi : 341562$ in $S_6$ (cf. Problem 3 and (42)). We say that a point $(x', y')$ lies in the shadow of a point $(x, y)$ in the plane if $x' > x$ and $y' > y$. Plot $\pi$ as a graph $(1, 3), (2, 4), \ldots, (6, 2)$ in the first quadrant of $\mathbb{R}^2$. Consider all the points in the graph which are not in the shadow of any other point: in our case $(1, 3)$ and $(3, 1)$. The first shadow line $L_1$ is the boundary of the combined shadows of these two points (see Figure 3). To form the second shadow line $L_2$, one removes the points $(1, 3), (3, 1)$ on $L_1$, and repeats the procedure, etc. Eventually one obtains $k_N(\pi) = k$ shadow lines $L_1, \ldots, L_k$ for some integer $k$. In our example $k = 4$, which we note is precisely $l_6(\pi)$, the length of the longest increasing subsequence for $\pi$. This is no accident: for any $\pi \in S_N$, we always have $k_N(\pi) = l_N(\pi)$ (see [Sag]).

![Figure 3. Shadow lines for $\pi : 341562$ in $S_6$.](image)
The beautiful fact is that each shadow line describes a step in the boarding process. Indeed, noting the $y$-values of the $L_j$'s, we observe that

- $L_1 \leftrightarrow 3$ and 1 are seated
- $L_2 \leftrightarrow 4$ and 2 are seated
- $L_3 \leftrightarrow 5$ is seated
- $L_4 \leftrightarrow 6$ is seated

Thus $b_N(\pi) = k_N(\pi) = l_N(\pi) = q_N(\pi)$, and (63) follows from (46). In the language of physics, if we rotate the Viennot diagram for $\pi$ counterclockwise by 45°, we see that the shadow region of a point on the graph is simply the forward light cone based at that point (speed of light = 1). In other words, for appropriate coordinates $a, b$ we are dealing with the Lorentzian metric $ds^2 = dadb$. In order to incorporate more realistic features into their boarding model, such as the number of seats per row, average amount of aisle length occupied by a passenger, etc., the authors in [BBSSS] observe that it is enough simply to replace $ds^2 = dadb$ by a more general Lorentzian metric $ds^2 = 4D^2 p(a,b)(dadb + k\alpha(a,b)da^2)$ for appropriate parameters/functions $D, p, k$ and $\alpha$ (see [BBSSS], equation (1)). Thus the basic phenomenon of blocking in the airline boarding problem is modeled in the general case by the forward light cone of some Lorentzian metric.

Problems 1 and 2 above, as opposed to 3–7, are purely deterministic and yet it seems that they are well described by a random model, RMT. At first blush, this might seem counterintuitive, but there is a long history of the description of deterministic systems by random models. After all, the throw of a (fair) 6-sided die through the air is completely described by Newton’s laws: Nevertheless, there is no doubt that the right way to describe the outcome is probabilistic, with a one in six chance for each side. With this example in mind, we may say that Wigner was looking for the right stochastic model to describe the neutron scattering “die”.

Problems 1–7 above are just a few of the many examples now known of mathematical/physical systems which exhibit random matrix type universal behavior. Other systems, from many different areas, can be found for example in [Meh] and the reviews [TraWid3], [For2], and [FerPra]. A particularly fruitful development has been the discovery of connections between random matrix theory and stochastic growth models in the KPZ class ([PraSpo], [FerPra]), and between random matrix theory and equilibrium crystals with short range interactions ([CerKen], [FerSpo], [OkoRes], [FerPraSpo]). In addition, for applications to principal component analysis in statistics in situations where the number of variables is comparable to the sample size, see [John] and [BBP] and the references therein. For a relatively recent review of the extensive application of RMT to quantum transport, see [Bee].

Returning to Wigner’s introduction of random matrix theory into theoretical physics, we note that GOE is of course a mathematical model far removed from the laboratory of neutrons colliding with nuclei. Nevertheless, Wigner posited that
these two worlds were related: With hindsight, we recognize Wigner’s insight as heralding the emergence of a scientific commonality far across the borders of physics and mathematics.

5. Comments and speculations

As is clear from the text, many different kinds of mathematics are needed to analyze Problems 3–7. These include

- combinatorial identities,
- Riemann–Hilbert methods,
- Painlevé theory,
- theory of Riemann surfaces,
- representation theory,
- classical and Riemann–Hilbert steepest descent methods

and, most importantly,

- random matrix theory.

The relevant combinatorial identities are often obtained by analyzing random particle systems conditioned not to intersect, as in Problem 4. The Riemann–Hilbert steepest descent method has its origins in the theory of integrable systems, as in [DeiZho]. There is no space in this article to describe the implementation of any of the above techniques in any detail. Instead, we refer the reader to [Dei2], which is addressed to a general mathematical audience, for a description of the proof of (46) in particular, using Gessel’s formula in combinatorics [Ges], together with the Riemann–Hilbert steepest descent method. For Problem 2 the proofs are based on combinatorial facts and random matrix theory, together with techniques from the theory of L-functions, over \( \mathbb{Q} \) and also (in [KatSar]) over finite fields.

Universality as described in this article poses a challenge to probability theory per se. The central limit theorem (2) above has three components: a statistical component (take independent, identically distributed random variables, centered and scaled), an algebraic component (add the variables), and an analytic component (take the limit in distribution as \( n \to \infty \)). The outcome of this procedure is then universal – the Gaussian distribution. The challenge to probabilists is to describe an analogous purely probabilistic procedure whose outcome is \( F_1 \), or \( F_2 \), etc. The main difficulty is to identify the algebraic component, call it operation \( X \). Given \( X \), if one takes i.i.d.’s, suitably centered and scaled, performs operation \( X \) on them, and then takes the limit in distribution, the outcome should be \( F_1 \), or \( F_2 \), etc. Interesting progress has been made recently (see [BodMar] and [BaiSui]) on identifying \( X \) for \( F_2 \). For a different approach to the results in [BodMar] and [BaiSui], see [Sui], where the author uses a very interesting generalized version of the Lindeberg principle due to Chatterjee [Cha1], [Cha2].
Our final comment/speculation is on the space $D$, say, of probability distributions. A priori, $D$ is just a set without any “topography”. But we know at least one interesting point on $D$, the Gaussian distribution $F_G$. By the central limit theorem, $F_G$ lies in a “valley”, and nearby distributions are drawn towards it. What we seem to be learning is that there are other interesting distributions, like $F_1$ or $F_2$, etc., which also lie in “valleys” and draw nearby distributions in towards them. This suggests that we equip $D$ with some natural topological and Riemannian structure, and study the properties of $D$ as a manifold per se.
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1. Introduction

Modern algebraic geometry is one the most intricate crossroads between various branches of mathematics: commutative algebra, complex analysis, global analysis on manifolds, partial differential equations, differential topology, symplectic geometry, number theory…. This interplay has already been strongly emphasized by historical precursors, including Hodge, Kodaira, Hirzebruch and Grauert. Of course, there have been also fruitful efforts to establish purely algebraic foundations of the major results of algebraic geometry, and many prominent mathematicians such as Grothendieck, Deligne and Mumford stand out among the founders of this trend. The present contribution stands closer to the above mentioned wider approach; its goal is to explain some recent applications of local and global complex analytic methods to the study of projective algebraic varieties.

A unifying theme is the concept of positivity: ample line bundles are characterized by the positivity of their curvature in the complex geometric setting (Kodaira [35]). Projective manifolds thus appear as a subclass of the class of compact Kähler manifolds, and their cohomological properties can be derived from the study of harmonic forms on Kähler manifolds (Hodge theory). In this vein, another central concept is the concept of positive current, which was introduced by P. Lelong during the 50s.
By carefully studying the singularities and the intersection theory of such currents, we derive precise structure theorems for the Kähler cone and for the cone of effective divisors of arbitrary projective varieties ([5], [18]).

$L^2$ estimates for solutions of $\overline{\partial}$ equations are another crucial technique for proving vanishing theorems for the cohomology of holomorphic vector bundles or sheaves. A combination of the Bochner–Kodaira differential geometric estimate with PDE techniques of Kohn, Hörmander and Andreotti–Vesentini led in the 60s to powerful existence theorems for $\overline{\partial}$-equations in hermitian vector bundles of positive curvature. A more recent and equally decisive outcome is the $L^2$ extension theorem by Ohsawa and Takegoshi [48] in 1987. Among applications, we have various forms of approximation theorems (closed positive $(1, 1)$-currents can be approximated by algebraic divisors, and their singularities can be approximated by algebraic singularities). In the analytic setting, this turns out to be the key for the study of adjunction theory (generation properties of adjoint linear systems $K_X + L$, pluricanonical embeddings...).

As an illustration, we present a recent proof, adapted from work by Y. T. Siu [58], [59], S. Takayama [62] and M. Păun [52], of the deformation invariance of plurigenera $h^0(X_t, mK_{X_t})$, for an arbitrary projective family $(X_t)$ of algebraic varieties.

2. Basic concepts and results of complex geometry

This section mostly contains only well-known definitions and results. However, we want to fix the notation and describe in detail our starting point.

2.1. Forms, currents, Kähler metrics. Let $X$ be a compact complex manifold and $n = \dim_{\mathbb{C}} X$. In any local holomorphic coordinate system $z = (z_1, \ldots, z_n)$, a differential form $u$ of type $(p, q)$ can be written as a sum $u(z) = \sum_{|J| = p, |K| = q} u_{JK}(z) \, dz_J \wedge d\bar{z}_K$ extended to all increasing multi-indices $J, K$ of length $p, q$, with the usual notation $dz_J = dz_{j_1} \wedge \cdots \wedge dz_{j_p}$. We are especially interested in positive currents of type $(p, p)$

$$T = i^{p^2} \sum_{|J| = p, |K| = p} T_{JK}(z) \, dz_J \wedge d\bar{z}_K.$$

Recall that a current is a differential form with distribution coefficients, and that a current is said to be positive if the distribution $\sum \lambda_J \, \overline{\lambda}_K T_{JK}$ is a positive real measure for all complex numbers $\lambda_J$ (which implies $T_{JK} = \overline{T}_{JK}$, hence $\overline{T} = T$). The coefficients $T_{JK}$ are then complex measures – and the diagonal ones $T_{JJ}$ are positive (real) measures.

A current is said to be closed if $dT = 0$ in the sense of distributions. Important examples of closed positive $(p, p)$-currents are currents of integration over codimension $p$ analytic cycles $[A] = \sum c_j [A_j]$ where the current $[A_j]$ is defined by duality...
as
\[ \langle [A_j], u \rangle = \int_{A_j} u \mid_{A_j} \]
for every \((n-p, n-p)\) test form \(u\) on \(X\). Another important example of \((1, 1)\)-current is the Hessian form \(T = i \partial \bar{\partial} \psi\) of a plurisubharmonic function on an open set \(\Omega \subset X\) (plurisubharmonic functions are upper semi-continuous functions satisfying the mean value inequality on complex analytic disc; they are characterized by positivity of \(i \sum \partial^2 \psi / \partial z_j \partial \bar{z}_k \, dz_j \wedge d \bar{z}_k\)). A \(\text{Kähler metric}\) on \(X\) is a positive definite hermitian \((1, 1)\)-form
\[
\omega(z) = i \sum_{1 \leq j, k \leq n} \omega_{jk}(z) \, dz_j \wedge d \bar{z}_k \quad \text{such that} \quad d\omega = 0,
\]
with smooth coefficients. The manifold \(X\) is said to be \(\text{Kähler}\) if it possesses at least one Kähler metric \(\omega\). It is clear that every complex analytic and locally closed submanifold \(X \subset \mathbb{P}^N_{\mathbb{C}}\) is Kähler (the restriction of the Fubini–Study metric \(\omega_{FS} = \frac{i}{2\pi} \log(|z_0|^2 + |z_1|^2 + \cdots + |z_N|^2)\) to \(X\) is a Kähler metric). Especially projective algebraic varieties are Kähler.

### 2.2. Cohomology of compact Kähler manifolds.

To every \(d\)-closed complex valued \(k\)-form or current \(\alpha\) (resp. to every \(\bar{\partial}\)-closed complex valued \((p, q)\)-form or current \(\alpha\)) is associated its De Rham (resp. Dolbeault) cohomology class
\[
[\alpha] \in H^{p+q}(X, \mathbb{C}) \quad \text{(resp.} \ H^{p,q}(X, \mathbb{C})\text{)}.
\]
This definition hides a nontrivial result, namely the fact that all cohomology groups involved (De Rham, Dolbeault, ...) can be defined either in terms of smooth forms or in terms of currents. In fact, if we consider the associated complexes of sheaves, forms and currents both provide acyclic resolutions of the same sheaf (locally constant functions, resp. holomorphic sections). One of the main results of Hodge theory, historically obtained by W. V. D. Hodge through the theory of harmonic forms, is the following fundamental

**Theorem 2.1.** Let \((X, \omega)\) be a compact Kähler manifold. Then there is a canonical isomorphism
\[
H^k(X, \mathbb{C}) = \bigoplus_{p+q=k} H^{p,q}(X, \mathbb{C}),
\]
where each group \(H^{p,q}(X, \mathbb{C})\) can be viewed as the space of \((p, q)\)-forms \(\alpha\) which are harmonic with respect to \(\omega\), i.e. \(\Delta_\omega \alpha = 0\).

Now observe that every analytic cycle \(A = \sum \lambda_j A_j\) of codimension \(p\) with integral coefficients defines a cohomology class
\[
[[A]] \in H^{p,p}(X, \mathbb{C}) \cap H^{2p}(X, \mathbb{Z})/\{\text{torsion}\} \subset H^{p,p}(X, \mathbb{C}) \cap H^{2p}(X, \mathbb{Q})
\]
where $H^{2p}(X, \mathbb{Z})/\text{torsion} \subset H^{2p}(X, \mathbb{Q}) \subset H^{2p}(X, \mathbb{C})$ denotes the image of integral classes in complex cohomology. When $X$ is a projective algebraic manifold, this observation leads to the following statement, known as the Hodge conjecture (which was to become one of the famous seven Millenium problems of the Clay Mathematics Institute).

**Conjecture 2.2.** Let $X$ be a projective algebraic manifold. Then the space of “Hodge classes” $H^{p,p}(X, \mathbb{C}) \cap H^{2p}(X, \mathbb{Q})$ is generated by classes of algebraic cycles of codimension $p$ with $\mathbb{Q}$-coefficients.

At present not much is known to support the positive direction of the Hodge conjecture, not even the case of abelian varieties (i.e. projective algebraic complex tori $X = \mathbb{C}/\Lambda$) – which is the reason why several experts believe that the conjecture could eventually lead to a counterexample. There are however a number of cases where the cohomology algebra can be explicitly computed in terms of the geometry, and which do satisfy the conjecture: flag manifolds (Schubert cycles generate the cohomology ring), moduli spaces of stable or parabolic bundles over a general curve (I. Biswas and M. S. Narasimhan [2]).

In the Kähler case the conjecture is trivially wrong as shown by a general complex torus possessing a line bundle with indefinite curvature. Moreover, by a recent result of C. Voisin [66], even a considerably weakened form of the conjecture – adding Chern classes of arbitrary coherent analytic sheaves to the pool of potential generators – is false for non projective complex tori:

**Theorem 2.3** (C. Voisin [66]). There exists a 4-dimensional complex torus $X$ which possesses a non trivial Hodge class of degree 4, such that every coherent analytic sheaf $\mathcal{F}$ on $X$ satisfies $c_2(\mathcal{F}) = 0$.

The idea is to show the existence of a 4-dimensional complex torus $X = \mathbb{C}^4/\Lambda$ which does not contain any analytic subset of positive dimension, and such that the Hodge classes of degree 4 are perpendicular to $\omega^{n-2}$ for a suitable choice of the Kähler metric $\omega$. The lattice $\Lambda$ is explicitly found via a number theoretic construction of Weil based on the number field $\mathbb{Q}[i]$, also considered by S. Zucker [70]. The theorem of existence of Hermitian Yang–Mills connections for stable bundles combined with Lübke’s inequality then implies $c_2(\mathcal{F}) = 0$ for every coherent sheaf $\mathcal{F}$ on the torus.

### 2.3. Fundamental $L^2$ existence theorems.

Let $X$ be a complex manifold and $(E, h)$ a hermitian holomorphic vector bundle of rank $r$ over $X$. If $E|_U \simeq U \times \mathbb{C}^r$ is a local holomorphic trivialization, the hermitian product can be written as $\langle u, v \rangle = \langle u H(z) \bar{v} \rangle$ where $H(z)$ is the hermitian matrix of $h$ and $u, v \in E_z$. It is well known that there exists a unique "Chern connection" $D = D^{1,0} + D^{0,1}$ such that $D^{0,1} = \tilde{\nabla}$ and such that $D$ is compatible with the hermitian metric; in the given trivialization we have $D^{1,0} u = \tilde{\nabla} u + \Gamma^{1,0} \wedge u$ where $\Gamma^{1,0} = H^{-1} \partial \bar{H}$, and its curvature operator $\Theta_{E,h} = D^2$ is the smooth section of $\Lambda^{1,1} T_X^* \otimes \text{Hom}(E, E)$ given by $\Theta_{E,h} = \tilde{\nabla} (\bar{H}^{-1} \partial \bar{H})$. If $E$ is
of rank $r = 1$, then it is customary to write $H(z) = e^{-\varphi(z)}$, and the curvature tensor then takes the simple expression $\Theta_{E,h} = \partial \bar{\partial} \varphi$. In that case the first Chern class of $E$ is the cohomology class $c_1(E) = \frac{i\pi}{2\Theta_{E,h}} \in H^{1,1}(X, \mathbb{C})$, which is also an integral class in $H^2(X, \mathbb{Z})$.

In case $(X, \omega)$ is a Kähler manifold, the bundles $\Lambda^{p,q} T_X^* \otimes E$ are equipped with the hermitian metric induced by $\Lambda^{p,q} \omega \otimes h$, and we have a Hilbert space of global $L^2$ sections over $X$ by integrating with respect to the Kähler volume form $dV_\omega = \omega^n/n!$.

If $A, B$ are differential operators acting on $L^2$ space of sections (in general, they are just closed and densely defined operators), we denote by $A^*$ the formal adjoint of $A$, and by $[A, B] = AB - (-1)^{\deg A \deg B} BA$ the usual commutator bracket of operators. The fundamental operator $\Lambda_\omega$ of Kähler geometry is the adjoint of the wedge multiplication operator $u \mapsto \omega \wedge u$.

In this context we have the following fundamental existence theorems for $\bar{\partial}$-equations, which is the culmination of several decades of work by Bochner [3], Kodaira [35], Andreotti–Vesentini [1], Hörmander [25], Skoda [60], Ohsawa–Takegoshi [48] (and many others). The proofs always proceed through differential geometric inequalities relating the Laplace–Beltrami operators with the curvature (Bochner–Kodaira identities and inequalities). The most basic result is the $L^2$ existence theorem for solutions of $\bar{\partial}$-equations.

**Theorem 2.4** ([1], see also [10]). Let $(X, \omega)$ be a Kähler manifold which is “complete” in the sense that it possesses a geodesically complete Kähler metric $\omega$. Let $E$ be a hermitian holomorphic vector bundle of rank $r$ over $X$, and assume that the curvature operator $A_{E,h,\omega}^{p,q} = [i\Theta_{E,h}, \Lambda_\omega]$ is positive definite everywhere on $\Lambda^{p,q} T_X^* \otimes E$, $q \geq 1$. Then for any form $g \in L^2(X, \Lambda^{p,q} T_X^* \otimes E)$ satisfying $\bar{\partial} g = 0$ and $\int_X (A_{E,h,\omega}^{p,q} g, g) dV_\omega < +\infty$, there exists $f \in L^2(X, \Lambda^{p,q-1} T_X^* \otimes E)$ such that $\bar{\partial} f = g$ and

$$\int_X |f|^2 dV_\omega \leq \int_X (A_{E,h,\omega}^{p,q-1} g, g) dV_\omega.$$

It is thus of crucial importance to study conditions under which the operator $A_{E,h,\omega}^{p,q}$ is positive definite. An easier case is when $E$ is a line bundle. Then we denote by $\gamma_1(z) \leq \cdots \leq \gamma_q(z)$ the eigenvalues of the real $(1, 1)$-form $i\Theta_{E,h}(z)$ with respect to the metric $\omega(z)$ at each point. A straightforward calculation shows that

$$\langle A_{E,h,\omega}^{p,q} u, u \rangle = \sum_{|J|=p, |K|=q} \left( \sum_{k \in K} \gamma_k - \sum_{j \in C_J} \gamma_j \right) |u_{JK}|^2.$$

In particular, for $(n, q)$-forms the negative sum $-\sum_{j \in C_J} \gamma_j$ disappears and we have

$$\langle A_{E,h,\omega}^{n,q} u, u \rangle \geq (\gamma_1 + \cdots + \gamma_q) |u|^2, \quad \langle (A_{E,h,\omega}^{n,q})^{-1} u, u \rangle \leq (\gamma_1 + \cdots + \gamma_q)^{-1} |u|^2$$

provided the line bundle $(E, h)$ has positive definite curvature. Therefore $\bar{\partial}$-equations can be solved for all $L^2$ $(n, q)$-forms with $q \geq 1$, and this is the major reason...
why vanishing results for $H^q$ cohomology groups are usually obtained for sections of the “adjoint line bundle” $\tilde{E} = K_X \otimes E$, where $K_X = \Lambda^n T^*_X = \Omega^n_X$ is the “canonical bundle” of $X$, rather than for $E$ itself. Especially, if $X$ is compact (or weakly pseudoconvex) and $i/\Theta_1 E, h > 0$, then $H^q(X, K_X \otimes E) = 0$ for $q \geq 1$ (Kodaira), and more generally $H^{p,q}(X, E) = 0$ for $p + q \geq n + 1$ (Kodaira–Nakano, take $\omega = i/\Theta_1 E, h$, in which case $\gamma_j \equiv 1$ for all $j$ and $\sum_{k \in \mathbb{K}} \gamma_k - \sum_{j \in \mathbb{J}} \gamma_j = p + q - n$).

As shown in [10], Theorem 2.4 still holds true in that case when $h$ is a singular hermitian metric, i.e. a metric whose weights $\varphi$ are arbitrary locally integrable functions, provided that the curvature is $(E, h)$ is positive in the sense of currents (i.e., the weights $\varphi$ are strictly plurisubharmonic). This implies the well-known Nadel vanishing theorem ([42], [12], [15]), a generalization of the Kawamata–Viehweg vanishing theorem [28], [65].

**Theorem 2.5** (Nadel). Let $(X, \omega)$ be a compact (or weakly pseudoconvex) Kähler manifold, and $(L, h)$ a singular hermitian line bundle such that $\Theta_{L, h} \geq \varepsilon \omega$ for some $\varepsilon > 0$. Then $H^q(X, K_X \otimes L \otimes I(h)) = 0$ for $q \geq 1$, where $I(h)$ is the multiplier ideal sheaf of $h$, namely the sheaf of germs of holomorphic functions $f$ on $X$ such that $|f|^2 e^{-\varphi}$ is locally integrable with respect to the local weights $h = e^{-\varphi}$.

It is well known that Theorems 2.4 and 2.5, more specifically its “singular hermitian” version, imply almost all other fundamental vanishing or existence theorems of algebraic geometry, as well as their analytic counterparts in the framework of Stein manifolds (general solution of the Levi problem by Grauert), see e.g. Demailly [16] for a recent account. In particular, one gets as a consequence the Kodaira embedding theorem [35].

**Theorem 2.6.** Let $X$ be a compact complex $n$-dimensional manifold. Then the following properties are equivalent.

(i) $X$ can be embedded in some projective space $\mathbb{P}^N_C$ as a closed analytic submanifold (and such a submanifold is automatically algebraic by Chow’s theorem).

(ii) $X$ carries a hermitian holomorphic line bundle $(L, h)$ with positive definite smooth curvature form $i/\Theta_{L, h} > 0$.

(iii) $X$ possesses a Hodge metric, i.e., a Kähler metric $\omega$ such that $\{\omega\} \in H^2(X, \mathbb{Z})$.

If property (ii) holds true, then for $m \geq m_0 \gg 1$ the multiple $L^{\otimes m}$ is very ample, namely we have an embedding given by the linear system $V = H^0(X, L^{\otimes m})$ of sections,

$$\Phi_{L^{\otimes m}} : X \longrightarrow P(V^*), \quad z \mapsto H_z = \{\sigma \in V ; \sigma(z) = 0\} \subset V.$$ 

and $L^{\otimes m} \simeq \Phi_{L^{\otimes m}}^* \mathcal{O}(1)$ is the pull-back of the canonical bundle on $P(V^*)$.

Another fundamental existence theorem is the $L^2$-extension result by Ohsawa–Takegoshi [48]. Many different versions and generalizations have been given in recent years [43], [44], [45], [46], [47]. Here is another one, due to Manivel [40], which is slightly less general but simpler to state.
Theorem 2.7 (Ohsawa–Takegoshi [48], Manivel [40]). Let $X$ be a compact or weakly pseudoconvex $n$-dimensional complex manifold equipped with a Kähler metric $\omega$, let $L$ (resp. $E$) be a hermitian holomorphic line bundle (resp. a hermitian holomorphic vector bundle of rank $r$ over $X$), and $s$ a global holomorphic section of $E$. Assume that $s$ is generically transverse to the zero section, and let

$$Y = \{ x \in X; \ s(x) = 0, \Lambda^r ds(x) \neq 0 \}, \quad p = \dim Y = n - r.$$ 

Moreover, assume that the $(1, 1)$-form $i\Theta(L) + r i \partial \bar{\partial} \log |s|^2$ is semipositive and that there is a continuous function $\alpha \geq 1$ such that the following two inequalities hold everywhere on $X$:

(i) $i\Theta(L) + r i \partial \bar{\partial} \log |s|^2 \geq \alpha^{-1} \frac{|i\Theta(E)s, s|}{|s|^2},$

(ii) $|s| \leq e^{-\alpha}$.

Then for every holomorphic section $f$ over $Y$ of the adjoint line bundle $\tilde{L} = K_X \otimes L$ (restricted to $Y$), such that $\int_Y |f|^2 |\Lambda^r (ds)|^{-2} dV_\omega < +\infty$, there exists a holomorphic extension $F$ of $f$ over $X$, with values in $\tilde{L}$, such that

$$\int_X \frac{|F|^2}{|s|^{2\alpha} (-\log |s|)^2} dV_{X,\omega} \leq C_r \int_Y \frac{|f|^2}{|\Lambda^r (ds)|^2} dV_{Y,\omega},$$

where $C_r$ is a numerical constant depending only on $r$.

The proof actually shows that the extension theorem holds true as well for $\bar{\partial}$-closed $(0, q)$-forms with values in $\tilde{L}$, of which the stated theorem is the special case $q = 0$.

There are several other important $L^2$ existence theorems. One of them is Skoda’s criterion for the surjectivity of holomorphic bundle morphisms – more concretely, a Bezout type division theorem for holomorphic function. It can be derived either from Theorem 2.4 on $\bar{\partial}$-equations through sharp curvature calculations (this is Skoda’s original approach in [60]), or as a consequence of the above extension theorem 2.7 (see Ohsawa [46]).

2.4. Positive cones. We now introduce some further basic objects of projective or Kähler geometry, namely cones of positive cohomology classes.

Definition 2.8. Let $X$ be a compact Kähler manifold and $H^{1,1}(X, \mathbb{R})$ the space of real $(1, 1)$ cohomology classes.

(i) The Kähler cone is the set $\mathcal{K} \subset H^{1,1}(X, \mathbb{R})$ of cohomology classes $\{\omega\}$ of Kähler forms. This is clearly an open convex cone.

(ii) The pseudo-effective cone is the set $\mathcal{E} \subset H^{1,1}(X, \mathbb{R})$ of cohomology classes $\{T\}$ of closed positive currents of type $(1, 1)$. This is a closed convex cone (as follows from the weak compactness property of bounded sets of positive measures or currents).
It follows from this definition that $\overline{K} \subset \mathcal{E}$. In general the inclusion is strict. To see this, it is enough to observe that a Kähler class $\{\alpha\}$ satisfies $\int_Y \alpha^p > 0$ for every $p$-dimensional analytic set. On the other hand, if $X$ is the surface obtained by blowing-up $\mathbb{P}^2$ in one point, then the exceptional divisor $E \simeq \mathbb{P}^1$ has a cohomology class $\{\alpha\}$ such that $\int_E \alpha = E^2 = -1$, hence $\{\alpha\} \notin \overline{K}$, although $\{\alpha\} = \{[E]\} \in \mathcal{E}$.

In case $X$ is projective it is interesting to consider also the algebraic analogues of our “transcendental cones” $K$ and $\mathcal{E}$, which consist of suitable integral divisor classes. Since the cohomology classes of such divisors live in $H^2(X, \mathbb{Z})$, we are led to introduce the Neron–Severi lattice and the associated Neron–Severi space:

$$\text{NS}(X) := H^{1,1}(X, \mathbb{R}) \cap \left( H^2(X, \mathbb{Z}) / \text{torsion} \right),$$
$$\text{NS}_\mathbb{R}(X) := \text{NS}(X) \otimes \mathbb{Z} \mathbb{R}.$$ 

All classes of real divisors $D = \sum c_j D_j, c_j \in \mathbb{R}$, lie by definition in $\text{NS}_\mathbb{R}(X)$. Notice that the integral lattice $H^2(X, \mathbb{Z}) / \text{torsion}$ need not hit at all the subspace $H^{1,1}(X, \mathbb{R}) \subset H^2(X, \mathbb{R})$ in the Hodge decomposition, hence in general the Picard number, defined as

$$\rho(X) = \text{rank}_\mathbb{Z} \text{NS}(X) = \dim_\mathbb{R} \text{NS}_\mathbb{R}(X),$$

satisfies $\rho(X) \leq h^{1,1} = \dim_\mathbb{R} H^{1,1}(X, \mathbb{R})$, but the equality can be strict (actually, it is well known that a generic complex torus $X = \mathbb{C}^n / \Lambda$ satisfies $\rho(X) = 0$ and $h^{1,1} = n^2$). In order to deal with the case of algebraic varieties we introduce

$$\mathcal{K}_{\text{NS}} = K \cap \text{NS}_\mathbb{R}(X), \quad \mathcal{E}_{\text{NS}} = \mathcal{E} \cap \text{NS}_\mathbb{R}(X).$$

A very important fact is that the “Neron–Severi part” of any of the open or closed transcendental cones $K, \mathcal{E}, \overline{K}, \mathcal{E}^0$ is algebraic, i.e. can be characterized in simple algebraic terms.

**Theorem 2.9.** Let $X$ be a projective manifold. Then

(i) $\mathcal{E}_{\text{NS}}$ is the closure of the cone generated by classes of effective divisors, i.e. divisors $D = \sum c_j D_j, c_j \in \mathbb{R}_+$.

(ii) $\mathcal{K}_{\text{NS}}$ is the open cone generated by classes of ample (or very ample) divisors $A$ (recall that a divisor $A$ is said to be very ample if the linear system $H^0(X, \mathcal{O}(A))$ provides an embedding of $X$ in projective space).

(iii) The interior $\mathcal{E}_{\text{NS}}^\circ$ is the cone generated by classes of big divisors, namely divisors $D$ such that $h^0(X, \mathcal{O}(kD)) \geq c k^{\dim X}$ for $k$ large.

(iv) The closed cone $\overline{\mathcal{K}}_{\text{NS}}$ consists of the closure of the cone generated by nef divisors $D$ (or nef line bundles $L$), namely effective integral divisors $D$ such that $D \cdot C \geq 0$ for every curve $C$. 
By extension, we will say that $\mathcal{K}$ is the cone of nef $(1, 1)$-cohomology classes (even though they are not necessarily integral).

**Sketch of proof** (see also [13] for more details). If we denote by $\mathcal{K}_{\text{alg}}$ the open cone generated by ample divisors, resp. by $\mathcal{E}_{\text{alg}}$ the closure of the cone generated by effective divisors, we have $K_{\text{alg}} \subset K_{\text{NS}}, \mathcal{E}_{\text{alg}} \subset \mathcal{E}_{\text{NS}}$, and clearly the interesting part lies in the converse inclusions. The inclusion $K_{\text{NS}} \subset \mathcal{K}_{\text{alg}}$ is equivalent to the Kodaira embedding theorem: if a rational class $\{\alpha\}$ is in $\mathcal{K}$, then some multiple of $\{\alpha\}$ is the first Chern class of a hermitian line bundle $L$ whose curvature form is Kähler. Therefore $L$ is ample and $\{\alpha\} \in \mathcal{K}_{\text{alg}}$; property (ii) follows.

Similarly, if we take a rational class $\{\alpha\} \in \mathcal{E}_{\text{NS}}$, then we still have $\{\alpha - \epsilon \omega\} \in \mathcal{E}_{\text{NS}}$ by subtracting a small multiple $\epsilon \omega$ of a Kähler class, hence $\alpha - \epsilon \omega \equiv T \geq 0$ for some positive current $T$. Therefore some multiple $\{m_0 \alpha\}$ is the first Chern class of a hermitian line bundle $(L, h)$ with curvature current $T$:

$$\Theta_{L, h} := -\frac{i}{2\pi} \partial \bar{\partial} \log h = m_0(T + \epsilon \omega) \geq m_0 \epsilon \omega.$$ 

Theorem 2.4 on $L^2$ estimates for $\bar{\partial}$-equations then shows that large multiples $L^{\otimes k}$ admit a large number of sections, hence $L^{\otimes k}$ can be represented by a big divisor. This implies (iii) and also that $\mathcal{E}_{\text{NS}} \subset \mathcal{E}_{\text{alg}}$. Therefore $\mathcal{E}_{\text{NS}} \subset \mathcal{E}_{\text{alg}}$ by passing to the closure; (i) follows. The statement (iv) about nef divisors follows e.g. from Klaiman [34] and Hartshorne [24], since every nef divisor is a limit of a sequence of ample rational divisors.

As a natural extrapolation of the algebraic situation, we say that $\mathcal{K}$ is the cone of nef $(1, 1)$-cohomology classes (even though these classes are not necessarily integral). Property 2.9 (i) also explains the terminology used for the pseudo-effective cone.

### 2.5. Approximation of currents and Zariski decomposition

Let $X$ be compact Kähler manifold and let $\alpha \in \mathcal{E}_{\text{NS}}$ be in the interior of the pseudo-effective cone. In analogy with the algebraic context, such a class $\alpha$ is called “big”, and it can then be represented by a **Kähler current** $T$, i.e. a closed positive $(1, 1)$-current $T$ such that $T \geq \delta \omega$ for some smooth hermitian metric $\omega$ and a constant $\delta \ll 1$. Notice that the latter definition of a Kähler current makes sense even if $X$ is an arbitrary (non necessarily Kähler) compact complex manifold.

**Theorem 2.10** (Demailly [14], Boucksom [4], 3.1.24). If $T$ is a Kähler current on a compact complex manifold $X$, then one can write $T = \lim T_m$ for a sequence of Kähler currents $T_m$ in the same cohomology class as $T$, which have logarithmic poles and coefficients in $\frac{1}{m} \mathbb{Z}$. This means that there are modifications $\mu_m : \tilde{X}_m \rightarrow X$ such that

$$\mu^* T_m = [E_m] + \beta_m$$

where $E_m$ is an effective $\mathbb{Q}$-divisor on $\tilde{X}_m$ with coefficients in $\frac{1}{m} \mathbb{Z}$ ($E_m$ is the “fixed part” and $\beta_m$ a closed semi-positive form, the “movable part”).
Proof. We just recall the main idea and refer to [14] for details. Locally we can write \( T = i \partial \overline{\partial} \varphi \) for some strictly plurisubharmonic potential \( \varphi \) on \( X \). The approximating potentials \( \varphi_m \) of \( \varphi \) are defined as

\[
\varphi_m(z) = \frac{1}{2m} \log \sum_\ell |g_{\ell,m}(z)|^2
\]

where \((g_{\ell,m})\) is a Hilbert basis of the space \( \mathcal{H}(\Omega_1, m\varphi) \) of holomorphic functions which are \( L^2 \) with respect to the weight \( e^{-2m\varphi} \). The Ohsawa–Takegoshi \( L^2 \) extension theorem 2.7 (applied to extension from a single isolated point) implies that there are enough such holomorphic functions, and thus \( \varphi_m \geq \varphi - C/m \). On the other hand \( \varphi = \lim_{m \to +\infty} \varphi_m \) by a Bergman kernel trick and by the mean value inequality.

The Hilbert basis \((g_{\ell,m})\) is also a family of local generators of the globally defined multiplier ideal sheaf \( \mathcal{I}(mT) = \mathcal{I}(m\varphi) \). The modification \( \mu_m : \tilde{X}_m \to X \) is obtained by blowing-up this ideal sheaf, so that

\[
(\mu_m^* \mathcal{I}(mT)) = \mathcal{O}(mE_m)
\]

for some effective \( \mathbb{Q} \)-divisor \( E_m \) with normal crossings on \( \tilde{X}_m \). Now we set \( T_m = i \partial \overline{\partial} \varphi_m \) and \( \beta_m = \mu_m^* T_m - [E_m] \). Then \( \beta_m = i \partial \overline{\partial} \psi_m \) where

\[
\psi_m = \frac{1}{2m} \log \sum_\ell |g_{\ell,m} \circ \mu_m / h|^2 \quad \text{locally on } \tilde{X}_m
\]

and \( h \) is a generator of \( \mathcal{O}(-mE_m) \), and we see that \( \beta_m \) is a smooth semi-positive form on \( \tilde{X}_m \). The construction can be made global by using a gluing technique, e.g. via partitions of unity.

Remark 2.11. The more familiar algebraic analogue would be to take \( \alpha = c_1(L) \) with a big line bundle \( L \) and to blow-up the base locus of \( mL \), \( m \gg 1 \), to get a \( \mathbb{Q} \)-divisor decomposition

\[
\mu_m^* L \sim E_m + D_m, \quad E_m \text{ effective, } D_m \text{ free.}
\]

Such a blow-up is usually referred to as a “log resolution” of the linear system \( mL \), and we say that \( E_m + D_m \) is an approximate Zariski decomposition of \( L \). We will also use this terminology for Kähler currents with logarithmic poles.

In the above construction \( \beta_m \) is not just semi-positive, it is even positive definite on tangent vectors which are not mapped to 0 by the differential \( d \mu_m \), in particular \( \beta_m \) is positive definite outside the exceptional divisor. However, if \( E \) is the exceptional divisor of the blow-up along a smooth centre \( Y \subset X \), then \( \mathcal{O}(-E) \) is relatively ample with respect to the blow-up map \( \pi \), hence the negative current \(-[E] \) is cohomologous to a smooth form \( \eta_E \) which is positive along the fibers of \( \pi \). As a consequence, we can slightly perturb the decomposition of \( \alpha \) by increasing multiplicities in the
components of $E_m$ and adding recursively to $\beta_m$ small multiples $\varepsilon E \theta_E$ in such a way that $\tilde{\beta}_m + \sum \varepsilon E \theta_E$ becomes a Kähler metric on $\tilde{X}_m$. This in turn implies that $\tilde{X}_m$ is Kähler and we thus get the following characterization of the Fujiki class $C$ of compact complex manifolds which are bimeromorphic to Kähler manifolds:

**Corollary 2.12.** A compact complex manifold is bimeromorphic to a Kähler manifold (or equivalently, dominated by a Kähler manifold) if and only if it carries a Kähler current $T$.

**3. Numerical characterization of the Kähler cone**

We describe here the main results obtained in Demailly–Păun [18]. The upshot is that the Kähler cone depends only on the intersection product of the cohomology ring, the Hodge structure and the homology classes of analytic cycles. More precisely, we have:

**Theorem 3.1.** Let $X$ be a compact Kähler manifold. Let $P$ be the set of real $(1, 1)$ cohomology classes $\{\alpha\}$ which are numerically positive on analytic cycles, i.e. such that $\int_Y \alpha^p > 0$ for every irreducible analytic set $Y$ in $X$, $p = \dim Y$. Then the Kähler cone $K$ of $X$ is one of the connected components of $P$.

**Corollary 3.2.** If $X$ is projective algebraic, then $K = P$.

These results (which are new even in the projective case) can be seen as a generalization of the well-known Nakai–Moishezon criterion. Recall that the Nakai–Moishezon criterion provides a necessary and sufficient criterion for a line bundle to
be ample: a line bundle $L \to X$ on a projective algebraic manifold $X$ is ample if and only if

$$L^p \cdot Y = \int_Y c_1(L)^p > 0,$$

for every algebraic subset $Y \subset X$, $p = \dim Y$.

It turns out that the numerical conditions $\int_Y \alpha^p > 0$ also characterize arbitrary transcendental Kähler classes when $X$ is projective: this is precisely the meaning of Corollary 3.2.

**Example 3.3.** The following example shows that the cone $\mathcal{P}$ need not be connected (and that the components of $\mathcal{P}$ need not be convex, either). Consider for instance a complex torus $X = \mathbb{C}^n / \Lambda$. It is well-known that a generic torus $X$ does not possess any analytic subset except finite subsets and $X$ itself. In that case the numerical positivity is expressed by the single condition $\int_X \alpha^n > 0$. However, on a torus, $(1, 1)$-classes are in one-to-one correspondence with constant hermitian forms $\alpha$ on $\mathbb{C}^n$. Thus, for $X$ generic, $\mathcal{P}$ is the set of hermitian forms on $\mathbb{C}^n$ such that $\det(\alpha) > 0$, and Theorem 3.1 just expresses the elementary result of linear algebra saying that the set $\mathcal{K}$ of positive definite forms is one of the connected components of the open set $\mathcal{P} = \{ \det(\alpha) > 0 \}$ of hermitian forms of positive determinant (the other components, of course, are the sets of forms of signature $(p, q)$, $p + q = n$, $q$ even; they are not convex when $p > 0$ and $q > 0$).

**Sketch of proof of Theorem 3.1 and Corollary 3.2.** As is well known, the singularities of a closed positive current $T$ can be measured by its Lelong numbers

$$v(T, x) = \liminf_{z \to x} \frac{\varphi(z)}{\log |z - x|},$$

where $T = \frac{i}{\pi} \partial \bar{\partial} \varphi$ near $x$. A fundamental theorem of Siu [56] states that the Lelong sublevel sets $E_c(T) := \{ x \in X ; v(T, x) \geq c \}$ are analytic sets for every $c > 0$ (this fact can nowadays be derived in a rather straightforward manner from the approximation theorem 2.10). The crucial steps of the proof of Theorem 3.1 are contained in the following statements.

**Proposition 3.4** (Păun [49], [50]). Let $X$ be a compact complex manifold (or more generally a compact complex space). Then

(i) The cohomology class of a closed positive $(1, 1)$-current $[T]$ is nef if and only if the restriction $[T]|_Z$ is nef for every irreducible component $Z$ in any of the Lelong sublevel sets $E_c(T)$.

(ii) The cohomology class of a Kähler current $[T]$ is a Kähler class (i.e. the class of a smooth Kähler form) if and only if the restriction $[T]|_Z$ is a Kähler class for every irreducible component $Z$ in any of the Lelong sublevel sets $E_c(T)$. 


The proof of Proposition 3.4 is not extremely hard if we take for granted the fact that Kähler currents can be approximated by Kähler currents with logarithmic poles, a fact which was proved in Demailly [14] (see also Theorem 2.10 below). The main point then consists in an induction on dimension and a standard gluing procedure: if \( T = \alpha + \frac{1}{n+1} \partial \bar{\partial} \varphi \) where \( \varphi \) is smooth on \( X \setminus Z \) and has \(-\infty\) poles along \( Z \), then we can remove the poles of \( \varphi \) by replacing \( \varphi \) with \( \max(\varphi, \psi - C) \), provided \( \psi \) is smooth and defined near \( Z \) and \( C \) is a large constant.

The next (and more substantial step) consists of the following result which is reminiscent of the Grauert–Riemenschneider conjecture (Siu [57], Demailly [11]).

**Theorem 3.5** (Demailly–Păun [18]). Let \( X \) be a compact Kähler manifold and let \( \{ \alpha \} \) be a nef class (i.e. \( \{ \alpha \} \in K \)). Assume that \( \int_X \alpha^n > 0 \). Then \( \{ \alpha \} \) contains a Kähler current \( T \), in other words \( \{ \alpha \} \in \mathcal{E}_\circ \).

**Proof.** The basic argument is to prove that for every irreducible analytic set \( Y \subset X \) of codimension \( p \), the class \( \{ \alpha \}^p \) contains a closed positive \((p, p)\)-current \( \Theta \) such that \( \Theta \geq \delta[Y] \) for some \( \delta > 0 \). We check this by observing that \( \alpha + \varepsilon \omega \) is a Kähler class, hence by the Calabi–Yau theorem Yau [69] the Monge–Ampère equation

\[
(\alpha + \varepsilon \omega + i \partial \bar{\partial} \varphi) = f_\varepsilon \]

can be solved with an arbitrary right-hand side \( f_\varepsilon > 0 \) such that

\[
\int_X f_\varepsilon = C_\varepsilon = \int_X (\alpha + \varepsilon \omega)^n.
\]

However, by our assumption that \( \int_X \alpha^n > 0 \), the constant \( C_\varepsilon \) is bounded away from 0. We use this fact in order to concentrate a fixed amount of volume of the volume form \( f_\varepsilon \) in an \( \varepsilon \)-tubular neighborhood of \( Y \). We then show that the sequence of \((p, p)\)-forms \( (\alpha + \varepsilon \omega + i \partial \bar{\partial} \varphi)^n \) converges weakly to the desired current \( \Theta \) (this part relies heavily on the theory of currents). The second and final part uses a “diagonal trick”: apply the result just proved to

\[
\tilde{X} = X \times X, \quad \tilde{Y} = \text{diagonal} \subset \tilde{X}, \quad \tilde{\alpha} = \text{pr}_1^* \alpha + \text{pr}_2^* \alpha.
\]

It is then clear that \( \tilde{\alpha} \) is nef on \( \tilde{X} \) and that \( \int_{\tilde{X}} (\tilde{\alpha})^{2n} > 0 \). It follows by the above that the class \( \{ \tilde{\alpha} \}^n \) contains a Kähler current \( \Theta \) such that \( \Theta \geq \delta[\tilde{Y}] \) for some \( \delta > 0 \). Therefore the push-forward

\[
T := (\text{pr}_1)_*(\Theta \wedge \text{pr}_2^* \omega)
\]

is numerically equivalent to a multiple of \( \alpha \) and dominates \( \delta \omega \), and we see that \( T \) is a Kähler current. \( \square \)

**End of proof of Theorem 3.1.** Clearly the open cone \( \mathcal{K} \) is contained in \( \mathcal{P} \), hence in order to show that \( \mathcal{K} \) is one of the connected components of \( \mathcal{P} \), we need only show
that $\mathcal{K}$ is closed in $\mathcal{P}$, i.e. that $\mathcal{K} \cap \mathcal{P} \subset \mathcal{K}$. Pick a class $\{\alpha\} \in \mathcal{K} \cap \mathcal{P}$. In particular $\{\alpha\}$ is nef and satisfies $\int_X \alpha^n > 0$. By Theorem 3.5 we conclude that $\{\alpha\}$ contains a Kähler current $T$. However, an induction on dimension using the assumption $\int_Y \alpha^p$ for all analytic subsets $Y$ (we also use resolution of singularities for $Y$ at this step) shows that the restriction $\{\alpha\}|_Y$ is the class of a Kähler current on $Y$. We conclude that $\{\alpha\}$ is a Kähler class by 3.4 (ii), therefore $\{\alpha\} \in \mathcal{K}$, as desired.

The projective case 3.2 is a consequence of the following variant of Theorem 3.1.

Corollary 3.6. Let $X$ be a compact Kähler manifold. A $(1, 1)$ cohomology class $\{\alpha\}$ on $X$ is Kähler if and only if there exists a Kähler metric $\omega$ on $X$ such that $\int_Y \alpha^k \land \omega^{p-k} > 0$ for all irreducible analytic sets $Y$ and all $k = 1, 2, \ldots, p = \dim Y$.

Proof. The assumption clearly implies that

$$\int_Y (\alpha + t\omega)^p > 0$$

for all $t \in \mathbb{R}_+$, hence the half-line $\alpha + (\mathbb{R}_+)\omega$ is entirely contained in the cone $\mathcal{P}$ of numerically positive classes. Since $\alpha + t_0\omega$ is Kähler for $t_0$ large, we conclude that the half-line in entirely contained in the connected component $\mathcal{K}$, and therefore $\alpha \in \mathcal{K}$.

In the projective case we can take $\omega = c_1(H)$ for a given very ample divisor $H$, and the condition $\int_Y \alpha^k \land \omega^{p-k} > 0$ is equivalent to $\int_Y \alpha^k \land \omega^{p-k} > 0$ for a suitable complete intersection $Y \cap H_1 \cap \cdots \cap H_{p-k}$, $H_j \in |H|$. This shows that algebraic cycles are sufficient to test the Kähler property, and the special case 3.2 follows. On the other hand, we can pass to the limit in 3.6 by replacing $\alpha$ by $\alpha + \varepsilon\omega$, and in this way we get also a characterization of nef classes.

Corollary 3.7. Let $X$ be a compact Kähler manifold. A $(1, 1)$ cohomology class $\{\alpha\}$ on $X$ is nef if and only if there exists a Kähler metric $\omega$ on $X$ such that $\int_Y \alpha^k \land \omega^{p-k} \geq 0$ for all irreducible analytic sets $Y$ and all $k = 1, 2, \ldots, p = \dim Y$.

By a formal convexity argument one can derive from 3.6 or 3.7 the following interesting consequence about the dual of the cone $\mathcal{K}$.

Theorem 3.8. Let $X$ be a compact Kähler manifold. A $(1, 1)$ cohomology class $\{\alpha\}$ on $X$ is nef if and only for every irreducible analytic set $Y$ in $X$, $p = \dim X$ and every Kähler metric $\omega$ on $X$ we have $\int_Y \alpha \land \omega^{p-1} \geq 0$. In other words, the dual of the nef cone $\mathcal{K}$ is the closed convex cone in $H^{n-1, n-1}_R(X)$ generated by cohomology classes of currents of the form $[Y] \land \omega^{p-1}$ in $H^{n-1, n-1}(X, \mathbb{R})$, where $Y$ runs over the collection of irreducible analytic subsets of $X$ and $\{\omega\}$ over the set of Kähler classes of $X$. 

\[\square\]
4. Deformations of compact Kähler manifolds

If $S$ is an analytic space, recall that a deformation of compact complex manifolds is a proper holomorphic map $\pi: X \to S$ such that the fibers are smooth and such that $X$ is locally the product of the base by a neighborhood of any point in any fiber (with $\pi$ being the first projection of such a local decomposition). For any $t \in S$, we denote by $X_t = \pi^{-1}(t)$ the fiber over $t$.

Since compact Kähler manifolds share many common features with projective algebraic manifolds – e.g. good Hodge theoretic properties – rather strong properties are expected for their deformation theory. Kodaira showed in the 60s that every Kähler surface $X$ is a limit by deformation of algebraic surfaces, namely there exists a deformation $X \to S$ such that $X = X_{t_0}$ for some $t_0$, and $X_{t_m}$ is projective algebraic for a sequence $t_m \to t_0$. It was therefore a natural – and long-standing – question whether a similar property holds in higher dimensions. C. Voisin showed in a series of recent papers that the general answer is negative, and in fact there exist rigid non projective compact Kähler manifolds.

**Theorem 4.1** (recent results by C. Voisin). (i) In any dimension $\geq 4$, there exist compact Kähler manifolds which do not have the homotopy type (or even the homology ring) of a complex projective manifold ([67]).

(ii) In any dimension $\geq 8$, there exist compact Kähler manifolds $X$ such that no compact bimeromorphic model $X'$ of $X$ has the homotopy type of a complex projective manifold ([68]).

The example in (i) is obtained by selecting a complex torus $T$ of dimension $\geq 2$ possessing a linear endomorphism $\varphi$ which has non real eigenvalues (pairwise distinct and non conjugate). Then $X$ is obtained by blowing-up the finite set of pairwise intersection points of the four subsets $T \times \{0\}$, $\{0\} \times \hat{T}$, $\Delta = $ diagonal, $G_\varphi = $ graph of $\varphi$, and then their strict transforms in the first stage blow-up. By using rather elementary considerations of Hodge theory, this provides an example of a rigid Kähler variety which does not have the homotopy type of a projective variety. The example in (ii) is obtained via the Poincaré bundle on $T \times \hat{T}$; we refer to [67] and [68] for details.

Another fundamental fact proved by Kodaira and Spencer [36] is the observation that the Kähler property is open with respect to deformation: if $X_{t_0}$ is Kähler for some $t_0 \in S$, then the nearby fibers $X_t$ (for $t$ in a metric topology neighborhood of $t_0$ in $S$) is also Kähler. The proof consists in showing that the desired Kähler metrics are solutions of a suitably chosen 4-th order elliptic differential operator for which there is no jump of the kernel at $t_0$. However, the numerous known examples leave hopes for a much stronger openness property.

**Conjecture 4.2.** Let $\mathcal{X} \to S$ be a deformation with irreducible base space $S$ such that some fiber $X_{t_0}$ is Kähler. Then there should exist a finite (or possibly countable) union of analytic strata $S_\nu \subset S$, $S_\nu \neq S$, such that
(i) $X_t$ is Kähler for $t \in S \setminus \bigcup S_{\nu}$,

(ii) $X_t$ is bimeromorphic to a Kähler manifold for $t \in \bigcup S_{\nu}$.

A crucial step in analyzing the conjecture is to describe the behaviour of the Kähler cone of $X_t$ as $t$ approaches the “bad strata”. This question is now fully understood thanks to the following result which is a direct corollary of our characterization of the Kähler cone (Theorem 3.1). As a consequence, a “collapse” of the Kähler cone could only come from a degeneration of the Hodge decomposition, the behaviour of which is complex analytic thanks to the Frölicher spectral sequence.

**Theorem 4.3** (Demailly–Păun [18]). Let $\pi : \mathcal{X} \to S$ be a deformation of compact Kähler manifolds over an irreducible base $S$. Then there exists a countable union $S' = \bigcup S_{\nu}$ of analytic subsets $S_{\nu} \subseteq S$, such that the Kähler cones $\mathcal{K}_t \subset H^{1,1}(X_t, \mathbb{C})$ of the fibers $X_t = \pi^{-1}(t)$ are invariant over $S \setminus S'$ under parallel transport with respect to the $(1, 1)$-projection $\nabla^{1,1}$ of the Gauss–Manin connection $\nabla$ in the decomposition of

$$\nabla = \begin{pmatrix}
\nabla^{2,0} & * & 0 \\
* & \nabla^{1,1} & * \\
0 & * & \nabla^{0,2}
\end{pmatrix}$$

on the Hodge bundle $H^2 = H^{2,0} \oplus H^{1,1} \oplus H^{0,2}$.

**Sketch of proof.** The result is local on the base, hence we may assume that $S$ is contractible. Then the family is differentiably trivial, the Hodge bundle $t \mapsto H^2(X_t, \mathbb{C})$ is the trivial bundle and $t \mapsto H^2(X_t, \mathbb{Z})$ is a trivial lattice. We use the existence of a relative cycle space $C^p(\mathcal{X}/S) \subset C^p(\mathcal{X})$ which consists of all cycles contained in the fibres of $\pi : X \to S$. It is equipped with a canonical holomorphic projection

$$\pi_p : C^p(\mathcal{X}/S) \to S.$$  

We then define the $S_{\nu}$’s to be the images in $S$ of those connected components of $C^p(\mathcal{X}/S)$ which do not project onto $S$. By the fact that the projection is proper on each component, we infer that $S_{\nu}$ is an analytic subset of $S$. The definition of the $S_{\nu}$’s implies that the cohomology classes induced by the analytic cycles $[\{Z\}]$, $Z \subset X_t$, remain exactly the same for all $t \in S \setminus S'$. This result implies in its turn that the conditions defining the numerically positive cones $\mathcal{P}_t$ remain the same, except for the fact that the spaces $H^{1,1}(X_t, \mathbb{R}) \subset H^2(X_t, \mathbb{R})$ vary along with the Hodge decomposition. At this point, a standard calculation implies that the $\mathcal{P}_t$ are invariant by parallel transport under $\nabla^{1,1}$. Moreover, the connected component $\mathcal{K}_t \subset \mathcal{P}_t$ cannot jump from one component to the other thanks to the already mentioned results by Kodaira–Spencer [36]. This concludes the proof. 

Theorem 4.3 was essentially already known in the cases of complex surfaces (i.e. in dimension 2), thanks to the work of N. Buchdahl [6], [7] and A. Lamari [38], [39].

Shortly after the original [18] manuscript appeared in April 2001, Daniel Huybrechts [27] informed us that Theorem 3.1 can be used to calculate the Kähler cone of
a very general hyperkähler manifold: the Kähler cone is then equal to a suitable connected component of the positive cone defined by the Beauville–Bogomolov quadratic form. In the case of an arbitrary hyperkähler manifold, S. Boucksom [Bou02] later showed that a $(1, 1)$ class $\alpha$ is Kähler if and only if it lies in the positive part of the Beauville–Bogomolov quadratic cone and moreover $\int_C \alpha > 0$ for all rational curves $C \subset X$ (see also Huybrechts [26]).

5. Positive cones in $H^{n-1, n-1}(X)$ and Serre duality

5.1. Basic definitions. In a way which will be shown to be dual to the case of divisors and positive $(1, 1)$-currents, we consider in $H^{n-1, n-1}_R(X)$ the cone $\mathcal{N}$ generated by classes of positive currents $T$ of type $(n-1, n-1)$ (i.e., of bidimension $(1, 1)$). In the projective case we also consider the intersection of $\mathcal{N}$ with the space $N_1(X)$ generated by integral $(n-1, n-1)$-classes (by the hard Lefschetz theorem, $N_1(X)$ is just the dual of $NS_R(X)$).

Definition 5.1. Let $X$ be a compact Kähler manifold.

(i) We define $\mathcal{N}$ to be the (closed) convex cone in $H^{n-1, n-1}_R(X)$ generated by classes of positive currents $T$ of type $(n-1, n-1)$ (i.e., of bidimension $(1, 1)$).

(ii) We define the cone $\mathcal{M} \subset H^{n-1, n-1}_R(X)$ of “movable classes” to be the closure of the convex cone generated by classes of currents of the form

$$\mu_*(\bar{\omega}_1 \wedge \cdots \wedge \bar{\omega}_{n-1})$$

where $\mu: \tilde{X} \to X$ is an arbitrary modification (one could just restrict oneself to compositions of blow-ups with smooth centers), and the $\bar{\omega}_j$ are Kähler forms on $\tilde{X}$. Clearly $\mathcal{M} \subset \mathcal{N}$.

(iii) Correspondingly, we introduce the intersections

$$\mathcal{N}_{NS} = \mathcal{N} \cap N_1(X), \quad \mathcal{M}_{NS} = \mathcal{M} \cap N_1(X)$$

in the space generated by integral bidimension $(1, 1)$-classes

$$N_1(X) := (H^{n-1, n-1}_R(X) \cap H^{2n-2}(X, \mathbb{Z})/\text{torsion}) \otimes_{\mathbb{Z}} \mathbb{R}.$$ 

(iv) If $X$ is projective we define $NE(X)$ to be the convex cone generated by all effective curves. Clearly $\overline{NE(X)} \subset \mathcal{N}_{NS}$.

(v) If $X$ is projective we say that $C$ is a “strongly movable” curve if

$$C = \mu_*(\tilde{A}_1 \cap \cdots \cap \tilde{A}_{n-1})$$

for suitable very ample divisors $\tilde{A}_j$ on $\tilde{X}$, where $\mu: \tilde{X} \to X$ is a modification. We let $SME(X)$ be the convex cone generated by all strongly movable (effective) curves. Clearly $\overline{SME(X)} \subset \mathcal{M}_{NS}$.
(vi) We say that $C$ is a movable curve if $C = C_t$ is a member of an analytic family $(C_t)_{t \in S}$ such that $\bigcup_{t \in S} C_t = X$ and, as such, is a reduced irreducible 1-cycle. We let $\text{ME}(X)$ be the convex cone generated by all movable (effective) curves.

The upshot of this definition lies in the following easy observation.

**Proposition 5.2.** Let $X$ be a compact Kähler manifold. Consider the Poincaré duality pairing

$$H^{1,1}(X, \mathbb{R}) \times H^{n-1,n-1}_{\mathbb{R}}(X) \to \mathbb{R}, \quad (\alpha, \beta) \mapsto \int_X \alpha \wedge \beta.$$  

Then the duality pairing takes nonnegative values

(i) for all pairs $(\alpha, \beta) \in \mathcal{K} \times \mathcal{N},$

(ii) for all pairs $(\alpha, \beta) \in \mathcal{E} \times \mathcal{M},$

(iii) for all pairs $(\alpha, \beta)$ where $\alpha \in \mathcal{E}$ and $\beta = [C_t] \in \text{ME}(X)$ is the class of a movable curve.

**Proof.** (i) is obvious. In order to prove (ii), we may assume that $\beta = \mu^{\ast}(\tilde{\omega}_1 \wedge \cdots \wedge \tilde{\omega}_{n-1})$ for some modification $\mu: \tilde{X} \to X$, where $\alpha = \{T\}$ is the class of a positive $(1, 1)$-current on $X$ and $\tilde{\omega}_j$ are Kähler forms on $\tilde{X}$. Then

$$\int_X \alpha \wedge \beta = \int_X T \wedge \mu^{\ast}(\tilde{\omega}_1 \wedge \cdots \wedge \tilde{\omega}_{n-1}) = \int_X \mu^{\ast} T \wedge \tilde{\omega}_1 \wedge \cdots \wedge \tilde{\omega}_{n-1} \geq 0.$$

Here we have used the fact that a closed positive $(1, 1)$-current $T$ always has a pull-back $\mu^{\ast}T$, which follows from the fact that if $T = i\partial \bar{\partial} \varphi$ locally for some plurisubharmonic function in $X$, we can set $\mu^{\ast} T = i\partial \bar{\partial} (\varphi \circ \mu)$. For (iii) we suppose $\alpha = \{T\}$ and $\beta = \{[C_t]\}$. Then we take an open covering $(U_j)$ on $X$ such that $T = i\partial \bar{\partial} \varphi_j$ with suitable plurisubharmonic functions $\varphi_j$ on $U_j$. If we select a smooth partition of unity $\sum \theta_j = 1$ subordinate to $(U_j)$, we then get

$$\int_X \alpha \wedge \beta = \int_C T_{C_t} = \sum_j \int_{C_t \cap U_j} \theta_j i\partial \bar{\partial} \varphi_j |_{C_t} \geq 0.$$  

For this to make sense, it should be noticed that $T_{C_t}$ is a well defined closed positive $(1, 1)$-current (i.e. measure) on $C_t$ for almost every $t \in S$, in the sense of Lebesgue measure. This is true only because $(C_t)$ covers $X$, thus $\varphi_j |_{C_t}$ is not identically $-\infty$ for almost every $t \in S$. The equality in the last formula is then shown by a regularization argument for $T$, writing $T = \lim T_k$ with $T_k = \alpha + i\partial \bar{\partial} \psi_k$ and a decreasing sequence of smooth almost plurisubharmonic potentials $\psi_k \downarrow \psi$ such that the Levi forms have a uniform lower bound $i\partial \bar{\partial} \psi_k \geq -C \omega$ (such a sequence exists by Demailly [14]). Then, writing $\alpha = i\partial \bar{\partial} v_j$ for some smooth potential $v_j$ on $U_j$, we have $T = i\partial \bar{\partial} \varphi_j$ on $U_j$ with $\varphi_j = v_j + \psi$, and this is the decreasing limit of the smooth approximations $\varphi_{j,k} = v_j + \psi_k$ on $U_j$. Hence $T_{k|C_t} \to T_{j|C_t}$ for the weak topology of measures on $C_t$. \qed
If $\mathcal{C}$ is a convex cone in a finite dimensional vector space $E$, we denote by $\mathcal{C}^\vee$ the dual cone, i.e. the set of linear forms $u \in E^*$ which take nonnegative values on all elements of $\mathcal{C}$. By the Hahn–Banach theorem, we always have $\mathcal{C}^{\vee\vee} = \mathcal{C}$.

Proposition 5.2 leads to the natural question whether the cones $(\mathcal{K}, \mathcal{N})$ and $(\mathcal{E}, \mathcal{M})$ are dual under Poincaré duality, according to the following schematic picture.
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It is indeed well-known that the cone $\overline{\mathcal{K}}_{NS}$ of nef divisors is dual to the cone $\mathcal{N}_{NS}$ of effective curves if $X$ is projective. The transcendental version $\mathcal{K} = \mathcal{N}^\vee$ also follows from our Theorem 3.8.

**Theorem 5.3** (Demailly–Păun). If $X$ is Kähler, then the cones $\overline{\mathcal{K}} \subset H^{1,1}(X, \mathbb{R})$ and $\mathcal{N} \subset H^{n-1,n-1}_R(X)$ are dual by Poincaré duality, and $\mathcal{N}$ is the closed convex cone generated by classes $[Y] \wedge \omega^{p-1}$ where $Y \subset X$ ranges over $p$-dimensional analytic subsets, $p = 1, 2, \ldots, n$, and $\omega$ ranges over Kähler forms.

**Proof.** Indeed, Proposition 5.2 shows that the dual cone $\mathcal{K}^\vee$ contains $\mathcal{N}$ which itself contains the cone $\mathcal{N}'$ of all classes of the form $\{[Y] \wedge \omega^{p-1}\}$. The main result of Demailly–Păun [18] conversely shows that the dual of $(\mathcal{N}')^\vee$ is equal to $\overline{\mathcal{K}}$, so we must have $\mathcal{K}^\vee = \overline{\mathcal{N}}' = \mathcal{N}$. \qed

The other duality statement $\mathcal{E} = \mathcal{M}^\vee$ will be investigated in the next sections.

### 5.2. Concept of volume and movable intersections.

We start with the very important concept of volume.

**Definition 5.4.** We define the **volume**, or **movable self-intersection** of a big class $\alpha \in \mathcal{E}^o$ to be

$$\text{Vol}(\alpha) = \sup_{T \in \alpha} \int_X \beta^n > 0$$
where the supremum is taken over all Kähler currents \( T \in \alpha \) with logarithmic poles, and \( \mu^*T = [E] + \beta \) with respect to some modification \( \mu: \tilde{X} \to X \).

By Fujita [21] and Demailly–Ein–Lazarsfeld [17], if \( L \) is a big line bundle, we have
\[
\text{Vol}(c_1(L)) = \lim_{m \to +\infty} D_m^n = \lim_{m \to +\infty} \frac{n!}{m^n} h^0(X, mL),
\]
and in these terms we get the following statement.

**Proposition 5.5.** Let \( L \) be a big line bundle on the projective manifold \( X \). Let \( \varepsilon > 0 \).
Then there exists a modification \( \mu: X_\varepsilon \to X \) and a decomposition \( \mu^*(L) = E + \beta \) with \( E \) an effective \( \mathbb{Q} \)-divisor and \( \beta \) a big and nef \( \mathbb{Q} \)-divisor such that
\[
\text{Vol}(L) - \varepsilon \leq \text{Vol}(\beta) \leq \text{Vol}(L).
\]

It is very useful to observe that the supremum in Definition 5.4 is actually achieved by a collection of currents whose singularities satisfy a filtering property. Namely, if \( T_1 = \alpha + \partial \bar{\partial} \varphi_1 \) and \( T_2 = \alpha + \partial \bar{\partial} \varphi_2 \) are two Kähler currents with logarithmic poles in the class of \( \alpha \), then
\[
T = \alpha + \partial \bar{\partial} \varphi, \quad \varphi = \max(\varphi_1, \varphi_2)
\]
is again a Kähler current with weaker singularities than \( T_1 \) and \( T_2 \). One could define as well
\[
T = \alpha + \partial \bar{\partial} \varphi, \quad \varphi = \frac{1}{2m} \log(e^{2m\varphi_1} + e^{2m\varphi_2}),
\]
where \( m = \text{lcm}(m_1, m_2) \) is the lowest common multiple of the denominators occurring in \( T_1, T_2 \). Now, take a simultaneous log-resolution \( \mu_m: \tilde{X}_m \to X \) for which the singularities of \( T_1 \) and \( T_2 \) are resolved as \( \mathbb{Q} \)-divisors \( E_1 \) and \( E_2 \). Then clearly the associated divisor in the decomposition \( \mu^*_m T = [E] + \beta \) is given by \( E = \min(E_1, E_2) \).

**Theorem 5.6** (Boucksom [4]). Let \( X \) be a compact Kähler manifold. We denote here by \( H^{0}_{\geq 0}(X) \) the cone of cohomology classes of type \((k, k)\) which have non-negative intersection with all closed semi-positive smooth forms of bidegree \((n-k, n-k)\).

(i) For each \( k = 1, \ldots, n \), there exists a canonical “movable intersection product”
\[
\mathfrak{E} \times \cdots \times \mathfrak{E} \to H^{k, k}_{\geq 0}(X), \quad (\alpha_1, \ldots, \alpha_k) \mapsto \langle \alpha_1 \cdot \alpha_2 \cdots \alpha_{k-1} \cdot \alpha_k \rangle
\]
such that \( \text{Vol}(\alpha) = \langle \alpha^n \rangle \) whenever \( \alpha \) is a big class.

(ii) The product is increasing, homogeneous of degree 1 and superadditive in each argument, i.e.
\[
\langle \alpha_1 \cdots (\alpha_j' + \alpha_j'') \cdots \alpha_k \rangle \geq \langle \alpha_1 \cdots \alpha_j' \cdots \alpha_k \rangle + \langle \alpha_1 \cdots \alpha_j'' \cdots \alpha_k \rangle.
\]
It coincides with the ordinary intersection product when the \( \alpha_j \in \overline{\mathcal{K}} \) are nef classes.
(iii) The movable intersection product satisfies the Teissier–Hovanskii inequalities

\[ \langle \alpha_1 \cdot \alpha_2 \cdots \alpha_n \rangle \geq (\langle \alpha_1^n \rangle)^{1/n} \cdots (\langle \alpha_n^n \rangle)^{1/n} \quad \text{(with } \langle \alpha_j^n \rangle = \text{Vol}(\alpha_j)) \].

(iv) For \( k = 1 \), the above “product” reduces to a (non linear) projection operator

\[ \mathcal{E} \to \mathcal{E}_1, \quad \alpha \to \langle \alpha \rangle \]

onto a certain convex subcone \( \mathcal{E}_1 \) of \( \mathcal{E} \) such that \( \overline{\mathcal{K}} \subset \mathcal{E}_1 \subset \mathcal{E} \). Moreover, there is a “divisorial Zariski decomposition”

\[ \alpha = \{ N(\alpha) \} + \langle \alpha \rangle \]

where \( N(\alpha) \) is a uniquely defined effective divisor which is called the “negative divisorial part” of \( \alpha \). The map \( \alpha \mapsto N(\alpha) \) is homogeneous and subadditive, and \( N(\alpha) = 0 \) if and only if \( \alpha \in \mathcal{E}_1 \).

(v) The components of \( N(\alpha) \) always consist of divisors whose cohomology classes are linearly independent, thus \( N(\alpha) \) has at most \( \rho = \text{rank}_{\mathbb{R}} \text{NS}(X) \) components.

**Proof.** We refer to S. Boucksom’s thesis [4] for details. Boucksom’s treatment also covers the case of compact non Kähler manifolds, so it is fairly general. We only give a very rough construction of the movable intersection product.

First assume that all classes \( \alpha_j \) are big, i.e. \( \alpha_j \in \mathcal{E}^{\circ} \). We select Kähler currents \( T_{j,m} \in \alpha_j \) with logarithmic poles and their approximate Zariski decompositions as in Theorem 2.10. We can then find a simultaneous log-resolution \( \mu_m \colon \tilde{X}_m \to X \) such that

\[ \mu^* T_{j,m} = [E_j, m] + \beta_{j,m}. \]

We consider the direct image current \( \mu_m^* (\beta_{1,m} \wedge \cdots \wedge \beta_{k,m}) \) (which is a closed positive current of bidegree \( (k, k) \) on \( X \)). It turns out by rather elementary monotonicity arguments based on the filtering property 5.2 that one can extract a weakly convergent limit

\[ \langle \alpha_1 \cdot \alpha_2 \cdots \alpha_k \rangle = \lim_{m \to +\infty} (\mu_m^* (\beta_{1,m} \wedge \beta_{2,m} \wedge \cdots \wedge \beta_{k,m})) \]

and that the corresponding cohomology class in \( H^{k,k}(X) \) is uniquely defined. Now, the intersection product can be extended to the full closed cone \( \mathcal{E} \) by monotonicity again, namely by setting

\[ \langle \alpha_1 \cdot \alpha_2 \cdots \alpha_k \rangle = \lim_{\delta \downarrow 0} (\langle (\alpha_1 + \delta \omega) \cdot (\alpha_2 + \delta \omega) \cdots (\alpha_k + \delta \omega) \rangle) \]

for arbitrary classes \( \alpha_j \in \mathcal{E} \).

**Definition 5.7.** For a class \( \alpha \in H^{1,1}(X, \mathbb{R}) \) we define the numerical dimension \( \nu(\alpha) \) to be \( \nu(\alpha) = -\infty \) if \( \alpha \) is not pseudo-effective, and

\[ \nu(\alpha) = \max \{ p \in \mathbb{N} : \langle \alpha^p \rangle \neq 0 \}, \quad \nu(\alpha) \in \{ 0, 1, \ldots, n \} \]

if \( \alpha \) is pseudo-effective.
By the results of Demailly–Peternell [18], a class is big \((\alpha \in \mathcal{E})\) if and only if \(\nu(\alpha) = n\). Classes of numerical dimension 0 can be described much more precisely, again following Boucksom [4].

**Theorem 5.8.** Let \(X\) be a compact Kähler manifold. Then the subset \(\mathcal{D}_0\) of irreducible divisors \(D\) in \(X\) such that \(\nu(D) = 0\) is countable, and these divisors are rigid as well as their multiples. If \(\alpha \in \mathcal{E}\) is a pseudo-effective class of numerical dimension \(0\), then \(\alpha\) is numerically equivalent to an effective \(\mathbb{R}\)-divisor \(D = \sum_{j \in \mathbb{J}} \lambda_j D_j\), for some finite subset \((D_j)_{j \in \mathbb{J}} \subseteq \mathcal{D}_0\) such that the cohomology classes \(\{D_j\}\) are linearly independent and some \(\lambda_j > 0\). If such a linear combination is of numerical dimension \(0\), then so is any other linear combination of the same divisors.

Using the Iitaka fibration it is immediate to see that \(\kappa(X) \leq \nu(X)\) always holds true, and from the currently known examples a natural expectation would be

**Conjecture 5.9** (“generalized abundance conjecture”). For an arbitrary compact Kähler manifold \(X\), the Kodaira dimension should be equal to the numerical dimension:

\[
\kappa(X) = \nu(X) := \nu(c_1(K_X)).
\]

This appears to be a fairly strong statement. In fact, it is not difficult to show that the generalized abundance conjecture contains the \(C_{n,m}\) conjectures about additivity of Kodaira dimension (since it is not very difficult to show that the numerical dimension is additive with respect to fibrations). A few extreme cases are known.

**Theorem 5.10.** The generalized abundance conjecture is true at least in the cases \(\nu(X) = -\infty, \nu(X) = 0, \nu(X) = n\).

**Proof.** In fact \(\nu(X) = -\infty\) means that \(K_X\) is not pseudo-effective, so no multiple of \(K_X\) can have sections and thus \(\kappa(X) = -\infty\). In case \(\nu(X) = n\), we have to show that \(K_X\) is big \((K_X \in \mathcal{E}^0)\); this follows from [18] and from the solution of the Grauert–Riemenschneider conjecture in the form proven in Demailly [11]. Remains the case \(\nu(X) = 0\). Then Theorem 5.8 gives \(K_X \equiv \sum \lambda_j D_j\) for some effective divisor with numerically independent components such that \(\nu(D_j) = 0\). It follows that the \(\lambda_j\) are rational and therefore

\[
K_X = \sum \lambda_j D_j + F \quad \text{where} \quad \lambda_j \in \mathbb{Q}^+, \; \nu(D_j) = 0 \; \text{and} \; F \in \text{Pic}^0(X).
\]

In that case Campana and Peternell [8] have shown that \(F\) is a torsion element of \(\text{Pic}^0(X)\), and so \(\kappa(X) = 0\).

5.3. The orthogonality estimate. The goal of this section is to show that, in an appropriate sense, approximate Zariski decompositions are almost orthogonal.

**Theorem 5.11.** Let \(X\) be a projective manifold, and let \(\alpha = \{T\} \in \mathcal{E}_{\text{NS}}\) be a big class represented by a Kähler current \(T\). Consider an approximate Zariski decomposition

\[
\mu_m^* T_m = [E_m] + [D_m].
\]
Then
\[(D_m^{n-1} \cdot E_m)^2 \leq 20 (C\omega)^n (\text{Vol}(\alpha) - D_m^n)\]
where \(\omega = c_1(H)\) is a Kähler form and \(C \geq 0\) is a constant such that \(\pm \alpha\) is dominated by \(C\omega\) (i.e., \(C\omega \pm \alpha\) is nef).

**Proof.** For every \(t \in [0, 1]\) we have
\[\text{Vol}(\alpha) = \text{Vol}(E_m + D_m) \geq \text{Vol}(t E_m + D_m).\]
Now, by our choice of \(C\), we can write \(E_m\) as a difference of two nef divisors:
\[E_m = \mu^*\alpha - D_m = \mu^*_m(\alpha + C\omega) - (D_m + C\mu^*_m\omega).\]

**Lemma 5.12.** For all nef \(\mathbb{R}\)-divisors \(A, B\) we have
\[\text{Vol}(A - B) \geq A^n - n A^{n-1} \cdot B\]
as soon as the right-hand side is positive.

**Proof.** In case \(A\) and \(B\) are integral (Cartier) divisors, this is a consequence of the holomorphic Morse inequalities (Demailly [16], 8.5). If \(A\) and \(B\) are \(\mathbb{Q}\)-Cartier, we conclude by the homogeneity of the volume. The general case of \(\mathbb{R}\)-divisors follows by approximation using the upper semi-continuity of the volume (Boucksom [4], 3.1.26).
In fact, we expect Lemma 5.12 to hold true also in the case of transcendental nef cohomology classes – unfortunately the required generalization of Morse inequalities is still missing at this point.

**End of proof of Theorem 5.11.** In order to exploit the lower bound of the volume, we write
\[tE_m + D_m = A - B, \quad A = D_m + t\mu^*_m(\alpha + C\omega), \quad B = t(D_m + C\mu^*_m\omega).\]
By our choice of the constant \(C\), both \(A\) and \(B\) are nef. Lemma 5.12 and the binomial formula imply
\[\text{Vol}(t E_m + D_m) \geq A^n - n A^{n-1} \cdot B\]
\[= D_m^n + nt D_m^{n-1} \cdot \mu^*_m(\alpha + C\omega) + \sum_{k=2}^n t^k \binom{n}{k} D_m^{n-k} \cdot \mu^*_m(\alpha + C\omega)^k\]
\[- nt D_m^{n-1} \cdot (D_m + C\mu^*_m\omega)\]
\[- nt^2 \sum_{k=1}^{n-1} t^{k-1} \binom{n-1}{k} D_m^{n-1-k} \cdot \mu^*_m(\alpha + C\omega)^k \cdot (D_m + C\mu^*_m\omega).\]

Now we use the obvious inequalities
\[D_m \leq \mu^*_m(C\omega), \quad \mu^*_m(\alpha + C\omega) \leq 2\mu^*_m(C\omega), \quad D_m + C\mu^*_m\omega \leq 2\mu^*_m(C\omega)\]
in which all members are nef (and where the inequality $\leq$ means that the difference of classes is pseudo-effective). In this way we get

$$\text{Vol}(t E_m + D_m) \geq D_m^n + nt D_m^{n-1} \cdot E_m - nt^2 \sum_{k=1}^{n-1} 2^{k+1} t^{k-1} \binom{n-1}{k} (C\omega)^n.$$  

We will always take $t$ smaller than $1/10n$ so that the last summation is bounded by $4(n-1)(1+1/5n)^{n-2} < 4n^{1/5} < 5n$. This implies

$$\text{Vol}(t E_m + D_m) \geq D_m^n + nt D_m^{n-1} \cdot E_m - 5n^2 t^2 (C\omega)^n.$$  

Now, the choice $t = \frac{1}{10n} (D_m^{n-1} \cdot E_m)((C\omega)^n)^{-1}$ gives by substituting

$$\frac{1}{20} (D_m^{n-1} \cdot E_m)^2 \leq \text{Vol}(E_m + D_m) - D_m^n \leq \text{Vol}(\alpha) - D_m^n$$

(and we have indeed $t \leq \frac{1}{10n}$), whence Theorem 5.11. Of course, the constant 20 is certainly not optimal. \hfill \square

**Corollary 5.13.** If $\alpha \in \mathcal{E}_{\text{NS}}$, then the divisorial Zariski decomposition $\alpha = N(\alpha) + \langle \alpha \rangle$ is such that $\langle \alpha^{n-1} \rangle \cdot N(\alpha) = 0$.

**Proof.** By replacing $\alpha$ by $\alpha + \delta c_1(H)$, one sees that it is sufficient to consider the case where $\alpha$ is big. Then the orthogonality estimate implies

$$(\mu_m)^* (D_m^{n-1}) \cdot (\mu_m)^* E_m = D_m^{n-1} \cdot (\mu_m)^* (\mu_m)^* E_m \leq D_m^{n-1} \cdot E_m \leq C(\text{Vol}(\alpha) - D_m^n)^{1/2}.$$  

Since $\langle \alpha^{n-1} \rangle = \lim (\mu_m)^* (D_m^{n-1})$, $N(\alpha) = \lim (\mu_m)^* E_m$ and $\lim D_m^n = \text{Vol}(\alpha)$, we get the desired conclusion in the limit. \hfill \square

**5.4. Proof of duality between $\mathcal{E}_{\text{NS}}$ and $\mathcal{M}_{\text{NS}}$.** The main point is the following characterization of pseudo-effective classes, proved in [5] (the “only if” part already follows from 5.2 (iii)).

**Theorem 5.14 (Boucksom–Demailly–Păun–Peternell [5]).** If $X$ is projective, then a class $\alpha \in \text{NS}_\mathbb{R}(X)$ is pseudo-effective if (and only if) it is in the dual cone of the cone $\text{SME}(X)$ of strongly movable curves.

In other words, a line bundle $L$ is pseudo-effective if (and only if) $L \cdot C \geq 0$ for all movable curves, i.e., $L \cdot C \geq 0$ for every very generic curve $C$ (not contained in a countable union of algebraic subvarieties). In fact, by definition of SME($X$), it is enough to consider only those curves $C$ which are images of generic complete intersections of very ample divisors on some variety $\tilde{X}$, under a modification $\mu : \tilde{X} \to X$. 


By a standard blowing-up argument, it also follows that a line bundle \( L \) on a normal Moishezon variety is pseudo-effective if and only if \( L \cdot C \geq 0 \) for every movable curve \( C \). The Kähler analogue should be:

**Conjecture 5.15.** For an arbitrary compact Kähler manifold \( X \), the cones \( E \) and \( M \) are dual.

**Proof of Theorem 5.14 (see [5]).** We want to show that \( \mathcal{E}_{NS} = \text{SME}(X)^\vee \). By 5.2 (iii) we have in any case

\[
\mathcal{E}_{NS} \subset (\text{SME}(X))^\vee.
\]

If the inclusion is strict, there is an element \( \alpha \in \partial \mathcal{E}_{NS} \) on the boundary of \( \mathcal{E}_{NS} \) which is in the interior of \( \text{SME}(X)^\vee \).

Let \( \omega = c_1(H) \) be an ample class. Since \( \alpha \in \partial \mathcal{E}_{NS} \), the class \( \alpha + \delta \omega \) is big for every \( \delta > 0 \), and since \( \alpha \in ((\text{SME}(X))^\vee)^0 \) we still have \( \alpha - \varepsilon \omega \in (\text{SME}(X))^\vee \) for \( \varepsilon > 0 \) small. Therefore

\[
\alpha \cdot \Gamma \geq \varepsilon \omega \cdot \Gamma \tag{5.4}
\]

for every movable curve \( \Gamma \). We are going to contradict (5.4). Since \( \alpha + \delta \omega \) is big, we have an approximate Zariski decomposition

\[
\mu_\delta^*(\alpha + \delta \omega) = E_\delta + D_\delta.
\]

We pick \( \Gamma = (\mu_\delta)_*(D_\delta^{n-1}) \). By the Hovanskii–Teissier concavity inequality

\[
\omega \cdot \Gamma \geq (\omega^n)^{1/n} (D_\delta^{(n-1)/n}).
\]
On the other hand
\[ \alpha \cdot \Gamma = \alpha \cdot (\mu_\delta)_*(D^{n-1}_\delta) \]
\[ = \mu_\delta^* \alpha \cdot D^{n-1}_\delta \leq \mu_\delta^* (\alpha + \delta \omega) \cdot D^{n-1}_\delta \]
\[ = (E_\delta + D_\delta) \cdot D^{n-1}_\delta = D^n + D^{n-1}_\delta \cdot E_\delta. \]

By the orthogonality estimate, we find
\[ \frac{\alpha \cdot \Gamma}{\omega \cdot \Gamma} \leq \frac{D^n_\delta + (2(C\omega)^n (\text{Vol}(\alpha + \delta \omega) - D^n_\delta))^{1/2}}{(\omega^n)^{1/n} (D^n_\delta)^{(n-1)/n}} \]
\[ \leq C' (D^n_\delta)^{1/n} + C'' (\text{Vol}(\alpha + \delta \omega) - D^n_\delta)^{1/2} \frac{1}{(D^n_\delta)^{(n-1)/n}}. \]

However, since \( \alpha \in \partial E_{\text{NS}} \), the class \( \alpha \) cannot be big so
\[ \lim_{\delta \to 0} D^n_\delta = \text{Vol}(\alpha) = 0. \]

We can also take \( D_\delta \) to approximate \( \text{Vol}(\alpha + \delta \omega) \) in such a way that \( (\text{Vol}(\alpha + \delta \omega) - D^n_\delta)^{1/2} \) tends to 0 much faster than \( D^n_\delta \). Notice that \( D^n_\delta \geq \delta^n \omega^n \), so in fact it is enough to take
\[ \text{Vol}(\alpha + \delta \omega) - D^n_\delta \leq \delta^{2n}. \]

This is the desired contradiction by (5.4).

As a corollary, we also get a solution of the “Hodge conjecture” for positive cones of \( H^{n-1,n-1}(X) \), namely positive integral classes are generated by the corresponding cones of curves. This settles in the affirmative many of the conjectures made in [19].

**Corollary 5.16.** Let \( X \) be a projective manifold. Then

(i) \( \mathcal{N}_{\text{NS}} = \text{NE}(X) \),

(ii) \( \mathcal{M}_{\text{NS}} = \text{SME}(X) = \text{ME}(X) \).

**Proof.** (i) is indeed (mostly) a standard result of algebraic geometry, a restatement of the fact that the cone of effective curves \( \text{NE}(X) \) is dual to the cone \( \mathcal{K}_{\text{NS}} \) of nef divisors (see e.g. [24]): clearly \( \mathcal{N}_{\text{NS}} \supset \text{NE}(X) = \mathcal{K}^{\vee}_{\text{NS}} \), and the other direction \( \mathcal{N}_{\text{NS}} \subset \mathcal{K}^{\vee}_{\text{NS}} \) is a consequence of 5.2 (i).

(ii) It is obvious that \( \text{SME}(X) \subset \text{ME}(X) \subset \mathcal{M}_{\text{NS}} \subset (\mathcal{E}_{\text{NS}})^\vee \) (the latter inclusion follows from 5.2 (iii)). Now Theorem 5.14 implies \( (\mathcal{E}_{\text{NS}})^\vee = \text{SME}(X) \), and (ii) follows.

**Remark 5.17.** If holomorphic Morse inequalities were known also in the Kähler case, we would infer by the same proof that “\( \alpha \) not pseudo-effective” implies the existence of a blow-up \( \mu : \tilde{X} \to X \) and a Kähler metric \( \tilde{\omega} \) on \( \tilde{X} \) such that \( \alpha \cdot \mu_*(\tilde{\omega})^{n-1} < 0 \). In
the special case when $\alpha = K_X$ is not pseudo-effective, we would expect the Kähler manifold $X$ to be covered by rational curves. The main trouble is that characteristic $p$ techniques are no longer available. On the other hand it is tempting to approach the question via techniques of symplectic geometry:

**Question 5.18.** Let $(M, \omega)$ be a compact real symplectic manifold. Fix an almost complex structure $J$ compatible with $\omega$, and for this structure assume that $c_1(M) \cdot \omega^{n-1} > 0$. Does it follow that $M$ is covered by rational $J$-pseudoholomorphic curves?

### 5.5. Applications and conjectures

The most important special case of Theorem 5.14 is

**Theorem 5.19.** If $X$ is a projective manifold and is not uniruled, then $K_X$ is pseudo-effective, i.e. $K_X \in \mathcal{E}_{NS}$.

**Proof.** If $K_X \notin \mathcal{E}_{NS}$, Proposition 5.2 shows that there is a moving curve $C_t$ such that $K_X \cdot C_t < 0$. The standard “bend-and-break” lemma of Mori then implies that there is family $\Gamma_t$ of rational curves with $K_X \cdot \Gamma_t < 0$, so $X$ is uniruled.

Of course, if the “abundance conjecture” is correct, the fact that $K_X$ is pseudo-effective would imply $\kappa(X) \geq 0$, and so every non uniruled variety should satisfy $\kappa(X) \geq 0$. This still seems beyond reach at the moment.

### 6. Plurigenera and the Minimal Model Program

In the case of algebraic surfaces, the Minimal Model Program (MMP) was already initiated by Italian geometers at the turn of the XXth century, and was finally completed by Zariski and Kodaira for all complex surfaces. The case of higher dimensions (starting with dimension 3) is a major endeavor of modern times, revitalized by Mori [41], Kawamata [29], [30], [31] and Shokurov [53], [54] among others (see also [33] for a good survey).

The basic question is to prove that every birational class of non uniruled algebraic varieties contains a “minimal” member $X$ exhibiting mild singularities (“terminal singularities”), where “minimal” is taken in the sense of avoiding unnecessary blow-ups; minimality actually means that $K_X$ is nef and not just pseudo-effective (pseudo-effectivity follows in general from Theorem 5.19). This requires performing certain birational transforms known as flips, and important questions are whether a) flips are indeed possible (“existence of flips”), b) the process terminates (“termination of flips”). Thanks to Kawamata [31] and Shokurov [53], [54], this has been proved in dimension 3 at the end of the 80s. Very recently, C. Hacon and J. McKernan [23] announced that flips exist in dimension $n$, if one assumes that a slightly stronger version of MMP (involving log pairs with real divisors) holds true in dimension $n-1$. As a consequence, the existence of flips obtained by Shokurov [55] in 2003 would
be achieved in dimension 4 via a more systematic method. Strongly related to these issues are the following fundamental questions.

(i) **Finiteness of the canonical ring:** is the canonical ring $R = \bigoplus H^0(X, mK_X)$ of a variety of general type always finitely generated?

If true, Proj($R$) of this graded ring $R$ yields of course a “canonical model” in the birational class of $X$.

(ii) **Boundedness of pluricanonical embeddings:** is there a bound $r_n$ depending only on dimension $\dim X = n$, such that the pluricanonical map $\Phi_{mK_X}$ of a variety of general type yields a birational embedding in projective space for $m \geq r_n$?

(iii) **Invariance of plurigenera:** are plurigenera $p_m = h^0(X, mK_X)$ always invariant under deformation?

These questions involve taking “limits” of divisors as $m \to +\infty$, and therefore transcendental methods are a strong contender in the arena. Question (ii) was indeed solved in the affirmative by H. Tsuji [63], [64] under the assumption that the MMP program is solved, and in general by S. Takayama [61], and Ch. Hacon-J. McKernan [22] by pursuing further Tsuji’s ideas. Question (iii) was completely settled by Y. T. Siu ([58] in the case of varieties of general type, and [59] for arbitrary varieties). Quite recently, M. Păun gave a very elementary proof based merely on the Ohsawa–Takegoshi extension theorem, that we briefly sketch below. Y. T. Siu’s work also gives strong support for the hope that (i) can be solved by a suitable combination of the $L^2$ existence theorems (Skoda’s division theorem being one of the main ingredients).

The following is a very slight extension of results by M. Păun [52] and B. Claudon [9], which are themselves based on the ideas of Y. T. Siu [59] and S. Takayama [62].

**Theorem 6.1.** Let $\pi : \mathcal{X} \to \Delta$ be a projective family over the unit disk, and let $(L_j, h_j)_{0 \leq j \leq m-1}$ be (singular) hermitian line bundles with semipositive curvature currents $i/\Theta_{L_j,h_j} \geq 0$ on $\mathcal{X}$. Assume that

(i) the restriction of $h_j$ to the central fiber $X_0$ is well defined (i.e. not identically $+\infty$);

(ii) additionally the multiplier ideal sheaf $\mathcal{I}(h_j|_{X_0})$ is trivial for $1 \leq j \leq m - 1$.

Then any section $\sigma$ of $\mathcal{O}(mK_\mathcal{X} + \sum L_j)|_{X_0} \otimes \mathcal{I}(h_0|_{X_0})$ over the central fiber $X_0$ extends to $\mathcal{X}$.

We first state the technical version of the Ohsawa–Takegoshi $L^2$ extension theorem needed for the proof, which is a special case of Theorem 2.7 (see also Siu [59]).

**Lemma 6.2.** Let $\pi : \mathcal{X} \to \Delta$ be as before and let $(L, h)$ be a (singular) hermitian line bundle with semipositive curvature current $i/\Theta_{L,h} \geq 0$ on $\mathcal{X}$. Let $\omega$ be a global Kähler metric on $\mathcal{X}$, and $dV_\mathcal{X}$, $dV_{X_0}$ the respective induced volume elements on
The game is to construct inductively families of sections, say \( F \). Property (a) can certainly be achieved by taking a \( F \) metric on \( F \) section in \( F \) inductively a sequence of line bundles \( F_p \) auxiliary line bundle \( |L| \). By construction we have \( h_{X_0} \) on \( K \) up to some fixed smooth positive factor depending only on the metric induced by \( X \) over \( X \) Kähler manifolds and transcendental techniques in algebraic geometry.

\[ F_p = F_{p-1} + K_X + L_r \quad \text{if } p = mq + r, 0 \leq r \leq m - 1. \]

By construction we have \( F_{p+m} = F_p + mK_X + \sum_j L_j \) and \( F_0 = A, F_1 = A + K_X + L_1, \ldots, F_p = A + pK_X + L_1 + \cdots + L_p, 1 \leq p \leq m - 1 \).

The game is to construct inductively families of sections, say \( (\tilde{u}_j^{(p)})_{j=1\ldots N_p} \), of \( F_p \) over \( X \) in such a way that

(a) for \( p = 0, \ldots, m - 1 \), \( F_p \) is generated by its sections \( (\tilde{u}_j^{(p)})_{j=1\ldots N_p} \);

(b) we have the \( m \)-periodicity relations \( N_{p+m} = N_p \) and \( \tilde{u}_j^{(p)} \) is an extension of \( u_j^{(p)} := \sigma^q u_j^{(r)} \) over \( X \) for \( p = mq + r \), where \( u_j^{(r)} := \tilde{u}_j^{(r)} \), \( 0 \leq r \leq m - 1 \).

Property (a) can certainly be achieved by taking \( A \) ample enough so that \( F_0, \ldots, F_{m-1} \) are generated by their sections, and by choosing the \( \tilde{u}_j^{(p)} \) appropriately for \( p = 0, \ldots, m - 1 \). Now, by induction, we equip \( F_{p-1} \) with the tautological metric \( \sum |u_j^{(p)}|^2 + \sum |\tilde{w}_j^{(p)}|^2 \), and \( F_p - K_X = F_{p-1} + L_r \) with that metric multiplied by \( h_r = e^{-\psi} \); it is clear that these metrics have semipositive curvature currents (the metric on \( F_p \) itself if obtained by using a smooth Kähler metric \( \omega \) on \( X \)). In this setting, we apply the Ohsawa–Takegoshi theorem to the line bundle \( F_{p-1} + L_r \) to extend \( u_j^{(p)} \) into a section \( \tilde{u}_j^{(p)} \) over \( X \). By construction the pointwise norm of that section in \( F_p |X_0 \) in a local trivialization of the bundles involved is the ratio

\[ \frac{|u_j^{(p)}|^2}{\sum_{\ell} |u_{\ell}^{(p-1)}|^2} e^{-\psi}. \]

up to some fixed smooth positive factor depending only on the metric induced by \( \omega \) on \( K_X \). However, by the induction relations, we have

\[ \sum_j |u_j^{(p)}|^2 e^{-\psi} = \begin{cases} \sum_j |u_j^{(r)}|^2 e^{-\psi} & \text{for } p = mq + r, 0 < r \leq m - 1, \\ \sum_{\ell} |u_{\ell}^{(r-1)}|^2 & \\ \sum_j |u_j^{(0)}|^2 & \\ \sum_{\ell} |u_{\ell}^{(m-1)}|^2 |\sigma|^2 e^{-\psi_0} & \text{for } p \equiv 0 \mod m. \end{cases} \]
Since the sections \((u_j^{(p)})\) generate their line bundle, the ratios involved are positive functions without zeroes and poles, hence smooth and bounded (possibly after shrinking the base disc \(\Delta\), as is permitted). On the other hand, assumption (ii) and the fact that \(\sigma\) has coefficients in the multiplier ideal sheaf \(I(h_0|X_0)\) tell us that \(e^{-\varphi_r}\), \(1 \leq r < m\) and \(|\sigma|^2 e^{-\varphi_0}\) are locally integrable on \(X_0\). It follows that there is a constant \(C_1 \geq 0\) such that
\[
\int_{X_0} \sum_j |u_j^{(p)}|^2 e^{-\varphi_r} dV_\omega \leq C_1
\]
for all \(p \geq 1\) (of course, the integral certainly involves finitely many trivializations of the bundles involved, whereas the integrand expression is just local in each chart). Inductively, the \(L^2\) extension theorem produces sections \(\tilde{u}_j^{(p)}\) of \(F_p\) over \(X\) such that
\[
\int_X \sum_j |\tilde{u}_j^{(p)}|^2 e^{-\varphi_r} dV_\omega \leq C_2 = C_0 C_1.
\]

The next idea is to extract the limits of \(p\)-th roots of these sections to get a singular hermitian metric on \(mK_X + \sum L_j\). As the functions \(e^{-\varphi_r}\) are locally bounded below (\(\varphi_r\) being psh), the Hölder inequality implies that
\[
\int_X \left( \sum_j |\tilde{u}_j^{(p)}|^2 \right)^{1/p} dV_\omega \leq C_3.
\]

Jensen’s inequality together with well known facts of potential theory now show that some subsequence of the sequence of plurisubharmonic functions \(\frac{1}{q} \log \sum_j |\tilde{u}_j^{(mq)}|^2\) (which should be thought of as weights on the \(\mathbb{Q}\)-line bundles \(\frac{1}{q}(A+q(mK_X + \sum L_j))\)) converges almost everywhere to the weight \(\psi\) of a singular hermitian metric \(H\) with semi-positive curvature on \(mK_X + \sum L_j\), in the form of an upper regularized limit
\[
\psi(z) = \limsup_{\xi \to z} \lim_{v \to +\infty} \frac{1}{q} \log \sum_j |\tilde{u}_j^{(mqv)}(\xi)|^2.
\]

On \(X_0\) we have
\[
\lim_{q \to +\infty} \frac{1}{q} \log \sum_j |u_j^{(mq)}|^2 = \lim_{q \to +\infty} \frac{1}{q} \log (|\sigma|^{2q} \sum_j |u_j^{(0)}|^2) = \log |\sigma|^2,
\]
hence \(\psi(z) \geq \log |\sigma|^2\) and \(||\sigma\|_H \leq 1\). We equip the bundle
\[
G = (m - 1)K_X + \sum L_j
\]
with the metric \(\gamma = H^{1-1/m} \prod h_j^{1/m}\), and \(mK_X + \sum L_j = K_X + G\) with the metric \(\omega \otimes \gamma\). Clearly \(\gamma\) has a semipositive curvature current on \(X\) and in a local trivialization
we have
\[ \| \sigma \|_{L^2(Y)}^2 \leq C |\sigma|^2 \exp \left( - \left( 1 - \frac{1}{m} \right) \psi + \frac{1}{m} \sum \varphi_j \right) \leq C \left( |\sigma|^2 \prod e^{-\varphi_j} \right)^{1/m} \]
on X_0. Since $|\sigma|^2 e^{-\varphi_0}$ and $e^{-\varphi_r}, r > 0$ are all locally integrable, we see that $\| \sigma \|_{L^2(Y)}^2$ is also locally integrable on $X_0$ by the Hölder inequality. A new (and final) application of the $L^2$ extension theorem to the hermitian line bundle $(G, \gamma)$ implies that $\sigma$ can be extended to $X$. The theorem is proved.

The special case of the theorem obtained by taking all bundles $L_j$ trivial tells us in particular that any pluricanonical section $\sigma$ of $mK_X$ over $X_0$ extends to $X$. By the upper semi-continuity of $t \mapsto h^0(X_t, mK_{X_t})$, this implies

**Corollary 6.3** (Siu [59]). For any projective family $t \mapsto X_t$ of algebraic varieties, the plurigenera $p_m(X_t) = h^0(X_t, mK_{X_t})$ do not depend on $t$.

At the moment it should be observed that there are no purely algebraic proofs of the invariance of plurigenera, though Y. Kawamata [32] has given an algebraic proof in the case of varieties of general type.

### References


Université de Grenoble I, Institut Fourier, 100 rue des Maths, BP 74, 38402 Saint-Martin d’Hères, France
E-mail: demailly@fourier.ujf-grenoble.fr
Optimal computation

Ronald A. DeVore∗

Abstract. A large portion of computation is concerned with approximating a function $u$. Typically, there are many ways to proceed with such an approximation leading to a variety of algorithms. We address the question of how we should evaluate such algorithms and compare them. In particular, when can we say that a particular algorithm is optimal or near optimal? We shall base our analysis on the approximation error that is achieved with a given (computational or information) budget $n$. We shall see that the formulation of optimal algorithms depends to a large extent on the context of the problem. For example, numerically approximating the solution to a PDE is different from approximating a signal or image (for the purposes of compression).

Mathematics Subject Classification (2000). Primary 41-02, 46-02; Secondary 62C20, 65N30, 68Q25, 74S05.

Keywords. Optimal computation, encoding and compression, learning theory, entropy and widths.

1. Introduction

A generic scientific problem is to approximate a function $u$. The problem takes different forms depending on what we know about $u$. We describe five common settings.

The Data Fitting Problem (DFP). We are given data $\lambda_j(u)$, $j = 1, 2, \ldots, n$, where each $\lambda_j$ is a linear functional. The problem is to approximate $u$ the best we can from this information. Often the $\lambda_j(u)$’s are point values of $u$ or averages of $u$ over certain sets (called cells).

The Sensing Problem (SP). In this setting we may ask for the values $\lambda_j(u)$, $j = 1, \ldots, n$, of any linear functionals $\lambda_j$ applied to $u$. We are given a budget of $n$ such questions and we wish to determine what are the best questions to ask in order to approximate $u$ effectively. This problem differs from DFP because we can choose the functionals to apply.

The Encoding Problem (EP). Here we have complete knowledge of $u$. We are given a bit budget $n$ and we wish to transmit as much information about $u$ as possible while
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using at most $n$ bits. An encoder maps $u$ into a bitstream and a decoder converts
the bitstream into a function which approximates $u$. Both these maps are typically
nonlinear.

The Computation Problem (CP). We are only given the information that $u$ is a solution
to some (linear or nonlinear) equation $A(u) = f$. We have complete knowledge
of the operator $A$ and any additional information (such as boundary or initial conditions) that are sufficient to uniquely determine $u$. We are given a computational
budget $n$, say of floating point operations (flops), and we wish to approximate $u$ as
efficiently as possible within this budget. This problem is related to numerically
inverting the operator $A$.

The Learning Problem (LP). We are given data $z_i = (x_i, y_i) \in X \times Y, i = 1, \ldots, n$, which are drawn independently with respect to some unknown probability measure
$\rho$ on $X \times Y$. We wish from this data to fit a function which best represents how
the response variable $y$ is related to $x$. The best representation (in the sense of least
squares minimization) is given by the regression function $f_\rho(x) := E(y|x)$ with $E$
the expectation. Since we do not know $\rho$, we do not know $f_\rho$. The problem is to best
approximate $f_\rho$ from the given sample data.

These problems have a long history and still remain active and important research
areas. The first three of these problems are related to major areas of Approximation
Theory and Information Based Complexity and our presentation is framed by core
results in these disciplines. CP is the dominant area of Numerical Analysis and LP
is central to Nonparametric Statistics. The complexity of algorithms is also a major
topic in Theoretical Computer Science. The purpose of this lecture is not to give a
comprehensive accounting of the research in these areas. In fact, space will only allow
us to enter two of these topics (SP and LP) to any depth. Rather, we want to address
the question of how to evaluate the myriad of algorithms for numerically resolving
these problems and decide which of these is best. Namely, we ask “what are the ways
in which we can evaluate algorithms?”

2. Some common elements

There are some common features to these problems which we want to underscore. The
obvious starting point is that in each problem we want to approximate a function $u$.

2.1. Measuring performance. To measure the success of the approximation, we
need a way to measure error between the target function $u$ and any candidate approximation. For this, we use a norm $\| \cdot \|$. If $u_n$ is our approximation to $u$, then the error
in this approximation is measured by

$$\| u - u_n \|. \quad (2.1)$$

Thus, our problem is to make this error as small as possible within the given budget $n$. 
The norm may be of our choosing (in which case we would want to have a theory that applies to a variety of norms) or it may be dictated by the problem at hand. The typical choices are the $L_p$ norms, $1 \leq p \leq \infty$. Suppose that $\Omega$ is a domain in $\mathbb{R}^d$ where $\mathbb{R}^d$ is the $d$ dimensional Euclidean space. We define

$$\|g\|_{L_p(\Omega)} := \begin{cases} \left( \int_{\Omega} |g(x)|^p \, dx \right)^{1/p}, & 1 \leq p < \infty, \\ \operatorname{esssup}_{x \in \Omega} |g(x)|, & p = \infty. \end{cases}$$  \tag{2.2}$$

When studying the solutions to PDEs, norms involving derivatives of $u$ are often more appropriate. We shall delay a discussion of these norms till needed.

In numerical considerations, the norms (2.2) are replaced by discrete versions. If $x \in \mathbb{R}^N$, then

$$\|x\|_{\ell_p} := \begin{cases} \left( \sum_{j=1}^N |x_j|^p \right)^{1/p}, & 0 < p < \infty, \\ \max_{j=1,\ldots,N} |x_j|, & p = \infty. \end{cases} \tag{2.3}$$

### 2.2. The form of algorithms: linear versus nonlinear.

The numerical algorithms we consider will by necessity be a form of approximation. To understand them, we can use the analytical tools of approximation theory. This is a classical subject which began with the work of Weierstrass, Bernstein, Chebyshev, and Kolmogorov. The quantitative portion of approximation theory seeks to understand how different methods of approximation perform in terms of rates of convergence. If a certain method of approximation is used in the construction of an algorithm then approximation theory can tell us the optimal performance we could expect. Whether we reach that performance or something less will be a rating of the algorithm.

Approximation theory has many chapters. We will partially unfold only one of these with the aim of describing when numerical algorithms are optimal. To keep the discussion as elementary as possible we will primarily focus on approximation in Hilbert spaces where the theory is most transparent. For approximation in other spaces, the reader should consult one of the major books [16], [31].

Let $\mathcal{H}$ be a separable Hilbert space with inner product $\langle \cdot, \cdot \rangle$ and its induced norm $\|f\| := \langle f, f \rangle^{1/2}$. The prototypical examples for $\mathcal{H}$ would be the space $L_2(\Omega)$ defined in (2.2) and $\ell_2$ defined in (2.3). We shall consider various types of approximation in $\mathcal{H}$ which will illustrate notions such as linear, nonlinear, and greedy approximation. At the start, we will suppose that $B := \{g_k\}_{k=1}^\infty$ is a complete orthonormal system for $\mathcal{H}$ and use linear combinations of these basis vectors to approximate $u$. Later, we shall consider more general settings where $B$ is replaced by more general (redundant) systems.

We begin with linear approximation in this setting. We consider the linear spaces $V_n := \text{span}\{g_k\}_{k=1}^n$. These spaces are nested: $V_n \subset V_{n+1}$, $n = 1, \ldots$. Each element
$f \in \mathcal{H}$ has a unique expansion

$$f = \sum_{k=1}^{\infty} c_k g_k, \quad c_k := c_k(f) := \langle f, g_k \rangle, \quad k = 1, 2, \ldots$$

(2.4)

For an important concrete example, the reader can have in mind the space $\mathcal{H} = L_2(\Pi)$ of $2\pi$-periodic functions defined on $\mathbb{R}$ and the Fourier basis. Then (2.4) is just the expansion of $f$ into its Fourier series.

Given $f \in \mathcal{H}$ the function $P_{V_n} f := \sum_{k=1}^{n} c_k(f) g_k$ is the best approximation to $f$ from $V_n$ and the error we incur in such an approximation is given by

$$E_n(f) := \|f - P_{V_n}(f)\| = \left( \sum_{k=n+1}^{\infty} |c_k(f)|^2 \right)^{1/2}, \quad n = 1, 2, \ldots$$

(2.5)

We are in the wonderful situation of having an explicit formula for the error of approximation in terms of the coefficients $c_k(f)$. We know that for any $f \in \mathcal{H}$ the right side of (2.5) tends to zero as $n$ tends to infinity. The faster the rate of decay, the better we can approximate $f$ and the nicer $f$ is with respect to this basis.

To understand the performance of an approximation process, such as the one described above, it is useful to introduce approximation classes which gather together all functions which have a common approximation rate. For us, it will be sufficient to consider the classes $\mathcal{A}^r, r > 0$, consisting of all functions $f$ that are approximated with a rate $O(n^{-r})$. For example, in the case we are discussing $\mathcal{A}^r := \mathcal{A}^r((V_n)) := \mathcal{A}^r((V_n), \mathcal{H})$ consists of all functions $f \in \mathcal{H}$ such that

$$E_n(f) \leq Mn^{-r}, \quad n = 1, 2, \ldots$$

(2.6)

The smallest $M$ such that (2.6) holds is defined to be the norm on this space:

$$|f|_{\mathcal{A}^r} := \sup_{n \geq 1} n^r E_n(f).$$

(2.7)

Notice that these approximation spaces are also nested: $\mathcal{A}^r \subset \mathcal{A}^{r'}$ if $r \geq r'$. Given an $f \in \mathcal{H}$ there will be a largest value of $r = r(f, B)$ for which $f \in \mathcal{A}^{r'}$ for all $r' < r$.

We can think of this value of $r$ as measuring the smoothness of $f$ with respect to this approximation process or what is the same thing, the smoothness of $f$ with respect to the basis $\{g_k\}$.

For standard orthonormal systems, the approximation spaces $\mathcal{A}^r$ often have an equivalent characterization as classical smoothness spaces. For example, in the case of the Fourier basis, $\mathcal{A}^r$ is identical with the Besov space $B^r_{\infty}(L_2(\Pi))$. This space is slightly larger than the corresponding Sobolev space $W^r(L_2(\Pi))$. In the case that $r$ is an integer, $W^r(L_2(\Pi))$ is the set of all $f \in L_2(\Pi)$ whose $r$-th derivative $f^{(r)}$ is also in $L_2(\Pi)$. We do not have the space here to go into the precise definitions of smoothness spaces, but if the reader thinks of the smoothness order as simply corresponding to the number of derivatives that will give the correct intuition.
Observe that two elements are coming into play: the basis we select and the ordering of that basis. A function $f$ may have a faster convergent expansion with respect to one basis $B$ than another $B'$. That is $r(f, B) > r(f, B')$. If we knew this in advance the better basis would be preferable. Such knowledge is only present through some additional analysis of the problem at hand, e.g. in the case of numerically solving PDEs such information could be provided by a regularity theorem for the PDE. The ordering of the basis functions also plays an important role. Reordering these basis functions results in a different rate of decay for the approximation error and therefore a different $r(f, B)$. Such reordering is done in practice through nonlinear approximation which we now discuss.

Approximation by the elements of $V_n$ is called linear approximation because the approximants are taken from the linear space $V_n$. This is to be contrasted with the following notion of $n$-term approximation. For each $n \geq 1$, we let $\Sigma_n$ denote the set of all functions that can be expressed as a linear combination of $n$ terms of the orthonormal basis:

$$S = \sum_{k \in \Lambda} a_k g_k, \quad \# \Lambda \leq n,$$

(2.8)

where $\# \Lambda$ is the cardinality of $\Lambda$. We consider the approximation of $f \in \mathcal{H}$ by the elements of $\Sigma_n$ and define the error of such approximation by

$$\sigma_n(f) := \sigma_n(f, \mathcal{H}) := \inf_{S \in \Sigma_n} \| f - S \|, \quad n = 1, 2, \ldots$$

(2.9)

Notice that $E_n$ is generally reserved for the error in linear approximation and $\sigma_n$ for the error in nonlinear approximation.

Another view of $n$-term approximation is that we approximate the function $f$ by the elements of a linear space $W_n$ spanned by the elements of $n$ basis functions. However, it differs from linear approximation in that we allow the space $W_n$ to also be chosen depending on $f$, that is, it is not fixed in advance as was the case for linear approximation.

It is very easy to describe the best approximant to $f$ from $\Sigma_n$ and the resulting error of approximation. Given $f \in \mathcal{H}$ we denote by $(c^*_k)$ the decreasing rearrangement of the sequence $(c_j = c_j(f))$. Thus, $|c^*_k|$ is the $k$-th largest of the numbers $|c_j(f)|$, $j = 1, 2, \ldots$. Each $c^*_k = c_{j_k}(f)$ for some $j_k$. The choice of the mapping $k \mapsto j_k$ is not unique because of possible ties in the size of coefficient but the following discussion is immune to such differences. A best approximation to $f \in \mathcal{H}$ from $\Sigma_n$ is given by

$$S^* = \sum_{k=1}^n c_{j_k}(f) g_{j_k} = \sum_{j \in \Lambda_n^*} c_j(f) g_j, \quad \Lambda_n^* := \Lambda_n^*(f) := \{j_1, \ldots, j_n\},$$

(2.10)

and the resulting error of approximation is

$$\sigma_n(f)^2 = \sum_{k>n} (c^*_k)^2 = \sum_{j \notin \Lambda_n^*} |c_j(f)|^2.$$  

(2.11)
Indeed, if $S = \sum_{j \in \Lambda} a_j g_j$ is any element of $\Sigma_n$, then

$$\|f - S\|^2 = \sum_{j \in \Lambda} (c_j - a_j)^2 + \sum_{j \in \Lambda^c} c_j^2,$$

(2.12)

where $\Lambda^c$ is the complement of $\Lambda$. The second sum on the right side of (2.12) is at least as large as $\sum_{k > n} (c_k^*)^2$ and so we attain the smallest error by taking a set of indices $\Lambda = \Lambda_n^* (f)$ corresponding to the $n$ largest coefficients and then taking $a_j = c_j (f)$ for $j \in \Lambda$.

Notice that the space $\Sigma_n$ is not linear. If we add two elements from $\Sigma_n$, we will generally need $2n$ terms to represent the sum. For this reason, $n$-term approximation is a form of nonlinear approximation. We can define approximation classes $A^r (\Sigma_n, H)$ for this form of approximation by replacing $E_n (f)$ by $\sigma_n (f)$ in (2.6) and (2.7). To distinguish between linear and nonlinear approximation we will sometimes write $A^r (L)$ and $A^r (NL)$ for the two approximation classes thereby indicating that the one corresponds to linear approximation and the other to nonlinear approximation.

It is easy to characterize when an $f$ belongs to $A^r (\Sigma_n, H)$ in terms of the coefficients $c_k (f)$. For this, recall that a sequence $(a_k)$ is said to be in the space $w\ell^p$ if

$$\# \{k : |a_k| \geq \eta \} \leq M_p \eta^{-p}$$

(2.13)

and the smallest $M$ for which (2.13) holds is called the weak $\ell^p$ norm ($\|(a_k)\|_{w\ell^p}$) of this sequence. An equivalent definition is that the decreasing rearrangement of $(a_k)$ satisfies

$$|a_k^*| \leq M^{1/p} k^{-1/p}, \quad k = 1, 2, \ldots$$

(2.14)

A simple exercise proves that $f \in A^r (\Sigma_n, H)$ if and only if $(c_k (f)) \in w\ell^p$, with $1/p = r + 1/2$, and the norms $|f|_{A^r}$ and $\|(c_k (f))\|_{w\ell^p}$ are equivalent (see [30] or [16]). Notice that $A^r (L) \subset A^r (NL)$ but the latter set is much larger. Indeed, for linear approximation a function $f \in H$ will be approximated well only if its coefficients decay rapidly with respect to the usual basis ordering but in nonlinear approximation we can reorder the basis in any way we want. As an example, consider again the Fourier basis. The space $A^{1/2} (NL)$ consists of all functions whose Fourier coefficients are in $\ell^1$. A slightly stronger condition is that the Fourier coefficients are in $\ell_1$ which means the Fourier series of $f$ converges absolutely.

In $n$-term approximation, the $n$-dimensional space used in the approximation depends on $f$. However, this space is restricted to be spanned by $n$ terms of the given orthonormal basis. If we are bold, we can seek even more approximation capability by allowing the competition to come from more general collections of $n$-dimensional spaces. However, we would soon see that opening the competition to be too large will render the approximation process useless in computation since it would be impossible to implement such a search numerically (this topic will be discussed in more detail in Section 4).

There is a standard way to open up the possibilities of using more general families in the approximation process. We say a collection of function $\mathcal{D} = \{g\}_{g \in \mathcal{D}} \subset H$ is a
dictionary if each \( g \in D \) has norm one (\( \| g \| = 1 \)). We define \( \Sigma_n := \Sigma_n(D) \) as the set of all \( S \) that are a linear combination of at most \( n \) dictionary elements: 
\[
S = \sum_{g \in \Lambda} c_g g
\]
with \( \#(\Lambda) \leq n \). The \( n \)-term approximation error \( \sigma_n \) and the approximation classes \( \mathcal{A}^r(D, H) \) are then defined accordingly. Notice that the elements in \( D \) need not be linearly independent, i.e., the dictionary allows for redundancy.

It is a bit surprising that meaningful theorems about \( \mathcal{A}^r \) can be proved in this very general setting. To find good \( n \)-term approximations, we cannot simply select indices with large coefficients because of the possible redundancy in the dictionary. Rather, we proceed by an important technique known as greedy approximation (sometimes called matching pursuit). This is an iterative procedure which selects at each step a best one-term approximation to the current residual. Given \( f \in H \), we initially define \( f_0 := 0 \) and the residual \( r_0 := f - f_0 = f \). Having defined the current approximation \( f_{n-1} \) and its residual \( r_{n-1} := f - f_{n-1} \) for some \( n \geq 1 \), we will choose an element \( g_n \in D \) and update the approximation to \( f \) by including \( g_n \) in the \( n \)-term approximation. The usual way of proceeding is to choose \( g_n \) as
\[
g_n := \text{Argmax}_{g \in D} \langle r_{n-1}, g \rangle,
\]
although there are important variants of this strategy. Having chosen \( g_n \) in this way, there are different algorithms depending on how we proceed. In the Pure Greedy Algorithm (PGA), we define
\[
f_n := f_{n-1} + \langle f_{n-1}, g_n \rangle g_n
\]
which yields the new residual \( r_n := f - f_n \). We can do better, but with more computational cost, if we define
\[
f_n := P_{V_n} f
\]
where \( V_n := \text{span}\{g_1, \ldots, g_n\} \). This procedure is called the Orthogonal Greedy Algorithm (OGA). There is another important variant which is analogous to numerical descent methods called Restricted Greedy Approximation (RGA). It defines
\[
f_n := \alpha_n f_{n-1} + \beta_n g_n
\]
where \( 0 < \alpha_n < 1 \) and \( \beta_n > 0 \). Typical choices for \( \alpha_n \) are \( 1 - 1/n \) or \( 1 - 2/n \). There are other variants in the RGA where the choice of \( g_n \) is altered. The most general procedure is to allow \( \alpha, \beta, g \) to be arbitrary and choose \( \alpha f_{n-1} + \beta g \) that minimizes the norm of the residual \( r = f - \alpha f_{n-1} - \beta g \).

Greedy algorithms have been known for decades. Their numerical implementation and approximation properties were first championed in statistical settings ([42], [4], [46]). The approximation properties have some analogy to those for nonlinear approximation from a basis but are not as far reaching. To briefly describe some of these results, let \( \mathcal{L}_1 \) consist of all functions \( f \in H \) such that
\[
f = \sum_{g \in D} c_g g, \quad \sum_{g \in D} |c_g| < +\infty.
\]
We can define a norm on this space by
\[
|f|_{L^1} := \inf \left\{ \sum_{g \in D} |c_g| : f = \sum_{g \in D} c_g g \right\}.
\] (2.20)
Thus, the unit ball of \( L^1 \) is the convex closure of \( D \cup (-D) \).

If \( f \in L^1 \), then both the OGA and properly chosen RGA will satisfy
\[
\|f - f_n\| \leq C_0|f|_{L^1} n^{-1/2}, \quad n = 1, 2, \ldots,
\] (2.21)
as was proved in [42] (see also [29]). The convergence rates for the PGA are more subtle (see [29]) and its convergence rate on \( L^1 \) are not completely known. These results show that \( L^1 \subset A^{1/2} \), which is quite similar to our characterization of this approximation class for nonlinear approximation when using a fixed orthonormal basis.

One unsatisfactory point about (2.21) is that it does not give any information about convergence rates when \( f \) is not in \( L^1 \). Using interpolation, one can introduce function classes that guarantee approximation rates \( O(n^{-r}) \) when \( 0 < r < 1/2 \) (see [5]). Also, using (2.21), one can prove that for \( r > 1/2 \) a sufficient condition for \( f \) to be in \( A^r(D, H) \) is that it has an expansion \( f = \sum_{g \in D} c_g g \) with \( (c_g) \in \ell_p, \)
\[
p := (r + 1/2)^{-1}.
\]
However, this condition is generally not sufficient to ensure the convergence of the greedy algorithm at the corresponding rate \( n^{-r} \).

Although greedy approximation is formulated in a very general context, any numerical algorithm based on this notion will have to deal with finite dictionaries. The size of the dictionary will play an important role in the number of computations needed to execute the algorithm. Greedy approximation remains an active and important area for numerical computation. A fairly up-to-date survey of greedy approximation is found in [56]. We will touch on greedy approximation again in our discussion of the Sensing Problem and the Learning Problem.

3. Optimality of algorithms

Our goal is to understand what is the optimal performance that we can ask from an algorithm. Recall that in each of our problems, our task is to approximate a function \( u \). What differs in these problems is what we know in advance about \( u \) and how we can access additional information about \( u \).

Because of the diversity of problems we are discussing, we shall not give a precise definition of an algorithm until a topic is discussed in more detail. Generically an algorithm is a sequence \( A = (A_n) \) of mappings. Here \( n \) is the parameter associated to each of our problems, e.g., it is the number of computations allotted in the computation problem. The input for the mapping \( A_n \) is different in each of our problems. For example, in the data fitting problem it is values \( \lambda_j(u) \), \( j = 1, \ldots, n \), that are given to us. The output of \( A_n \) is an approximation \( u_n \) to the target function \( u \). To study the performance of the algorithm, we typically consider what happens in this
approximation as \( n \to \infty \). Such a theory will miss out on important but usually very subtle questions about performance for small \( n \).

We fix the space \( X \) and the norm \( \| \cdot \| = \| \cdot \|_X \) in which to measure error. Then, for any \( u \),

\[
E(u, A_n) := \| u - u_n \|, \quad n = 1, 2, \ldots,
\]

measures how well the algorithm approximates \( u \). It is tempting to define an optimal algorithm to be a sequence \( (A_n^*) \) such that

\[
E(u, A_n^*) \leq \inf_{A_n} E(u, A_n), \quad u \in X, \quad n = 1, 2, \ldots,
\]

where the infimum is taken over all algorithms \( A_n \). However, such a definition is meaningless, since to achieve such a performance the algorithm would typically involve a search which is prohibitive from both a theoretical and numerical perspective.

Here is another important point. An algorithm only sees the given data. In the Recovery Problem and Sensing Problem, \( A_n \) will only act on the data \( \lambda_j(u) \), \( j = 1, \ldots, n \). This means that many functions have the same approximation \( u_n \). If \( \mathcal{N} \) is the null space consisting of all functions \( v \) such that \( \lambda_j(v) = 0 \), \( j = 1, \ldots, n \), then all functions \( u + \eta \), \( \eta \in \mathcal{N} \), have the same data and hence \( u_n \) is a common approximation to all of these functions. Since \( \| \eta \| \) can be arbitrarily large, we cannot say anything about \( \| u - u_n \| \) being small without additional information about \( u \).

There are two ways to come to a meaningful notion of optimality which we shall describe: optimality on classes and instance-optimal. We begin with the first of these which is often used in statistics, approximation theory and information based complexity. Consider any compact set \( K \subset X \). We define

\[
E(K, A_n) := \sup_{u \in K} E(u, A_n), \quad n = 1, 2, \ldots,
\]

which measures the worst performance of \( A_n \) on \( K \). We shall say that \( (A_n^*) \) is near optimal on \( K \) with constant \( C = C(K) \) if

\[
E(K, A_n^*) \leq C \inf_{A_n} E(K, A_n), \quad n = 1, 2, \ldots.
\]

If \( C = 1 \) we say \( (A_n^*) \) is optimal on \( K \). Usually, it is not possible to construct optimal algorithms, so we shall mainly be concerned with near optimal algorithms, although the size of the constant \( C \) is a relevant issue.

The deficiency of the above notion of optimality is that it depends on the choice of the class \( K \). An appropriate class for \( u \) may not be known to us. Thus, an algorithm is to be preferred if it is near optimal for a large collection of classes \( K \). We say that an algorithm \( A \) is universal for the collection \( \mathcal{K} \), if the bound (3.4) holds for each \( K \in \mathcal{K} \) where the constant \( C = C(K) \) may depend on \( K \).

There are two common ways to describe compact classes in a function space \( X \). The first is through some uniform smoothness of the elements. For example, the unit ball \( K = U(Y) \) of a smoothness space \( Y \) of \( X \) is a typical way of obtaining a compact
subset of $X$. We say that $Y$ is compactly embedded in $X$ if each finite ball in $Y$ is a compact subset of $X$.

The classical smoothness spaces are the Sobolev and Besov spaces. The Sobolev space $W^s(L_q) = W^s(L_q(\Omega))$, $\Omega \subset \mathbb{R}^d$, consists of all functions $u$ which have smoothness of order $s$ in $L_q$. In the case $s = k$ is an integer and $1 \leq q \leq \infty$ this simply means that $u$ and all its (weak) derivatives are in $L_q$. There are generalizations of this definition to arbitrary $s$, $q > 0$. The Besov spaces $B^s_\lambda(L_q)$ are also smoothness spaces of order $s$ in $L_q$ but they involve another parameter $\lambda$ which makes subtle distinctions among these spaces. They are similar to but generally different from the Sobolev spaces. The Sobolev embedding theorem describes the smoothness spaces which are embedded in a space $X = L_p(\Omega)$ provided the domain $\Omega$ has sufficient smoothness (a $C^1$ smooth boundary is more than enough). This embedding theorem has a simple geometrical interpretation. We identify each space $W^s(L_q)$ (likewise $B^s_\lambda(L_q)$) with the point $(1/q, s)$ in the upper right quadrant of $\mathbb{R}^2$. Given a value $p \in (0, \infty]$, the line $s = d/q - d/p$ is called the critical line for embedding into $L_p(\Omega)$. Any Sobolev or Besov space corresponding to a point above this line is compactly embedded into $L_p(\Omega)$. Any point on or below the line is not compactly embedded into $L_p(\Omega)$. For example, if $s > d/q$, then the Sobolev space $W^s(L_q(\Omega))$ is compactly embedded into the space $C(\Omega)$ of continuous functions on $\Omega$.

A second way to describe compact spaces is through approximation. For example, suppose that $X_n \subset X$, $n = 1, 2, \ldots$, is a sequence of linear spaces of dimension $n$. Then each of the approximation classes $A^r$, $r > 0$, describes compact subsets of $X$: any finite ball in $A^r$ (with the norm defined by (2.7)) gives a compact subset of $X$. In the same way, the approximation classes $A^r$, $r > 0$, for standard methods of nonlinear approximation also give compact subsets of $X$.

Given the wide range of compact sets in $X$, it would be too much to ask that an algorithm be universal for the collection of all compact subsets of $X$. However, universality for large families would be reasonable. For example, if our approximation takes place in $X = L_p(\Omega)$, we could ask that the algorithm be universal for the collection $K$ of all finite balls in all the Sobolev and Besov spaces with smoothness index $0 < s \leq S$ that compactly embed into $X$. Here $S$ is arbitrary but fixed. This would be a reasonable goal for an algorithm. There are approximation procedures that have this property. Namely, the two nonlinear methods (i) $n$-term wavelet approximation restricted to trees, and (ii) adaptive piecewise polynomial approximation described in the following section have this property.

In many settings, it is more comfortable to consider optimality over classes described by approximation. Suppose that we have some approximation procedure (linear or nonlinear) in hand. Then, the set $K := \{ B(A^r) : 0 < r \leq R \}$ of all finite balls of the $A^r$, is a collection of compact sets and we might ask the algorithm to be universal on this collection. Notice that this collection depends very much on the given approximation procedure, and in a sense the choice of this approximation procedure is steering the form of the algorithms we are considering. Since most often, algorithms are designed on the basis of some approximation procedure, finite balls in
approximation classes are natural compact sets to consider.

In the setting of a specific approximation process, we can carry the notion of optimality even further. If $E_n(u)$ denotes the error in approximating $u$ by the approximation procedure, then we say that the algorithm $A = (A_n)$ is instance-optimal with constant $C > 0$ if

$$E(u, A_n) \leq C E_n(u) \quad \text{for all } u \in X. \tag{3.5}$$

In other words, the algorithm, in spite of having only partial knowledge about $u$, approximates, up to a constant, as well as the best approximation. Instance-optimal is a stronger notion than universality on approximation classes. Consider for example $n$ term approximation from a dictionary $\mathcal{D}$. Then $E_n(u)$ on the right side of (3.5) is the error $\sigma_n(u)$ of $n$ term approximation. Knowing that (3.5) is valid, we conclude immediately that the algorithm is universal on the class of approximation spaces $\mathcal{A}^r$, $r > 0$. The choice of the dictionary plays a critical role in defining these notions of optimality.

In summary, we have two possible ways to evaluate the performance of an algorithm. The first is to test its behavior over classes which leads to the notion of optimal, near optimal, and universal. If we consider algorithms based on a specific approximation process, then we can ask for the finer description of optimality described as instance-optimal.

### 4. Two important examples

Before returning to our main subject of optimal computation, it will be useful to have some concrete approximation processes in hand. We consider two examples of approximation systems that are used frequently in computation and serve to illustrate some basic principles.

#### 4.1. Wavelet bases.

A univariate wavelet is a function $\psi \in L_2(\mathbb{R})$ whose shifted dilates

$$\psi_{j,k}(x) := 2^{j/2} \psi(2^j x - k), \quad j, k \in \mathbb{Z}, \tag{4.1}$$

are a basis for $L_2(\mathbb{R})$. In the case that the functions (4.1) form a complete orthonormal system we say that $\psi$ is an orthogonal wavelet. The simplest example is the Haar orthogonal wavelet

$$H(x) := \chi_{[0,1/2)} - \chi_{[1/2,1)} \tag{4.2}$$

where $\chi_A$ the indicator function of a set $A$. Although the Haar function was prominent in harmonic analysis and probability, it was not heavily used in computation because the function $H$ is not very smooth and also the Haar system has limited approximation capacity. It was not until the late 1980s that it was discovered (Meyer [50] and Daubechies [26]) that there are many wavelet functions $\psi$ and they can be constructed to meet most numerical needs. The most popular wavelets are the compactly supported orthogonal wavelets of Daubechies [26] and the biorthogonal wavelet of Cohen.
and Daubechies [22]. They can be constructed from the framework of multiresolution analysis as described by Mallat [48]. Wavelet bases are easily constructed for $\mathbb{R}^d$ and more generally for domains $\Omega \subset \mathbb{R}^d$. There are several books which give far reaching discussions of wavelet decompositions (see e.g. [51] for wavelets and harmonic analysis, [27] for wavelet constructions, [49] for wavelets in signal processing, and [16] for wavelets in numerical PDEs.)

We shall denote a wavelet basis by $\{\psi_\lambda\}_{\lambda \in \Gamma}$. In the case of $\mathbb{R}^d$ or domains $\Omega \subset \mathbb{R}^d$, the index $\lambda$ depends on three parameters $(j, k, e)$. The integer $j$ gives the dyadic level of the wavelet as in (4.1). The multi-integer $k = (k_1, \ldots, k_d)$ locates the wavelet in space (it is associated to the point $2^{-j}k$). The index $e$ corresponds to a vertex of the unit cube $[0, 1]^d$ and describes the gender of the wavelet. We can also think of the wavelets as indexed on the pairs $I, e$ where $I = 2^{-j}(k + [0, 1]^d)$ is a dyadic cube. In this way, the wavelets are associated to a tree of dyadic cubes. This tree structure is important in computation.

We will always suppose that the wavelets $\psi_\lambda$ are compactly supported. Each locally integrable function has a wavelet decomposition

$$ f = \sum_{\lambda \in \Gamma} f_\lambda \psi_\lambda = \sum_{(I,e)} f_{I,e} \psi_{I,e}. \quad (4.3) $$

The wavelet system is an unconditional basis for $L_p$ and many function spaces such as the Sobolev and Besov spaces.

Let $\Omega$ be a domain in $\mathbb{R}^d$ and $\{\psi_\lambda\}_{\lambda \in \Gamma}$ be an orthogonal (or more generally a biorthogonal) wavelet system for $L_2(\Omega)$. The nonlinear spaces $\Sigma_n$ and their corresponding approximation spaces $\mathcal{A}'((\psi_\lambda), L_2(\Omega))$ were already introduced in §2.2. These spaces are closely related to classical smoothness spaces. Consider for example the space $\mathcal{A}'$ which as we know is identical with the space of functions whose wavelet coefficients are weak $\ell_p$ with $p = (r + 1/2)^{-1}$. While this is not a Besov space, it is closely related to the space $B^{r,p}_p(L_p)$ which is contained in $\mathcal{A}'$. This latter Besov space is characterized by saying that the wavelet coefficients are in $\ell_p$.

General $n$-term wavelet approximation cannot be used directly in computational algorithms because the largest wavelet coefficients could appear at any scale and it is impossible to implement a search over all dyadic scales. There are two natural ways to modify $n$-term approximation to make it numerically realizable. The first is to simply restrict $n$-term approximation to dyadic levels $\leq a \log n$ where $a > 0$ is a fixed parameter to be chosen depending on the problem at hand. Notice that the number of wavelets living at these dyadic levels does not exceed $C2^{ad\log n} = Cn^{ad}$. The larger the choice of $a$ then the more intensive will be the computation.

The second way to numerically implement the ideas of $n$-term approximation in the wavelet setting is to take advantage of the tree structure of wavelet decompositions. Given a dyadic cube $I$, its children are the $2^d$ dyadic subcubes $J \subset I$ of measure $2^{-d}|I|$ and $I$ is called the parent of these children. We say that $T$ is a tree of dyadic cubes if whenever $J \in T$ with $|J| < 1$, then its parent is also in $T$. We define $\mathcal{T}_n$ to be
the collection of all trees of cardinality \( \leq n \). We define \( \Sigma'_n \) as the set of all functions

\[
S = \sum_{I \in T} \sum_{e \in EI} c_I^e \psi_I^e, \quad \#T \leq n,
\]

where \( E_I = E' \) if \( |I| = 1 \) and \( E_I = E \) otherwise. Replacing \( \Sigma_n \) by \( \Sigma'_n \) in (2.9) leads to \( \sigma_n' \) and the approximation classes \( \mathcal{A}'(\Sigma'_n) \). Tree approximation is only slightly more restrictive than \( n \)-term approximation. For example, if \( B^s_\lambda(L_p) \) is a Besov space that compactly embeds into \( L_q \) then any function in this space is in \( \mathcal{A}^{s/d}(\Sigma'_n, L_q) \). This is the same approximation rate as is guaranteed by general \( n \)-term approximation for this class.

### 4.2. Adaptive partitioning

Much of numerical PDEs is built on approximation by piecewise polynomials on partitions of the domain \( \Omega \). A partition \( \Pi \) of \( \Omega \) is a finite collection of sets \( C_i \) (called \textit{cells}), \( i = 1, \ldots, N \), whose interiors are pairwise disjoint and union to \( \Omega \). We have already met the partitions \( D_j \) of the domain \( \Omega = [0, 1]^d \) into dyadic cubes.

The typical way of generating partitions is through a \textit{refinement rule} which tells how a cell is to be subdivided. In the dyadic subdivision case, the cells are dyadic cubes and if a cell \( I \) in the partition is subdivided then it is replaced by the set \( C(I) \) of its children.

There are many possible refinement strategies. For simplicity, we discuss only the additional case when \( \Omega \) is a polygonal domain in \( \mathbb{R}^2 \) and the cells are triangles.

We begin with an initial triangulation \( \Pi_0 \). If any triangle \( \Delta \) is to be refined then its children consist of \( a \geq 2 \) triangles which form a partition of \( \Delta \). We shall assume that the refinement rule is the same for each triangle and thus \( a \) is a fixed constant. The refinement rule induces an infinite tree \( T^* \) (called the \textit{master tree}) whose nodes are the triangles that can arise through the refinement process.

The refinement level \( j \) of a node of \( T^* \) is the smallest number of refinements (starting from \( \Pi_0 \)) to create this node. We denote by \( T_j \) the proper subtree consisting of all nodes with level \( \leq j \) and we denote by \( \Pi_j \) the partition corresponding to \( T_j \) which is simply all \( \Delta \in T_j \) of refinement level \( j \), i.e., the leaves of \( T_j \). The partitions \( \Pi_j, j = 0, 1, \ldots \), we obtain in this way are called \textit{uniform partitions}. The cardinality \( \#(\Pi_j) \) of \( \Pi_j \) is \( a^j \#(\Pi_0) \).

Another way of generating partitions is by refining some but not all cells. One begins with the cells in \( \Pi_0 \) and decides whether to refine \( \Delta \in \Pi_0 \) (i.e. subdivide \( \Delta \)). If \( \Delta \) is subdivided then it is removed from the partition and replaced by its children. Continuing in this way, we obtain finite partitions which are not necessarily uniform. They may have finer level of refinements in some regions than in others. Each such partition \( \Pi \) can be identified with a finite subtree \( T = T(\Pi) \) of the master tree \( T^* \). The cardinalities of \( \Pi \) and \( T(\Pi) \) are comparable.

Given a partition \( \Pi \), let us denote by \( \delta_k(\Pi) \) the space of piecewise polynomials
of degree $k$ that are subordinate to $\Pi$. Each $S \in \delta_k(\Pi)$ can be written
\[
S = \sum_{I \in \Pi} P_I \chi_I, \tag{4.5}
\]
where $P_I$ is a polynomial of degree $\leq k$. The functions in $\delta_k(\Pi)$ are not continuous.
In many applications, one is interested in subspaces of $\delta_k(\Pi)$ obtained by imposing some global smoothness conditions.

We fix $k \geq 0$ and some norm $\| \cdot \| = \| \cdot \|_X$ where $X$ is an $L_p$ or Sobolev space.
We consider two types of approximation. The first corresponds to uniform refinement and gives the error
\[
E_n(u) := E_{n,k}(u) := \inf_{S \in \delta_k(\Pi_n)} \| u - S \|, \quad n = 0, 1, \ldots \tag{4.6}
\]
This is a form of linear approximation.

To describe an alternative to linear approximation, we let $\mathcal{P}_n$ denote the set of all partitions of size $\leq n$ obtained by using successive refinements. Each partition in $\mathcal{P}_n$ corresponds to a finite tree $T$ contained in the master tree. We define $\Sigma_{n,k}$ as the union of all the spaces $\delta_k(\Pi)$, $\Pi \in \mathcal{P}_n$, and the approximation error $\sigma_n(u) := \sigma_{n,k}(u)$ as usual (see (2.9)). This is a form of nonlinear approximation. Its advantage over fixed partitions is that given $u$, we have the possibility to refine the partition only where $u$ is not smooth and keep it coarse where $u$ is smooth. This means we should be able to meet a given approximation tolerance with a fewer number of cells in the partition. This is reflected in the following results. For either of the two refinement settings we are describing, approximation from $\Sigma_{n,k}$ is very similar to wavelet approximation on trees. For example, if the approximation takes place in an $L_q$ space, then any Besov or Sobolev classes of smoothness order $s$ that compactly embeds into $L_q$ will be contained in $A_{s/d}((\Sigma_{n,k}), L_q)$ (see [8] and [32]).

In numerical implementations of nonlinear partitioning, we need a way to decide when to refine a cell or not. An adaptive algorithm provides such a strategy typically by using local error estimators that monitor the error $e(I)$ between $u$ and the current approximation on a given cell $I$. Constructing good error estimators in the given numerical setting is usually the main challenge in adaptive approximation.

5. The Sensing Problem

The Sensing Problem is a good illustration of the concepts of optimality that we have introduced. We are given a budget of $n$ questions we can ask about $u$. These questions are required to take the form of asking for the values $\lambda_1(u), \ldots, \lambda_n(u)$ of linear functionals $\lambda_j, j = 1, \ldots, n$. We want to choose these functionals to capture the most information about $u$ in the sense that from this information we can approximate $u$ well. The sensing problem is most prominent in signal processing. Analog signals are time dependent functions. A sensor might sample the function through the linear
functionals \( \lambda_j, j = 1, \ldots, n \), and record quantizations of these samples for later processing.

We begin the discussion by assuming that the functions \( u \) we wish to sense come from a space \( X = L_p(\Omega) \) with \( \Omega \subset \mathbb{R}^d \) and \( 1 \leq p \leq \infty \) and that we will measure the error of approximation in the norm \( \| \cdot \| := \| \cdot \|_X \) for this space. An algorithm \( A = (A_n) \) takes the following form. For each \( n = 1, 2, \ldots \), we have an encoder \( \Phi_n \) which assigns to \( u \in X \) the vector

\[
\Phi_n(u) := (\lambda_1^n(u), \ldots, \lambda_n^n(u)) \in \mathbb{R}^n,
\]

where the \( \lambda_j^n \), \( j = 1, \ldots, n \), are fixed linear functionals on \( X \). The mapping \( \Phi_n : X \to \mathbb{R}^n \) is linear and the vector \( \Phi_n(u) \) is the information the sensor will extract about \( u \). Note that we allow these questions to change with \( n \). Another possibility is to require that these questions are progressive which means that for \( n + 1 \) we simply add one additional question to our current set. We will also need a decoder \( \Delta_n \) which says how to construct an approximation to \( u \) from this given data. Thus, \( \Delta_n \) will be a (possibly nonlinear) mapping from \( \mathbb{R}^n \) back into \( X \). Our approximation to \( u \) then takes the form

\[
A_n(u) := \Delta_n(\Phi_n(u)), \quad n = 1, 2, \ldots
\]

Given a vector \( y \in \mathbb{R}^n \), the set of functions \( F(y) = \{ u \in X : \Phi_n(u) = y \} \) all have the same sensing information and hence will all share the same approximation \( A_n(u) = \Delta_n(y) \). If \( u_0 \) is any element of \( F(y) \), then

\[
F(y) = u_0 + \mathcal{N},
\]

where \( \mathcal{N} := \mathcal{N}_0 := F(0) \) is the null space of \( \Phi_n \). The structure of this null space is key to obtaining meaningful results.

We have emphasized that in comparing algorithms, we have two possible avenues to take. The one was optimality over classes of functions, the other was instance-optimal. If \( K \) is a compact subset of \( X \) and \( \Phi_n \) is an encoder then

\[
\tilde{\Delta}_n(y) := \text{Argmin}_{\tilde{u} \in X} \sup_{u \in F(y) \cap K} \| u - \tilde{u} \|
\]

is an optimal decoder for \( \Phi_n \) on \( K \). Notice that \( \tilde{\Delta}_n \) is not a practical decoder, its only purpose is to give a benchmark on how well \( \Phi_n \) is performing. This also leads to the optimal algorithm on the class \( K \) which uses the encoder

\[
\Phi_n^* := \text{Argmin}_{\Phi_n} \sup_{u \in K} \| u - \tilde{\Delta}_n(\Phi_n(u)) \|
\]

together with the optimal decoder \( \tilde{\Delta}_n \) associated to \( \Phi_n^* \) and gives the optimal error

\[
E_n^*(K) = \sup_{u \in K} \| u - \tilde{\Delta}_n(\Phi_n^*(u)) \|.
\]
We have used the asterisk to distinguish $E^*_n$ from the linear approximation error $E_n$.

$E^*_n(K)$ is essentially related to the Gelfand $n$-width $d^n(K)$ of $K$ (see [47], [54] for the definition and properties of Gelfand widths). For example, if $K = -K$ and $K + K \subset C_0 K$, then $d^n(K) \leq E^*_n(K) \leq C_0 d^n(K)$. Gelfand widths of classical classes of functions such as unit balls of Besov and Sobolev spaces are known. The deepest results in this field are due to Kashin [44] who used probabilistic methods to find optimal sensing functionals. In Kashin's constructions, the problems are discretized and the discrete problems are solved using certain random matrices. We shall return to these ideas in a moment when we turn to discrete compressed sensing.

The usual models for signals are band-limited functions. A typical function class consists of all functions $u \in L^2$ whose Fourier transform vanishes outside of some interval $[-A\pi, A\pi]$ with $A > 0$ fixed. The famous Shannon sampling theorem says that sampling the signal $u$ at the points $n/A$ contains enough information to exactly recover $u$. The Shannon theory is the starting point for many Analog to Digital encoders. However, these encoders are severely taxed when $A$ is large. In this case, one would like to make much fewer measurements. Since the Shannon sampling is optimal for band-limited signals, improved performance will require the introduction of new (realistic) model classes for signals. One model in this direction, that we will utilize, is to assume that the signal can be approximated well using $n$ terms of some specified dictionary $\mathcal{D}$ of waveforms. For example, we can assume that $u$ is in one of the approximation classes $\mathcal{A}^r((\Sigma_n), X)$ for $n$-term approximation by the elements of $\mathcal{D}$. We will consider the simplest model for this problem where $\mathcal{D} = B$ is an orthogonal basis $B$. When this basis is the wavelet basis then we have seen that $\mathcal{A}^r$ is related to Besov smoothness, so the case of classical smoothness spaces is included in these models.

The obvious way of approximating functions in these classes is to retain only the largest terms in the basis expansion of $u$. However, this ostensibly requires examining all of these coefficients or in other words, using as samples all of the expansion coefficients. Later we would discard most or many of these coefficients to obtain an efficient decomposition of $u$ using only a few terms. A central question in the Sensing Problem is whether one could avoid taking such a large number of sensing samples and still retain the ability to approximate $u$ well. Of course, we have to deal with the fact that we do not know which of these coefficients will be large. So the information will have to, in some sense, tell us both the position of the large coefficients of $u$ and their numerical value as well.

5.1. Discrete compressed sensing. To numerically treat the sensing problem, we have to make it finite – we cannot deal with infinite expansions or computations with infinite length vectors. Discretization to finite dimensional problems is also used to prove results for function spaces. We will therefore restrict our attention to the following discrete sensing problem. We assume our signal is a vector $x$ in $\mathbb{R}^N$ where $N$ is large. We are given a budget of $n$ linear measurements of $x$ (the application of $n$ linear functionals to $x$) and we ask how well we can recover $x$ from this information.
The previously mentioned results of Kashin [44] show that using \( n \) randomly generated functionals will carry almost as much information as knowing the positions and values of the \( n \) largest coordinates of \( x \). However, Kashin’s results were never implemented into practical algorithms. It was not until the exciting results of Candès, Romberg, and Tao [12] applied to tomography that the door was opened to view the power of random sampling. This was followed by the fundamental papers [13, 15, 34] which addressed how to build practical encoder/decoders and proved the first results on their provable performance. There was a related development in the computer science community which used random measurements to sketch large data sets which we shall say a little more about later.

The discrete sensing problem can be described by an \( n \times N \) matrix \( \Phi \). Row \( i \) of \( \Phi \) corresponds to a vector that represents the linear functional \( \lambda_i \). Thus, sensing with these linear functionals is the same as evaluating \( \Phi(x) = y \). The vector \( y \) which lives in the lower dimensional space \( \mathbb{R}^n \) represents the information we have about \( x \). We are interested in how well we can recover \( x \) from this information. As we have noted, the exact way we recover \( x \) (or an approximation to \( x \)) from the information \( y \) is a significant component of the problem. A decoder for \( \Phi \) is a (possibly nonlinear) mapping \( \Delta_1 \) from \( \mathbb{R}^n \) to \( \mathbb{R}^N \). Given \( y = \Phi(x) \), then \( \Delta(y) \) is our approximation to \( x \).

In analogy with the continuous case, we can use the \( \ell_p \) norms, defined in (2.3), to measure error. Then, the error associated to a particular algorithm \( A_n \) built on a matrix \( \Phi \) and a particular decoder \( \Delta_1 \) is given by

\[
E(x, A_n)_p := E(x, \Phi, \Delta)_p := \| x - \Delta(\Phi(x)) \|_{\ell_p}. \tag{5.7}
\]

The approximation on a class \( K \) of signals is defined as in (3.3). Let us denote by \( E_n^*(K, \ell_p) \) the optimal error on \( K \) achievable by any sensing algorithm of order \( n \) (we are suppressing the dependence on \( N \)). In keeping with the main theme of this paper, let us mention the types of results we could ask of such a sensing/decoding strategy. We denote by \( \Sigma_k \) the space of all \( k \)-sparse vectors in \( \mathbb{R}^N \), i.e., vectors with support \( \leq k \). For any sequence space \( X \), we denote by \( \sigma_k(x)_X \) the error in approximating \( x \) by the elements of \( \Sigma_k \) in the norm \( \| \cdot \|_X \).

**I. Exact reconstruction of sparse signals.** Given \( k \), we could ask that

\[
\Delta(\Phi(x)) = x, \quad x \in \Sigma_k. \tag{5.8}
\]

We would measure the effectiveness of the algorithm by the largest value of \( k \) (depending on \( n \) and \( N \)) for which (5.8) is true.

**II. Performance on classes \( K \).** We have introduced optimality and near optimality of an algorithm on a class \( K \) in §3. We will restrict our attention to the following sets \( K \): the unit ball of the approximation space \( A^r((\Sigma_k), \ell_p) \); the unit ball of spaces \( \ell_r \) and weak \( \ell_r \). We recall that the norm on \( A^r((\Sigma_k), \ell_p) \) is equivalent to the weak \( \ell_r \) norm, \( 1/\tau = r + 1/p \). As we have noted earlier, the optimal performance of sensing algorithms is determined by the Gelfand width of \( K \). These widths are known for all
of the above classes (see Chapter 14 of [47], especially (5.1) and Notes 10.1 of that chapter). Since, the results are extensive, we mention only one result, for the case $p = 2$, which will orient the reader. For the unit ball $U(\ell_1)$ of $\ell_1$ in $\mathbb{R}^N$, we have

$$C_1 \min\left(\sqrt{\frac{\log(eN/n)}{n}}, 1\right) \leq E^*_n(U(\ell_1), \ell_2) \leq C_2 \sqrt{\frac{\log(eN/n)}{n}},$$

with absolute constants $C_1, C_2 > 0$. This is the result of Kashin improved (in the logarithm) by Gluskin. The appearance of the logarithm in (5.9) is the (small) price we pay in doing compressed sensing instead of sampling all coefficients and taking the $n$ largest. We can use theoretical results like (5.9) to gauge the performance of any proposed algorithm.

III. Instance-optimal. Instead of asking for optimal performance on classes, we could ask that the sensing/decoding performs as well as $k$-term approximation on each $x \in \mathbb{R}^N$. If $\|\cdot\|_X$ is a norm on $\mathbb{R}^N$, we say the sensing encoder/decoder pair $\Phi/\Delta$ is instance-optimal of order $k$ if

$$E(x, \Phi, \Delta)_X \leq C_0 \sigma_k(x)_X, \quad x \in \mathbb{R}^N,$$

holds for a constant independent of $N$ and $n$. Given $N$ and $n$, we want the largest value of $k$ for which (5.10) holds. Since we are dealing with finite-dimensional spaces, the role of the constant $C_0$ is important.

In each case, some relevant issues are: (i) what are the properties of a matrix $\Phi$ that guarantee optimal or near optimal performance, (ii) which decoders work with $\Phi$, (iii) what is the computational complexity of the decoding – how many computations are necessary to compute $\Delta(y)$ for a given $y$?

In [34], Donoho gave an algorithm which is optimal in the sense of II for $p = 2$ and for the unit ball of $\ell_\tau$, $\tau \leq 1$ (hence it is universal for these sets). His approach had three main features. The first was to show that if a matrix $\Phi$ has three properties (called CS1-3), then $\Phi$ will be an optimal sensor for these classes. Secondly, he showed through probabilistic arguments that such matrices $\Phi$ exist. Finally, he showed that $\ell_1$ minimization provides a near-optimal decoder for these classes. Independently Candès and Tao ([14], [15]) developed a similar theory. One of the advantages of their approach is that it is sufficient for $\Phi$ to satisfy only a version of the CS1 property and yet they obtain the same and in some cases improved results.

To describe the Candès–Tao results, we introduce the following notation. Given an $n \times N$ matrix $\Phi$, and any set $T \subset \{1, \ldots, N\}$, we denote by $\Phi_T$ the $n \times \#(T)$ matrix formed from these columns of $\Phi$. We also use similar notation for the restriction $x_T$ of a vector from $\mathbb{R}^N$ to $T$. The matrix $\Phi$ is said to have the restricted isometry property for $k$ if there is a $0 < \delta_k < 1$ such that

$$(1 - \delta_k)\|x_T\|_2 \leq \|\Phi_T x_T\|_2 \leq (1 + \delta_k)\|x_T\|_2$$

holds for all $T$ of cardinality $k$. 

Given the matrix $\Phi$, and any $x \in \mathbb{R}^N$, the vector $y = \Phi(x)$ represents our information about $x$. As we have noted before, we need a decoding strategy for $y$. Both Candès–Romberg–Tao and Donoho suggest taking the element $\bar{x}$ that minimizes the $\ell_1$ norm over all vectors which share the data $y$:

$$\bar{x} := \Delta(y) := \arg \min_{\bar{z} \in \mathcal{F}(y)} \| \bar{z} \|_1.$$  \hspace{1cm} (5.12)

Numerically, the decoding can be performed through linear programming. From our perspective, the main question is how well this encoding/decoding approximates $x$. The main result of [13] is that if

$$\delta_{3k} + 3\delta_{4k} < 2,$$  \hspace{1cm} (5.13)

then

$$\|x - \bar{x}\|_2 \leq C \frac{\sigma_k(x)_{\ell_1}}{\sqrt{k}}.$$  \hspace{1cm} (5.14)

Under the same conditions on $\Phi$ and $k$, the following variant of (5.14) was shown in [18]

$$\|x - \bar{x}\|_{\ell_1} \leq C \sigma_k(x)_{\ell_1}.$$  \hspace{1cm} (5.15)

By interpolation inequalities, we obtain for $1 \leq p \leq 2$

$$\|x - \bar{x}\|_{\ell_p} \leq C \frac{\sigma_k(x)_{\ell_1}}{k^{1-1/p}}.$$  \hspace{1cm} (5.16)

In all these inequalities, we can take $C$ as an absolute constant once we have strict inequality in (5.13).

Before interpreting these results, let us first address the question of whether we have matrices $\Phi$ that satisfy (5.13). This is where randomness enters the picture. Consider an $n \times N$ matrix $\Phi$ whose entries are independent realizations of the Gaussian distribution with mean 0 and variance 1. Then, with high probability, the matrix $\Phi$ will satisfy (5.13) for any $k \leq C_0 n/ \log(N/n)$. Similar results hold if the Gaussian distribution is replaced by a Bernoulli distribution taking the values $\pm 1$ with equal probability [2]. Here we have returned to Kashin who used such matrices in his solution of the $n$-width problems. Thus, there are many matrices that satisfy (5.13) and any of these can be used as sensing matrices. Unfortunately, this probabilistic formulation does not give us a vehicle for putting our hands on one with absolute certainty. This leads to the very intriguing question of concrete constructions of good sensing matrices.

Let us now return to our three formulations of optimality.

**Exact reproduction of $k$ sparse signals (Case I).** If we have a matrix $\Phi$ that satisfies (5.11) and (5.13) in hand then the above encoding/decoding strategy gives an optimal solution to the Sensing Problem for the class of $k$-sparse signals: any signal with support $k$ will be exactly captured by $\Delta(\Phi(x))$. Indeed, in this case $\sigma_k(x)_{\ell_1} = 0$...
and therefore this follows from (5.14). Thus, for any \( k \leq Cn \log(N/n) \), there is a matrix \( \Phi \) and a decoder \( \Delta \) given by (5.12) that is optimal for the class of \( k \) sparse signals under this restriction on \( k \). However, in this case the range of \( k \) is not optimal (the logarithm can be eliminated) as can easily be seen and was pointed out in [3]. For any \( k \), we can create a matrix \( \Phi \) of size \( 2k \times N \) that has the exact reproduction property of \( k \) sparse signals. For example, for \( k = 1 \), any two linear functionals \( \sum_{i=1}^{N} q^j x_i \) with two distinct numbers \( q \) will have enough information to recover a one-sparse signal exactly.

The key to proving optimality of \( k \)-sparse signals is to prove that the null space \( \mathcal{N} \) of \( \Phi \) has no nonzero vector with support \( \leq 2k \). This is an algebraic property of \( \Phi \). Any matrix with this property will solve the optimality for \( k \)-sparse vectors. Such matrices are readily seen to exist. For any \( k \) and \( N \geq 2k \), we can find a set \( \Lambda_N \) of \( N \) vectors in \( \mathbb{R}^{2k} \) such that any \( 2k \) of them are linearly independent. The matrix \( \Phi \) whose columns are the vectors in \( \Lambda_N \) will have the exact reproduction property. There are many examples of such sets \( \Lambda_N \). For example, if \( x_1 < x_2 < \cdots < x_N \) are arbitrary real numbers, then we can take the vectors \( v_i \in \mathbb{R}^n \) whose entries are \( x_i - 1 \), \( i = 1, \ldots, n \), which gives a van der Monde matrix. Such matrices are unfortunately very unstable in computation and cannot be used for the other sensing problems.

**Optimality for classes \( K \) (Case II).** To go further and discuss what happens in the case that \( x \) is not \( k \)-sparse, we assume first that \( p = 2 \), i.e., we measure error in \( \ell_2 \). From our discussion of the existence of matrices \( \Phi \) that satisfy (5.11),(5.13), we see that we can take \( k = Cn / \log(N/n) \) in (5.14). Since \( \sigma_k(x)_{\ell_1} \leq \|x\|_{\ell_1} \), we obtain optimality on the class \( U(\ell_1) \) (see (5.9)). The inequality (5.16) can be used to obtain similar results for approximation in \( \ell_p \).

**Instance-optimal (Case III).** If \( || \cdot ||_X \) is any norm on \( \mathbb{R}^N \) and \( \Phi \) is an \( n \times N \) matrix, we say \( \Phi \) has the null space property (NSP) for \( X \) of order \( k \) if for each \( \eta \in \mathcal{N} = \mathcal{N}(\Phi) \),

\[
\|\eta\|_X \leq C_0 \|\eta_{T^c}\|_X, \quad \#(T) = k, \tag{5.17}
\]

where \( T^c \) is the complement of \( T \) in \( \{1, \ldots, N\} \) and where \( C_0 \geq 1 \) is a fixed constant. A sufficient condition for \( \Phi \) to have a decoder \( \Delta \) such that the pair \( \Phi/\Delta \) is instance-optimal of order \( k \) is that \( \mathcal{N} \) have the NSP for \( X \) of order \( 2k \) and a necessary condition is that \( \mathcal{N} \) have the NSP for \( X \) of order \( k \) (see [18]).

In view of (5.15), the probabilistic constructions give instance-optimal sensing for \( X = \ell_2 \) and \( k \leq Cn / \log(N/n) \). On the other hand, it can be shown (see [18]) that any matrix which has the null space property for \( k = 1 \) in \( \ell_2 \) will necessarily have \( n \geq N/C_0^2 \) rows. This means that in order to have instance-optimal for one sparse vectors in \( \ell_2 \) requires the matrix \( \Phi \) to have \( O(N) \) rows. Therefore, instance-optimal is not a viable possibility for \( \ell_2 \). For \( \ell_p \), \( 1 < p < 2 \), there are intermediate results where the conditions on \( k \) relative to \( N, n \) are less severe (see [18]).

One final note about the discrete compressed sensing problem. We have taken as our signal classes the approximation spaces \( \mathcal{A}^r \) which are defined by \( k \)-term approximation using the canonical basis for \( \mathbb{R}^n \). In actuality the probabilistic construction
of sensing matrices works for sparsity measured by approximation using much more
general bases. All we need is that the matrix representation of $\Phi$ with respect to the
new basis also have properties (5.11), (5.13). Thus, the choice of a random sensing
matrix $\Phi$ will encode sparsity simultaneously in many (most) bases. However, the
decoding has to be done relative to the chosen basis. This is sometimes referred to
as a universal property of the randomly constructed matrices $\Phi$ (see [2] for a more
precise discussion of universality).

5.2. Computational issues. Notice that in compressed sensing, we have reduced
greatly the number of samples $n$ we need from the signal when compared with thresh-
holding techniques. However, this was at the cost of severely complicating the decoding
operator. The decoding by $\ell_1$ minimization generally requires polynomial in $N$ ma-
chine operations which may be prohibitive in some settings when $N$ is large. Issues
of this type are a major concern in Theoretical Computer Science (TCE) and some
of the work in TCE relates to the sensing problem. For example, there has been a
fairly long standing program in TCE, going back to the seminal work of Alon, Matias
and Szegedy [1], to efficiently sketch large data sets (see also Henzinger, Raghavan
and Rajaopalan [41]). The emphasis has been to treat streaming data with efficient
computation measured not only by the number of computations but also the space
required in algorithms. Streaming algorithms call for different encoders. The sensing
matrix $\Phi$ needs to be constructed in a small amount of time. So their constructions
typically use less randomness and sometimes are possible using coding techniques
such Kerdoch codes or, more generally, Reed–Muller codes.

In some settings, the flavor of the results is also different. Rather than construct
one sensing matrix $\Phi$, one deals with a stochastic family $\Phi(\omega)$ of $n \times N$ matrices
with $\omega$ taking values in some probability space $\Omega$. An algorithm proceeds as follows.
Given $x$, one takes a draw of an $\omega \in \Omega$ according to the probability distribution on $\Omega$
(this draw is made independent of any knowledge of $x$). The information recorded
about $x$ is then $\Phi(\omega)x$. There is a decoder $\Delta(\omega)$ which when applied to the information
$\Phi(\omega)x$ produces the approximation $x(\omega) := \Delta(\omega)\Phi(\omega)$.

Changing the problem by demanding only good approximation in probability
rather than with certainty allows for much improvement in numerical performance
of decoding in the algorithm (see [36], [37], [38]). For example, in some construc-
tions the decoding can be done using greedy algorithms with $P(n \log N)$ operations
where $P$ is a polynomial. This is a distinct advantage over decoding by $\ell_1$ mini-
mization when $n$ is small and $N$ is large. Also, now the spectrum of positive results
also improves. For example, when calling for deterministic bounds on the error, we
saw that instance-optimal in $\ell_2$ is not possible (even for one-term sparsity) without
requiring $n \geq c_0N$. In this new setting, we can obtain instance-optimal performance
for $k$ with high probability even in $\ell_2$ (see [18] and [24]).
6. The learning problem

This problem differs from the Data Fitting Problem in that our measurements are noisy. We shall assume that \( X = [0, 1]^d \) (for simplicity) and that \( Y \subset [-M, M] \). This assumption implies that \( f_\rho \) also takes values in \([-M, M]\). The measure \( \rho \) factors as the product

\[
d\rho(x, y) = d\rho_X(x, y)d\rho(y|x)
\]

of the marginal \( \rho_X \) and the conditional \( \rho(y|x) \) measures.

Let \( Z := X \times Y \). Given the data \( z \in Z^n \), the problem is to find a good approximation \( f_z \) to \( f_\rho \). We shall call a mapping \( E_n \) that associates to each \( z \in Z^n \) a function \( f_z \) defined on \( X \) to be an estimator. By an algorithm, we shall mean a family of estimators \( \{ E_n \}_{n=1}^\infty \). To evaluate the performance of estimators or algorithms, we must first decide how to measure the error in the approximation of \( f_\rho \) by \( f_z \). The typical candidates to measure error are the \( L^p(X, \rho_X) \) norms:

\[
\| g \|_{L^p(X, \rho_X)} := \begin{cases} 
\left( \int_X |g(x)|^p d\rho_X \right)^{1/p}, & 1 \leq p < \infty, \\
\text{esssup}_{x \in X} |g(x)|, & p = \infty.
\end{cases}
\]

Other standard choices in the statistical literature correspond to taking measures other than \( \rho_X \) in the \( L^p \) norm, for instance the Lebesgue measure. We shall limit our discussion to the \( L^2(X, \rho_X) \) norm which we shall simply denote by \( \| \cdot \| \). This is the most common and natural measurement for the error. Note that since we do not know \( \rho \), we do not know this norm precisely. However, this will not prevent us from obtaining estimates relative to this norm.

The error \( \| f_z - f_\rho \| \) depends on \( z \) and therefore has a stochastic nature. As a result, it is generally not possible to say anything about this error for a fixed \( z \). Instead, we can look at behavior in probability as measured by

\[
\rho^n \{ z : \| f_\rho - f_z \| > \eta \}, \quad \eta > 0,
\]

or in expectation

\[
E_{\rho^n}(\| f_\rho - f_z \|) = \int_{Z^n} \| f_\rho - f_z \| d\rho^n,
\]

where the expectation is taken over all realizations \( z \) obtained for a fixed \( n \) and \( \rho^n \) is the \( n \)-fold tensor product of \( \rho \).

We can define optimal, near optimal, and universal algorithms as in §3. The starting point of course are the compact classes \( K \subset L^2(X, \rho_X) \). For each such compact set \( K \), we have the set \( M(K) \) of all Borel measures \( \rho \) on \( Z \) such that \( f_\rho \in K \). There are two notions depending on whether we measure performance in expectation or probability. We enter into a competition over all estimators \( E_n : z \to f_z \) and define

\[
e_n(K) := \inf_{E_n} \sup_{\rho \in M(K)} E_{\rho^n}(\| f_\rho - f_z \|_{L^2(X, \rho_X)}),
\]
and

$$AC_n(K, \eta) := \inf_{E_n} \sup_{\rho \in \mathcal{M}(K)} \rho^n \{ z : \| f_\rho - f_z \| > \eta \}. \quad (6.6)$$

As emphasized by Cucker and Smale [25] estimates in probability are to be preferred since they automatically imply estimates in expectation (by integrating with respect to $d\rho^n$). However, for the sake of simplicity of this presentation, most of our remarks will center around estimates in expectation.

Since we do not know the measure $\rho_X$, the compact subsets $K$ of $L_2(X, \rho_X)$ are also not completely known to us. One way around this is to consider only compact subsets of $C(X)$ since these will automatically be compact in $L_2(X, \rho_X)$. Thus, classical spaces such as Sobolev and Besov classes which embed compactly into $C(X)$ are candidates for our analysis. A second, more robust, approach, is to consider the compact sets defined by an approximation process as described in §3.

The problem of understanding optimal performance on a compact set $K \subset L_2(X, \rho_X)$ takes a different turn from the analysis in our other estimation problems because the stochastic nature of the problem will prevent us from approximating $f_\rho$ to accuracy comparable to best approximation on classes. This means that understanding optimality requires the establishment of both lower and upper bounds on convergence rates. There are standard techniques in statistics based on Kullback–Leibler information and Fano inequalities for establishing such lower bounds. In [28] a lower bound for the performance of an algorithm on $K$ was established using a slight modification of Kolmogorov entropy. This result can be used to show that whenever $K$ is a finite ball in a classical Besov or Sobolev class of smoothness order $s$ which compactly embed into $C(X)$, then the optimal performance attainable by any algorithm is

$$e_n(K) \geq c(K)n^{-\frac{1}{2+s}}, \quad n = 1, 2, \ldots \quad (6.7)$$

An algorithm $(E_n)$ is near optimal in expectation on the class $K$ if for data $z$ of size $n$, the functions $f_z$ produced by the estimator $E_n$ satisfy

$$E_{\rho^n}(\| f_\rho - f_z \|) \leq C(K)e_n(K), \quad (6.8)$$

whenever $f_\rho \in K$. It is often the case that estimation algorithms may miss near optimal performance because of a log $n$ factor. We shall call such algorithms quasi-optimal.

There are various techniques for establishing upper bounds comparable to the best lower bounds. On a very theoretical level, there are the results of Birgé and Massart [10] which use $\epsilon$ nets for Kolmogorov entropy to establish upper bounds. While these results do not lead to practical algorithms, they do show that optimal performance is possible. Practical algorithms are constructed based on specific methods of linear or nonlinear approximation. The book [40] gives an excellent accounting of the state of the art in this regard (see Theorems 11.3 and 13.2). Let us point out the general approach and indicate some of the nuances that arise.
Suppose that we have chosen a sequence \( (\Sigma_m) \) of spaces \( \Sigma_m \) (linear or nonlinear of dimension \( m \)) to be used for the approximation of \( f_\rho \) from our given data \( z \). How should we define our approximation? Since all that we have available to us is the data \( z \), the natural choice for an approximation from \( \Sigma_m \) is the minimizer of the empirical risk

\[
\epsilon_z(f) := \frac{1}{n} \sum_{j=1}^{n} (y_j - f(x_j))^2.
\]

This choice has the form \( f_{z,\Sigma_m} := \text{Argmin}_{f \in \Sigma_m} \epsilon_z(f) \), where

\[
\epsilon_z(f) := \frac{1}{n} \sum_{j=1}^{n} (y_j - f(x_j))^2.
\]

In other words, \( f_{z,\Sigma_m} \) is the best approximation to \( (y_j)_{j=1}^{n} \) from \( \Sigma_m \) in the empirical norm

\[
\|g\|_{\Sigma_m}^2 := \frac{1}{n} \sum_{j=1}^{n} |g(x_j)|^2.
\]

A key issue is how should we choose the dimension \( m \). Choosing \( m \) too large results in fitting the noise (to be avoided) while choosing \( m \) too small reduces the approximation effectiveness. If we knew that \( f_\rho \) was in the approximation class \( \mathcal{A}^k((\Sigma_m), L_2(X, \rho_X)) \) then a choice \( m \approx \left( \frac{n \log n}{s} \right)^{\frac{1}{2k+1}} \) would result in an algorithm that is quasi-optimal on the class. However, we do not know \( s \) and so we need a method to get around this. The common approach is what is called model selection.

Model selection automatically chooses a good value of \( m \) (depending on \( z \)) by introducing a penalty term. For each \( m = 1, 2, \ldots, n \), we have the corresponding function \( f_{z,\Sigma_m} \) defined by (6.9) and the empirical error

\[
E_{m,z} := \frac{1}{n} \sum_{j=1}^{n} (y_j - f_{z,\Sigma_m}(x_j))^2.
\]

Notice that \( E_{m,z} \) is a computable quantity. In complexity regularization, one typically chooses a value of \( m \) by

\[
m^*(z) := \text{Argmin}_{1 \leq m \leq n} \left[ E_{m,z} + \frac{\kappa m \log n}{n} \right],
\]

with the parameter \( \kappa \) to be chosen (it will govern the range of \( s \) that is allowed). Then, one defines the estimator

\[
\hat{f}_z := f_{z,\Sigma_{m^*}}.
\]

Here is an important remark. One does not use \( \hat{f}_z \) directly as the estimator of \( f_\rho \) since it is difficult to give good estimates for its performance. The main difficulty is that this function may be large even though we know that \( |f_\rho| \leq M \). Given this knowledge about \( f_\rho \), it makes sense to post-truncate \( \hat{f}_z \) and this turns out to be crucial in practice. For this, we define the truncation operator

\[
T_M(x) := \min(|x|, M) \text{sign}(x)
\]
for any real number $x$ and define

$$f_z := T_M(\hat{f}_z)$$

(6.15)

as our estimator to $f_\rho$.

One can show that under quite general conditions, the estimator (6.15) is quasi-optimal on the approximation classes $A^4(\{\Sigma_m\}, L_2(X, \rho_X))$. The question arises as to which approximation process $\{\Sigma_m\}$ should be employed. We mention some of the main issues in making this choice. First note that each approximation scheme has its own approximation classes. Without any additional knowledge about $f_\rho$ there is from the viewpoint of approximation rates no obvious preference of one approximation process over another except that nonlinear methods are preferable to linear methods since the resulting approximation classes for nonlinear methods are larger.

A major issue, especially in implementing nonlinear methods, is computational cost. The larger the nonlinear process (e.g. the larger the dictionary in $n$-term approximation), then the more computation needed for minimization in the model selection (6.12). This factor is one of the major concerns in choosing the approximation scheme. It is especially critical for high space dimension $d$. We mention a couple of methods that can address these computational issues and relate to the methods of approximation introduced in this lecture.

Suppose we use a dictionary $D$ of size $n^a$ and employ model selection. This would require examining all $m$ dimensional subspaces formed by elements of the dictionary for each $m = 1, 2, \ldots, n$. While the number of computations can possibly be reduced by using the fact that the data size is $n$, it will still involve solving $O(2^n)$ such least squares problems. This computation can be reduced considerably by using greedy algorithms. Through such an algorithm, we can find, with the evaluation of $O(n^{a+1})$ inner products, the greedy sequence $v_1, \ldots, v_n$ of the dictionary that provides near optimal empirical approximation with respect to the approximation classes described in our discussion of greedy algorithms (see [5]). We can then do model selection over the $n$ subspaces $V_m := \text{span}\{v_1, \ldots, v_m\}$, $m = 1, \ldots, n$, to find the approximation $f_z$. Thus, the model selection is done over $n$, rather than $O(2^n)$, subspaces, after the implementation of the greedy algorithm. The price we pay for this increased efficiency is that the approximation classes for greedy algorithms are in general smaller than those for $m$-term approximation. This means that in general we may be losing approximation efficiency.

Another setting in which a model selection based on $n$-term approximation can be improved is in the use of adaptive approximation as described in §4. Here, one takes advantage of the tree structure of such adaptive methods. For a given data set $z$ of size $n$, one associates to each node of the master tree $T^*$ the empirical least squares error on the cell associated to the node. There are fast algorithms known as CART algorithms (see [33]) for assimilating the local errors and pruning the master tree to implement model selection. Another alternative put forward in [6] is to utilize empirical thresholding in a very similar fashion to wavelet tree approximation. Another advantage of adaptive algorithms is that they can be implemented on-line.
Adding one or several new data points does not require re-solving the entire empirical minimization problem but only to do tree updates. Moreover, in some cases, the analysis of adaptive algorithms can be made in probability.

7. Concluding remarks

Because of space limitations, we were only able to discuss the Sensing Problem and the Learning Problem in any detail. We will make a few brief remarks to direct the reader interested in some of the other problems.

The Data Fitting Problem is a special case of the optimal recovery problem. An excellent resource for results on optimal recovery is the survey [52] and the articles referenced in that survey. This problem, as well as aspects of the sensing problem, are also treated in the wealthy literature in Information Based Complexity (see [57] and [58] for a start) where the approach is very similar to our discussion of optimality.

The encoding problem is a main consideration in image processing and information theory. Our approach of deterministic model classes is in contrast to the usual stochastic models used in information theory. While stochastic models still dominate this field, there are a growing number of treatments addressing the image compression problem from the deterministic viewpoint. Optimal algorithms for Besov and Sobolev classes for the encoding problem can be obtained by employing wavelet thresholding and quantization (see [17]). More advanced methods of image compression model images by approximation classes based on other forms of approximation such as curvelets [11] and wedgeprints [55].

The computation problem is the most dominant area of numerical analysis. The most advanced and satisfying theory appears in the solution of elliptic equations with error measured in the energy norm. For model classes described by linear approximation (for example, classical Finite Element Methods based on piecewise polynomial approximations on fixed partitions), the Galerkin solutions relative to these spaces provide optimal algorithms. Much less is known for nonlinear methods. For model classes based on wavelet tree approximation, near optimal algorithms (in terms of total number of computations) have been given in [19], [20], [21]. For adaptive finite element methods, similar results have been given for simple model problems (the Poisson problem) in [7] by building on the results in [35], [53].
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1. Formal algebraic structure of SFT

The project of SFT was initiated by A. Givental, H. Hofer and the author in [15]. Since its inception, it has branched in different directions and now involves a large number of authors working on the foundation and the different parts of the project. SFT is closely related to the relative Gromov–Witten theory, see e.g. [21], [30], [35], [34], [31], as well the work of Yu. Chekanov [11] and Fukaya–Oh–Ohta–Ono project [20].

Symplectic field theory can be viewed as a functor \( SFT \) from a geometric category \( \text{GEOM}_{SFT} \) of framed Hamiltonian structures and framed cobordisms between them to an algebraic category \( \text{ALG}_{SFT} \) of certain differential \( D \)-modules and Fourier integral operators between them. We describe these categories in the next two sections.

1.1. The category \( \text{ALG}_{SFT} \). Roughly speaking, the objects in the category \( \text{ALG}_{SFT} \) are certain \( D \)-modules over a graded Weyl algebra with an operator \( \mathbb{H} \) which satisfies the “master equation” \( \mathbb{H} \circ \mathbb{H} = 0 \). Before listing the algebraic structures involved, let us make a couple of general remarks. First, we will be dealing in this paper with graded objects. To simplify the exposition we will usually mean by grading a \( \mathbb{Z}/2\mathbb{Z} \)-grading, unless it is noted otherwise. Usually, with extra work it can be upgraded to an integer grading. Second, we will systematically use \( \mathbb{C} \) as the coefficient ring. In some situations it has to be changed to a certain Novikov ring, see Remark 2.1 below.
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Given an integer vector $d = (d_1, \ldots, d_N)$ let us denote by $\mathbb{C}T_d = \mathbb{C}[T]$ a $\mathbb{Z}$-graded (super-)commutative algebra with complex coefficients, generated by graded elements of an infinite $N \times \infty$ matrix $T = (t_{ij}), i = 1, \ldots, N, j = 0, \ldots$; the $\mathbb{Z}/2$-grading of $t_{ij}$ coincides with the parity of $d_i$ for each $j \geq 0$ and $i = 1, \ldots, N$.

An object in the category $\text{ALG}_{\text{SFT}}$ is a collection of the following structures $\text{O1–O5}$, which satisfy axioms AO1 and AO2.

**O1.** A possibly infinite-dimensional space $\mathcal{P}$ with a non-degenerate symmetric bilinear form $\langle \cdot, \cdot \rangle$ and a fixed basis $\Gamma_1$. To simplify the notation we will assume that there exists an involution $\gamma \mapsto \bar{\gamma}$, $\gamma, \gamma' \in \Gamma_1$, such that $\langle \gamma, \gamma' \rangle = \delta_{\bar{\gamma} \gamma'}$, $\gamma, \gamma' \in \Gamma_1$.

**O2.** A $\mathbb{Z}$-graded, possibly infinite-dimensional vector space $V = \bigoplus_j V_j$ over $\mathbb{C}$, called the phase space, with a degree 1 differential $d : V \to V$, such that $d^2 = 0$ (e.g. a space of differential forms on a manifold with de Rham differential $d$). For $d = (d_1, \ldots, d_N)$ we denote by $V^d$ the space $\bigoplus_i V_{d_i}$.

**O3.** An associative algebra $\tilde{W}$ over $\mathbb{C}$ generated by graded elements $p_{k, \gamma}, q_{k, \bar{\gamma}}, \gamma \in \Gamma_1, k \geq 1$, and an even graded element $\bar{h}$, with the following commutation relations: all elements commute (in the graded sense) except that the (graded) commutator $[p_{k, \gamma}, q_{k, \bar{\gamma}}]$ equals $k \bar{h}$ for any $\gamma \in \Gamma_1$ and $k \geq 1$.

**O4.** A completion $W$ of $\tilde{W}$, called the Weyl algebra, which consists of formal power series of $\bar{h}$ and $p$-variables with coefficients which are polynomials of $q$-variables.

**O5.** A smooth function $H : V^d \to \frac{1}{\hbar} W \otimes \mathbb{C}T_d$, which associates with any $\Theta = (\theta_1, \ldots, \theta_N) \in V^d$ an odd (in fact, of degree 1 if the integer grading is used) element $H(\Theta) \in \frac{1}{\hbar} W \otimes \mathbb{C}T_d$, called the Hamiltonian. Here smoothness is understood in the formal sense: all coefficients of the corresponding power expansions are smooth.

Before formulating the axioms let us introduce some notation. Given two vectors $d = (d_1, \ldots, d_N)$ and $d' = (d'_1, \ldots, d'_{N'})$ we denote by $d \sqcup d'$ the vector $(d_1, \ldots, d_N, d'_1, \ldots, d'_{N'})$. Similarly, for $\Theta = (\theta_1, \ldots, \theta_N) \in V^d$ and $\Theta' = (\theta'_1, \ldots, \theta'_{N'}) \in V^{d'}$ we write

$$\Theta \sqcup \Theta' = (\theta_1, \ldots, \theta_N, \theta'_1, \ldots, \theta'_{N'}) \in V^{d \sqcup d'}.$$ 

We will also denote by $t_{ij}$ and $t'_{kl}$, $i = 1, \ldots, N$, $k = 1, \ldots, N'$, $j, l = 1, \ldots$, the generators of the algebra $\mathbb{C}T_{d \sqcup d'}$, and by $\pi : \mathbb{C}T_{d \sqcup d'} \to \mathbb{C}T_d$ the projection.

The following axioms should be satisfied:

**AO1.**

$$\mathbb{H}(\Theta \sqcup d\Theta) \circ \mathbb{H}(\Theta \sqcup d\Theta) = \partial \mathbb{H}(\Theta \sqcup d\Theta), \quad (1)$$
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where

\[ \partial = \sum_{i,j} t_{ij} \frac{\partial}{\partial t'_{ij}} \]  

(2)

is an odd differential on \( \mathcal{C}^{d,d'} \), \( d' = (d_1 + 1, \ldots, d_N + 1) \).

Note that \( \partial^2 = 0 \).

AO2.

\[ \mathbb{H}(\Theta) = \pi \left( \mathbb{H}(\Theta \sqcup 0) \right) , \]

(3)

for \( \Theta \in \mathbb{V}^d \) and \( 0 \in \mathbb{V}^{d'} \).

Let us note an important corollary of the axioms. Suppose that \( d\Theta = 0 \). Then we have

\[ \mathbb{H}(\Theta) \circ \mathbb{H}(\Theta) = 0 . \]  

(4)

Hence, if \( d\Theta = 0 \) then \( (\mathcal{W} \otimes \mathcal{C}^{d}, \mathcal{D}(\Theta)) \) is a differential Weyl algebra with a differential

\[ \mathbb{D}(\Theta)(x) = [\mathbb{H}(\Theta), x], \quad x \in \mathcal{W} \otimes \mathcal{C}^{d}. \]

More generally, for any \( \Theta \in \mathbb{V}^d \) we can define a differential Weyl algebra

\[ (\mathcal{W} \otimes \mathcal{C}^{d \sqcup d'}, \mathbb{D}(\Theta \sqcup d\Theta)) \]

with a differential

\[ \mathbb{D}(\Theta \sqcup d\Theta)(x) = \partial x + [\mathbb{H}(\Theta), x], \quad x \in \mathcal{W} \otimes \mathcal{C}^{d \sqcup d'}. \]

Let us also consider

- a space \( \mathcal{F} \) of formal Fourier series

\[ \sum_{k=1}^{\infty} P_k e^{ikx} + Q_k e^{-ikx} , \]

(5)

where \( P_k = \{p_{k,y}\}_{y \in \Gamma}, Q_k = \{q_{k,y}\}_{y \in \Gamma}, k = 1, \ldots. \) are ordered strings of graded variables, indexed by elements of \( \Gamma \); the space \( \mathcal{F} \) is canonically polarized, i.e. split \( \mathcal{F} = \mathcal{F}_+ \oplus \mathcal{F}_- \), where \( \mathcal{F}_+ \) (resp. \( \mathcal{F}_- \)) is formed by Fourier series with only positive (resp. negative) coefficients;

- a space \( \text{Fock} \) which consists of formal series \( \sum_{k \geq 0} f_k h^k \), where \( f_k \) are functionals on the space \( \mathcal{F}_- \) which can be expressed as polynomials of Fourier coefficients \( q_{k,y} \).

Note that the space \( \text{Fock} \) can be viewed as a \( D \)-module over \( \frac{1}{\hbar} \mathcal{W} \). Indeed, the quantization

\[ p_{k,y} \mapsto k\hbar \frac{\partial}{\partial q_{k,y}} \]
provides a representation of $\frac{1}{\hbar} W$ as the algebra of differential operators acting from the left on elements of the space Fock. Given an element $A \in \frac{1}{\hbar} W$ we will denote by $[A]$ the corresponding differential operator if we need to distinguish it from $A$.

For each $\Theta$ with $d\Theta = 0$ the equation (4) implies that the operator $\mathbb{H}(\Theta)$ is a differential on $\text{Fock} \otimes \text{CT}_d$. Indeed, if we define

$$D_\Theta = [\mathbb{H}(\Theta)] f, \quad f \in \text{Fock} \otimes \text{CT}_d,$$

then $D^2_\Theta = 0$.

Consider now two objects $\mathcal{O}^+, \mathcal{O}^- \in \text{ALG}_{SFT}$. We will label with $\pm$ all the structures associated with these objects. Morphisms $\mathcal{O}^+ \to \mathcal{O}^-$ are formed by the following structures:

- A graded space $V = \sum_j V_j$ over $\mathbb{C}$ with a differential $d: V \to V$, $d^2 = 0$, and two grading-preserving restriction homomorphisms $R^+: V \to V^+$;

- A graded commutative algebra $A^+_\pm$ over $\mathbb{C}$ which consists of formal power series of $\hbar$ and $p^+$-variables whose coefficients are polynomials of $q^-$-variables. Note that the Weyl algebra $\frac{1}{\hbar} W^-\pm$ acts on $A^+_\pm$ on the left by quantizing

$$p^+_{k,\gamma} \mapsto k\hbar \frac{\partial}{\partial q^-_{k,\gamma}}, \quad (6)$$

while the Weyl algebra $W^+_\pm$ acts on $A^+_\pm$ on the right by quantizing

$$q^+_{k,\gamma} \mapsto k\hbar \frac{\partial}{\partial p^-_{k,\gamma}}, \quad (7)$$

given an element $D \in \frac{1}{\hbar} W^\pm$ we will denote by $[D]$ and $[D]$ its quantizations defined by formulas (6) and (7), respectively.

- A smooth function $\hat{\gamma}^d \to \frac{1}{\hbar} A^+_\pm \otimes \text{CT}_d$ which associates with a string $\Theta = (\theta_1, \ldots, \theta_N) \in \hat{\gamma}^d$ an even (of degree 0 in the situation of $\mathbb{Z}$-grading) element

$$\Phi(\Theta) = \frac{1}{\hbar} \Phi(\Theta)(T, q^-, p^+, \hbar) \in A^+_\pm \otimes \text{CT}_d,$$

called the potential.

The following axioms should be satisfied:
AM1.

\[
\mathcal{H}^-(R^-(\Theta \sqcup d\Theta)) e^{\Phi(\Theta \sqcup d\Theta)} + e^{\Phi(\Theta \sqcup d\Theta)} [\mathcal{H}^+(R^+(\Theta \sqcup d\Theta))] = \partial e^{\Phi(\Theta)},
\]

(8)

where the linear differential operator \(\partial = \sum_{i,j} t_{ij} x_j \partial x_j\) is defined above in (2).

AM2.

\[
\Phi(\Theta) = \pi (\Phi(\Theta \sqcup 0)),
\]

(9)

where \(\Theta \in \mathcal{V}^d\), \(0 \in \mathcal{V} \in \mathcal{V}^d\), and \(\pi\) is the projection \(A^+_\mathcal{V} \otimes \text{CT}_{d} \to A^+_\mathcal{V} \otimes \text{CT}_{d}\).

An important partial case is when \(d\Theta = 0\). In this case the axioms imply

\[
\mathcal{H}^-(R^-(\Theta)) e^{\Phi(\Theta)} + e^{\Phi(\Theta)} [\mathcal{H}^+(R^+(\Theta))] = 0.
\]

(10)

Note that \(\Phi\) defines for each \(\Theta\) a formal Fourier integral operator

\[
\widetilde{\Phi}(\Theta): \text{Fock}^+ \otimes \text{CT}_{d} \to \text{Fock}^- \otimes \text{CT}_{d}
\]

by the formula

\[
\widetilde{\Phi}(\Theta)(f)(T, q^-, \hbar) = \left(e^{\frac{1}{\hbar} \Phi(\Theta)(T, q^-, p^+, h)} f(T, q^+, \hbar)\right)|_{p^+=0}.
\]

(11)

If \(d\Theta = 0\) then the equation (10) translates into the fact that

\[
\widetilde{\Phi}(\Theta): (\text{Fock}^+ \otimes \text{CT}_{d}, D_{R^+(\Theta)}) \to (\text{Fock}^- \otimes \text{CT}_{d}, D_{R^-(\Theta)})
\]

is a \textit{chain map}.

Suppose now that we are given three objects \(\Theta_0, \Theta_1\) and \(\Theta_2\), and morphisms \(\Phi_{01}: \Theta_0 \to \Theta_1\) and \(\Phi_{12}: \Theta_1 \to \Theta_2\). Then their composition \(\Phi_{02}: \Theta_0 \to \Theta_2\) is defined as follows. First, we define the phase space \(\mathcal{V}_{02}\) as the fiber product

\[
\mathcal{V}_{02} = \{(\theta_{01}, \theta_{12}); \theta_{01} \in \mathcal{V}_0, \theta_{12} \in \mathcal{V}_1, R_{01}^{-1}(\theta_{01}) = R_{12}^+(\theta_{12})\}.
\]

Given \(\Theta_{02} = (\Theta_{01}, \Theta_{12}) \in \mathcal{V}_{02}^d\) we define an element

\[
\Phi_{02}(\Theta_{02}) = \frac{1}{\hbar} \Phi_{02}(\Theta_{02})(T, q_2, p_0, \hbar) \in \frac{1}{\hbar} A^0_2
\]

by the formula

\[
e^{\frac{1}{\hbar} \Phi_{02}(\Theta_{02})(T, q_2, p_0, \hbar)} = \left(e^{\frac{1}{\hbar} \Phi_{12}(\Theta_{12})(T, q_2, p_1, \hbar)} e^{\frac{1}{\hbar} \Phi_{01}(\Theta_{01})(T, q_1, p_0, \hbar)}\right)|_{q_1=0} = \left(e^{\frac{1}{\hbar} \Phi_{12}(\Theta_{12})(T, q_2, p_1, \hbar)} e^{\frac{1}{\hbar} \Phi_{01}(\Theta_{01})(T, q_1, p_0, \hbar)}\right)|_{p_1=0}.
\]

(12)

Note that the corresponding operator \(\widetilde{\Phi}_{02}(\Theta_{02})\) is the composition:

\[
\widetilde{\Phi}_{02}(\Theta_{02}) = \widetilde{\Phi}_{12}(\Theta_{12}) \circ \widetilde{\Phi}_{01}(\Theta_{01}): \text{Fock}_0 \otimes \text{CT}_{d} \to \text{Fock}_2 \otimes \text{CT}_{d}.
\]
1.2. The category \( \text{GEOM}_{SFT} \). The exposition in this section is essentially taken from Section 4.1 in [17]. A Hamiltonian structure is a pair \((V, \Omega)\), where \(V\) is an oriented manifold of dimension \(2n - 1\) endowed with a closed 2-form \(\Omega\) of maximal rank (= \(2n - 2\)). The tangent line field \(\ell = \text{Ker} \Omega\) is called the characteristic line field. The field \(\ell\) integrates to a 1-dimensional characteristic foliation of \(\Omega\). Note that \(\Omega\) defines a fiber-wise symplectic structure (and hence an orientation) on the bundle \(TV/\ell\). Thus the line bundle \(\ell\) is equipped with an orientation. We will call characteristic any vector field \(R\) which generates \(\ell\) and respects its orientation.

Any co-orientable hypersurface \(V\) in a symplectic manifold \((W, \tilde{\Omega})\) inherits a Hamiltonian structure \(\tilde{\Omega}|_V\). Conversely, any Hamiltonian structure \((V, \Omega)\) embeds as a hypersurface in a symplectic manifold \((V \times (-\varepsilon, \varepsilon), \tilde{\Omega})\) where the form \(\tilde{\Omega}\) can be constructed as follows. Let \(\lambda\) be any 1-form which is not vanishing on \(\ell\), and \(s\) the coordinate along the second factor. Then we set \(\tilde{\Omega} = \Omega + d(s\lambda)\). Note that by Darboux’s theorem the Hamiltonian structure \((V, \Omega)\) determines its symplectic extension to a neighborhood of the hypersurface \(V = V \times 0 \subset V \times (-\varepsilon, \varepsilon)\) uniquely up to a diffeomorphism fixed on \(V\). We call (a germ along \(V\) of) the symplectic structure \(\tilde{\Omega}\) on \(V \times (-\varepsilon, \varepsilon)\) the symplectic extension of \((V, \Omega)\).

A Hamiltonian structure \(\mathcal{H} = (V, \Omega)\) is called stable (see [24]) if its symplectic extension can be realized by a form \(\tilde{\Omega}\) on \(V \times (-\varepsilon, \varepsilon)\) such that the Hamiltonian structures induced on hypersurfaces \(V \times s, s \in (-\varepsilon, \varepsilon)\), all have the same characteristic line field \(\ell\). It is easy to check (see [17]) that

**Proposition 1.1.** A Hamiltonian structure \(\mathcal{H} = (V, \Omega)\) is stable if and only if there exists a 1-form \(\lambda\) and a characteristic vector field \(R\) such that

\[
\lambda(R) = 1 \quad \text{and} \quad i_R d\lambda = 0. \tag{13}
\]

Note that in view of Cartan’s formula we have \(L_R \lambda = d(\lambda(R)) + i_R d\lambda\), and hence the second condition can be restated as invariance of \(\lambda\) under the flow of \(R\).

A framing of a stable Hamiltonian structure is a pair \((\lambda, J)\) where

- \(\lambda\) is as in (13); the form \(\lambda\) automatically defines the hyperplane field \(\xi = \{\lambda = 0\}\), called a cut of the Hamiltonian structure, and the vector field \(R\), called its Reeb field;

- \(J\) is an almost complex structure on \(\xi\) (also called a CR-structure on \(V\)) compatible with the symplectic form \(\Omega\).

Here are three major examples of stable framed Hamiltonian structures.

**Example 1.2.** (1) Contact forms. Let \(\xi\) be a contact structure on \(V\), i.e. a completely non-integrable tangent hyperplane field, and \(\lambda\) a contact form for \(\xi\), i.e. \(\xi = \{\lambda = 0\}\). Let an almost complex structure \(J : \xi \to \xi\) be compatible with \(d\lambda|_{\xi}\). Then \(\mathcal{H} = (\Omega = d\lambda, \lambda, J)\) is a framed stable Hamiltonian structure on \(V\) with the cut \(\xi\), and \(R\) is the usual Reeb field of the contact form \(\lambda\). We say in this case that the Hamiltonian structure \(\mathcal{H}\) is of contact type.
(2) **Hamiltonian functions.** Let \((M, \omega)\) be a symplectic manifold and \(H_t : M \to \mathbb{R}, t \in S^1 = \mathbb{R}/\mathbb{Z}\), a 1-periodic time-dependent Hamiltonian function. Set \(V = M \times S^1\), \(\Omega = -\omega + H_t dt\) and \(\lambda = dt\). Let \(J\) be an almost complex structure on \(M\) compatible with \(\omega\). Then \(\mathcal{H} = (V, \Omega, \lambda, J)\) is a framed stable Hamiltonian structure. Its Reeb vector field is given by \(R = \frac{\partial}{\partial t} + \text{grad} H_t\), where \(\text{grad} H_t\) is the Hamiltonian vector field defined by \(H_t\). We say in this case that \(\mathcal{H}\) is of **Floer** type.

(3) **\(S^1\)-bundles.** Let \((M, \omega)\) be a symplectic manifold and \(p : V \to M\) any \(S^1\)-bundle over it. Set \(\Omega = p^* \omega\). Then \(\Omega\) is a stable Hamiltonian structure on \(V\). Indeed, one can choose any \(S^1\)-connection form \(\lambda\) as its framing. The corresponding Reeb vector field \(R\) is the infinitesimal generator of the \(S^1\)-action, and the cut of \(\xi\) is formed by the horizontal spaces of the connection. Let \(J_M\) be an almost complex structure on \(M\) compatible with \(\omega\), and \(J\) be the pull-back of \(J_M\) to \(\xi\) via the projection \(V \to M\). We say that a framed Hamiltonian structure \(\mathcal{H} = (V, \Omega, \lambda, J)\) is of **fibration** type. Note that if the cohomology class \([\omega]\) of the symplectic form is integral, then one could take as \(V\) the corresponding pre-quantization space, i.e. the principal \(S^1\)-bundle \(p : V \to M\) with the first Chern class \([\omega]\). In this case the lift \(\Omega = p^* \omega\) of the symplectic form is exact and one can choose \(\lambda\) to be a primitive of \(\Omega\). Hence, in this case \((V, \Omega, \lambda, J)\) is also of contact type.

*All Hamiltonian structures which we consider in this paper will be assumed stable.*

Framed Hamiltonian structures are **objects in the category** \(\text{GEOM}_{SFT}\), while morphisms are **framed symplectic cobordisms** which we describe below.

A **symplectic cobordism** between two Hamiltonian structures \(\mathcal{H}_+ = (V_+, \Omega_+)\) and \(\mathcal{H}_- = (V_-, \Omega_-)\) is a symplectic manifold \((W, \Omega)\) such that \(\partial W = V_+ \cup (-V_-)\) and \(\Omega|_{V_\pm} = \Omega_{\pm}\). Note that “symplectic cobordism” is a partial order, and not an equivalence relation, because it is not symmetric. A **framed** symplectic cobordism between two framed Hamiltonian structures \(\mathcal{H}_+ = (V_+, \Omega_+, \lambda_+, J_+)\) and \(\mathcal{H}_- = (V_-, \Omega_-, \lambda_-, J_-)\) is a cobordism \((W, \Omega)\) between \(\mathcal{H}_+\) and \(\mathcal{H}_-\) equipped with an almost complex structure \(J\) which is compatible with \(\Omega\), and such that \(J(\xi_\pm) = \xi_\pm\); here \(\xi_\pm\) denotes the cut \((\lambda_\pm = 0)\) of the framed Hamiltonian \(\mathcal{H}_\pm\). **Morphisms** in the category \(\text{GEOM}_{SFT}\) are multi-storied framed symplectic cobordisms, i.e. sequences \((C_{0,1}, C_{1,2}, \ldots, C_{k-1,k})\) where \(C_{j-1,j} = (W_{j-1,j}, \Omega_{j-1,j}, J_{j-1,j})\) is a framed symplectic cobordism between framed Hamiltonian structures \(\mathcal{H}_{j-1}\) and \(\mathcal{H}_j, j = 1, \ldots, k\). An associative operation of composition of morphisms is defined in an obvious way as concatenation of such sequences.

### 1.3. 2-categories.

Both categories, \(\text{GEOM}_{SFT}\) and \(\text{ALG}_{SFT}\), can be upgraded to 2-categories which are respected by the functor \(SFT\).

On the geometric side, a 2-morphism is a fixed on the boundary homotopy of symplectic cobordisms and their framings. More precisely, a 2-morphism is a pair \((\Omega_s, J_s), s \in [0, 1]\), where \(\Omega_s\) is a family of symplectic forms on a cobordism \(W\).
such that $\Omega_s|_{\partial W} = \Omega_0|_{\partial W}$, $\Omega_s = d\Xi_s$, $\Xi_s|_{\partial W} = 0$, $s \in [0, 1]$, and $J_s$ is a fixed on $\partial W$ deformation of almost complex structures compatible with $\Omega_s$. The notion of homotopy can be extended to morphisms represented by multi-storied cobordisms via the process, called splitting or stretching the neck. We refer the reader to [15], [8] for the precise definition.

Let us move now to the algebraic side of the story. Let $\Phi_0, \Phi_1 : \mathcal{O}^+ \to \mathcal{O}^-$ be two morphisms, where for $\Theta \in \mathbb{V}^d$. We have

$$\Phi_0(\Theta) = \frac{1}{\hbar} \Phi_0(\Theta)(T, q^-, p^+, \hbar) \in \frac{1}{\hbar} A^+ \otimes \mathcal{C}T_d, \quad s = 0, 1.$$ 

A 2-morphism between $\Phi_0, \Phi_1$ is a function which associates with $\Theta \in \mathbb{V}^d$ a family

$$K_0(\Theta) = \frac{1}{\hbar} K_0(\Theta)(T, q^-, p^+, \hbar) \in \frac{1}{\hbar} A^+ \otimes \mathcal{C}T_d, \quad s \in [0, 1].$$

When $d\Theta = 0$ then $K_0$ generates a homotopy $\Phi_t(\Theta) = \frac{1}{\hbar} \Phi_0(\Theta)(T, q^-, p^+, \hbar)$, $s \in [0, 1]$, defined by the following differential equation:

$$\frac{d\Phi(t)}{ds} = e^{-\Phi(t)} (\lfloor H^- \rfloor + \partial, K(t)) e^{\Phi(t)} + e^{\Phi(t)} (\lfloor H^+ \rfloor + \partial, K(t)), \quad s \in [0, 1],$$

(14)

where we identify $K(t)$ with an operator of multiplication by $K(t)$ acting on the algebra $A^+ \otimes \mathcal{C}T_d$. More generally, for any $\Theta$ we define a homotopy $\Phi_0(t \cup d\Theta)$ by the equation

$$\frac{d\Phi(t)}{ds} (\Theta \cup d\Theta) = e^{-\Phi(t)} (\lfloor H^- \rfloor + \partial, K(t)) e^{\Phi(t)} + e^{\Phi(t)} (\lfloor H^+ \rfloor + \partial, K(t)), \quad s \in [0, 1],$$

(15)

where the differential operator $\partial = \sum_{i, j} t_{ij} \partial_{t_{ij}}$ is defined in (2). Let us point out an important corollary of (14) and (15). Suppose that $H^+ (\Theta)$ = 0. Then any homotopy leaves $\Phi(t)$ unchanged.

The category $\text{ALG}_{SFT}$ and the functor $SFT$ can be further significantly enriched. As we explain below, the construction of our Hamiltonian $H$, potential $\Phi$, etc., is based on the study of appropriate moduli spaces of holomorphic curves and their compactifications. In fact, all these objects, as they are described above, are analogs of the so-called descendent potential in the Gromov–Witten theory. A more systematic use of the topology of the moduli spaces allows one to define further enrichments of the theory (e.g. see the discussion of satellites in [15]).

1.4. Quasi-classical approximation. Let us consider the “quasi-classical” limit (when $\hbar \to 0$) of the structures entering the definition of the category $\text{ALG}_{SFT}$. This leads to the category $\text{ALG}_{SFT}$ which is formed by the following structures. Let us first describe the objects.

...
The Weyl algebra $W$ is replaced by a graded Poisson algebra $P$ over $\mathbb{C}$ which is formed by power series in $p$-variables with polynomial coefficients in $q$-variables. All variables Poisson commute except that the $\{p_{k,\gamma}, q_k,\bar{\gamma}\} = k$. It is useful, in fact, to think about $P$ as an algebra of functions on a symplectic (super-)space $S$ with coordinates $p_{k,\gamma}$ and $q_k,\bar{\gamma}$, and the symplectic form

$$\sum_{\gamma \in \Gamma, k \geq 1} \frac{1}{k} dp_{k,\gamma} \wedge dq_k,\bar{\gamma}.$$ 

Given $\Theta \in \mathbb{V}^d$, the element

$$\mathbb{H}(\Theta) = \sum_{g=0}^{\infty} \mathbb{H}^{(g)}(\Theta) \hbar^{g-1} \in \frac{1}{\hbar} W \otimes \mathbb{C} T_d$$

is replaced by $h(\Theta) = \mathbb{H}^{(0)}(\Theta) \in P \otimes \mathbb{C} T_d$.

Axiom AO1 takes the form

$$\frac{1}{2} \{ h(\Theta \cup d\Theta), h(\Theta \cup d\Theta) \} = \partial h(\Theta \cup d\Theta), \quad (16)$$

where $\partial$ is defined in (2).

In particular, if $d\Theta = 0$ the we have

$$\{ h(\Theta), h(\Theta) \} = 0. \quad (17)$$

In the definition of a morphism we replace the algebra $A_\pm$ by $a_\pm$ formed by formal power series in $p^+$-variables with polynomials coefficients in $q^-$-variables. An element $\Phi(\Theta) = \sum_{g=0}^{\infty} \Phi^{(g)}(\Theta) \hbar^{g-1} \in \frac{1}{\hbar} A^+_\pm \otimes \mathbb{C} T_d$ reduces to $\phi(\Theta) = \Phi^{(0)}(\Theta) \in a^+_\pm \otimes \mathbb{C} T_d$. It is convenient to think about the function $\phi(\Theta) = \phi(\Theta)(T, q^-, p^+) \in a^+_\pm \otimes \mathbb{C} T_d$ as a Lagrangian submanifold

$$L_\phi \subset \left( S_+, \sum_{\gamma \in \Gamma^+, k \geq 1} \frac{1}{k} dq_{k,\gamma}^+ \wedge dp_{k,\bar{\gamma}}^+ \right) \oplus \left( S_-, \sum_{\gamma \in \Gamma^-, k \geq 1} \frac{1}{k} dp_{k,\gamma}^- \wedge dq_k,\bar{\gamma} \right),$$

or rather a family of Lagrangian submanifolds parameterized by $T$:

$$L_\phi = \left\{ p_{k,\gamma}^- = k \frac{\partial \phi}{\partial q_{k,\bar{\gamma}}}, \quad q_{k,\gamma}^+ = k \frac{\partial \phi}{\partial p_{k,\bar{\gamma}}}; \quad \gamma \in \Gamma, k \geq 1 \right\}. \quad (18)$$

Axiom AM1 reduces to the following equation for $\phi$:

$$\left. \left( h^+(R^+(\Theta \cup d\Theta)) + h^-(R^-(\Theta \cup d\Theta)) \right) \right|_{L_\phi} = \partial \phi(\Theta). \quad (19)$$

In particular, when $d\Theta = 0$ we have:

$$\left. \left( h^+(R^+(\Theta)) + h^-(R^-(\Theta)) \right) \right|_{L_\phi} = 0. \quad (20)$$
Similarly, the composition rule (12) becomes the Legendre transform formula

$$\phi_0(q^{(1)}, p^{(0)}) = (\phi_{12}(q^{(2)}, p^{(1)}) + \phi_{01}(q^{(1)}, p^{(0)})) - \sum_{\gamma \in \Gamma^{(1)}, k \geq 1} k^{-1} q^{(1)}_{k, \gamma} p^{(1)}_{k, \gamma} \bigg|_{L},$$

where

$$L = \begin{cases} 
    p^{(1)}_{k, \gamma} = k \frac{\partial \phi_{01}}{\partial q^{(1)}_{k, \gamma}}, \\
    q^{(1)}_{k, \gamma} = k \frac{\partial \phi_{12}}{\partial p^{(1)}_{k, \gamma}}.
\end{cases}$$

We denote here by $\phi_{01}, \phi_{12}$ and $\phi_{02}$ the coefficient of $h^{-1}$ in the $h$-expansion of $\Phi_{01}, \Phi_{12}$ and $\Phi_{02}$, respectively.

The “chain-homotopy” equation (14) takes (assuming $d\Theta = 0$) the form of a Hamilton–Jacobi equation:

$$d\phi^{(s)} = \left\{ (h^+ + h^-), k^{(s)} \right\} \bigg|_{L^{q(p)}}.$$

1.5. SFT and differential equations. We explain in this section that the axioms of ALG$_{SFT}$ (e.g. equations (1), (8), (14)) associate with each object an infinite system of commuting differential operators. In the quasi-classical approximation these operators reduce to systems of Poisson commuting integrals. On the other hand, morphisms provide (formal) solutions of evolution (Schrödinger) equations corresponding to these operators. In the quasi-classical version ALG$_{SFT}^0$ morphisms provide solutions to Hamilton–Jacobi equations corresponding to the hierarchies of the commuting Hamiltonian functions.

Commuting differential operators. Consider an object in ALG$_{SFT}$ with the Hamiltonian $\mathbb{H}$. Take $\Theta \in \mathbb{V}^{d}$ with $d\Theta = 0$. Then $\mathbb{H}(\Theta) \in \frac{1}{\hbar} \mathbb{W} \otimes \mathbb{C} T_d$ satisfies the equation $\mathbb{H}(\Theta) \circ \mathbb{H}(\Theta) = 0$ for all values of the parameter $T = (t_{ij})$. Let us write $\mathbb{H}(\Theta) = G(T, \hbar, q, p)$ and differentiate the identity $G \circ G = 0$ in $T$-variables. We get

$$\left[ \frac{\partial G}{\partial t_{ij}}, G \right] = 0,$$

$$\left[ \frac{\partial G}{\partial t_{ij}}, \frac{\partial G}{\partial t_{kl}} \right] + \left[ \frac{\partial^2 G}{\partial t_{ij} \partial t_{kl}}, G \right] = 0,$$

where the commutators are taken according to the sign rules in the graded world. The first equation means that the elements $G_{ij} = \frac{\partial G}{\partial t_{ij}} \in \frac{1}{\hbar} \mathbb{W} \otimes \mathbb{C} T_d$ commute with the Hamiltonian, while the second one says that they commute among themselves after passing to homology of $\frac{1}{\hbar} \mathbb{W} \otimes \mathbb{C} T_d$ with the differential $DA = [A, G], A \in \frac{1}{\hbar} \mathbb{W} \otimes \mathbb{C} T_d$. Moreover, in many interesting examples we have $G|_{T=0} = 0$, and hence in this case

$$[G_{ij}|_{T=0}, G_{kl}|_{T=0}] = 0.$$
for all $i, j, k, l$. Recall that elements of $\frac{1}{\hbar}W$ have a representation as differential operators on the Fock space

$$\text{Fock} \otimes \text{CT}_d = \left\{ \sum_{k \geq 1} f_k(T) \hbar^k \right\}.$$ 

Hence, we get an infinite sequence of commuting differential operators $[G_{ij}]_{T=0}$ acting on $\text{Fock} \otimes \text{CT}_d$.

Let us write $G = \sum_0^\infty G(g) \hbar^{g-1}$, and, respectively, $G_{ij} = \sum_0^\infty G_{ij}(g) \hbar^{g-1}$, where $G_{ij}(g) \in \frac{1}{\hbar}P \otimes \text{CT}_d$. We also denote $g := G(0)$ and $g_{ij} := G_{ij}(0)$. Then in the quasi-classical approximation we get

$$\{ g_{ij} | T = 0, g_{kl} | T = 0 \} = 0, \quad (25)$$

provided that $g | T = 0 = 0$. In other words, $g_{ij} | T = 0 \in P, i = 1, \ldots, N, j \geq 0$, are Poisson commuting integrals.

Hence, the sequence of commuting differential operators $G_{ij} | T = 0 \in \frac{1}{\hbar}W$ is the (deformation) quantization of Poisson commuting Hamiltonians $g_{ij} | T = 0 \in P$.

**Morphisms in $$\text{ALG}_{SFT}$$ and evolution equations.** Let us consider a morphism between two objects, $\Phi : \Theta^+ \to \Theta^-$. Let $V$ be the phase space associated with the morphism. For $\Theta \in \mathbb{V}^d, d = (d_1, \ldots, d_N)$, such that $R^\pm(d\Theta) = 0$, we denote

$$G^\pm(S, q^\pm, p^\pm, \hbar) := \hbar^{ \pm (R^\pm(\Theta))},$$

$$\Phi(S, T, q^-, p^+, \hbar) := \Phi(\Theta \sqcup d\Theta),$$

where the variables $S, T$ generate $\text{CT}_{d_{\text{ext}}}, e = (d_1 + 1, \ldots, d_N + 1)$.

Then according to (8) we have for $\Phi = \Phi(S, T, q^-, p^+, \hbar)$ that

$$\sum_{i, j} s_{ij} \frac{\partial}{\partial t_{ij}} \Phi = e^{-\Phi} \left( [G^-(S, q^-, p^-, \hbar)] e^{\Phi} + e^{\Phi} [G^+(S, q^+, p^+, \hbar)] \right). \quad (26)$$

By differentiating both sides of (8) in variables $s_{ij}$ and then setting $S = 0$ we get

**Proposition 1.3.** Suppose that $G^\pm |_{S=0} = 0$. Then $\Phi(S, T, q^-, p^+, \hbar)$ satisfies the system of commuting evolution equations

$$\frac{\partial}{\partial t_{ij}}(S, T, q^-, p^+, \hbar)$$

$$= e^{-\Phi(S, T, q^-, p^+, \hbar)} \left( [G^-(i, j)] e^{\Phi(S, T, q^-, p^+, \hbar)} + e^{\Phi(S, T, q^-, p^+, \hbar)} [G^+(i, j)] \right), \quad (27)$$

where $G^\pm_{ij} := \frac{\partial G^\pm}{\partial s_{ij}} |_{S=0}^i, i = 1, \ldots, N, j \geq 0$. 


In the quasi-classical approximation the system (27) reduces to a system Hamilton–Jacobi equations for the evolution of the corresponding Lagrangian submanifold under the system of commuting Hamiltonian flows:

\[
\frac{d\phi}{dt_{ij}}(S, T, q^-, p^+) = \left( g^+_{ij}(q^-, p^-) + g^-_{ij}(q^+, p^+) \right)|_{\phi(S, T, q^-, p^+)}, \tag{28}
\]

\[i = 1, \ldots, k, \ j \geq 0.\]

2. Construction of the functor $SFT$

2.1. Beginning of the construction. The description of the functor $SFT$ which we present here is very sketchy, and only gives a very general picture of the structures involved in the construction. It also omits many very important points. In particular, in order to actually define the functor $SFT$ we need to restrict the geometric category by imposing certain genericity constraints. The actual construction of $SFT$ is a large project which is currently well under way (e.g. see [8], [25]), but not yet fully completed.

Let $O = (V, \Omega, \lambda, J)$ be an object in $\text{GEOM}_{SFT}$, i.e. a framed Hamiltonian structure, and $R$ the corresponding Reeb field. Let us begin building the corresponding object $\text{SFT}(O) \in \text{ALG}_{SFT}$.

Denote by $P$ the space of simple periodic orbits of the Reeb field $R$. Generically, periodic orbits are non-degenerate, i.e. the linearized Poincaré return map along each orbit has no eigenvalues equal to 1. If this is the case, then the number of orbits in $P$ of bounded period is finite. We will assume either that $R$ satisfies this non-degeneracy assumption, or the so-called Morse–Bott condition (see [5] for the precise definition) when periodic orbits are organized in submanifolds, and the flow of $R$ satisfies a certain non-degeneracy condition in the direction complementary to critical submanifolds.

Let $H^\ast(P)$ be the (de Rham) cohomology space of $P$. Choose a basis of $\Gamma$ represented by a finite or countable system of differential forms on $P$, such that the matrix of the Poincaré pairing has in this basis the form $\delta_{\gamma, \bar{\gamma}}$ for a certain involution $\gamma \mapsto \bar{\gamma}$ on $\Gamma$. Of course, in the non-degenerate case the space $P$ is discrete, and hence in this case there is a canonical basis of 0-forms, dual to individual orbits. In this case the involution $\gamma \mapsto \bar{\gamma}$ is the identity map.

In the non-degenerate case each $\gamma$ can be identified with an orbit from $P$. We then associate the variables $p_{\gamma, k}$ and $q_{\gamma, k}$ with the $k$-multiple cover of the orbit $\gamma$. Their $\mathbb{Z}/2$-grading is determined as follows. Let $A_{\gamma, k}$ be the linearized Poincaré return map for this $k$-multiple orbit. Then the variables $p_{\gamma, k}$ and $q_{\gamma, k}$ are even or odd graded depending on whether the Lefschetz number $\det(1 - A_{\gamma, k})$ is positive or negative. If some extra choices are made one can define the integral grading of the variables $p_{\gamma, k}$ and $q_{\gamma, k}$ but we will not discuss it in this paper. With the graded variables $p_{\gamma, k}$ and $q_{\gamma, k}$ introduced, we can then define the Weyl algebra $W$ and the space $\text{Fock}$. 
We will not discuss here the Morse–Bott case in full generality and only consider its extreme case described above in Example 1.2 (3), when \((V, \Omega, \lambda, J)\) is of fibration type. All orbits of \(R\) are closed in this case and the space \(P\) of simple periodic orbits coincides with \(M\). There exists a basis \(\Gamma\) of \(H^*(M) = H^* (P)\), and an involution \(\gamma \to \bar{\gamma}\) such that the Poincaré pairing in this basis is given by the matrix

\[(\gamma, \gamma') = \delta_{\gamma, \bar{\gamma'}}.\]

The \(\mathbb{Z}/2\)-degrees of the variables \(p_{\gamma,k}\) and \(q_{\gamma,k}\) coincide in this case with the degree of the corresponding cohomology classes \(\gamma \in H^*(M)\). The phase space \(V\) associated with \(SFT(\Theta)\) is the space of differential forms on \(V\) with the de Rham differential.

The main part of \(SFT(\Theta)\), the Hamiltonian \(H\), is defined in terms of moduli spaces of certain holomorphic curves in the cylinder \(V \times \mathbb{R}\) with an almost complex structure, still denoted by \(J\), which is defined by the following conditions.

- \(J\) is invariant with respect to translations \((x, t) \mapsto (x, t + c), (x, t) \in V \times \mathbb{R}\);
- \(J \frac{\partial}{\partial t} = R;\)
- the CR-structure induced on each slice \(V \times t\) coincides with the given CR-structure \(J\).

H. Hofer (see [27]) was the first who studied holomorphic curves in almost complex cylindrical manifolds of this type in his work on the Weinstein conjecture. He followed the pioneering work of M. Gromov (see [23]) who essentially created the new field of symplectic topology by introducing the technique of (pseudo-)holomorphic curves. Before considering the general case we sketch the construction in the very special, but already highly non-trivial case when \(V = S^1\).

### 2.2. The circle.

Consider Example 1.2 (3) for the special case when \(M\) is the point. In this case \(V = S^1 = \mathbb{R}/\mathbb{Z}\) and \(R = \frac{\partial}{\partial s}, s \in \mathbb{R}/\mathbb{Z}\). The complex structure \(J\) defined on the cylinder \(C = S^1 \times \mathbb{R}\) at the end of the previous section coincides in this case with the standard complex structure on the cylinder \(C = \mathbb{C}/\{z \sim z + 1\}\).

The space \(P\) consists of only one simple orbit, and hence \(\Gamma\) is just a point. Therefore, we have two infinite series of even variables \(p_k, q_k, k = 1, \ldots\), and the space \(F\) is the space of “scalar” Fourier series \(u(x) = \sum_{k=1}^{\infty} p_k e^{ikx} + q_k^{-ikx}\). The spaces \(F_+\) and \(F_-\) are formal analogs of spaces of holomorphic functions in the unit disc and its complement, which are equal to 0 at the origin or \(\infty\), respectively. The Weyl algebra \(W\) is generated by even elements \(p_k, q_k\) with \(k = 1, \ldots\), and an even element \(h\), and consists of formal power series

\[\sum_{n=0}^{\infty} \sum_{I} g_{I, n}(q) h^n p^I.\]
where \( g_{I,n}(q) \) are polynomials, the second sum is taken over all infinite multi-indices \( I = (i_1, i_2, \ldots) \) with finitely many non-zero entries, and \( p^I = p_1^{i_1} p_2^{i_2} \ldots \). All variables commute except that \([p_k, q_k] = k\hbar\).

By quantizing \([p_k] = k\hbar \frac{\partial}{\partial q_k}\) we represent elements of \( \frac{1}{\hbar} W \) as linear differential operators on the space Fock formed by power series \( \sum_{k \geq 0} f_k \hbar^k \), whose coefficients \( f_k \) are functionals on the space \( F_- \) (of "equal to 0 at \( \infty \) holomorphic functions \( u \) in the complement of the unit disc") which can be expressed as polynomials of Fourier coefficients of \( u \).

Next, we describe the Hamiltonian \( \mathbb{H} \). Let \((S, j)\) be a closed Riemann surface of genus \( g \) and \( F: S \to \mathbb{C}P^1 \) a meromorphic function with \( r_+ \) poles \((x_1, \ldots, x_{r_+})\) and \( r_- \) zeroes \((y_1, \ldots, y_{r_-})\) of multiplicities \( c = (c_1, \ldots, c_{r_+}) \) and \( b = (b_1, \ldots, b_{r_-}) \), respectively. By identifying \( \mathbb{C}P^1 \setminus \{0, \infty\} \) with the cylinder

\[
C = \mathbb{C}/[z \sim z + 1] = S^1 \times \mathbb{R}, \quad S^1 = \mathbb{R}/\mathbb{Z},
\]

we can equivalently view the function \( F \) as a map

\[
F = (f, a): S \setminus \{(x_1, \ldots, x_{r_+}) \cup \{y_1, \ldots, y_{r_-}\}\} \to C. \tag{29}
\]

With this interpretation we will call \( X = \{x_1, \ldots, x_{r_+}\} \) and \( Y = \{y_1, \ldots, y_{r_-}\} \) the sets of positive and negative punctures, respectively. If \( \varphi = e^{-\rho + i\varphi} \) is a local coordinate on \( S \) near a puncture \( x_i \in X \) where \( \rho \in (0, \infty) \), \( \varphi \in \mathbb{R}/2\pi\mathbb{Z} \), then the map \( F \) near this puncture can be written as

\[
s = f(\rho, \varphi), \quad t = a(\rho, \varphi),
\]

where \( f(\rho, \varphi) \xrightarrow{\rho \to \infty} \frac{c_i \varphi}{2\pi} \) and \( \frac{a(\rho, \varphi)}{\rho} \xrightarrow{\rho \to \infty} c_i \). In other words, at \( x_i \) the map \( F \) is asymptotic to the \( c_i \)-multiple circle \( S^1 = \mathbb{R}/\mathbb{Z} \) at \( +\infty \) of the coordinate \( t \). Similarly, at a puncture \( y_j \in Y \) the map \( F \) is asymptotic to the \( -b_j \)-multiple circle \( S^1 = \mathbb{R}/\mathbb{Z} \) at \( -\infty \) of the coordinate \( t \). For a fixed genus and fixed multiplicity vectors \( c = (c_1, \ldots, c_{r_+}) \) and \( b = (b_1, \ldots, b_{r_-}) \) we denote by \( \mathcal{M}_g(C; c, b) \) the moduli space of equivalence classes of meromorphic functions defined in (29). The integer vectors \( c \) and \( b \) are called the positive and negative ramification data. We will also denote by \( \mathcal{M}_{g,k}(C; c, b) \) a similar moduli space with \( k \) additional marked points (disjoint from \( X \) and \( Y \) and each other) \( z_1, \ldots, z_k \). The stability condition: \( g + 2k + r_+ + r_- \geq 3 \), is required to be satisfied. Notice that we do not fix a conformal structure on the surface and the configurations of punctures and marked points. Two maps are called equivalent if they differ by a conformal map \((S_g, j) \to (S_g, j')\) which preserves all punctures and marked points. We will also consider the quotient \( \mathcal{M}_{g,k}(C; c, b)/\mathbb{R} \) by translations of \( C = S^1 \times \mathbb{R} \) along the \( \mathbb{R} \)-factor.

The moduli space \( \mathcal{M}_{g,k}(C; c, b)/\mathbb{R} \) can be compactified by adding stable holomorphic buildings, see [8]. A stable building of height 1 is a stable nodal holomorphic curve in the sense of Kontsevich, i.e. an equivalency class of holomorphic maps defined
on a possibly disconnected Riemann surface with certain pairs of marked points (called special) required to be mapped to one point on $C$. The stability condition should be satisfied for each connected component, and the source surface must become connected after identifying points of each special pair. As above, the equivalence relation identifies buildings which differ by translation of $C$ along the $\mathbb{R}$-factor. A stable building $F$ of height $l > 1$ is a collection of stable buildings $F_1, \ldots, F_l$ of height 1, with the condition that the positive ramification data of the building $F_i, i = 1, \ldots, l - 1$, coincides with the negative ramification data of $F_{i+1}$. By definition, the negative ramification data of $F_1$ is the negative ramification data of $F$, and the positive ramification data of $F_l$ is the positive ramification data of $F$. The genus of $F$ is the genus of the surface obtained by gluing for each $i = 1, \ldots, l - 1$ the source surfaces of buildings $F_i$ and $F_{i+1}$ along their respective ends. The compactified moduli space will be denoted by $\mathcal{M}^{g,k}(C; c, b)$.

The evaluation map at the $j$-th marked points $z_j$ defines a map

$$\text{ev}_j : \mathcal{M}^{g,k}(C; c, b) \to S^1 = \mathbb{R}/\mathbb{Z}.$$  

To define the Hamiltonian $H$ we need to pick a system of forms. For our case of $S^1$ let us take $\Theta = (\theta_0 = 1, \theta_1 = ds)$. Then the corresponding algebra $\mathcal{CT}$ is generated by elements of the matrix $T = (t_{ij}), i = 0, 1, j \geq 0$, with even variables $t_0^j$ and odd variables $t_1^j$.

As it is customary in Gromov–Witten theory, we define correlators

$$\langle T, \ldots, T \rangle_{g,k,c,b} =$$

$$\int_{\mathcal{M}^{g,k}(C; c, b)} \left( \sum t_{ij} \text{ev}_1^*(\theta_i)c_1(L_1)^j \right) \land \cdots \land \left( \sum t_{ij} \text{ev}_k^*(\theta_i)c_1(L_k)^j \right),$$  

(30)

where $L_j, j = 1, \ldots, k$, is a tautological line bundle over $\mathcal{M}^{g,k}(C; c, b)$ which associates with each holomorphic curve (building) the cotangent line at the $j$-th marked point $z_j$.

Consider now the generating function $\mathcal{H} \in \frac{1}{\hbar} \mathcal{W} \otimes \mathcal{CT}_d$,

$$\mathcal{H} = \sum_{g \geq 0, k \geq 0, b, d} \frac{\langle T, \ldots, T \rangle_{g,k,c,b}}{k!(r_-)!} \hbar^{g-1} q^b p^c,$$

(31)

where $q^b = q_{b_1} \cdots q_{b_{r_-}}$, $p^c = p_{c_1} \cdots p_{c_{r_+}}$.

---

1The integration in this and other similar formulas should be understood either in the sense of the virtual cycle theory if one works in the algebro-geometric context, or literally but after an appropriate generic perturbation, see [23], [39]. In fact, to achieve transversality one needs sometimes to perturb in a class of objects more general than holomorphic curves. The relevant transversality theorem was first proven by K. Fukaya and K. Ono in [19] in the context of Floer homology theory. Following their work the transversality issues in Gromov–Witten theory were studied by several authors. H. Hofer, jointly with K. Wysocki and E. Zehnder, has recently developed a new functional analytic theory of polyfolds, which provides the most suitable set-up for handling transversality problems arising in SFT, see [25], [26]. One also needs to use coherent orientations of different moduli spaces, as it is described in [15].
The Hamiltonian $H$ can be quite explicitly written in this case, thanks to the results of A. Okounkov and R. Pandharipande, see [41].

First of all, it follows from the parity arguments that $H|_{T_1=0} = 0$, where we denote $T_i = (t_{ij})$, $j \geq 0$, $i = 0, 1$. Hence,

$$H = \sum_{j \geq 0} t_{ij} \mathbb{H}_j + o(T) \quad (32)$$

Let us introduce a new variable $y$ and define a generating function for the sequence of operators $G_j = H|_{T_0=0}$:

$$G(y) = \sum_{j=0}^{\infty} G_j y^j.$$ 

Take $u(x) = \sum_{k=1}^{\infty} p_k e^{ikx} + q_k e^{-ikx} \in F$ and denote by $\phi(x)$ the function determined by equations

$$\phi'(x) = u(x), \quad \phi(0) = 0.$$ 

In other words,

$$\phi(x) = -i \sum_{k=1}^{\infty} \left( \frac{p_k}{k} e^{ikx} - \frac{q_k}{k} e^{-ikx} \right).$$

Let us also set $\hbar = \lambda^2$. Then we have

$$G(y)[u] = \frac{1}{2\pi \lambda^2 y^2 s(\lambda y)} \int_{0}^{2\pi} dx \left( e^{\frac{i\lambda y}{2}} (\phi(x - \frac{i\lambda y}{2}) - \phi(x + \frac{i\lambda y}{2})) - 1 \right), \quad (33)$$

where

$$s(u) = \frac{2 \sinh \frac{u}{2}}{u}.$$ 

Let us write explicitly a few first terms $G_k$:

$$G_0 = \frac{1}{2\pi \hbar} \int_{0}^{2\pi} \frac{u^2}{2} dx;$$

$$G_1 = \frac{1}{2\pi \hbar} \int_{0}^{2\pi} \frac{u^3}{6} dx; \quad (34)$$

$$G_2 = \frac{1}{2\pi} \int_{0}^{2\pi} \left( \hbar^{-1} \frac{u^4}{24} + \frac{u^2}{12} - \frac{uu''}{6} \right) dx.$$
It is interesting to note that the genus 0 term of $G_k$, $k \geq 0$, i.e. the coefficient of $\hbar^{-1}$, is equal to

$$G_k^{(0)} = \frac{1}{2\pi} \int_0^{2\pi} \frac{u^{k+2}}{(k+2)!} dx.$$ 

These are commuting integrals of the dispersionless KdV, or Burgers integrable hierarchy, and hence the operators $[G_k]$ acting on Fock, provides the deformation quantization of this hierarchy.

### 2.3. Case of a general Hamiltonian structure

In order to define $H$ for a general Hamiltonian structure $(V, \Omega, \lambda, J)$ we consider moduli spaces of $J$-holomorphic curves in the cylindrical almost complex manifold $(W = V \times \mathbb{R}, J)$.

Notice that for our choice of $J$ the cylinder $\gamma \times \mathbb{R} \subset W$ over a trajectory $\gamma$ of the Reeb field $R$ is always a $J$-holomorphic curve. Given a $J$-holomorphic map $F$ of a punctured disk $D^2 \setminus 0 \to W$ with the coordinate $z = e^{-\rho+i\phi}$, we say that the map $F = (f, a)$ is asymptotically cylindrical over a periodic orbit $\gamma$ of the Reeb field $R$ at $+\infty$ (resp. at $-\infty$) if $\lim_{\rho \to +\infty} a(z) = +\infty$ (resp. $-\infty$), and $\lim_{\rho \to +\infty} f(z) = \tilde{f}(\pm \frac{T\phi}{2\pi})$, where the map $\tilde{f} : [0, T] \to V$ parameterizes the trajectory $\gamma$ in such a way that $R$ is its velocity vector, and $T$ is the period of $\gamma$.

Let $S = S_g$ be a compact Riemann surface of genus $g$ with a conformal structure $j$, with $r_+$ punctures $x = \{x_1, \ldots, x_{r_+}\}$, called positive, $r_-$ punctures $y = \{y_1, \ldots, y_{r_-}\}$, called negative, and also $k$ marked points $z_1, \ldots, z_k$, disjoint from each other and the punctures.

Given two vectors $c = (c_1, \ldots, c_{r_+})$ and $b = (b_1, \ldots, b_{r_-})$ of positive integers we consider moduli spaces $M_{g,k}(W, J; c, b)$ of $(j, J)$-holomorphic curves

$$(S_g \setminus (x \cup y), j) \to (W, J)$$

with $k$ marked points $z_1, \ldots, z_k$, which are asymptotically cylindrical over a $c_i$-multiply covered periodic orbit from $\mathcal{P}$ at the positive end at the puncture $x_i$, and asymptotically cylindrical over a $(-b_j)$-multiply covered periodic orbit at the negative end at the puncture $y_j$. We will also consider the quotient $\mathcal{M}(W, J; c, b)/\mathbb{R}$ of the space $M_{g,k}(W, J; c, b)$ by translations along the $\mathbb{R}$-factor.

For our distinguished structure $J$, the holomorphic curve equation takes the form

$$\pi \circ df \circ j = J \circ \pi \circ df$$

$$da = (f^*\lambda) \circ j.$$ \hspace{1cm} (35)

Notice that the second equation just means that the form $f^*\lambda \circ j$ is exact on $S$ and that the function $a$ is a primitive of the 1-form $f^*\lambda \circ j$. Thus the holomorphicity condition for $F = (f, a)$ is essentially just a condition on its $V$-component $f$. If $\tilde{f}$ satisfies the first of the equations (35) and the form $(f^*\lambda) \circ j$ is exact then the coordinate $a$ can be reconstructed uniquely up to an additive constant on each connected component
of $S$. Therefore, an element $F \in \mathcal{M}_{g,k}(W, J; c, b)$ is uniquely determined by its $V$-component $f$, which is a surface bounded by multiply covered orbits from $\mathcal{P}$.

Given $\alpha \geq 0$, let us denote by $\mathcal{M}_{g,k}^\alpha(W, J, c, b)$ the subspace

$$\mathcal{M}_{g,k}(W, J, c, b) \cap \left\{ \int_{S_g} F^* \omega \leq \alpha \right\}.$$

The quotient space $\mathcal{M}_{g,k}^\alpha(W, J, c, b)$ has a compactification $\overline{\mathcal{M}}_{g,k}^\alpha(W, J, c, b)$ by holomorphic buildings\(^2\) (see [8]), similar to the one considered above for the case $V = S^1$. We denote

$$\overline{\mathcal{M}}_{g,k}^\alpha(W, J, c, b) = \bigcup_{\alpha \geq 0} \overline{\mathcal{M}}_{g,k}^\alpha(W, J, c, b)$$

and

$$\overline{\mathcal{M}}_{g,m}^\alpha(W, J) = \bigcup_{k,c,b} \overline{\mathcal{M}}_{g,k}^\alpha(W, J, c, b).$$

The space $\overline{\mathcal{M}}_{g,m}^\alpha(W, J)$ may consists of different components,

$$\overline{\mathcal{M}}_{g,m}^\alpha(W, J) = \bigcup C_i.$$

Given $F \in C_i$, we denote by $\mu_i$ its symplectic area $\int_{S_g} F^* \omega$, which depends only on the component $C_i$.

By using the notation $\overline{\mathcal{M}}_{g,m}^\alpha(W, J)$ we put the punctures and the marked points on the equal footing. Keeping up with this point of view, let us consider the disjoint union

$$X = \coprod_{-\infty}^{\infty} \mathcal{P}_j,$$

where

$$\mathcal{P}_j = \begin{cases} \mathcal{P} & \text{if } j \neq 0, \\ V & \text{if } j = 0, \end{cases}$$

and supply each $\mathcal{P}_j$, $j \neq 0$, with an identical copy $\Gamma^{(j)}$ of the basis $\Gamma$ of $H^*(\mathcal{P})$.

Consider an evaluation map

$$\text{ev} = (\text{ev}_1, \ldots, \text{ev}_m) : \overline{\mathcal{M}}_{g,m}^\alpha(W, J) \to X \times \cdots \times X$$

which associates

\(^2\)In the Morse–Bott case one also needs to add to the compactification the so-called generalized holomorphic buildings, see [5] and [8].
– with each marked point $z_i$ its value $f(z_i) \in V = \mathcal{P}_0$,
– with each positive puncture $x_i$ the corresponding periodic orbit in the $\mathcal{P}_k$-copy of $\mathcal{P}$, where $k = c_i$ is its multiplicity,
– with each negative puncture $y_i$ the corresponding periodic orbit in the $\mathcal{P}_{-k}$-copy of $\mathcal{P}$, where $k = b_i$ is its multiplicity.

Choose a system of closed forms $\Theta = (\theta_1, \ldots, \theta_N)$ and associate with it a matrix $T = (t_{ij})$ of graded variables. Consider the following formal expression ("general cohomology class of $X$ with descendents")

$$Z = \sum_{i=1}^{n} \sum_{j=0}^{\infty} t_{ij} \theta_i \cdot \gamma^j + \sum_{k=1}^{\infty} p_{\gamma,k} \gamma^{(k)} + q_{\gamma,k} \gamma^{(-k)},$$

where $\gamma^{(j)}$ denotes the copy of $\gamma \in \Gamma$ in $\Gamma^{(j)}$, $j \neq 0$, and set

$$\text{ev}^*_l Z = \sum_{i=1}^{n} \sum_{j=0}^{\infty} t_{ij} \text{ev}^*_l \theta_i \cdot (c_1(L_l))^j + \sum_{k=1}^{\infty} p_{\gamma,k} \text{ev}^*_l \gamma^{(k)} + q_{\gamma,k} \text{ev}^*_l \gamma^{(-k)},$$

where the line bundles $L_l$ over $\overline{M}_{g,m}(W, J)$ have the same meaning as in Section 2.2 above. Define the correlator

$$\langle Z, \ldots, Z \rangle_g = \sum_{j=1}^{\infty} z^{(j)} \int_{C_j} \text{ev}^*(Z \otimes \cdots \otimes Z),$$

where the sum is taken over all components of $\overline{M}_{g,m}(W, J)$.

**Remark 2.1.** Note that by introducing exponents $z^{(j)}$ in the definition of the correlators we effectively extended the coefficient ring from $\mathbb{C}$ to a certain Novikov ring (of Puiseux power series $\sum_{j} a_j z^{(j)}$). This was done to avoid infinities in (36). However, it is not absolutely necessary to do that, and one can ignore these weights by setting $z = 1$ in most of the cases. For instance, for Hamiltonian structures of contact type there are always only finitely many terms in the sum which contribute in (36) to the coefficient of a fixed monomial of $q$, $p$ and $\hbar$ variables. But even in the most general situation one can alternatively deal with this problem by requiring the string of forms $\Theta$ to contain closed 2-forms which form a basis of $H^2(V)$ (this approach is similar to the divisor equation in the Gromov–Witten theory).

Finally, we define the Hamiltonian

$$\mathbb{H}(\Theta) = \sum_{g=0}^{\infty} \sum_{m=0}^{\infty} \frac{1}{m!} (Z, \ldots, Z)_g \hbar^{m-1}.$$
Note that all terms of $\mathbb{H}$ have the same odd degree (and, in fact, degree 1 if the grading is upgraded to $\mathbb{Z}$ from $\mathbb{Z}/2$), because we integrate over the moduli spaces quotiented by the $\mathbb{R}$-action.

The “master equations” (1) and (16) follow from Stokes’ formula combined with the description of the boundary of the corresponding moduli spaces.

All the other necessary constructions to build the functor $SFT$ are done in the same spirit. Consider, for instance, a framed cobordism $(W, \Omega, J)$ which realizes a morphism $\Phi: \mathcal{O}^+ \to \mathcal{O}^-$ between two framed Hamiltonian structures

$$\mathcal{O}^\pm = (V^\pm, \Omega^\pm, \lambda^\pm, J^\pm).$$

The phase space $\mathcal{V}$ associated with this cobordism is the space of differential forms on $W$, and $R^\pm$ are the restriction homomorphisms to $V^\pm$.

Take $\Theta \in \hat{\mathcal{V}}^d$ and associate with it the corresponding graded algebra $\mathbb{C}T_d$. To define the potential $\Phi \in \frac{1}{2}A^+ \otimes \mathbb{C}T_d$ we attach to the cobordism cylindrical ends corresponding to framed Hamiltonian structures $\mathcal{O}^\pm$,

$$\hat{W} = (V^- \times (-\infty, 0]) \cup W \cup (V^+ \times [0, \infty)),$$

and consider the compactified moduli space of holomorphic curves in $\hat{W}$ asymptotically cylindrical to periodic orbits of the Reeb field $R_+$ at the positive end, and the orbits of $R_-$ at the negative one. Then the correlators and the potential are defined by the formulas similar to (36) and (37) with one very important difference: in this situation there is no $\mathbb{R}$-action on the moduli space, and hence the integrals should be evaluated on the moduli space itself, rather than its quotient by the $\mathbb{R}$-action, as was done for the Hamiltonian. The implication of this is that the potential, unlike the Hamiltonian, has an even degree (in fact, degree 0 if the grading is upgraded to $\mathbb{Z}$ from $\mathbb{Z}/2$). As in the case of the Hamiltonian, the structural equation (8) is a consequence of Stokes’ formula and the description of the boundary of the corresponding moduli space.

Note that if the symplectic manifold $W$ is closed, i.e. it is a cobordism between empty Hamiltonian structures, then the corresponding SFT-potential $\Phi(\Theta) \in \mathbb{C}T_d$ is just the descendant potential of the Gromov–Witten theory.

2.4. The 3-sphere. Let us consider here an example when $V = S^3$, $\lambda$ is the standard contact form whose Reeb field generates the Hopf fibration, $J$ is the CR-structure induced from $\mathbb{C}^2$ on the round sphere. This is a pre-quantization space, so it fits into both, the contact and the fibration cases in the sense of Example 1.2.

The manifold $(W, J)$ can be equivalently described here either as $\mathbb{C}^2 \setminus 0$, or the total space of the canonical degree 1 complex line bundle $L$ over $\mathbb{C}P^1$ minus the 0-section. In the second interpretation a holomorphic curve from $\mathcal{M}(W, J, c, b)$ can be viewed as a pair $(h, \psi)$, where $h: S_g \to \mathbb{C}P^1$ is a holomorphic curve, and $\psi$ is a meromorphic section of the induced complex line bundle $h^*L$ over $S_g$. The punctures
from $x$ and $y$ correspond to zeroes and poles of this section, respectively, while the vectors $c$ and $b$ appear as the multiplicities of zeroes and poles.

Take a basis of $H^*(\mathbb{C}P^1)$ which consists of $\gamma_0 = 1$ and the harmonic form $\gamma_2$ with $\int_{\mathbb{C}P^1} \gamma_2 = 1$. The Poincaré duality involution acts as $\gamma_0 = \gamma_2$. Thus the Weyl algebra $\mathcal{W}$ is generated by even graded variables $p_0 = p_{y0,k}$, $p_2 = p_{y2,k}$, $q_0 = q_{y0,k}$, and $q_2 = q_{y2,k}$, $k \geq 1$. We organize them into formal Fourier series

$$u_0(x) = \sum_{k=1}^{\infty} p_0 e^{ikx} + q_0 e^{-ikx}, \quad u_2(x) = \sum_{k=1}^{\infty} p_2 e^{ikx} + q_2 e^{-ikx}, \quad u = (u_0, u_2).$$

Let us choose a basis $\{\theta_0 = 1, \theta_3\}$ of $H^*(S^3)$, where $\theta_3$ is a harmonic 3-form with $\int_{S^3} \theta_3 = 1$, as the required string $/Theta1$ of differential forms. The algebra $\mathcal{G}$ in this case is generated by $T = (T_0, T_3)$, where $T_i = (t_{ij})$, $i = 0, 3$; $j \geq 0$. The variables $t_{0j}$ are even, while $t_{3j}$ are odd.

As was shown in [15], the genus 0 part $\mathbb{H}^{(0)}$ of the Hamiltonian $\mathbb{H}$ can be explicitly reconstructed in terms of the genus 0 descendent Gromov–Witten potential of $\mathbb{C}P^1$ (in fact, this is a general phenomenon for all Hamiltonian structures of fibration type). In particular, we get

$$G_0 = \frac{1}{2\pi} \int_0^{2\pi} \left( \frac{(t_0 + u_0(x))^2}{2} + e^{u_2(x) - ix} \right) dx,$$

and the Hamiltonian equations for the Hamiltonian $G_0$ can be written as

$$\dot{u}_0(x) = -i \frac{d}{dx} (e^{u_2(x) - ix}),$$

$$\dot{u}_2(x) = -i \frac{du_0}{dx} (x),$$

or $\ddot{u}_2 = -\frac{d^2}{dx^2} (e^{u_2 - ix})$, where the dot denotes the time derivative.

As was pointed out to me by B. Dubrovin, this is the continuous limit of the Toda lattice. The other $G_i$ are Poisson commuting integrals of this integrable hierarchy. Hence, if one were to explicitly write for this example the terms of the expansion of the full Hamiltonian $\mathbb{H}$ (and not only of its genus 0 term $\mathbb{H}^{(0)}$) then this would provide the quantum commuting integrals for the quantization of the Toda system (39).\footnote{One can extract from the work [38] an explicit, though quite complicated recurrent procedure for writing down the expansion of the full Hamiltonian $\mathbb{H}$ in terms of the descendent Gromov–Witten potential of $\mathbb{C}P^1$.}
is, in fact, a certain relative genus 0 Gromov–Witten invariant. Coefficients in its expansion in \( t \) and \( p \) variables count the numbers of rational curves in \( \mathbb{C}P^2 \) which pass through a given number of fixed points and have a prescribed tangency pattern to a fixed complex line \( C \subset \mathbb{C}P^2 \). According to (28) \( \phi(t,p) \) can be computed as a solution of a Hamilton–Jacobi equation associated with the Hamiltonian flow (39). Let \( E' : F \to F \) be the (formal, i.e. understood in terms of formal power series) Hamiltonian flow defined by the equation (39). Take the Lagrangian subspace \( F_+ = \{(u_+,0)\} = \{q = 0\} \subset F \) and denote by \( L' \) its image \( E'(F_+) \) under the flow \( E' \). Then \( \phi(t,p) \) is the generating function for \( L(t) \) in the sense of (18), i.e.

\[
L(t) = L_{\phi} = \left\{ q_{k,0} = k \frac{\partial \phi}{\partial p_{k,2}}, \quad q_{k,2} = k \frac{\partial \phi}{\partial p_{k,0}}, \quad k \geq 1 \right\}.
\]

Let us switch to the \((u_-, u_+)-\)notation, i.e. write \( u_- \) for \( q \) and \( u_+ \) for \( p \), and apply a standard symplectic-geometric procedure for computing the generating function in terms of the Lagrangian submanifold which it defines. Let us define \( L_t \) by an explicit equation \( u_- = f^t(u_+) \) (i.e. exclude \( v \) from the parametric equations \( (u_+, u_-) = E'(v, 0), \ v \in F_+ \)). Then we have

\[
\phi(t,u_+) = -\frac{i}{2\pi} \int_0^1 \int_0^{2\pi} \left\langle f^t(su_+(x)), \frac{du_+(x)}{dx} \right\rangle dx ds, \tag{40}
\]

where \( \langle \cdot, \cdot \rangle \) is a bilinear form on \( \mathbb{C}^2 \) with the matrix \((0 \ 1)
\(1 \ 0)\). It is interesting to note that the value of the functional \( \phi(t,u_+) \) at the point \( \overline{u}_+ = (ze^{ix}, 0) \), i.e. the function

\[
g(t, z) = \phi(t, \overline{u}_+) = z \int_0^1 f^t_{(2,1)}(sz e^{ix}) \ ds, \tag{41}
\]

where we write

\[
f^t = (f^t_0, f^t_2) = \left( \sum_{k=1}^{\infty} f_{0,k}^t e^{-ikx}, \sum_{k=1}^{\infty} f_{2,k}^t e^{-ikx} \right),
\]

is the generating function

\[
g(t, z) = \sum_{d=1}^{\infty} \sum_{m=1}^{\infty} N_{d,k} t^m z^d
\]

for the numbers \( N_{d,k} \) of rational curves of degree \( d \) which pass through \( m \) points in general position in the complex projective plane.\(^4\) In order to get (41) from (40) one needs to split \( \mathbb{C}P^2 \) along a boundary of a tubular neighborhood of \( \mathbb{C}P^1 \subset \mathbb{C}P^2 \) and apply the gluing formula (21), see [15].

\(^4\)As it is well known, the coefficients \( N_{d,k} \) vanish unless \( k = 3d - 1 \), and we have \( N_{1,2} = 1, N_{2,5} = 1, N_{3,8} = 12, N_{4,11} = 620, \ldots \). Several recursion relations, beginning from the one discovered by M. Kontsevich in [32], are known for computing the coefficients \( N_{d,k} \).
3. Invariants of contact manifolds and other applications of SFT

3.1. Invariants of contact manifolds. Defining invariants of contact manifolds was one of the primary motivations for the SFT project.

Let \((V, \lambda, J)\) be a framed Hamiltonian structure of contact type. Choose a system of closed forms \(\Theta = (\theta_1, \ldots, \theta_N)\) which represents a basis of the cohomology \(H^*(V)\) and consider the corresponding Hamiltonian

\[
\mathbb{H}(\Theta) = \sum_{g=0}^{\infty} H^{(g)}(T, q, p) h^{g-1}.
\]

Consider the following SFT objects which can be associated with \((V, \lambda, J)\):

1. The Weyl differential algebra \((\mathcal{W} \otimes \mathcal{C T}_d, D)\), where
   \[
   DA = [A, \mathbb{H}(\Theta)], \quad \mathbb{H}(\Theta) \in \frac{1}{h} \mathcal{W} \otimes \mathcal{C T}_d.
   \]

2. The space \(\text{Fock} \otimes \mathcal{C T}_d\) with the differential\(^5\)
   \[
   Df = [\mathbb{H}(\Theta)] f, \quad f \in \text{Fock} \otimes \mathcal{C T}_d.
   \]

3. The Poisson differential algebra \((\mathcal{P} \otimes \mathcal{C T}_d, d)\) with the differential
   \[
   dA = \{A, \mathbb{H}^{(0)}(\Theta)\}, \quad A \in \mathcal{P} \otimes \mathcal{C T}_d.
   \]

4. The differential algebra \((\text{fock} \otimes \mathcal{C T}_d, \partial)\) where \(\text{Fock} = \text{fock}[h]\) and the differential \(\partial\) is defined as follows. Consider the expansion
   \[
   \mathbb{H}^{(0)}(\Theta) = \sum_{\gamma \in \Gamma, k \geq 1} h_{k, \gamma}(q, T) p_{k, \gamma} + o(p). \tag{42}
   \]
   Then we define
   \[
   \partial q_{k, \gamma} = k h_{k, \gamma}(q, T)
   \]
   and extend \(\partial\) to the whole algebra using the Leibnitz rule.

In all the above cases the corresponding homology, together with all the inherited algebraic structures, is an invariant of the contact manifold \((V, \xi = \{\lambda = 0\})\) (see [15]), and thus independent of the choice of \(J\), the contact form \(\lambda\), and the representatives \(\theta_j\) of the corresponding cohomology classes of \(H^*(V)\). Moreover, the homotopy types of the corresponding differential algebras are also invariants of \((V, \xi)\).

However, sometimes it is possible to define a simpler, easier computable contact invariant. Let us restrict the discussion to the case when the set of forms \(\Theta\) is empty or, equivalently, set \(T = 0\). The differential \(\partial\) in Case 4 can be viewed as a vector field

\[
\partial(q) = \sum_{k, \gamma} k h_{k, \gamma}(q) \frac{\partial}{\partial q_{k, \gamma}}
\]

\(^5\)The algebraic structure of \((\text{Fock} \otimes \mathcal{C T}_d, D)\) can be described in terms of the BV\(_\infty\)-formalism, see [9].
on the space with coordinates \( q_{k,\gamma} \). Suppose there are constants \( a_{k,\gamma} \in \mathbb{C} \) such that \( \partial(a) = 0 \), where \( a = \{ a_{k,\gamma} \} \). Then one can define the linearized homology of the algebra \((\text{fock}, \partial)\) at the point \( a \). More precisely, following Yu. Chekanov [11] we define an augmentation of the algebra \((\text{fock}, \partial)\) as a graded chain homomorphism \( \varepsilon : (\text{fock}, \partial) \to (\mathbb{C}, 0) \). In other words, this means that \( \partial(a) = 0 \) where \( a = \{ a_{k,\gamma} = h(q_{\gamma,k}) \} \) and \( a_{k,\gamma} = 0 \) unless \( a_{k,\gamma} \) has grading 0. The linearized complex is defined as

\[
(\text{fock}_{d \geq 1}/\text{fock}_{d \geq 2}, d_{\varepsilon} = \phi_{\varepsilon} \circ \partial \circ \phi_{\varepsilon}^{-1}),
\]

where \( \text{fock}_{d \geq m} \) denotes the ideal in \( \text{fock} \) generated by monomials of degree \( \geq m \), and the algebra homomorphism \( \phi_{\varepsilon} : \text{fock} \to \text{fock} \) is defined on the generators \( q_{k,\gamma} \) as the shift \( q_{k,\gamma} \mapsto q_{k,\gamma} + a_{k,\gamma} \). It turns out that if the algebra \((\text{fock}, \partial)\) admits a unique augmentation for a certain choice of \( \lambda \) and \( J \), then for any other choice the corresponding algebra admits an augmentation \( \varepsilon \), and the homology of the complex (43) is independent of choices of \( \lambda, J \) and \( \varepsilon \), and hence it is an invariant of the contact structure \( \xi \), see [11] and [7]. This homology, denoted \( CH_{\varepsilon}(V, \xi) \) is usually called cylindrical contact homology because in all known cases when this homology is defined, there exists a class of forms for which \( \partial(0) = 0 \), and hence the differential of the linearized complex (43) is determined by holomorphic cylinders. If the cylindrical contact homology is defined then all the other algebraic structures described in examples 1–4 can be interpreted as certain (co-)homological operations on \( CH_{\varepsilon}(V, \xi) \).

Here are some examples when cylindrical contact homology is well defined and can be computed:

a) **Subcritical Stein-fillable contact manifolds.** \( (V, \xi) \) is called Stein fillable if it appears as a strictly pseudo-convex boundary of a Stein domain \( W \). The subcriticality means that \( W \) has a homotopy type of a CW-complex of dimension \( < \dim_{\mathbb{C}} W \). Under an additional assumption \( c_1(\xi) = 0 \), M.-L. Yau (see [50]) proved that the cylindrical contact homology is well defined. She also computed it in terms of \( H_{\varepsilon}(W) \). It seems likely that the condition \( c_1(\xi) = 0 \) can be removed.

b) **Prequantization spaces.** Cylindrical contact homology of a prequantization space \( (V, \xi) \) of a symplectic manifold \( (M, \omega) \) is well defined and can be expressed through the homology \( H_{\varepsilon}(M) \), see [15] and [5]. Note that by juxtaposing the computations in a) and b) one gets non-trivial restrictions on the topology of symplectic manifolds with subcritical polarizations in the sense of [4] (e.g. complex projective manifolds admitting a hyperplane section whose complement is a subcritical Stein manifold).

c) **Spaces of co-oriented contact manifolds.** Given an oriented \( n \)-dimensional closed \( M \), the cylindrical contact homology of its unit cotangent bundle \( ST^*M \) is always well defined, and we have \( CH_{\varepsilon}(ST^*M) = H_{\varepsilon}^{S^1}(\Lambda(M), M) \) where \( H_{\varepsilon}^{S^1}(\Lambda(M), M) \) is the equivariant homology of the free loop space modulo constant loops. See [49], [43], [1], [9] for related results.
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**d) Brieskorn varieties.** I. Ustilovsky (see [48]) computed contact homology of certain Brieskorn spheres. His computation implied existence of infinitely many non-isomorphic contact structures on spheres of dimension $4k + 1$. F. Bourgeois ([5]) and O. van Koert ([33]) extended Ustilovsky’s computations to a large class of other Brieskorn varieties.

**e) Toroidal 3-manifolds.** It was shown in [15] and [5] that cylindrical contact homology distinguish all the contact structures on $T^3$ (there are infinitely many of them according to E. Giroux, see [22]). F. Bourgeois and V. Colin, see [6], generalized this computation to toroidal (i.e. containing an incompressible torus) irreducible 3-manifolds and as a consequence showed that such manifolds have infinitely many non-isotopic (universally) tight contact structures. This result should be contrasted with a theorem of V. Colin, E. Giroux and Ko Honda, see [12], which states that atoroidal irreducible 3-manifolds may admit only finitely many non-isotopic tight contact structures.

**f) Exact triangle for Legendrian surgery.** In [7] F. Bourgeois, T. Ekholm and the author found an exact triangle which relates cylindrical contact homology before and after surgery along a Legendrian sphere, and a certain cyclic complex associated to the differential algebra of the Legendrian sphere, see discussion of relative SFT in Section 3.3 below. This exact triangle is tightly related to Seidel’s exact triangle describing an effect of a symplectic Dehn twist on Floer homology, see [44] and [45].

F. Bourgeois computed in his dissertation [5] cylindrical contact homology for a number of other interesting examples (e.g. for $T^k$-invariant contact structures constructed by R. Lutz in [37] on some $(2k + 1)$-manifolds). Most recently, V. Colin and K. Honda, see [28], announced a result that the cylindrical contact homology is defined and not trivial for a large class of tight contact 3-manifolds. This theorem implies the Weinstein conjecture (i.e. existence of periodic orbits of the Reeb flow) for this class of contact 3-manifolds. It seems likely that cylindrical contact homology is well defined at least for all Stein fillable, or maybe even more generally, symplectically fillable contact manifolds. Note that the algebra $(\text{fock}, \delta)$ for symplectically fillable contact manifolds always admits an augmentation (see [7]), which is unique in all known cases for an appropriate choice of $\lambda$ and $J$.

### 3.2. Topological invariants via SFT

There are several canonical constructions which associate with smooth manifolds and their submanifolds symplectic and contact manifolds and their Lagrangian and Legendrian submanifolds. Here are a few examples:

1. Given a smooth closed $n$-manifold, one can associate with it its cotangent bundle $T^*M$ with its canonical symplectic form $\omega = dp \wedge dq$, or its unit cotangent bundle (the space of co-oriented contact elements) $ST^*M$ with its canonical contact structure $\xi$ given by the contact form $pdq|_{ST^*M}$. 
(2) Given a submanifold \( K \subset M \) one can associate with \( K \) its Lagrangian conormal bundle \( L_K \subset T^*M \), or its Legendrian lift \( \Lambda_K \subset T^*M \), formed by co-oriented hyperplanes tangent to \( K \).

(3) Here is another interesting variant of this construction. Let \( M \) be a compact manifold with boundary \( N \). Choose a metric on \( M \) and take a smooth function \( \rho: M \to \mathbb{R}_+ \) which is positive on the interior of \( M \) and such that \( \rho(q) = \text{dist}(q, N) \) for \( q \in M \) close to the boundary \( N = \partial M \). Let \( U \subset T^*M \) be a neighborhood of \( M \) in \( T^*M \) defined by

\[
U = \{(q, p) \in T^*M; \|p\|^2 \leq \rho(q)\}.
\]

Take the function \( H(q, p) = p(\nabla \rho(q)) \). Then \( d(pdq - dH) = \omega \), and it is straightforward to check that the form \( \lambda = (pdq - dH)|_{\partial U} \) is a contact form. In other words, \( V = \partial U \) is a contact type hypersurface and the contact manifold \((V, \zeta = \{\lambda = 0\})\) depends only on the smooth manifold \( M \), up to an isotopic to the identity contactomorphism. Then \( N \subset V \) is a Legendrian submanifold in \( V \) whose Legendrian isotopy class is another smooth invariant of \( M \).

(4) Moreover, note that the involution \( \text{inv}(p) = -p \) interacts well with all the above structures. For instance, it induces an anti-symplectic involution of \( T^*M \), a contact, co-orientation reversing involution of the space of co-oriented contact elements \( ST^*M \) and of the contact manifold \( V \) in (3). In that example the Legendrian manifold \( N \) is the fixed point set of \( \text{inv} \), while \( \text{inv} \) induces an involution of the Lagrangian \( L_K \) and Legendrian \( \Lambda_K \) in (2).

The author believes that all the above canonical symplectic and contact constructions retain a lot of information about the differential topology of the manifold \( M \), or the pair \((M, K)\). For instance, let \( \Sigma \) be a homotopy \( n \)-sphere with an exotic smooth structure.

\begin{itemize}
  \item \textit{Are the cotangent bundles \( T^*\Sigma \) and \( T^*S^n \) symplectomorphic?}\footnote{This question I first heard 18 years ago from G. Mess.}
  \item \textit{Are the spaces of contact elements \( ST^*\Sigma \) and \( ST^*S^n \) contactomorphic?}
  \item \textit{Can any gauge-theoretic invariants of a 4-manifold \( M \) (and maybe even its smooth type) be recovered from the symplectic and contact information about \( T^*M \) and \( ST^*M \) ?}
\end{itemize}

Note that as smooth manifolds, \( T^*M \) and \( ST^*M \) depend only on the (tangential) homotopy type of \( M \), and hence all the subtle differential-topological information gets lost this way.

Recently M. Abouzaid and P. Seidel [2] developed a program for proving that certain homotopy spheres do not admit Lagrangian embeddings into \( T^*S^n \). This would answer negatively to the first question for this class of homotopy spheres. In the Legendrian version of example (2) one can try to use the differential algebra of
the Legendrian submanifold $\Lambda_K$ as a tool to detect topological invariants of the knot $K \subset M$. L. Ng successfully used this construction for knots in $\mathbb{R}^3$ and recovered this way a wealth of invariants. For instance, he proved (see [40]) that even the simplest linearized version of this algebra homology already encodes the Alexander polynomial, and also, essentially, the so-called $A$-polynomial. In particular, this linearized homology distinguishes the unknot — any knot which has the same Ng invariant as the unknot is actually the unknot.

It is interesting to apply construction (4) to a 3- or 4-manifold whose boundary $N$ is a sphere, and then compute the equivariant homology of the differential algebra of the Legendrian submanifold $N \subset V$. It seems plausible (and this is a current joint project of T. Ekholm and the author) that the $\mathbb{Z}/2$-equivariant homology of this algebra carries non-trivial information about the differential topology of the manifold $M$.

3.3. Other SFT-related development. We briefly mention in this section some recent development relating SFT with hot topics in topology.

Embedded contact homology. As it was already pointed out by M. Gromov in his pioneering paper [23], the holomorphic curve technique is especially powerful in 4-dimensional symplectic topology, because the adjunction formula allows one to control singularities and intersections of holomorphic curves by topological means.

The work of C. Taubes [46] emphasized further a special role played by holomorphic curves in 4-dimensional topology. A current project of M. Hutchings, M. Sullivan and C. Taubes attempts to define a contact homology theory in the spirit of SFT, but based on embedded holomorphic curves, see [29] and [47] for partial results in this direction. When fully completed, this theory is expected to provide a unified approach to Ozsváth–Szabó homology theory for 3-manifolds ([42] and also [36]), and to a (yet to be developed) theory of holomorphic curves in near-symplectic manifolds (see [46]).

SFT and string topology. The relation between the topology of the loop space of a manifold $M$ and the Floer homology theory of its cotangent bundle $T^*M$ was first revealed by C. Viterbo [49], and then further developed by D. Salamon and J. Weber [43]. A. Abbondandolo and M. Schwartz [1]) related string topological operations introduced by M. Chas and D. Sullivan [10] with cohomological operations in the Floer homology of $T^*M$. Based on the fundamental study of Lagrangian intersection Floer homology theory in [20], K. Fukaya [18] observed that the relation between Chas–Sullivan string operations and the theory of holomorphic curves can be used to obtain new restrictions on the topology of Lagrangian submanifolds. In an ongoing project K. Cieliebak and J. Latchev [9] have further developed these ideas, and related the BV$_{\infty}$-version of contact homology of $ST^*M$, discussed above in Example 2 of Section 3.1, with Chas–Sullivan string operations in the manifold $M$.

Relative SFT. Conjecturally, relative SFT is a functor defined on the geometric category of pairs $(V, \Lambda)$, where $V$ is a contact manifold and $\Lambda$ its Legendrian submanifold, with morphisms realized by pairs $(W, L)$ of symplectic cobordisms $W$ between
contact manifolds and Lagrangian cobordisms $L$ between Legendrian submanifolds. The target algebraic category should consist of non-commutative analogs of structures considered in Section 1.1. However, in this full form the relative SFT-functor has not yet been constructed. Yu. Chekanov (see also [16]) defined in [11] an associative differential algebra of a Legendrian link in the standard contact $\mathbb{R}^3$. This algebra (already mentioned above in Section 3.2) is a relative analog of the differential contact homology algebra in Example 4 of Section 3.1. Following a sketch in [16] and [15], T. Ekholm, J. Etnyre and M. Sullivan (see [14]) constructed an analogue of Chekanov's algebra in a context of high-dimensional Legendrian submanifolds. Currently there are two promising approaches which may lead to the construction of the full relative version of SFT. One is based on O. Cornea and F. Lalonde [13] theory of cluster Floer homology, and the other one tries to exploit the discussed above relation with string topology along the lines of [18], [20] and [9].

The author benefited a lot discussing the subject of this paper with many people. He is very grateful to all his teachers, collaborators and critical listeners.
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1. Flows

1.1. Vorticity. Let us start with some historical motivation. Consider a perfect incompressible fluid moving inside some bounded domain $M$ in 3-space, with no external forces. At time $t$, the velocity is described by a divergence free vector field $v_t$, tangent to the boundary of $M$, which evolves in time according to the classical Euler equation: $\frac{D}{Dt}v_t (\equiv \frac{\partial}{\partial t} v_t + v_t \cdot \nabla v_t)$ is the (opposite) gradient $-\nabla p$ of the pressure $p$. Denote by $\phi^t$ the associated flow: the trajectory of a particle initially located at $x \in M$ is the curve $t \mapsto \phi^t(x)$. The curl $\omega_t = \nabla \times v_t$ is known as the vorticity vector field. One of the earliest results in fluid dynamics is due to H. Helmholtz and W. Kelvin:

The vorticity $\omega_t$ is merely transported by the flow, i.e. at any time $t$, one has $\omega_t = d\phi^t(\omega_0)$.

This is not difficult to prove: take a closed loop $c$ in $M$, and compute the time derivative of the circulation of $v_t$ along the loop $c_t = \phi^t(c)$.

$$\frac{D}{Dt} \left( \oint_{c_t} v_t \cdot dc_t \right) = \oint_{c_t} \left( \frac{Dv_t}{Dt} \cdot dc_t + v_t \cdot \frac{Dc_t}{Dt} \right)$$

$$= \oint_{c_t} \left( -\nabla p \cdot dc_t + v_t \cdot dv_t \right)$$

$$= \oint_{c_t} d(-p + \frac{|v_t|^2}{2}) = 0.$$
When $c$ reduces to an infinitesimal loop, Stokes’ formula shows that $d\phi^{-1}(\omega_t)$ is indeed constant in time.

A much more conceptual proof is due to V. Arnold who realized that Euler’s equation can be seen as the geodesic flow on the infinite dimensional Lie group of volume preserving diffeomorphisms of $M$, equipped with a natural right invariant metric [3], [5], [55]. This right invariance implies a symmetry group for the equation, which yields Helmholtz–Kelvin’s result as a special case of Noether’s general principle that symmetries imply conservation laws.

If one can define quantities associated to divergence free vector fields, which are invariant under conjugacies by volume preserving diffeomorphisms, these quantities evaluated on the vorticity $\omega_t$ will therefore be constants of motion. In this talk, we will discuss some of these invariants, of topological origin.

One consequence seemed remarkable to W. Kelvin. Suppose that at time 0, the vector field $v_0$ possesses a vortex ring: a solid torus $\mathbb{S}^1 \times \mathbb{T}$ embedded in $M$ in such a way that $\omega_0$ is tangent to its boundary. Then, this ring will survive as a vortex ring under time evolution, preserving the same topology. This stability of vortices was the starting point of the (now forgotten) theory of “vortex atoms”, trying to explain elementary “atoms” as vortex rings in ether. Even though this turned out to be physically incorrect, it represents one of the first attempts to use topology in physics. In any case, it motivated P. Tait to start a systematic study of knots, therefore creating knot theory. See [26] for a fascinating historical survey of this great moment of interaction between physics and mathematics.

A similar phenomenon appeared much more recently in magneto-hydrodynamics: the dynamics of electrically conducting fluids (like a plasma). If one assumes that the fluid is perfect and has no resistance (ideal MHD), the magnetic (divergence free) vector field is merely transported by the flow of the fluid [21]. For instance, if two periodic orbits of the magnetic field are linked at time $t = 0$, these orbits will survive for ever and remain linked. Again, an invariant of divergence free vector fields yields conservation laws. See for instance [5], [15].

There are many wonderful examples of vector fields in 3-space whose phase portraits exhibit a rich topology and which obviously deserve a topological study. As a typical example, the Lorenz equation also originated from fluid dynamics:

$$\frac{dx}{dt} = 10(y - x); \quad \frac{dy}{dt} = 28x - y - xz; \quad \frac{dz}{dt} = xy - 2.67z.$$ 

It has been extensively analyzed since the 1980s, and is now a paradigm of a “robust” dynamical system (see in particular the papers of J. Guckenheimer and R. Williams [48], [90], and the book [83]). Note that this vector field is not volume preserving, but admits many invariant measures.

Measure preserving flows do not only arise from physical considerations. Consider for instance a discrete subgroup $\Gamma$ of $\text{PSL}(2, \mathbb{R})$. The 3-manifold $M = \text{PSL}(2, \mathbb{R}) / \Gamma$ can be endowed with a (Haar)-volume preserving flow $\phi^t$ given by left translations.
by diagonal matrices
\[
\begin{pmatrix}
\exp(t) & 0 \\
0 & \exp(-t)
\end{pmatrix}.
\]

The dynamics of this kind of flow has been widely investigated in particular because of its strong links with number theory (see for instance [84], [68]). We will come back to this key example in Section 3.

Finally, a huge source of examples of volume preserving vector fields comes from the suspension procedure: any area preserving diffeomorphism \( f \) of a surface \( S \) yields a volume preserving vector field on the 3-manifold obtained by gluing the two boundary components of \( S \times [0, 1] \) using \( f \). We will discuss these examples in Section 2.

1.2. Knots and periodic orbits. If a vector field in the 3-sphere or in a domain of \( \mathbb{R}^3 \) has a periodic orbit, this defines a knot whose topology can be used to describe the dynamics. Starting from H. Poincaré one century ago, the quest for periodic orbits has been rewarding\(^1\). Here is a sample of results.

As for the existence question, after a long search around Seifert’s conjecture, K. Kuperberg constructed a jewel. There exists a nonsingular real analytic vector field in the 3-sphere with no periodic orbit [59] (see also [44]). Note however that such a vector field is highly nongeneric.

H. Hofer showed that the Reeb vector field of any contact form in the 3-sphere has at least one periodic orbit [50]. H. Hofer, K. Wysocki and E. Zehnder even showed that at least one of these orbits is unknotted [51].

In between these two cases, the volume preserving case seems difficult:

Does there exist a volume preserving real analytic nonsingular vector field in the 3-sphere with no periodic orbit?

G. Kuperberg constructed examples of \( C^1 \) nonsingular aperiodic volume preserving vector fields in the 3-sphere, but they are not \( C^2 \) [58]! K. Kuperberg’s examples are analytic, but not volume preserving!

\(^1\)“Elles se sont montrées la seule brèche par où nous puissions pénétrer une place jusqu’ici réputée inabordable” (H. Poincaré).
In the opposite direction, there are vector fields in the 3-sphere with plenty of periodic orbits. R. Ghrist constructed another jewel: an explicit real analytic vector field in the 3-sphere whose periodic orbits represent all (isotopy classes of) knots and links! [41]. More recently, J. Etnyre and R. Ghrist even constructed an analytic contact form whose Reeb vector field has the same property [28].

Some vector fields have many periodic orbits representing many knots, but not all. J. Birman and R. Williams pioneered the subject and studied in great detail the case of the Lorenz equation. The main tool is Birman–Williams’ template theory. In Figure 3 (extracted from the original paper [17]), one sees a template: an embedding of a branched surface $\Sigma$ in $\mathbb{R}^3$, equipped with a semi-flow $(\psi^t)_{t \geq 0}$. The inverse limit $\hat{\Sigma}$ of this semi-flow is the space of full orbits, i.e. curves $c: \mathbb{R} \to \Sigma$ such that $\psi^t(c(s)) = c(s+t)$ for all $s \in \mathbb{R}$ and $t \geq 0$. This is a compact space equipped with a flow $(\hat{\psi}^t)_{t \in \mathbb{R}}$ and an equivariant projection $\pi: \hat{\Sigma} \to \Sigma$ (i.e. $\pi \circ \hat{\psi}^t = \psi^t \circ \pi$). One can embed the abstract space $\hat{\Sigma}$ in a small neighborhood of $\Sigma$ in $\mathbb{R}^3$ in such a way that $\pi^{-1}(x)$ lies in a small neighborhood of $x$ in $\mathbb{R}^3$ and that $\hat{\psi}^t$ is induced by some smooth vector field in $\mathbb{R}^3$ preserving $\hat{\Sigma}$. Any orbit of $\hat{\psi}^t$ stays close to a full orbit of the original semi-flow $\psi^t$. This is the geometric Lorenz attractor which has been shown recently to be conjugate to the original Lorenz attractor by W. Tucker [86].

Figure 3. The Lorenz template.  

In their seminal paper [17], J. Birman and R. Williams were able to reduce the topological study of the knots and links which are present in the Lorenz vector field to a combinatorial study on the template. For instance, all Lorenz knots are prime [91], are fibered knots, and have non negative signature. Hence, Lorenz knots are numerous, but very peculiar. See also [34], [52].

Amazingly, Ghrist’s original example of a vector field exhibiting all knots and links in the 3-sphere is “almost” the same as the Lorenz template (Figure 4)! See the beautiful book [42] for more information.

1.3. Asymptotic cycles. Consider a vector field $v$ on a compact manifold $M$, possibly with boundary, preserving some probability measure $\mu$, and generating a flow $\phi^t$. Although there might be no periodic orbit, $\mu$-almost every point $x$ is recurrent (Poincaré’s recurrence theorem): there is a sequence $t_n \to \infty$ such that $\phi^{t_n}(x)$ converges to $x$; the long arc of trajectory from $x$ to $\phi^{t_n}(x)$ is therefore “almost closed”. Choose some auxiliary generic Riemannian metric on $M$ and, for any point $x$ and time $T$, consider the
closed loop \( k(T, x) \) obtained by concatenation of the arc of trajectory from \( x \) to \( \phi^T(x) \) and some shortest geodesic from \( \phi^T(x) \) to \( x \). Denote by \([k(T, x)] \in H_1(M, \mathbb{R})\) the homology class of this loop. In the late 1950s, S. Schwartzman observed (in essence) that the limit \( S(\phi; x) = \lim_{T \to \infty} \frac{[k(T, x)]}{T} \) exists in the first homology group \( H_1(M, \mathbb{R}) \) for \( \mu \)-almost every point \( x \), and that this limit is independent of the auxiliary metric used to close the arcs \([82]\). The average value \( S(\phi) = \int_M S(\phi; x) \, d\mu \) is the Schwartzman asymptotic cycle of the flow. Proofs are variations around Birkhoff’s ergodic theorem.

As in the classical ergodic theorem, the actual value of \( S(\phi) \) can be computed as a space average. For each point \( x \), consider the trajectory \( \gamma_x \) from \( x \) to \( \phi^1(x) \) as a de Rham 1-current on \( M \), whose boundary is the difference between a Dirac mass at \( \phi^1(x) \) and a Dirac mass at \( x \). The integral \( \int_M \gamma_x \, d\mu(x) \) is a 1-cycle since the integral of boundaries vanishes (thanks to the invariance of \( \mu \)). The homology class of this Schwartzman cycle is indeed equal to the above limit \( S(\phi) \).

In other words, a measure preserving flow defines a canonical homology class which can be considered as an “infinitely long knot”. Schwartzman’s point of view has been greatly generalized by D. Sullivan and W. Thurston among others \([85]\).

### 1.4. Helicity.

A typical application of this kind of ideas has been carried out by V. Arnold \([4]\). Suppose for simplicity that \( M \) is the 3-sphere, and that the measure of periodic orbits is zero. Consider two distinct points \( x_1, x_2 \) in \( M \), and two times \( T_1, T_2 > 0 \). The two closed loops \( k(T_1, x_1) \) and \( k(T_2, x_2) \) are disjoint for almost every choice of \( x_1, x_2, T_1, T_2 \) (at least if the metric is generic), and one can consider the asymptotic behavior of their linking number \( \operatorname{link}(k(T_1, x_1), k(T_2, x_2)) \) as \( T_1 \) and \( T_2 \) tend to infinity. Again, as a consequence of Birkhoff’s ergodic theorem, V. Arnold proved that for \( \mu \)-almost every choice of \( x_1, x_2 \), the limit

\[
\operatorname{link}(x_1, x_2) = \lim_{T_1, T_2 \to \infty} \frac{1}{T_1 T_2} \operatorname{link}(k(T_1, x_1), k(T_2, x_2))
\]

exists (see also \([23]\), \([36]\), \([88]\)).

If \( \mu \) is a volume form, V. Arnold identified the integral

\[
\iint_{M \times M} \operatorname{link}(x_1, x_2) \, d\mu(x_1) \, d\mu(x_2)
\]

that he called the asymptotic Hopf invariant as the helicity, which had been introduced previously by J.-J. Moreau \([67]\) and K. Moffatt \([62]\), \([63]\), \([64]\), \([65]\), \([66]\) and that we now recall. Since \( \phi^t \) preserves a volume form \( \mu \), the inner product \( i_{\alpha} \mu \) is a closed 2-form, hence can be written \( d\alpha \) for some 1-form \( \alpha \). The helicity \( \operatorname{Hel}(\nu) \) is equal to the integral of \( \alpha \wedge d\alpha \) over \( M \) (which is easily seen to be independent of the choice of the primitive \( \alpha \)). Note the analogy with the usual definition of Hopf’s invariant for maps from the 3-sphere to the 2-sphere. See also \([87]\) for an interesting definition of helicity in the spirit of Witten’s approach to Jones’ polynomial.
The helicity $\text{Hel}(v)$ defines a quadratic form on the Lie algebra of divergence free vector fields, which is invariant under the adjoint action of smooth volume preserving diffeomorphisms. V. Arnold suggests that $\text{Hel}(v)$ is some "Killing form" for this Lie algebra.

The main open question concerning helicity has been raised by V. Arnold [4]:

Suppose two smooth volume preserving flows are conjugate by some volume preserving homeomorphism (which is orientation preserving). Does it follow that the two flows have the same helicity?

The qualitative description of helicity as a limit of linking numbers suggests a positive answer, but one should be cautious that a homeomorphism might entangle the small geodesic arcs that were used to close the trajectories. However, we will see in Section 2 that helicity is indeed a topological invariant for flows with a cross section.

Similarly, V. Arnold asked for a definition of helicity for volume preserving topological flows: this problem seems to be wide open.

1.5. Digression: the Gordian space. For almost every point $x$, the curve $k(T,x)$ is a knot, i.e. has no double point. However, since we are using some auxiliary metric to close the trajectory arc, this knot does depend on the metric. The idea behind the previous constructions is that these knots are “approximately well defined” when $T$ tends to infinity. This suggests looking at the space of knots, as a rough metric space, à la Gromov.

Denote by $\mathcal{K}$ the (countable) set of (isotopy classes of) knots in 3-space. There is a natural Gordian distance $d_{\text{Gordian}}$ on $\mathcal{K}$ that we now define. Given two knots $k_0, k_1 : S^1 \to \mathbb{R}^3$, one considers homotopies $(k_t)_{t \in [0,1]} : S^1 \to \mathbb{R}^3$ which connect the two knots and are such that for each $t \in [0,1]$, the curve $k_t$ is an immersion with at most one double point, this double point being generic (the two local arcs that intersect have distinct tangents at the intersection). Denote by $D((k_t)_{t \in [0,1]})$ the total number of double points of this family of curves. The Gordian distance between the two knots $k_0$ and $k_1$ is the minimum of $D((k_t)_{t \in [0,1]})$ for all such homotopies connecting the knots.

The global geometry of this (discrete) metric space is quite intriguing and probably very intricate. Note for instance that this space is not locally finite (an infinite number of knots can be made trivial by allowing one crossing). We propose two kinds of “dual” questions.

One could try to prove (or disprove) that a given metric space $(E,d)$ can be embedded quasi-isometrically in $(\mathcal{K},d_{\text{Gordian}})$. Recall that a map $u : E \to \mathcal{K}$ is a quasi-isometric embedding if there are constants $C, C' > 0$ such that

$$C^{-1}d(x,y) - C' \leq d_{\text{Gordian}}(u(x), u(y)) \leq Cd(x,y) + C'$$

for all $x, y$. For instance, we proved in [39] that every Euclidean space can be embedded quasi-isometrically in $(\mathcal{K},d_{\text{Gordian}})$ and J. Marché showed that a countable
tree such that every vertex has countable valency can also be quasi-isometrically embedded [61].

Can one embed quasi-isometrically the Poincaré disk (or some higher rank symmetric space) in the Gordian space?

In a second approach, one could try to find maps $I: (\mathcal{K}, d_{\text{Gordian}}) \to (E, d)$ which are quasi-Lipschitz: $d(I(x), I(y)) \leq Cd_{\text{Gordian}}(x, y) + C'$ for some suitable metric space $(E, d)$. Any such invariant $I$ would be a candidate for an adaptation to vector fields since $I(k(T, x))$ would not be very sensitive to the choice of the auxiliary Riemannian metric, and the ambiguity could disappear in the asymptotic behavior of $I(k(T, x))$ as $T$ tends to infinity. Very few examples of such invariants $I$ seem to be known. The most trivial one is of course the unknotting number, Gordian distance to the unknot, but this invariant is hard to compute. Equally hard to compute is the genus, i.e. the smallest genus of a Seifert surface. A very interesting (and easy to compute) classical invariant is the signature of knots sign: $\mathcal{K} \to \mathbb{Z}$ which is 2-Lipschitz for elementary reasons, as well as its twisted versions sign$_{\omega}$, associated to complex numbers of modulus 1 (see [37], [38], [39], [53]).

In [37], we consider a measure preserving vector field $v$ in a bounded domain $M$ of $\mathbb{R}^3$, and we prove that the limit $\lim_{T \to \infty} \text{sign}(k(T, x))/T^2$ exists for almost every point $x$. Its average $\text{sign}(v) = \int_M \text{sign}(v, x) \, d\mu(x)$ is the signature of the vector field. When $v$ is ergodic with respect to the invariant measure, this signature coincides (surprisingly?) with (one half of) the helicity.

Some other “new” invariants have this Lipschitz property, like the $\tau$ invariant of P. Ozsváth and Z. Szabó, and the $s$ invariant of J. Rasmussen. Do they lead to new dynamical invariants for flows?

In a similar vein, it would be interesting to get some information on the rough geometry of the space of (homeomorphism types of) closed 3-manifolds where the distance between two manifolds is defined as the minimum number of Morse surgeries which are necessary to transform one into the other.

2. Diffeomorphisms of surfaces

Braids are useful to study knots and links mainly because they form a group. In the same way, surface diffeomorphisms are useful to study flows, and also form a group, so that we can use algebraic tools.

If $f$ is a diffeomorphism of a surface $S$, its suspension is obtained by identifying $(x, 0)$ and $(f(x), 1)$ in the cylinder $S \times [0, 1]$. The corresponding manifold $S_f$ is equipped with a flow and a cross section on which the first return map is precisely $f$. If $f$ preserves a measure or an area form, the suspension preserves a natural measure or volume form. In this section, we describe many invariants measuring some kind of twisting in surface diffeomorphisms.
The Calabi homomorphism. Denote by $G = \text{Diff}(\overline{D}, \partial \overline{D}, \text{area})$ the group of area preserving diffeomorphisms (say of class $C^\infty$) of the closed disk, which are the identity near the boundary. E. Calabi defined a homomorphism 

$$C : \text{Diff}(\overline{D}, \partial \overline{D}, \text{area}) \to \mathbb{R}$$

in the following way [19]. Choose a primitive $\alpha$ of the area form in the disk. For each element $f$ of $G$, the form $f^*\alpha - \alpha$ is closed and is therefore the differential $dH$ of a unique function $H$ on the disk which is zero near the boundary. Then $C(f)$ is defined as the integral of $H$.

There is an intuitive description of Calabi’s homomorphism which is due to A. Fathi (unpublished), expressing it as an “average amount of rotation”. The group $G$ is contractible. Choose some isotopy $(f_t)_{t \in [0,1]}$ connecting $f_0 = \text{id}$ and $f_1 = f$. If $x_1, x_2$ are distinct points in the disk, the argument of the nonzero vector $f_t(x_1) - f_t(x_2)$ in $\mathbb{R}^2 \setminus \{(0,0)\}$ rotates by some angle $\text{Angle}(f; x_1, x_2)$ when $t$ goes from 0 to 1 (as a unit for angles, we use the full turn). It is easy to see that this definition is independent of the chosen isotopy. It turns out that

$$C(f) = \iint_{\overline{D} \times \overline{D}} \text{Angle}(f; x_1, x_2) \, dx_1 \, dx_2.$$

This interpretation enables a proof of topological invariance for Calabi’s invariant [36]:

If $f$ and $g$ are two elements of $G$ which are conjugate by some area preserving homeomorphism $h$ of the disk, which is the identity near the boundary, then $C(f) = C(g)$.

Indeed, even though $h$ is not assumed to be smooth, one can define the number $\text{Angle}(h; x_1, x_2)$, and it is obvious that

$$\text{Angle}(f; x_1, x_2) - \text{Angle}(g; h(x_1), h(x_2)) = \text{Angle}(h; x_1, x_2) - \text{Angle}(h; f(x_1), f(x_2)).$$

Note that $\text{Angle}(h; -, -)$ is a continuous function on the complement of the diagonal in $\overline{D} \times \overline{D}$, and could be nonintegrable if $h$ is not smooth (there could be an unbounded local twist). However, the left hand side of the previous equality is bounded since $f$ and $g$ are assumed to be smooth. As for the right hand side, it is easy to see that its integral, which is defined, has to vanish (for instance approximating $\text{Angle}(h; -, -)$ by a sequence of bounded functions). Hence $C(f) = C(g)$.

Observe that Calabi’s definition extends to more general symplectic manifolds on which the symplectic form is exact. However, no analogous interpretation as an average rotation is known.

The suspension of a diffeomorphism $f$ in $G$ defines a flow $\hat{f}$ on a solid torus $\overline{D} \times S^1$. If one embeds this solid torus in $\mathbb{R}^3$ in a standard way, one can compute the helicity of the suspended flow. In [36], we proved that this helicity is equal to (an explicit multiple of) Calabi’s invariant of $f$. (One has to be slightly careful with
definitions in nonsimply connected manifolds, see [36]). This follows rather easily from Fathi’s interpretation of Calabi’s invariant and Arnold’s interpretation of helicity.

As a consequence of the topological invariance of Calabi’s number, we get the topological invariance of helicity for flows which are suspensions of area preserving diffeomorphisms of the disk. This is a positive answer to a special case of V. Arnold’s question mentioned above.

2.2. Some algebraic properties of diffeomorphism groups. The kernel of Calabi’s homomorphism $C$ is a simple group [8], [9]. However, the following fundamental question remains open:

Is the group $\text{Homeo}(\overline{D}, \partial \overline{D}, \text{area})$ of area preserving homeomorphisms of the disk which are the identity near the boundary a simple group?

One could try to extend Calabi’s homomorphism to this group of homeomorphisms, but the obvious idea of using the integral of $\text{Angle}(h; -, -)$ does not work! If one assumes some rather low regularity for the homeomorphisms, one can nevertheless use this idea, as in the quasi-conformal case [49].

Consider now a closed surface $S$, equipped with some area form $\omega$ (say of total area 1), and let $\text{Diff}_0(S, \omega)$ denote the identity component of the group of smooth (say of class $C^\infty$) diffeomorphisms preserving $\omega$. The question of the simplicity of these groups has been settled in the early 1980s (see [7], [9]).

- The group $\text{Diff}_0(S^2, \text{area})$ of area (and orientation) preserving diffeomorphisms of the 2-sphere is a simple group. As above, the question of the simplicity of the group of area preserving homeomorphisms of the sphere is open.

- If $S$ is a compact oriented surface of genus at least 2, there is a flux homomorphism $F: \text{Diff}_0(S, \text{area}) \to H_1(S, \mathbb{R}) \simeq \mathbb{R}^{2g}$ whose kernel is simple, as proved by A. Banyaga. The definition of $F$, due to E. Calabi, is in the spirit of Schwartzman [19]. Let $f \in \text{Diff}_0(S, \text{area})$, and choose some isotopy $(f_t)_{t \in [0, 1]}$ connecting the identity to $f$. For each point $x \in S$, the curve $\gamma_x: t \in [0, 1] \mapsto f_t(x) \in S$ can be considered as a 1-current, and the integral $\int_S \gamma_x \cdot d\text{area}(x)$ is a 1-cycle whose homology class $F(f)$ is independent of the choice of the isotopy (this follows from the contractibility of $\text{Diff}_0(S, \text{area})$). The kernel of $F$ consists of Hamiltonian diffeomorphisms of $S$.

- $\text{Diff}_0(T^2, \text{area})$ is not contractible, but retracts to the subgroup of translations, isomorphic to $T^2$. It follows that the flux is well defined on the universal cover or, better, is defined as a homomorphism $F: \text{Diff}_0(T^2, \text{area}) \to H_1(T^2, \mathbb{R})/H_1(T^2, \mathbb{Z}) \simeq \mathbb{R}^2/\mathbb{Z}^2$. Again, the kernel of the flux is the simple group of Hamiltonian diffeomorphisms of the torus.

Note that these flux homomorphisms can easily be extended to the groups of area preserving homeomorphisms which are homotopic to the identity. In particular, these fluxes are invariant under topological area preserving conjugacy.

2.3. Dynamical quasi-morphisms. A map $F$ from a group $G$ to $\mathbb{R}$ is a quasi-morphism if $|F(g_1 g_2) - F(g_1) - F(g_2)|$ is uniformly bounded (see for instance [57]). One says that $F$ is homogeneous if $F(g^n) = nF(g)$ for every $n \in \mathbb{Z}$ and $g \in G$. For
every quasi-morphism, the limit \( \overline{F}(g) = \lim_{n \to \infty} F(g^n)/n \) exists, and this homogenization defines a quasi-morphism such that \( |\overline{F} - F| \) is bounded.

Some quasi-morphisms have a dynamical flavor. Let \( \text{Homeo}(\mathbb{S}^1) \) be the universal cover of the group of orientation preserving homeomorphisms of the circle, seen as the group of homeomorphisms of \( \mathbb{R} \) commuting with integral translations. The map \( f \in \text{Homeo}(\mathbb{S}^1) \mapsto f(0) \in \mathbb{R} \) is a quasi-morphism whose homogenization is precisely \emph{Poincaré’s rotation number} (see for instance [46]).

Given a group \( G \), the existence of quasi-morphisms which are nontrivial (i.e. not at a bounded distance from a homomorphism) is related to the second bounded cohomology group of \( G \) (see [47]). In turn, this is related to the \emph{commutator length}. If an element \( g \) belongs to the first derived group \([G, G]\), it can be written, by definition, as a product of commutators. Let us denote by \( \text{comm}(g) \) the smallest length of such a product, and set \( \text{comm}(g) = \lim_{n \to \infty} \text{comm}(g^n)/n \). It turns out that nontrivial quasi-morphisms exist if and only if \( \text{comm} \) does not vanish identically on \([G, G]\) [12]. For instance, if \( \Gamma \) is a nonelementary Gromov hyperbolic group, the space of homogeneous quasi-morphisms is infinite dimensional [27]. In the opposite direction, if \( \Gamma \) is a uniform lattice in a simple Lie group of real rank at least 2, then every homogeneous quasi-morphism is trivial: a strong improvement of the now classical vanishing of the first Betti number of such lattices [18].

Since we know all homomorphisms from \( \text{Diff}_0(S, \text{area}) \) to \( \mathbb{R} \) (and they are not so numerous), it is tempting to try to understand nontrivial quasi-morphisms, in the spirit of Poincaré’s rotation number, as an attempt to measure some amount of “twisting”, or “rotation”, or “braiding”, contained in some area preserving diffeomorphism. In the next subsections, we will sketch several constructions showing that:

\emph{For every closed oriented surface \( S \), the space of homogeneous quasi-morphisms from \( \text{Diff}_0(S, \text{area}) \) to \( \mathbb{R} \) is infinite dimensional} [38].

Hopefully, such invariants could be numerous enough to provide a precise description of the topological dynamics, as in the case of circle homeomorphisms (see for instance [46]). As a motivation, let us recall a (generalization of a) conjecture of R. Zimmer which attracted a lot of attention [93]:

\emph{Suppose that a lattice in a simple Lie group of real rank \( r \) acts faithfully by homeomorphisms on some compact manifold \( M \) of dimension \( d \). Does it follow that \( d \geq r \)?}

Some very special cases of this conjecture are known to be true:

- \emph{In dimension \( d = 1 \), the conjecture is settled for smooth actions of general lattices [18], [29], [45], and even for groups with Kazhdan’s property T [69]. It is open for topological actions of general lattices. It has been proved for topological actions for some specific lattices (typically lattices commensurable to \( SL(n, \mathbb{Z}) \) \( n \geq 3 \)) [60], [92].}

- \emph{In dimension \( 2 \), the conjecture is open in full generality. However, it has been proved by very different techniques for specific lattices (for instance lattices commensurable to \( SL(n, \mathbb{Z}) \) with \( n \geq 3 \) under some additional assumptions: in [32], [33]...}
for smooth area preserving actions; in [76] for smooth area preserving actions on a
closed oriented surface of genus at least 1; in [43] for real analytic actions on closed
surfaces different from the torus, and in [79] for the torus case.

• In higher dimension, not much is known, unless one adds strong conditions on
the action, like assuming that the action preserves a connection [31], or is holomorphic
on a Kaehler manifold [20], or for specific lattices acting analytically on 4-manifolds
with non zero Euler–Poincaré characteristic [30] etc.

One of the first nontrivial open cases of this conjecture is the following.

Can a uniform lattice in a simple Lie group of real rank at least 2 act faithfully
on a compact surface by area preserving diffeomorphisms?

Suppose a group $\Gamma$ embeds in $\text{Diff}_0(S, \text{area})$, and let $F$ be a quasi-morphism
on $\text{Diff}_0(S, \text{area})$. This produces a quasi-morphism on $\Gamma$. For instance, if $\Gamma$ is
a uniform lattice in $\text{SL}(n, \mathbb{R})$ ($n \geq 3$), we already mentioned that such a quasi-
morphism has to be trivial. If one could construct a wealth of quasi-morphisms on
$\text{Diff}_0(S, \text{area})$ with strong dynamical content, this vanishing result could lead to strong
dynamical restrictions on possible actions of lattices on surfaces, by area preserving
diffeomorphisms.

The previous comments on quasi-morphisms imply that it might be relevant to
search for quasi-morphisms on $\text{Diff}_0(S, \text{area})$. The next few sections will survey
some recent progress in this direction.

2.4. Ruelle’s rotation numbers. The following construction is due to D. Ruelle
(in a higher dimensional symplectic situation [80]), and was placed in the setting of

Let $f$ be an element of $\text{Diff}(\overline{D}, \partial \overline{D}, \text{area})$, and choose an isotopy $(f_t)_{t \in [0, 1]}$ be-
tween $f_0 = \text{id}$ and $f_1 = f$. For each point $x$ in the disk, consider the differential
d$f_t(x)$. Using the natural trivialization of the tangent bundle of the disk, we can
consider this differential as a $2 \times 2$ matrix, element of $\text{SL}(2, \mathbb{R})$. The first column
$v_t(x)$ of $d f_t(x)$ is a non zero vector in $\mathbb{R}^2$. Denote by $\text{Angle}(f; x) \in \mathbb{R}$ the variation
of the angle of this curve $v_t(x)$ of nonzero vectors when $t$ runs from 0 to 1. This
number does not depend on the choice of the isotopy $f_t$ since $\text{Diff}(\overline{D}, \partial \overline{D}, \text{area})$ is
contractible. Let us define

$$ r(f) = \int_{\overline{D}} \text{Angle}(f; x) \, d \text{area}(x). $$

Consider now two elements $f$ and $g$ of $\text{Diff}(\overline{D}, \partial \overline{D}, \text{area})$, and choose two isotopies $f_t$
and $g_t$ as above. Using the concatenation of these isotopies, one sees that

$$ |\text{Angle}(fg; x) - \text{Angle}(g; x) - \text{Angle}(f; g(x))| < 1/2. $$

It follows that $r$ is a quasi-morphism. After homogenization, we get Ruelle’s homo-
geneous quasi-morphism

$$ \mathcal{R}_{\overline{D}}(f) = \lim_{n \to +\infty} \frac{1}{n} r(f^n). $$
It is not difficult to check on simple examples that $R_D$ is indeed nontrivial. For instance, let $H : \overline{D} \to \mathbb{R}$ be a (Hamiltonian) function on the disk which vanishes near the boundary, and suppose for simplicity that the critical points of $H$ consist of a finite number of nondegenerate critical points $x_i$, together with some annular neighborhood of the boundary (on which $H = 0$). Denote by $X_H$ the symplectic gradient of $H$, and by $H^{(1)}$ the time 1 diffeomorphism defined by $X_H$. Then

$$R_D(H^{(1)}) = \sum_i \varepsilon_i H(x_i),$$

where $\varepsilon_i = +1$ if $x_i$ is a local extremum and $-1$ if it is a saddle point (up to some irrelevant multiplicative constant, compare [36]).

This construction can readily be extended to $\text{Diff}_0(T^2, \text{area})$. Indeed, since the tangent bundle of $T^2$ is trivial, the differential $d\phi_t(x)$ can still be considered as a matrix. One has to be careful since the isotopy is not unique up to homotopy, but any loop in $\text{Diff}_0(T^2, \text{area})$ is homotopic to a loop in the translation subgroup and this guarantees that $\text{Angle}(\phi; x)$ is indeed well defined. Hence, we get a Ruelle quasi-morphism $R_{T^2}$ on $\text{Diff}_0(T^2, \text{area})$.

The case of closed surfaces of higher genus $S$ is more subtle since the tangent bundle is nontrivial! However, one can proceed in the following way [38]. Choose a hyperbolic Riemannian metric on $S$, and let $f \in \text{Diff}_0(S, \text{area})$. Choose as usual some isotopy $f_t$ from the identity to $f$, a point $x$ in $S$, and a unit vector $u$ tangent at $x$. Consider the curve $d\phi_t(u)$ in the tangent bundle of $S$, and lift it as a curve $\tilde{d}\phi_t(u)$ to the tangent bundle of the Poincaré disk. Every nonzero tangent vector in the Poincaré disk defines a geodesic ray which converges to some point at infinity, so that one gets a curve in the circle at infinity. We denote by $\text{Angle}(f; u, x)$ the number of full turns made by this curve at infinity. This is independent of the choices of the hyperbolic metric, of the isotopy $f_t$, and of the lift. Moreover, $\text{Angle}(f; u, x)$ changes by at most 1 when one changes $u$, keeping $f$ and $x$ fixed, so that one can now define $\text{Angle}(f; x)$ to be the minimum value of $\text{Angle}(f; u, x)$. As before, we now define $r(f) = \int_\pi \text{Angle}(f; x) \, d\text{area}(x)$, and finally $R_S(f)$ by homogenization of $r$.

The definitions of Ruelle’s quasi-morphisms on the disk and the torus use the triviality of the tangent bundle of these surfaces, and the definition on higher genus surfaces uses some kind of “quasi” triviality of the tangent bundle given by the circle at infinity. We now give a definition in the case of the sphere [38]. Instead of using the action on tangent vectors, we use the action on pairs of tangent vectors. Denote by $T_2(S^2)$ the space of pairs of nonzero tangent vectors $(\delta x_1, \delta x_2)$ at distinct points $x_1, x_2$ of the sphere. Observe that the fundamental group of $T_2(S^2)$ is isomorphic to $\mathbb{Z} \times (\mathbb{Z}/2\mathbb{Z})$, so that it does make sense to say that a curve in $T_2(S^2)$ turns. In order to give a quantitative statement, we identify the sphere with the Riemann sphere $\mathbb{C} \cup \{\infty\}$. The complex differential form

$$\theta = \frac{dx_1 dx_2}{(x_1 - x_2)^2}$$
can be seen as a holomorphic form on the space of pairs of distinct points on \( \mathbb{C} P^1 \), or as a function on \( T_2(S^2) \). Note that this form is invariant under the projective action of \( \text{PGL}(2, \mathbb{C}) \), and in particular \( \theta \) is well defined and nonsingular when \( x_1 \) or \( x_2 \) is at infinity. As for the geometrical meaning of \( \theta \), observe that \( \theta \) is the cross ratio of the four points \( "x_1, x_1 + \delta x_1, x_1, x_2 + \delta x_2" \). Given a curve \( c : [0, 1] \to T_2(S^2) \), we define \( \text{Angle}(c) \in \mathbb{R} \) as the variation of the argument of the complex number \( \theta(c) \). This is invariant under homotopies fixing the endpoints.

We can proceed as in the case of the disk. Start with a diffeomorphism \( f \in \text{Diff}_0(S^2, \text{area}) \). Choose an isotopy \( (f_t)_{t \in [0, 1]} \) and an element \( v = (x_1, \delta x_1; x_2, \delta x_2) \) of \( T_2(S^2) \). We can consider the image \( v_t \) of \( v \) by the differential of \( f_t \). This gives a curve in \( T_2(S^2) \) and therefore defines some \( \text{Angle}(f; x_1, \delta x_1; x_2, \delta x_2) \). Fixing \( x_1 \) and \( x_2 \) and changing the tangent vectors \( \delta x_1, \delta x_2 \) changes this rotation angle by at most 2 full turns. We can therefore define \( \text{Angle}(f; x_1, x_2) \) as the minimum of \( \text{Angle}(f; x_1, \delta x_1; x_2, \delta x_2) \) over all choices of \( \delta x_1, \delta x_2 \). We now define \( r(f) \) as the double integral of \( \text{Angle}(f; x_1, x_2) \) and \( R_{S^2} \) as the homogenization of \( r \). Clearly this defines a homogeneous quasi-morphism on \( \text{Diff}_0(S^2, \text{area}) \) that we call \( \text{Ruelle's quasi-morphism} \) on the sphere.

All these Ruelle quasi-morphisms turn out to be topological invariants:

Two elements of \( \text{Diff}_0(S, \text{area}) \) which are conjugate by some area preserving homeomorphism, respecting orientation, have the same Ruelle invariants [38]. Can one extend their definitions to homeomorphisms?

Note that one can also define a Ruelle invariant for a nonsingular flow on a 3-manifold with trivialized normal bundle (for example on the 3-sphere). One looks at the rotation action of the differential of the flow on a plane field containing the flow. Similar methods imply its topological invariance.

2.5. Quasi-fluxes, quasi-translation numbers. Let \( S \) be a closed surface equipped with a metric with curvature \(-1\). Let \( f \in \text{Diff}_0(S, \text{area}) \), and choose some isotopy \( f_t \) from the identity to \( f \). For each point \( x \in S \), consider the unique geodesic arc \( \gamma(f; x) \) connecting \( x \) and \( f(x) \) which is homotopic to the curve \( t \mapsto f_t(x) \). If one considers \( \gamma(f; x) \) as a 1-current, the integral \( t(f) = \int_S \gamma(f; x) \, d \text{area}(x) \) is a 1-cycle, and the homogenization \( T(f) = \lim t(f^n)/n \) exists in the space of 1-cycles with the weak topology. Indeed, let \( f, g \) denote two elements of \( \text{Diff}_0(S, \text{area}) \) and, for \( x \) in \( S \), denote by \( \Delta(x, g(x), f g(x)) \) the (immersed) geodesic triangle whose boundary consists of \( \gamma(g; x), \gamma(f; g(x)) \) and \( \gamma(g^{-1} f^{-1}; f g(x)) \). For any 1-form \( \alpha \) on \( S \), one can compute

\[
(t(f g) - t(f) - t(g))(\alpha) = \int_S \left( \int_{\Delta(x, g(x), f g(x))} d \alpha \right) d \text{area}(x)
\]

which is bounded by \( \pi \) times the supremum of the norm of \( d \alpha \) since the areas of triangles in the Poincaré disk are bounded by \( \pi \). Hence, for every 1-form \( \alpha \), the evaluation \( t(f)(\alpha) \) is a quasi-morphism, so that the homogenization is indeed well
defined. In other words, we defined a **quasi-flux with values in the space** $Z_1(S)$ **of 1-cycles**:

$$T_S : \text{Diff}_0(S, \text{area}) \to Z_1(S).$$

Of course, the homology class of $T_S$ reduces to Calabi’s flux homomorphism. In [38], we proved that the image of $T_S$ does not lie in a finite dimensional subspace. It is not difficult, using methods from [10], to show that the image of $T_S$ actually spans a dense subspace of the space of cycles.

Note that this construction obviously extends to area preserving homeomorphisms.

### 2.6. Braiding.

We have seen that Calabi’s invariant of a diffeomorphism of the disk measures the average rotation on pairs of points. It is natural to look at the action on $n$-tuples of points [40]. Recall that the **braid group** $B_n$ is the fundamental group of the space $X_n(\mathbb{D})$ of unordered $n$-tuples of distinct points in a disk. We choose $n$ distinct base points $(x_0^0, \ldots, x_n^0)$ in the disk so that a braid can be visualized as a union of $n$ disjoint arcs in $\mathbb{D} \times [0, 1]$ transversal to each disk $\mathbb{D} \times \{s\}$ and connecting $\{x_0^0, \ldots, x_n^0\} \times \{0\}$ to $\{x_0^0, \ldots, x_n^0\} \times \{1\}$. By closing these arcs in $\mathbb{R}^3$ in a canonical way outside $\mathbb{D} \times [0, 1] \subset \mathbb{R}^3$, we see that every braid $\beta$ defines a link $\hat{\beta}$ in $\mathbb{R}^3$.

Suppose $f$ is an element of $\text{Diff}(\mathbb{D}, \partial \mathbb{D}, \text{area})$, and choose some isotopy $(f_t)_{t \in [0, 1]}$ connecting $f_0 = \text{id}$ to $f_1 = f$. For every $n$-tuple of distinct points $(x_1, \ldots, x_n)$ in the disk, we get a curve $(f_t(x_1), \ldots, f_t(x_n))$ in $X_n(\mathbb{D})$. Of course, this curve does not define a braid since it is not a loop, but one can easily construct a braid as we did when we closed trajectories of flows by short geodesics. More precisely, for each $i$ we concatenate three curves; the first (resp. third) connects $x_i^0$ to $x_i$ (resp. $f_1(x_i)$ to $x_i^0$) in an affine way, and the second is the curve $f_t(x_i)$. These curves now define a closed loop in the space of $n$-tuples, which is contained in the space of $n$-tuples of **distinct** points for almost every $(x_1, \ldots, x_n)$. In other words, we get a (pure) braid $\beta(f; x_1, \ldots, x_n)$ in $B_n$. As before this is independent of the choice of the isotopy, and this provides a **cocycle**, i.e. for $f, g$ in $\text{Diff}(\mathbb{D}, \partial \mathbb{D}, \text{area})$ and almost every $n$-tuple, one has

$$\beta(fg; x_1, \ldots, x_n) = \beta(g; x_1, \ldots, x_n)\beta(f; g(x_1), \ldots, g(x_n)).$$

Consider now some quasi-morphism $F : B_n \to \mathbb{R}$. One can average the value of $F(\beta(f; x_1, \ldots, x_n))$ over the space of $n$-tuples of distinct points if this is integrable. This strategy is valid for the **signature quasi-morphism**. Indeed, the map which associates to each braid $\beta$ the signature of its closure $\hat{\beta}$ is a quasi-morphism. This follows from the Lipschitz property of the signature in the Gordian space, that we mentioned earlier (see also [39] for a description of the coboundary of this quasi-morphism). As in the case of Calabi’s homomorphism, it is not difficult to check that $\text{sign}(\beta(f; x_1, \ldots, x_n))$ is indeed an integrable function. After integration over the space of $n$-tuples and homogenization, we get for each $n \geq 2$ a quasi-morphism:

$$\text{Sign}_{n, \mathbb{D}} : \text{Diff}(\mathbb{D}, \partial \mathbb{D}, \text{area}) \to \mathbb{R}.$$
Although it is not defined for homeomorphisms, one can also prove its topological invariance.

One can compute explicitly these invariants on simple examples. For instance, let $h : [0, 1] \to \mathbb{R}$ be a smooth function, which is equal to 0 in a neighborhood of 1, define a Hamiltonian function $H$ on the disk by $H(x) = h(\|x\|^2)$, and consider the associated time 1 diffeomorphism $H^{(1)}$. Then one has

$$\text{Sign}_{n, \mathbb{D}}(H^{(1)}) = \int_0^1 h(u)(u^{n-2} + 1) \, du$$

(up to some explicit multiplicative constant [38]). Of course, the case $n = 2$ reduces to (a constant multiple of) Calabi’s invariant ($B_2 \simeq \mathbb{Z}$). Note that these numbers determine all moments of $h$ and therefore the function $h$ itself. This is a (small) hint that these quasi-morphisms give a good description of the dynamics.

One can proceed in a similar way with diffeomorphisms of the sphere except that we now get a cocycle with values in the pure braid group of the sphere $P_n(S^2)$ (fundamental group of the space of ordered $n$-tuples of distinct points on $S^2$). It is not difficult to express $P_n(S^2)$ as a central extension of the standard pure braid group $P_n^{-1}(D)$ (i.e. the pure braid group of the disk):

$$0 \to \mathbb{Z} \to P_n^{-1}(D) \to P_n(S^2) \to 1.$$ 

In this exact sequence, the central $\mathbb{Z}$ is generated by a “double full turn” in SO(2) (which is homotopically trivial in SO(3)). The projection from $P_n^{-1}(D)$ to $P_n(S^2)$ consists in “adding a strand at infinity”. On $P_n^{-1}(D)$, we have a nontrivial homomorphism $l_k n_{-1}$ onto $\mathbb{Z}$ given by the total linking number of the strands, and a quasi-morphism given by the signature. A suitable linear combination $\text{sign}_{n, -1} - c n \text{lk}_{n, -1}$ descends to a quasi-morphism on $P_n(S^2)$ that we simply called the signature of a spherical braid in [38]. As before, we can use these spherical signatures to define quasi-morphisms $\text{Sign}_{n, S^2}$ on $\text{Diff}_0^0(S^2, \text{area})$ which are again topological invariants.

If we think of $S^2$ as the unit sphere in $\mathbb{R}^3$, and we consider some Hamiltonian function only depending on the third coordinate $z$ through a smooth function $h : [-1, 1] \to \mathbb{R}$, the invariant of the associated time 1 diffeomorphism $H^{(1)}$ is given by the following formula (up to some irrelevant multiplicative constant and for $n$ even):

$$\text{Sign}_{n, S^2}(H^{(1)}) = \int_{-1}^{+1} (n - 1)u^{n-2} - 1) h(u) \, du.$$ 

The first interesting case is $n = 4$ and deserves special attention. Let us give some interpretation of $\text{Sign}_{4, S^2}$ as an “amount of braiding”. Given four distinct points $z_1, z_2, z_3, z_4$ of the sphere, seen as the Riemann sphere, their crossratio $[z_1, z_2, z_3, z_4] = \frac{(z_3 - z_1)(z_4 - z_2)}{(z_3 - z_2)(z_4 - z_1)}$ is in $\overline{\mathbb{C}} \setminus \{0, 1, \infty\}$. The universal cover of a sphere minus three points can be identified with the Poincaré disk $\mathbb{D}$. More precisely, there is a covering map from $\mathbb{D}$ onto $\overline{\mathbb{C}} \setminus \{0, 1, \infty\}$ and the inverse images of points of $\mathbb{R} \setminus \{0, 1, \infty\}$ define a tesselation of $\mathbb{D}$ by ideal triangles.
Let $f_t$ be some isotopy of the sphere from $f_0 = \text{id}$ to some area preserving diffeomorphism $f$. Choose four distinct points $z_1, z_2, z_3, z_4$ in the sphere, consider the path $[f_t(z_1), f_t(z_2), f_t(z_3), f_t(z_4)]$ in the sphere minus three points, lift it to the disk, and finally consider the geodesic arc connecting the end points of this lift. Each time this geodesic enters and exits one of the ideal triangles, the exit may be the left or the right side of the triangle, as seen from the entrance side. Counting the number of left exits minus the number of right exits, one gets an integer $t(f; z_1, z_2, z_3, z_4)$ that one can integrate on the space of 4-tuples. After homogenization, one produces a quasi-morphism on $\text{Diff}_0(S^2, \text{area})$ which turns out to be (a constant multiple of) $\text{Sign}_{4, S^2}$ [38], [39]. We will meet again this left-right exits count in the last section, in relation with the so-called Rademacher function. See also [13], [14].

2.7. Calabi quasi-morphisms on surfaces: Py’s construction. Consider a closed connected surface $S$ equipped with an area form, and denote by $\text{Ham}(S, \text{area})$ the group of Hamiltonian diffeomorphisms of $S$. Let $D \subset S$ be some open set diffeomorphic to a disk. One can consider the group $\text{Diff}_c(D, \text{area})$ of area preserving diffeomorphisms of $D$ with compact support as a subgroup of $\text{Ham}(S, \text{area})$, extending by the identity outside $D$. Note that $\text{Ham}(S, \text{area})$ is a simple group, but that $\text{Diff}_c(D, \text{area})$ is not simple since it surjects onto $\mathbb{R}$ by Calabi’s homomorphism.

M. Entov and L. Polterovich suggested looking for Calabi quasi-morphisms, i.e. homogeneous quasi-morphisms $F: \text{Ham}(S, \text{area}) \to \mathbb{R}$ which restrict to Calabi’s homomorphisms on subgroups of the form $\text{Diff}_c(D, \text{area})$ if $D$ is “small enough”. They proved the remarkable result that such a Calabi quasi-morphism does exist when $S$ is the sphere (and for many other higher dimensional symplectic manifolds) where “small enough” means “of area less than one half of the area of the sphere”.

P. Py succeeded with the same task when $S$ is of genus at least 2 and $D$ is any disk [77].


We begin with a description of Py’s invariant since it is more elementary and more in the spirit of the previous discussion.

Choose a Riemannian metric with curvature $-1$ on $S$, and denote by $p: T^1 S \to S$ its unit tangent bundle, seen as a principal $\text{SO}(2)$ bundle with a natural connection.
Denote by $\partial/\partial \theta$ the vector field generating the $\text{SO}(2)$ action. Note that the map which associates to any vector field $X$ on $S$ its horizontal lift $\tilde{X}$ in $T^1 S$ is not a Lie algebra homomorphism since the connection is not flat. However, if $H: S \to \mathbb{R}$ is a Hamiltonian with zero integral, $\tilde{X}_H$ its symplectic gradient, and $\tilde{X}_H = \tilde{X}_H + H \circ p \cdot \partial/\partial \theta$, the map $H \mapsto \tilde{X}_H$ is a Lie algebra homomorphism from the Poisson algebra to the Lie algebra of vector fields on $T^1 S$ commuting with the $\text{SO}(2)$ action. Integrating this homomorphism, we get a homomorphism $f \mapsto \hat{f}$ from $\text{Ham}(S, \text{area})$ (which is simply connected) to the group of diffeomorphisms of $T^1 S$ commuting with $\text{SO}(2)$. This construction is due to A. Banyaga [7].

Now, consider an element $f$ in $\text{Ham}(S, \text{area})$, written as time 1 of a Hamiltonian isotopy $(f_t)_{t \in [0,1]}$. For each point $x$ in $S$, and each unit vector $v$ tangent at $x$, one gets a curve $\hat{f}(v)$ in $T^1 S$ which can be lifted as a curve in the unit tangent bundle of the disk. As we did before, we can now project this curve to the boundary of the Poincaré disk, so that we get a curve in a circle, giving a certain number of full turns, as $t$ goes from $0$ to $1$. Fixing $f$ and $x$, this integer changes by at most 2 when one changes $v$, so that we can consider its minimum $A(f; x)$. As usually, we can define $\pi(f) = \int_S A(f; x) \, d\text{area}(x)$, and homogenize to produce a homogeneous quasi-morphism $\Pi: \text{Ham}(S, \text{area}) \to \mathbb{R}$. When the support of $f$ lies in a disk $D \subset S$, the invariant $\Pi(f)$ coincides with the value of Calabi’s invariant $C(f|_D)$ of the restriction of $f$ to $D$. In other words, $\Pi$ is indeed a Calabi quasi-morphism.

The computation of this invariant is especially interesting for a diffeomorphism $H^{(1)}$ which is the time 1 of some autonomous Hamiltonian $H: S \to \mathbb{R}$ with zero integral. Denote by $\nu$ the genus of $S$ and assume for simplicity that $H$ is a Morse function with only $2\nu + 2$ critical points $x_1, x_2, \ldots, x_{2\nu+2}$, such that $H(x_1) < H(x_1) < \cdots < H(x_{2\nu+2})$. In this case, it turns out that

$$\Pi(H^{(1)}) = \sum_{i=3}^{2\nu} H(x_i).$$

(up to some irrelevant multiplicative constant). For a general Morse function $H$ with distinct critical values, the invariant $\Pi(H^{(1)})$ is the sum of the values of $H$ on the $2\nu - 2$ saddle points $x_i$ which are such that the fundamental group of the connected component of $H^{-1}(H(x_i))$ containing $x_i$ embeds in the fundamental group of the surface.

### 2.8. The Entov–Polterovich quasi-morphism

We briefly sketch the construction by M. Entov and L. Polterovich of a Calabi quasi-morphism on the sphere (and on many other symplectic manifolds) using elaborate tools from symplectic topology [25]. We will restrict our description to the 2 dimensional case, and refer to [16], [25], [72] for higher dimensional examples.\(^3\)

---

The free loop space of the 2-sphere is not simply connected. Let us denote by $\Lambda$ its universal cover, that one can consider as the space of pairs $(\gamma, w)$ where $\gamma : \mathbb{S}^1 \to \mathbb{S}^2$ is a loop and $w : \overline{D} \to \mathbb{S}^2$ is a disk with boundary $\gamma$, where one identifies $(\gamma, w)$ with $(\gamma, w')$ if $w$ and $w'$ are homotopic relative to their boundary.

Fix some time dependent Hamiltonian $H : \mathbb{S}^2 \times \mathbb{S}^1 \to \mathbb{R}$, normalized in such a way that for each time $t \in \mathbb{S}^1$ the integral of $H(\cdot, t)$ over the sphere is zero. Denote by $H^{(1)}$ the Hamiltonian diffeomorphism of the sphere which is the time 1 of the isotopy defined by $H$. The action is a functional defined on $\Lambda$ by

$$A_H : (\gamma, w) \in \Lambda \mapsto \int_0^1 H(\gamma(t), t) \, dt - \text{area}(w) \in \mathbb{R}.  $$

The critical points of $A_H$ correspond to the fixed points of $H^{(1)}$. The Floer homology is a tool to analyze these critical points. One considers a differential complex freely generated by critical points, whose differential is defined using connecting orbits for the gradient flow of the action functional, which can be interpreted as pseudo-holomorphic cylinders (see [73], [71], [70] for many more “details”). The main point is that the corresponding Floer homology $HF(\Lambda)$ is independent of the choice of the Hamiltonian $H$. In our case, $HF(\Lambda)$ is some simple quantum deformation of the homology of the sphere.

However, the chain complex used to compute the Floer homology does depend on the choice of the Hamiltonian. One defines a spectral invariant for a Hamiltonian $H$: the infimum of the set of $z \in \mathbb{R}$ such that the sub-level $\{ A_H < z \}$ contains a Floer cycle representing the fundamental class in $HF(\Lambda)$. It turns out that this infimum only depends on the Hamiltonian diffeomorphism $H^{(1)}$, and defines therefore a map $ep : \text{Ham}(\mathbb{S}^2) \to \mathbb{R}$. M. Entov and L. Polterovich prove that $ep$ is a quasi-morphism and define their Calabi quasi-morphism $EP$ by homogenization. They also prove that the restrictions of $EP$ to the subgroups $\text{Diff}_c(D, \text{area})$, where $D$ is a disk with area less than one half of the sphere, coincide with Calabi’s homomorphisms. The key point is that such a disk $D$ is displaceable, which means that there is a Hamiltonian diffeomorphism $h$ such that $h(D)$ and $D$ are disjoint.

The computation of the Entov–Polterovich Calabi quasi-morphism on time 1 maps of autonomous Hamiltonians is very interesting. Assume for simplicity that $H$ is a Morse function on $\mathbb{S}^2$. It is not difficult to see that there is a unique “median” value $z_H \in \mathbb{R}$ such that the complement of one of connected component of $H^{-1}(z_H)$ is a disjoint union of open disks with areas less 1/2. Then

$$EP(H^{(1)}) = \int_{\mathbb{S}^2} H \, d \text{area} - H(z_H).$$

(The total area of the sphere is normalized to 1). Hence, Entov–Polterovich’s invariant is the difference between the “average” and the “median” values of the Hamiltonian.

The uniqueness of such a Calabi quasi-morphism on $\text{Ham}(\mathbb{S}^2, \text{area})$ is an open question.
Remarkably, this Entov–Polterovich Calabi quasi-morphism provides a natural example of a quasi-measure on the sphere. A quasi-measure \( \mu \) on a compact space \( K \) is a map \( \mu : C(K) \to \mathbb{R} \) defined on the algebra of continuous functions, which is linear on subalgebras generated by one element, and monotonic (\( f \leq g \) implies \( \mu(f) \leq \mu(g) \)). Such a quasi-measure does not need to be a measure, i.e., does not need to be linear (see [1], [24], [56], [81]). If \( H \) is a Morse function on \( S^2 \), one may set
\[
\mu(H) = H(z_H).
\]
It is not difficult to check that \( \mu \) extends to continuous functions on the sphere as a quasi-measure.

3. An example: geodesics on the modular surface

3.1. The unit tangent bundle. The following is well known:

The quotient \( M = \text{PSL}(2, \mathbb{R}) / \text{PSL}(2, \mathbb{Z}) \) is homeomorphic to the complement of the trefoil knot in the 3-sphere.

An explicit homeomorphism is given by classical modular functions. Observe that \( M \) can be identified with the space of lattices \( \Lambda \subset \mathbb{C} \) such that the area of the quotient torus \( \mathbb{C} / \Lambda \) is 1. For any lattice \( \Lambda \), one defines
\[
g_2(\Lambda) = 60 \sum_{\omega \in \Lambda \setminus \{0\}} \omega^{-4}; \quad g_3(\Lambda) = 140 \sum_{\omega \in \Lambda \setminus \{0\}} \omega^{-6}
\]
(see for instance [2]). Conversely, a pair \((g_2, g_3)\) of \( \mathbb{C}^2 \) such that \( \Delta = g_2^3 - 27g_3^2 \neq 0 \) determines a unique lattice \( \Lambda \). Note that the unit sphere \( S^3 \subset \mathbb{C}^2 \) intersects the algebraic curve \( \{\Delta = 0\} \) along a trefoil knot \( \ell \subset S^3 \). Given \((g_2, g_3)\) in \( S^3 \setminus \ell \), the associated lattice is not necessarily of co-area 1, but has a unique “rescaling” of co-area 1. This provides a homeomorphism from the complement of the trefoil knot to the space \( M \).

We have already mentioned that \( M \) is equipped with a flow \( \phi^t \) which is given by left translations by diagonal matrices
\[
\delta(t) = \begin{pmatrix} \exp(t) & 0 \\ 0 & \exp(-t) \end{pmatrix}.
\]
If one thinks of \( M \) as a space of lattices in \( \mathbb{C} \simeq \mathbb{R}^2 \), the action of \( \phi^t \) is simply induced by the action of \( \delta^t \) on \( \mathbb{R}^2 \).

The space \( M \) can also be seen as the unit tangent bundle of the modular orbifold \( \Sigma = \mathbb{D} / \text{PSL}(2, \mathbb{Z}) \). Indeed, the group of positive isometries of the Poincaré disk \( \mathbb{D} \) is isomorphic to \( \text{PSL}(2, \mathbb{R}) \) and acts freely and transitively on the unit tangent bundle of the disk. From this point of view, \( \phi^t \) appears as the geodesic flow of the modular orbifold (rescaled by a factor of 2).
Periodic orbits of this geodesic flow $\phi^t$ have a long mathematical tradition. Note that an element $P \in \text{PSL}(2, \mathbb{R})$ defines an element in $\text{PSL}(2, \mathbb{R}) / \text{PSL}(2, \mathbb{Z})$ which is fixed by $\phi^t$ if $\delta(t)P = \pm PA$ for some $A$ in $\text{PSL}(2, \mathbb{Z})$, which means that $PA P^{-1}$ is diagonal. One deduces that there is a natural bijection between periodic orbits of $\phi^t$ and conjugacy classes of hyperbolic elements in $\text{PSL}(2, \mathbb{Z})$.

These periodic orbits are also related to indefinite integral quadratic forms in $\mathbb{Z}^2$, or to the structure of ideals in real quadratic fields (Gauss, see for instance [22]). Of course, one could also say that periodic orbits correspond to closed geodesics on $\Sigma = \mathbb{D} / \text{PSL}(2, \mathbb{Z})$, or to free homotopy classes of closed curves in $\Sigma$ (with the exception of parabolic and elliptic elements).

Summing up, any hyperbolic matrix $A \in \text{PSL}(2, \mathbb{Z})$ defines a periodic orbit of $\phi^t$, hence a knot $k_A$ in the complement of the trefoil knot.

In this section, we describe the topology of these knots that we call modular knots.

### 3.2. The Rademacher function.

Our first task will be to relate the linking number between $k_A$ and the trefoil knot $\ell$ to a classical arithmetical invariant that we now recall.

The Dedekind $\eta$ function defined for $\Im \tau > 0$ by

$$\eta(\tau) = \exp(i\pi \tau/12) \prod_{n=1}^{\infty} (1 - \exp(2i\pi n\tau))$$

"is one of the most famous and well-studied in mathematics" [6]. Its 24th power is a modular form of weight 12, which means that

$$\eta^{24}\left(\frac{a\tau + b}{c\tau + d}\right) = \eta^{24}(\tau)(c\tau + d)^{12}$$

for every matrix $A = \pm \left(\begin{smallmatrix} a & b \\ c & d \end{smallmatrix}\right)$ in $\text{PSL}(2, \mathbb{Z})$ (see for instance [2]). Since $\eta$ does not vanish, there is a holomorphic determination of $\log \eta$ defined on the upper half plane. Taking logarithms on both sides of the previous identity, we get

$$24(\log \eta)\left(\frac{a\tau + b}{c\tau + d}\right) = 24(\log \eta)(\tau) + 6 \log(-(c\tau + d)^2) + 2i\pi \Re(A)$$

for some function $\Re: \text{PSL}(2, \mathbb{Z}) \rightarrow \mathbb{Z}$ (the second log in the right hand side is chosen with imaginary part in $(-\pi, \pi)$). The numerical determination of $\Re(A)$ has been a challenge, and turned out to be related to many different topics, in particular number theory, topology, and combinatorics. The inspiring paper by M. Atiyah [6] contains an “omnibus theorem” proving that seven definitions of $\Re$ are equivalent! In [11], we proposed an approach to understand better these coincidences, based on the more or less obvious fact that $\Re$ is a quasi-morphism. It is difficult to choose a name for this “ubiquitous” function: Arnold, Atiyah, Brooks, Dedekind, Dupont, Euler, Guichardet, Hirzebruch, Kashiwara, Leray, Lion, Maslov, Meyer, Rademacher, Souriau, Vergne, Wigner? For simplicity, we will call it the Rademacher function [78].
3.3. Linking with the trefoil. We now state a result relating modular knots with the Rademacher function.

For every hyperbolic element \(A\) in \(\text{PSL}(2, \mathbb{Z})\), the linking number between the knot \(k_A\) and the trefoil knot \(\ell\) is equal to \(\mathcal{R}(A)\), where \(\mathcal{R}\) is the Rademacher function.

We will give three proofs, connecting \(\text{link}(k_A, \ell)\) to three different aspects of this ubiquitous function \(\mathcal{R}\) (thus providing new proofs of the identifications of these various versions of \(\mathcal{R}\)). The third proof will give an extra bonus, and will allow a precise description of the topology of modular knots.

Our first proof relies on the definition of \(\mathcal{R}\) based on the Dedekind \(\eta\) function.

The trefoil knot is a fibered knot. The map \(\Delta/|\Delta|: S^3 \setminus \ell \to S^1 \subset \mathbb{C}\) is a locally trivial fibration whose fibers are punctured tori. Given a closed oriented curve \(\gamma\) in the complement of the trefoil knot, the linking number \(\text{link}(\gamma, \ell)\) is the topological degree of the restriction of \(\Delta/|\Delta|\) to \(\gamma\) (en passant, this defines an orientation for \(\ell\)).

Jacobi established a connection between \(\Delta/|\Delta|\) and the Dedekind \(\eta\) function (see [2]). If we denote by \(\Delta(\omega_1, \omega_2)\) the \(\Delta\) invariant of the lattice \(\mathbb{Z} \cdot \omega_1 + \mathbb{Z} \cdot \omega_2 \subset \mathbb{C}\) (with \(\Im(\omega_2/\omega_1) > 0\)), then

\[
\Delta(\omega_1, \omega_2) = (2\pi)^{12} \omega_1^{-12} \eta \left( \frac{\omega_2}{\omega_1} \right)^{24}.
\]

Consider the periodic orbit of period \(T > 0\) associated to a hyperbolic element \(A = \pm \left( \begin{array}{cc} a & b \\ c & d \end{array} \right)\) in \(\text{PSL}(2, \mathbb{Z})\). One can describe it as a closed curve of lattices \(\mathbb{Z} \cdot \delta_t \omega_1 + \mathbb{Z} \cdot \delta_t \omega_2\) \((t \in [0, T])\) such that

\[
\delta_T(\omega_2) = a\omega_1 + b\omega_2; \quad \delta_T(\omega_1) = c\omega_1 + d\omega_2.
\]

We wish to compute the variation \(\text{VarArg} \Delta\) of the argument of \(\Delta(\delta_t \omega_1, \delta_t \omega_2)\) as \(t\) goes from 0 to \(T\). To fix notation, given a curve \(q(t)\) in \(\mathbb{C}^*\) \((t \in [0, T])\), written as \(\exp(2i\pi \tau(t))\) for some continuous \(\tau(t)\), the variation of the argument \(\text{VarArg} q\) is defined as \(\Re(\tau(T) - \tau(0))\). By Jacobi’s theorem, \(\text{VarArg} \Delta(\delta_t \omega_1, \delta_t \omega_2)\) is equal to:

\[
-12 \text{VarArg}(\delta_t \omega_1) + 24 \frac{1}{2\pi} \Im \left( (\log \eta) \left( \frac{\delta_T \omega_2}{\delta_T \omega_1} \right) - (\log \eta) \left( \frac{\omega_2}{\omega_1} \right) \right).
\]

Note that \(\delta_T \omega_2/\delta_T \omega_1 = (a \omega_2/\omega_1 + b)/(c \omega_2/\omega_1 + d)\), so that we can use the definition of the Rademacher function using the logarithm of \(\eta\). We get:

\[
-12 \text{VarArg}(\delta_t \omega_1) + \frac{6}{2\pi} \Im \log \left( \left( \frac{\omega_2}{\omega_1} + d \right) \right) + \Re(A).
\]

Observe that the curve \(\delta_t \omega_1\) is contained in a quadrant, so that \(\text{VarArg}(\delta_t \omega_1)\) belongs to the interval \((-1/4, 1/4)\) and is therefore equal to \(\frac{1}{2\pi} \Im \log \left( \left( \frac{\omega_2}{\omega_1} \right)^2 \right)\). Recall that \(\log\) denotes the determination with imaginary part in \((-\pi, +\pi)\). Hence two terms cancel, and we get that \(\text{link}(k_A, \ell)\) is indeed equal to \(\Re(A)\), as claimed.
3.4. A topological approach. Let us sketch a purely topological computation of \( \text{link}(k_A, \ell) \), related to another approach to the Rademacher function.

Consider a compact oriented surface \( S \) with fundamental group \( \Gamma \) equipped with a hyperbolic metric. For each element \( \gamma \) in \( \Gamma \), denote by \( \overline{\gamma} \) the closed geodesic which is freely homotopic to \( \gamma \). This defines a periodic orbit \( k_\gamma \) of the geodesic flow in the unit tangent bundle \( T^1S \) of \( S \). If \( \gamma_1, \gamma_2 \) are in \( \Gamma \), there is an obvious singular 2-chain \( c(\gamma_1, \gamma_2) \) in \( S \) whose boundary is \( \overline{\gamma_1/2} - \overline{\gamma_1} - \overline{\gamma_2} \). The obstruction to lift \( c(\gamma_1, \gamma_2) \) to a 2-chain in \( T^1S \) with boundary \( k_\gamma_1/2 - k_\gamma_1 - k_\gamma_2 \) is an integer \( \text{eu}(\gamma_1, \gamma_2) \in \mathbb{Z} \). In other words, one can find a 2-chain in \( T^1S \) whose boundary is \( k_\gamma_1/2 - k_\gamma_1 - k_\gamma_2 + \text{eu}(\gamma_1, \gamma_2) f \) where \( f \) denotes one fiber of \( T^1S \), and which projects on \( c(\gamma_1, \gamma_2) \). This defines a 2-cocycle on \( \Gamma \) whose cohomology class is the Euler class of the circle bundle. This construction generalizes to the noncompact modular orbifold \( \Sigma = \mathbb{D}/\text{PSL}(2, \mathbb{Z}) \) with a little care. One has to adapt the definition of \( k_A \) for elliptic and parabolic elements. Since the second rational cohomology of \( \text{PSL}(2, \mathbb{Z}) \) is trivial, there is a map \( \Phi : \text{PSL}(2, \mathbb{Z}) \to \mathbb{Q} \) such that \( \Phi(\gamma_1/2) - \Phi(\gamma_1) = \text{eu}(\gamma_1, \gamma_2) \). Note that this defines uniquely \( \Phi \) since there is no nontrivial homomorphism from \( \text{PSL}(2, \mathbb{Z}) \) to \( \mathbb{Q} \). It turns out that \( 6 \Phi \) and \( \text{Re} \) agree on hyperbolic elements of \( \text{PSL}(2, \mathbb{Z}) \) (see [6], [11]): this is the topological aspect of \( R \).

Let us temporarily denote \( \text{link}(k_A, \ell) \) by \( \lambda(A) \). In order to show that \( \lambda(A) = 6\Phi(A) \), it is enough to show that \( \lambda(AB) - \lambda(A) - \lambda(B) = 6 \text{eu}(A, B) \). Let \( D_A, D_B \) and \( D_{AB} \) be singular disks in \( \mathbb{S}^3 \) with boundaries \( k_A, k_B, k_{AB} \) respectively. By definition of the linking number, the intersection numbers of these disks with \( \ell \) are \( \lambda(A), \lambda(B), \lambda(AB) \). Choose a singular surface in \( T^1\Sigma \simeq \mathbb{S}^3 \setminus \ell \) with boundary \( k_{AB} - k_A - k_B + \text{eu}(A, B) f \). Glue this surface to \( D_A, D_B, D_{AB} \) along the boundaries and cap the result with a disk in \( \mathbb{S}^3 \) with boundary \( \text{eu}(A, B) f \), with intersection number \( 6 \text{eu}(A, B) \) with \( \ell \). Note that the linking number between \( \ell \) and \( f \) is 6. The resulting boundaryless (singular) surface in \( \mathbb{S}^3 \) has an intersection number 0 with \( \ell \) since the homology of the sphere is trivial. Putting things together, we get

\[
\lambda(AB) - \lambda(A) - \lambda(B) - 6 \text{eu}(A, B) = 0
\]
as required.

3.5. Lorenz and modular knots. We now turn to a dynamical proof which will lead to a topological description of these modular knots.

Recall that a Lorenz knot is a knot isotopic to a periodic orbit of the Lorenz differential equation. We will establish a close connection between the Lorenz knots and the modular dynamics:

*Isotopy classes of Lorenz knots and modular knots coincide.*

We first deform the embedding of \( \text{PSL}(2, \mathbb{Z}) \) in \( \text{PSL}(2, \mathbb{R}) \) in order to produce a discrete subgroup of infinite covolume. Recall that \( \text{PSL}(2, \mathbb{Z}) \) is isomorphic to a free product of \( \mathbb{Z}/2\mathbb{Z} \) and \( \mathbb{Z}/3\mathbb{Z} \) corresponding to the elements of order 2 and 3:

\[
U = \pm \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}; \quad V = \pm \begin{pmatrix} 1 & -1 \\ 1 & 0 \end{pmatrix}.
\]
Consider two points $x, y$ in the Poincaré disk at distance $\rho \geq 0$. This defines a homomorphism $i_\rho : \text{PSL}(2, \mathbb{Z}) \to \text{PSL}(2, \mathbb{R})$ sending $U$ to the symmetry with respect to $x$, and $V$ to the rotation of angle $2\pi/3$ around $y$. Note that, up to conjugacy, $i_\rho$ only depends on $\rho$, and that the canonical embedding corresponds to some explicit value $\rho_0$ (the hyperbolic distance between $\sqrt{-1}$ and $(-1 + \sqrt{-3})/2$ in Poincaré’s upper half plane). When $0 < \rho < \rho_0$, the image is a dense subgroup. When $\rho > \rho_0$, the image of $i_\rho$ is a discrete subgroup with infinite covolume: “the cusp has been opened”. The quotient $\Sigma_\rho$ of $\mathbb{D}$ by $i_\rho \text{PSL}(2, \mathbb{Z})$ is a noncompact orbifold with a “funnel”.

Figure 6. Deforming the modular surface.

Of course, for $\rho \geq \rho_0$, all the quotients $M_\rho = \text{PSL}(2, \mathbb{R})/i_\rho \text{PSL}(2, \mathbb{Z})$ are homeomorphic to the complement of the trefoil knot.

For $\rho > \rho_0$, there is also a flow $\phi^t_\rho$ on $M_\rho$ given by left translations by diagonal matrices; this is the geodesic flow on the orbifold $\Sigma_\rho$ of infinite area. The limit set $K_\rho \subset \partial \mathbb{D}$ of the Fuchsian group $i_\rho(\text{PSL}(2, \mathbb{Z}))$ is a Cantor set. The action of $i_\rho(\text{PSL}(2, \mathbb{Z}))$ on the convex hull $\hat{K}_\rho \subset \mathbb{D}$ is cocompact: the quotient is a compact orbifold $\Sigma^{\text{conv}}_\rho \subset \Sigma_\rho$ with one geodesic boundary component and two singular points. Geodesics in $\mathbb{D}$ whose two limit points are in $K_\rho$ define a set $\Omega_\rho \in T^1 \Sigma^{\text{conv}}_\rho = \text{PSL}(2, \mathbb{R})/i_\rho \text{PSL}(2, \mathbb{Z})$ which is invariant under $\phi^t_\rho$: this is the nonwandering set. Of course, this invariant set is hyperbolic in the sense of dynamical systems, and the now classical hyperbolic theory of Hadamard–Morse–Anosov–Smale implies that the restrictions of $\phi^t_\rho$ to $\Omega_\rho$ are all equivalent by some homeomorphisms (sending orbits to orbits, respecting their orientations, but of course not respecting time). Periodic orbits of $\phi^t_\rho$ are contained in $\Omega_\rho$ so that, in particular, all flows $\phi^t_\rho$ in $\mathbb{S}^3 \setminus \ell$ carry the same (isotopy classes of) links (as soon as $\rho > \rho_0$). Clearly, the original flow $\phi^t = \phi^t_{\rho_0}$ is not topologically conjugate to $\phi^t_\rho$ (for $\rho > \rho_0$) since most orbits of $\phi^t$ are dense, and this is not the case for $\phi^t_\rho$ ($\rho > \rho_0$). However, when $\rho$ decreases to $\rho_0$, closed orbits of $\phi^t_\rho$, which correspond to closed geodesics in $\Sigma^{\text{conv}}_\rho$, converge to periodic orbits of $\phi^t$, with the exception of (the multiples of) the geodesic boundary of $\Sigma^{\text{conv}}_\rho$ which “escapes at infinity in the cusp”.

In other words, with the exception of boundary geodesics, corresponding to parabolic elements in $\text{PSL}(2, \mathbb{Z})$, the periodic knots associated to $\phi^t_\rho$ ($\rho > \rho_0$) are (isotopic to) the modular knots we want to describe. We are therefore led to give a description of the topology of periodic orbits of $\phi^t_\rho$ ($\rho > \rho_0$).
Look at Figure 7. Consider a geodesic $u: \mathbb{R} \to \mathbb{D}$ with endpoints $u(-\infty)$ in the interval $I$ and $u(+\infty)$ in the interval $J$. It intersects the central hexagon on a compact arc, and the union of these arcs defines an embedding $j$ of $I \times J \times [0, 1]$ in $T^1\mathbb{D} \simeq \text{PSL}(2, \mathbb{Z})$. Projecting this parallelepiped in $\text{PSL}(2, \mathbb{R}) / i_\rho \text{PSL}(2, \mathbb{Z})$, one gets an embedding of $I \times J \times (0, 1)$ in $T^1\Sigma_\rho$, but the top and the bottom faces do intersect in the projection. Figure 8 describes the projected parallelepiped $P \subset \text{PSL}(2, \mathbb{R}) / i_\rho \text{PSL}(2, \mathbb{Z})$, which is a compact manifold with boundary and corners.

The maximal $\phi^t_\rho$ invariant set contained in $P$ is of course the nonwandering set $\Omega_\rho$. The restriction of $\phi^t_\rho$ to $\Omega_\rho$ is therefore conjugate to the suspension of a full shift on two symbols $\{\text{left}, \text{right}\}$. A nonwandering geodesic travels in the convex hull $\hat{K}_\rho \subset \mathbb{D}$, intersects successively $\text{PSL}(2, \mathbb{Z})$-translates of the hexagon, and might exit by the right or left exit, as seen from the entrance side. Any bi-infinite sequence is possible and the sequence characterizes the geodesic.

We now use the main idea of Birman–Williams’ template theory. In each of the rectangles $j(I \times J_{\text{left}} \times [0, 1])$, and $j(I \times J_{\text{right}} \times [0, 1])$, collapse the strong stable manifolds. This produces two rectangles forming a branched manifold which is embedded in $M_\rho \simeq S^3 \setminus \ell$.

We still have to explain why it is embedded in the way described in Figure 9. Assuming this for a moment, we recognize the Lorenz template, which carries Lorenz knots and links. The process of collapsing the stable manifolds can be done in a smooth way, so that the periodic orbits move by some isotopy (note that a periodic orbit intersects a strong stable manifold in at most one point, so that the collapse does not introduce double points). In other words, the periodic links of $\phi^t_\rho$ are precisely the periodic links on the template, i.e. the Lorenz links.

We briefly explain why the template is indeed embedded as in the picture. We basically have to prove that the two Mickey Mouse ears represent a trivial two com-
ponent link, and that the ears are untwisted. The template consists of two rectangles (symmetric with respect to the involution \( v \mapsto -v \) in \( T^1 \Sigma_\rho \)). Each consists of the periodic orbit corresponding to (one orientation of) the boundary of \( \Sigma_{\rho}^{\text{conv}} \) and a piece of the unstable manifold of this orbit. This rectangle projects in \( \Sigma_{\rho}^{\text{conv}} \) as a neighborhood of the boundary curve. In the original modular surface, the rectangle projects as in Figure 10, that one can push as close as one wants towards the cusp.

From the lattice point of view, the first rectangle consists of (rescaled) lattices of the form \( \mathbb{Z} + \mathbb{Z} \cdot \tau \) with \( \Im \tau > 1 \). The Weierstrass invariants \((g_2, g_3)\) of such lattices are given by the classical formulas

\[
g_2(q) = \frac{4\pi^4}{3} (1 + 240q + \cdots); \quad g_3(q) = \frac{8\pi^6}{27} (1 - 504q + \cdots)
\]

where, as usual, \( q = \exp(2i\pi \tau) \). This means that the rectangle sits inside (a rescaling of) the holomorphic disk \( q \mapsto (g_2(q), g_3(q)) \in \mathbb{C}^2 \) which is an embedding for \(|q|\) small enough, and intersects transversally the curve \( \{\Delta = 0\} \) since \( \Delta(q) = (2\pi)^{12}(q - 24q^2 + \cdots) \) for small \( q \). One concludes first of all that the periodic orbit corresponding to the boundary of the rectangle is unknotted in the sphere since it can be isotoped in this embedded disk. Second of all, it implies that the rectangle is untwisted, since it can also be pushed in an embedded disk. Finally, this implies that the linking number between the boundary curve and the trefoil knot is 1.

The second rectangle is the image of the first one by the symmetry \( v \mapsto -v \) (which, from the lattice side, corresponds to one quarter turn). One has to consider now lattices of the form \( i(\mathbb{Z} + \mathbb{Z} \cdot \tau) \) with \( \Im \tau > 1 \) for which the invariants are \( g_2(q), -g_3(q) \). The situation is exactly the same as before except that the boundary geodesic is now described with the other orientation, and has a linking number \(-1\) with the trefoil. Moreover, we see that the two boundary periodic orbits define a trivial two component link (since they bound disjoint embedded disks). From this information, one can deduce that the template is indeed embedded as in Figure 9.

This finishes the sketch of proof that (isotopy classes of) Lorenz and modular knots coincide. To be precise, we should be careful with the two boundary trivial knots that we just discussed, which appear on the template, but not in the modular surface (since they were pushed to infinity). However, since some modular knots are

![Figure 9. Modular template.](image1)

![Figure 10. Cusp neighborhood.](image2)
trivial knots, one can state that modular knots and Lorenz knots coincide. Of course, one does not have to restrict to knots, and we could also discuss links as well. The same proof shows that all modular links are isotopic to Lorenz links and, conversely, that a Lorenz link with no exceptional component is isotopic to a modular link.\footnote{Note added in proof. The reader may look at the AMS feature Column by É. Ghys and J. Leys: Lorenz and modular knots, a visual introduction, AMS Feature Column, November 2006, http://www.ams.org/featurecolumn/archive/lorenz.html}

Figure 11 represents the simultaneous position of the template and the trefoil knot (easy to prove). This picture provides a third computation of $\text{link}(k_A, \ell)$. Indeed, up to conjugacy, any hyperbolic element $A$ in $\text{PSL}(2, \mathbb{Z})$ can be written as a product

$$A = UV^{\varepsilon_1} UV^{\varepsilon_1} \ldots UV^{\varepsilon_n}$$

where each $\varepsilon_i$ is equal to $\pm 1$. From the dynamical point of view, this means that the corresponding closed geodesic follows the template, turning left or right successively according to the signs of the $\varepsilon_i$'s. Since we know that the trefoil knot has linking number $+1$ with the first ear and $-1$ with the second, we obviously get:

$$\text{link}(k_A, \ell) = \sum_{i=1}^{n} \varepsilon_i.$$ 

This is a third version of the Rademacher function [6], [11]! The reader will notice some analogy between this left-right count and the signature invariant that we discussed earlier. This is not surprising since it turns out that the spherical braid group $B_4(S^2)$ is isomorphic to $\text{SL}(2, \mathbb{Z})$, and that the signature is (a multiple of) the Rademacher function [39].

As a corollary of the description of modular knots and links, we get the following:

Modular links are fibered links and have nonnegative signature. Modular knots are prime. The knot $k_A$ is trivial if and only if $A$ is conjugate to a word of the form $(UV)^a(UV^{-1})^b$ ($a, b \geq 1$).

Indeed, these properties hold for Lorenz knots [17], [91]! It would be nice to understand those fibrations from the modular side: for instance, one can find some “arithmetical” description of the fibrations of the complements...
of $k_A$? In [17], the authors suggest that there could be some "natural limit" to the fibrations of $S^3 \setminus L$ as $L$ describes all Lorenz links. Maybe the modular point of view will answer this question, and build a bridge between Riemann's $\zeta$ function and dynamical $\zeta$ functions (see for instance [89]).

Another question would be to give an arithmetical or combinatorial computation of the linking numbers of two knots $k_A$ and $k_B$ as a function of $A, B$ in $\text{PSL}(2, \mathbb{Z})$ (compare [54]). One could also try to understand more sophisticated link invariants for these modular links.

**Final remorse.** Many interesting questions should have been discussed in this survey, like energy bounds and asymptotic crossing numbers, Hofer metric, global geometry of groups of symplectic diffeomorphisms etc. This is a good excuse to suggest [35], [74], [75] as additional reading!
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Abstract. The classical memoir by Riemann on the zeta function was motivated by questions about the distribution of prime numbers. But there are important problems concerning prime numbers which cannot be addressed along these lines, for example the representation of primes by polynomials. In this talk I will show a panorama of techniques, which modern analytic number theorists use in the study of prime numbers. Among these are sieve methods. I will explain how the primes are captured by adopting new axioms for sieve theory. I shall also discuss recent progress in traditional questions about primes, such as small gaps, and fundamental ones such as equidistribution in arithmetic progressions. However, my primary objective is to indicate the current directions in Prime Number Theory.
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1. Introduction

Prime numbers fascinate every mathematician, regardless of her or his field of main interest. They also capture the attention of people in other professions. I recall my popular talk in May 2005 which I delivered to engineers in my native city Elblag in Poland; never before have I heard questions about primes being asked with greater passion. Since our modern daily life is driven by computers, the prime numbers are used to combat hackers. There are offers of huge monetary awards for finding large prime numbers (which are apparently useful in cryptography). Regardless of industrial applications the prime numbers will always play a fundamental role in number theory, because they are to arithmetic as the elementary particles are to matter in physics. Primes form the heart of analytic number theory. Therefore this is a serious subject in which I have been happily working most of my life (and fortunately being paid to do so). When presenting results in this talk I shall often express my views on methods and perspectives concerning prime numbers. The tools for studying primes (like the \( L \)-functions, character sums, bilinear forms, sieve methods, combinatorial identities) are as fascinating as the results themselves; thus I will spend considerable time analyzing the strength of these tools and their potential.

This is not a survey of all that is known about prime numbers. There are truly great results concerning prime numbers, which nevertheless do not seem to give insight into

\*Supported by NSF grant DMS-03-01168.
the nature of primes. One of these, in my opinion, is the recent spectacular result of B. Green and T. Tao concerning long arithmetic progressions (you will find a full in-depth account of their result in these Congress Proceedings). My goal here is to cover various areas of analytic number theory which are oriented towards the Theory of Prime Numbers in general. Among them are the very promising developments by D. A. Goldston, J. Pintz and C. Y. Yildirim [32] concerning small gaps between primes. For a recreational style article (nevertheless deep) I refer to E. Bombieri [5], which is also very valuable for many historical details.

2. Primes versus zeros

Traditionally primes are denoted by the letter \( p \). The set of all primes \( \mathcal{P} = \{ p = 2, 3, 5, 7, 11, 13, 17, 19, \ldots \} \) is infinite, and in fact relatively dense. Precisely, the Prime Number Theorem asserts that \( \pi(x) \), the number of primes \( p \leq x \), satisfies the asymptotic formula

\[
\pi(x) \sim x (\log x)^{-1}, \quad \text{as } x \to \infty.
\]

Hence a novice may argue that basic questions concerning the distribution of primes in various regions or in various sequences of arithmetical interest could be answered with confidence by statistical considerations. Definitely the abundance of primes is useful to support many heuristic arguments. It is often quite easy to predict where the primes are, but rigorous proofs require advanced technology. The point is, we have not yet found any structural mechanism which controls the behavior of prime numbers.

Today, for example, we cannot even determine whether there are infinitely many twin primes, although we expect there are plenty; in particular Hardy and Littlewood conjectured that

\[
\pi_2(x) = |\{ p \leq x : p + 2 \text{ prime} \}| \sim 2c_x (\log x)^{-2}
\]

where \( c = .6601 \ldots \) is a constant given by a certain product over odd primes. Somewhat related to the twin prime problem is the old question of Goldbach that every even number \( N > 2 \) is the sum of two primes. We have reason to believe that the number of solutions to the equation \( p_1 + p_2 = N \) is quite large (it should be asymptotically \( c(N)N (\log N)^{-2} \), where \( c(N) \) is a positive number depending on \( N \) mildly). Nevertheless we cannot rule out the possibility that sums of two primes may miss a few even numbers. J. Pintz [60] showed that the set of even numbers \( N \leq X \) which are not represented by sums of two primes is extremely small, its cardinality is bounded by \( O(X^{2/3}) \). Note that this estimate for the missing Goldbach numbers yields the classical result of I. M. Vinogradov, that every large odd number is a sum of three primes. The meaning of a large number is, of course, subjective. But in the case of sums of primes it has provoked serious investigations. If we are not allowed to use the Grand Riemann Hypothesis then it is still not possible by powerful contemporary
computers to check that the Vinogradov theorem holds for all odd numbers \( > 5 \). One needs pure mathematics to cover the middle range (I would call it a theory of midsize numbers). J.-M. Deshouillers and his collaborators [11], [12], [14], have undertaken the task with such goals in mind (also for the Waring problem), so today we are sure that every number \( > 5 \) is a sum of at most six primes (due to O. Ramaré [62]).

One may fairly ask the questions, “Why is the Goldbach problem important, or why is it so difficult?” For the first part the answer is; “It is not important per se, it simply arises from our curiosity”. I am sure many people would be happy to crack the problem, although this would make no great impact on the foundation of mathematics. For the second part the answer is; “Because it appeals to the multiplicative properties within the additive structure of integers”.

Incidentally, a close analog of the twin prime conjecture for Gaussian primes appears in some problems on elliptic curves with complex multiplication (see the short communication in this Congress by Jorge Jiménez Urroz [46]).

The additive group aspects of the integers are quite well understood by means of harmonic analysis. For example, consider the Poisson summation formula

\[
\sum_{m \in \mathbb{Z}^r} f(m) = \sum_{n \in \mathbb{Z}^r} \hat{f}(n)
\]

where the summations on both sides are over integer vectors of the same dimension. In a slightly more general version of Poisson’s formula a sum over a lattice goes to another sum over a dual lattice while the test function changes by the Fourier transform. This can be interpreted as a trace formula for a torus. The very general case of the trace formula for homogeneous spaces when the relevant group action is not commutative may look differently, however it creates similar effects. The group elements no longer correspond to other group elements, but rather they are associated with eigenvalues of a differential operator. Each side of the trace formula serves as a tool to improve our knowledge about the other side. After having established along these lines basic properties of both spectra many applications follow. This is the scheme we practice in analytic number theory (the spectral theory of automorphic forms versus sums of Kloosterman sums being a great example in the modern theory, where non-commutative harmonic analysis rules the game).

The prime numbers resist obeying this treatment unconditionally. Their dual companions are the complex zeros of the zeta function. Historically speaking the zeta function was introduced by Euler as the Dirichlet series

\[
\zeta(s) = \sum_n n^{-s} = \prod_p (1 - p^{-s})^{-1}.
\]

so today we call it the Riemann zeta function. Rightly so, because Riemann realized better than anybody previously that the secret of primes is revealed by the zeta function in the whole complex domain \( s = \sigma + it \). Besides the above Euler product over primes,
we have the Weierstrass type product over the complex zeros
\[ s(1 - s)\pi^{-\frac{s}{2}} \Gamma\left(\frac{s}{2}\right) \zeta(s) = e^{-bs} \prod_{\rho} \left(1 - \frac{s}{\rho}\right)e^{s/\rho}. \]
Combining the Euler product and the Weierstrass product one derives by complex variable integration the so called explicit formula
\[ \sum_n \Lambda(n) f(n) = \int_1^\infty \left(1 - \frac{1}{(x - 1)x(x + 1)}\right)f(x)dx - \sum_{\rho} F(\rho). \]
Here \( \Lambda(n) \) denotes the von Mangoldt function; it is equal to \( \log p \) if \( n \) is a power of \( p \) and zero elsewhere (actually it was P. Tchebyshev who first realized that counting primes \( p \) with the weight \( \log p \) is more natural than with the weight one). On the right side \( F \) denotes the Mellin transform of \( f \). This formula holds for a large class of test functions, for example, for any \( f \) which is smooth, compactly supported on \((1, \infty)\). There are also other variants of the explicit formula and for quite general \( L \)-functions.

The explicit formula (which is an involution) would be a natural analog of the trace formula for primes if only we could relate the zeros to eigenvalues of some self-adjoint operator. Hence the celebrated hypothesis of Riemann would follow (which says that all the complex zeros lie on the line \( \text{Re}(s) = \frac{1}{2} \), the critical line). However, in spite of many intelligent speculations (especially those inspired by Random Matrix Theory, cf. B. Conrey [9]), this vision remains a dream (Polya–Hilbert). I hope that my talk will show how much has been accomplished concerning prime numbers by roundabout methods. Yes, the RH would do a lot for primes, but, as a plain statement in the absence of intrinsic meaning of the zeros, the hypothesis does not reach far enough. Let me say with satisfaction that researchers in analytic number theory have developed tools which outperform the RH. I shall return to substantiate this claim on several occasions.

A lot is known about the complex zeros \( \rho = \beta + i\gamma \) of \( \zeta(s) \). There are plenty of them (all are in the critical strip \( 0 < \text{Re}(s) < 1 \), none on the line \( \text{Re}(s) = 1 \), which fact is equivalent with the PNT), namely
\[ N(T) = |\{\rho = \beta + i\gamma : |\gamma| \leq T\}| = \frac{T}{\pi} \log T + O(T). \]
Today we know that over 40% of the zeros lay on the critical line (due to B. Conrey [8]), while relatively few are away from the critical line \( \text{Re}(s) = \frac{1}{2} \). Quantitative statements of such results are treasures of the zeta-function theory. For example, we have the following Density Theorem
\[ N(\alpha, T) = |\{\rho = \beta + i\gamma : \beta > \alpha, |\gamma| \leq T\}| \ll T^{c(1-\alpha)} \log T \]
for \( \frac{1}{2} \leq \alpha \leq 1 \) and \( T \geq 2 \), where \( c \) is an absolute constant.
What is special about this inequality? First it tells us that the chance to find zeros a fixed positive distance from the critical line diminishes rapidly with that distance. The Density Conjecture asserts that the density theorem holds with the exponent $c = 2$. Hence almost all the zeros are close to the critical line (this fact is known unconditionally). The DC is a lovely substitute for the RH in applications for estimating gaps between consecutive primes; it implies (among other things)

$$d_n = p_{n+1} - p_n \ll p_n^{1/2} (\log p_n)^2$$

(2.1)

a result, which can be improved by the Riemann hypothesis only slightly. Therefore it is not surprising that the density theorems received a great attention (in various forms, slightly different than the above). Major developments were carried out from the late sixties to the late eighties. One of many original ideas that emerged from these investigations consists of reducing the counting of zeros to counting large values of special Dirichlet polynomials (naturally called the zero detectors). These values are larger than expected only at the hypothetical zeros off the critical line (they are not good for the zeros on the critical line!), so the phenomenon is rather superficial. In this context H. L. Montgomery [55] laid a foundation for the theory of Dirichlet polynomials. There are deep conjectures in his theory, which are interesting in their own right. Great progress was made by subsequent researchers, especially by M. Huxley [41], M. Jutila [49] and D. R. Heath-Brown [34]. In particular, Huxley succeeded in proving the density theorem with the exponent $c = 12/5$, which produces (after refinements by extra ingredients from sieve methods, see [36]), the asymptotic formula

$$\sum_{x - y < n \leq x} \Lambda(n) \sim y, \quad y = x^{17/12}. \quad (2.2)$$

The density conjecture seems to be within reach of current technology, so it is extremely attractive, because it would fully eliminate the need for the Riemann hypothesis for important applications to the distribution of prime numbers (sorry, no prize of one million dollars for a proof of the density conjecture, unless you show that the sets whose cardinalities are being estimated in the density conjecture are all empty).

3. Gaps between primes

If we ask for slightly less than the asymptotic formula (2.2), say we are satisfied instead with a lower bound of the right order of magnitude, then the sieve method becomes a handy addition to the density theorems. Briefly speaking, the sieve offers a decomposition for sums over primes into terms, some of which are non-negative so they can be discarded at will. Of course, after dropping these inconvenient terms the asymptotic formula is lost, but one gains a greater flexibility when dealing with the remaining terms. To these one can apply the theory of Dirichlet polynomials more efficiently due to factorization properties, which are under control to some extent.
Consequently, one gets better bounds for gaps between consecutive primes. The best known unconditional result is

$$d_n = p_{n+1} - p_n \ll p_n^{0.525}$$
due to R. C. Baker, G. Harman and J. Pintz [2]. This is not yet what the RH yields, but it is very close. My point here is that the elementary arguments of combinatorial nature, like the exclusion-inclusion arguments of sieve methods, can be very powerful in conjunction with analytic tools (by exploring features of positivity before applying complex variable analysis).

Suppose the RH is true. Can one get a better bound for $d_n$ if the zeros are regularly distributed on the critical line? Yes, but not very much better. The Pair Correlation Conjecture of Montgomery [56] offers some insight as to how the differences between zeros are distributed, but only with a limited precision in asymptotic formulas for the density function (up to a few main terms). Goldston, Heath-Brown and Julia Mueller explored these conjectures many times ending up with the following result:

$$d_n = o(\sqrt{p_n \log p_n}).$$

Note that this estimate is just a bit too short to solve the old problem that prime numbers exist between every two consecutive squares. To this end one needs $d_n < 2\sqrt{p_n} + 5$.

Regardless of the zeta-function theory limitation, it is expected that $d_n$ is much smaller. Some heuristic considerations of a probabilistic nature let Cramer [30] conjecture that $d_n \ll (\log n)^2$. While we believe this estimate could be true, one has to be cautious about Cramer’s probabilistic model (it is too simplistic, it suffers from having no arithmetical elements). Indeed, Cramer’s model suggests that the asymptotic formula (2.2) may hold for extremely short intervals, like $y = (\log x)^A$ with any constant $A > 2$. On the other hand H. Maier [54] showed that the asymptotic formula (2.2) fails even for some larger $y = y(x)$. His idea is quite simple, yet the consequences are very surprising (see more observations in the article by J. Friedlander [21]).

For probabilistic modeling of arithmetic quantities I would suggest to look for inspirations in the Random Matrix Theory. This wonderfully elaborated theory is capable of revealing hidden characteristics, which are impossible to find by naive straightforward thinking. Although the Random Matrix Theory is primarily analytic in essence, mysteriously enough every asymptotic formula predicted by the RMT so far seems to be correct, including the arithmetical factors. I do not completely comprehend why the two worlds of numbers, analytic and arithmetic in nature, manifest their co-existence here? Many interesting relations have been discovered and explained in this framework by B. Conrey, D. Farmer and others; see how some of these are articulated by B. Conrey [9].

Next question is; “How large can the gaps be between primes?” By the PNT it follows that $p_n \sim n \log n$, so $d_n$ is about $\log n$ on average. More precisely we know that $d_n/\log n$ behaves like a random variable with Poisson distribution, this means

$$|\{n \leq x; d_n > t \log n\}| \sim e^{-t}x \quad \text{for } t > 0, \text{ as } x \to \infty.$$
However, gaps larger than the average size do occur occasionally. Erdős and Rankin showed that infinitely often $d_n$ can be as large as

$$c (\log n) (\log \log n) (\log \log \log \log n) (\log \log \log n)^{-2},$$

where $c$ is a positive constant. (Once in a while D. Goldston asks, “What are the last words of a drowning analytic number theorist?” and he is still saying, “loglogloglog”.)

Of course, for small gaps we expect to have $d_n = 2$ infinitely often (the twin prime conjecture). The problem of finding small gaps between primes sparked a great deal of interest (see Bombieri–Davenport [7], Huxley [42] and Maier [54]). Just a year ago the world was stunned by the following result:

$$\lim \inf \frac{p_{n+1} - p_n}{\log p_n} = 0.$$  

This is a magnificent achievement of D. A. Goldston, J. Pintz and C. Y. Yildirim [32] after over a decade of working on the problem by Goldston and Yildirim. They also showed that

$$\lim \inf \frac{p_{n+1} - p_n}{\sqrt{\log n (\log \log n)^2}} < \infty.$$  

Their work represents a significant contribution to sieve methods. We shall return to this subject in Section 6.

### 4. Primes in arithmetic progressions

Primes in arithmetic progressions are building blocks for basic constructions in analytic number theory. Let $q > 1$ and $(a, q) = 1$. After Dirichlet we know that there are infinitely many primes $p \equiv a \pmod{q}$. His introduction of multiplicative characters $\chi \pmod{q}$ and $L$-functions

$$L(s, \chi) = \sum_n \chi(n)n^{-s}$$

$$= \prod_p (1 - \chi(p)p^{-s})^{-1}$$

are commonly considered as the beginning of analytic number theory (should Euler be the father?). The historical memoir of Riemann on the zeta-function has been naturally extended to the family of Dirichlet $L$-functions including the Riemann hypothesis. The so-called Grand Riemann Hypothesis asserts that all the zeros of $L(s, \chi)$ in the critical strip $0 < \Re(s) < 1$ are on the critical line $\Re(s) = \frac{1}{2}$; it is equivalent to the
asymptotic formula

\[ \psi(x; q, \alpha) = \sum_{n \leq x, n \equiv \alpha \pmod{q}} \Lambda(n) = \frac{x}{\phi(q)} + O(\sqrt{x}(\log x)^2) \]

where the implied constant is absolute. Note that the above formula is meaningful (i.e. its main term exceeds the error term) for relatively large modulus \( q \) in terms of \( x \), namely, it holds uniformly in \( q \ll \sqrt{x}(\log x)^{-3} \).

In analytic number theory, the uniformity of asymptotic formulas, or inequalities, with respect to the involved parameters, is the key issue, because these parameters constitute structural components for connecting distinct sets of numbers. We shall see this machine in action when producing primes in special sparse sequences by sieve methods. In this regard the Grand Riemann Hypothesis would be most useful. The great virtue of GRH for all natural \( L \)-functions (like \( L \)-functions on ideals in number fields, \( L \)-functions of Galois representations, \( L \)-functions of elliptic curves, and ultimately the automorphic \( L \)-functions of any degree) is its ability to yield strong and neat estimates of great uniformity with respect to the relevant invariants. For industrial applications we should use GRH without hesitation. But for a critical researcher the prospect of obtaining extra strong results might deter him from attacking the GRH. My point is that current ideas (in analytic number theory) are not capable, in fact not even aimed to penetrate the subject so deeply. By design many methods are successful in breaking only through the surface of the problem, which is critical for its solution. For example one does not need the full strength of the Lindelöf hypothesis for \( L \)-functions in terms of the conductor (another consequence of the GRH), but a small improvement in the convexity bound is just sufficient for proving major results.

H. Weyl and D. Burgess get credit for establishing the first subconvexity bounds for the Riemann zeta function in the \( s \)-aspect, and for the Dirichlet \( L \)-functions in the conductor aspect, respectively. Do not expect that a small improvement of a convexity bound is possible by squeezing the functional equation arguments; in every case it is the state-of-the-art technique which crashes the barrier. I refer to the full in-depth presentation by P. Michel in the Number Theory Section of this Congress for other examples and for many original ideas with surprising applications.

We now return to primes in arithmetic progressions. It is known that \( L(s, \chi) \), for any character \( \chi \) of conductor \( q \), does not vanish in the region

\[ \sigma > 1 - \frac{c}{\log q(|t| + 1)}, \quad s = \sigma + it \tag{4.1} \]

where \( c \) is a positive absolute constant, with at most one exception. The exceptional character is real and the exceptional zero is also real and simple (due to E. Landau [52]). The problems of the exceptional character are fascinating, so we shall speak more about these issues in a separate section. By the above zero-free region one
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derives the unconditional formula

$$\psi(x; q, a) = \frac{x}{\phi(q)} - \frac{\chi(a)}{\phi(q)} \frac{x^\beta}{\beta} + O(x \exp(-b\sqrt{\log x})) \quad (4.2)$$

where $\chi$ is the exceptional character, $\beta$ is the exceptional zero, so

$$1 - \frac{c}{\log q} < \beta < 1, \quad (4.3)$$

and $b$ is a positive absolute constant. Here on the right-hand side, the second term disappears if the exceptional character does not exist. However, if the exceptional character does exist with the exceptional zero very close to one, then it distorts the asymptotic for $\psi(x; q, a)$ dramatically. Depending on the value $\chi(a) = -1, 1$, we find that the asymptotic number of prime $p \equiv a \pmod{q}$, either doubles or reduces to nothing, respectively. Of course, we do not believe in this phenomenon, yet we cannot rule it out. In fact there are many situations where the existence of the exceptional character would be welcome.

Even if the GRH is true the primes are not very uniformly distributed among various residue classes. In 1853 P. Tchebyshev noticed that the class $3 \pmod{4}$ has a tendency of representing more primes than the class $1 \pmod{4}$. Of course, the bias must not be large, because of the uniformity guaranteed by the GRH. A hundred years later S. Knapowski and P. Turan [51] succeeded in justifying this observation rigorously creating the so called Comparative Prime Number Theory, which is based on another great invention, the Turan Power Sum Method. Their results stimulated further investigations by several authors, who discovered other phenomena. M. Rubinstein and P. Sarnak [63] gave a quite precise characterization of those moduli and the residue classes for which the Tchebyshev bias is present. They also provided the measures which describe quite precisely the distribution of the error terms

$$E(x; q, a) = \psi(x; q, a) - \frac{x}{\phi(q)}$$

simultaneously with respect to specific collections of the classes $a \pmod{q}$. Better yet, their work illuminates the interface where primes and zeros communicate with each other.

While we may have to wait a long time for a proof of the GRH, its main consequence is already established in practical terms, that is to say, the error term $E(x; q, a)$ is showed to be relatively small on average with respect to the modulus $q$ over the same range which the GRH covers. Indeed we know that

$$\sum_{q \leq Q, (q, a) = 1} \lambda(q, a) E(x; q, q) \ll x(\log x)^{-A} \quad (4.4)$$

where $\lambda(q, a)$ are arbitrary real numbers absolutely bounded, $A$ is any positive number and $Q = \sqrt{x}(\log x)^{-B}$, with $B$ depending only on $A$. Here the quality of the
bound is not impressive, we save only a factor \((\log x)^A\) relative to the trivial bound, which nevertheless is sufficient for most applications. More important is that we have here useful estimates for quite large moduli. Because the coefficients \(\lambda(q, a)\) are arbitrary we can sum the error terms \(E(x; q, a)\) with absolute values, so no cancellation occurs. In this format the above estimate was established in 1965 independently by E. Bombieri [3] and A. I. Vinogradov [67] (actually the original statement of Bombieri was slightly more refined). This was a great triumph of the then new technology, the large sieve. The Bombieri–Vinogradov theorem turned out to be particularly useful in applications of combinatorial sieve methods, having the effect of replacing the GRH.

Yet, neither the GRH nor the Bombieri–Vinogradov theorems are the last words about primes in arithmetic progressions. We expect that \((4.4)\) holds with \(Q = x^{1-\varepsilon}\), or even better that each error term satisfy

\[
E(x; q, a) \ll x^\varepsilon (x/q)^{1/2}, \quad \text{if } 1 \leq q \leq x.
\]

If one attempts to prove the latter estimate by an appeal to the explicit formula, then the task boils down to having extremely regular distribution of zeros of \(L\)-functions on the critical line (mostly the zeros near the central point \(s = \frac{1}{2}\) play a role). However, nothing like that is known, and nobody so far has had the courage to formulate the required distribution. Let me say that the analysis based on the \(n\)-level correlation theory (cf. Z. Rudnick and P. Sarnak [64]) does seem to hint for the problem in question, however not enough. Nevertheless, an important progress was made in the eighties by working directly with primes. We know today (see Bombieri–Friedlander–Iwaniec [6] and Fouvry [16]) that \((4.4)\) holds with \(Q = x^{4/7-\varepsilon}\), provided \(a\) is fixed and the coefficients \(\lambda(q) = \lambda(q, a)\) are well factorable (this means that for any factorization \(Q_1 Q_2 = Q\) with \(Q_1 > 1, Q_2 > 1\) one can represent the coefficients \(\lambda(q)\) as a convolution of two new coefficients supported on numbers less than \(Q_1\) and \(Q_2\), respectively). These coefficients are almost as good as any other in applications, especially in conjunction with sieve methods.

When the modulus \(q\) is close to \(x\) there are not sufficiently many primes \(p \leq x\), to warrant the equidistribution among the residue classes \(a(\mod q)\). J. Friedlander and A. Granville [22], building upon an idea of H. Maier, have shown that for every \(B\) the asymptotic formula \(\psi(x; q, a) \sim x/\varphi(q)\) cannot hold uniformly in the range \(q \leq x(\log x)^{-B}\). Even if we consider averaging over the moduli the situation does not improve, for they have shown that the Bombieri–Vinogradov estimate \((4.4)\) cannot hold for \(Q = x(\log x)^{-B}\), where \(A, B\) are arbitrary positive constants.

Primes in arithmetic progressions appear in various contexts, and not just as tools for shaping other things. For example the arithmetic in a number field (a finite algebraic extension of the field of rational numbers) requires a good knowledge of prime ideals in the ring of algebraic integers of that field. One can find all of them by factoring the rational primes \(p\). If the extension is abelian the kind of factorization depends almost exclusively on the residue class of \(p\) modulo the conductor of the field. Clearly, a good question is; “What is the first prime ideal in a number field
(precisely the non-rational prime ideal of the lowest norm), that is to say the smallest “elementary particle” of the field?"

In particular we have the question; “What is the least prime number in an arithmetic progression?”, say \( p_{\text{min}}(q, a) \equiv a \pmod{q} \). The best known asymptotic formula (the Siegel–Walfisz theorem)

\[
\psi(x; q, a) = \frac{x}{\phi(q)} + O(x (\log x)^A)
\]

(4.5)

provides a poor estimate, while the GRH would tell us that \( p_{\text{min}}(q, a) \ll q^{2+\varepsilon} \). One of the deepest results in the Prime Number Theory is the estimation of Yu. V. Linnik

\[
p_{\text{min}}(q, a) \ll q^L,
\]

where \( L \) and the implied constant are absolute, effectively computable. The original arguments of Linnik, and later refinements by several authors (cf. [39]), are gems of the theory. Among many strong ingredients one finds the repulsion property of the exceptional real zero of a real character \( L \)-function. It is a fascinating subject to which we give more attention in Section 6. Recently J. Friedlander and H. Iwaniec (see [45]) developed a different approach to the Linnik theorem avoiding many of these ingredients; our method does not essentially appeal to the zeros of \( L \)-functions but instead it applies a lot of sieve arguments. The best known Linnik constant \( L = 5.5 \) is due to D. R. Heath-Brown [37], while it is expected that \( L = 1 + \varepsilon \) should be fine. Note that the statement \( p_{\text{min}}(q, a) = o(q \log q) \) would be false! For more delicate results and fine speculations we refer to A. Granville [29].

Because the uniformity in estimates for \( \pi(x; q, a) \) with respect to \( q \) is vital in practice, there are many interesting results which are not perfect, but non-trivial for very large moduli. In this regard the sieve methods have an advantage over the analytic methods. First, using the elementary Brun sieve, Titchmarsh showed that \( \pi(x; q, a) < cx/\phi(q) \log(x/q) \) for all \( q < x \), where the constant \( c \) is absolute. This is a problem of the one-dimensional sieve (often called the linear sieve). The very elegant method of Selberg, which is optimal in this case, leads to the Brun–Titchmarsh estimate with \( c = 2 \). The same neat estimate can be also achieved by a large sieve type argument (a Hilbert inequality due to H. L. Montgomery and R. C. Vaughan [57], [58]). It is intrinsic to the linear sieve that we miss the correct estimate by factor of two (the parity problem, see E. Bombieri [4]). Therefore it was surprising when Y. Motohashi [59] improved this estimate in some ranges by incorporating analytic arguments with the sieve theory. His work inspired further developments of the linear sieve theory (see [43]). The key new feature is the bilinear form structure of the remainder term which can be better estimated by methods of exponential sums over a finite field. Recently J. Friedlander and H. Iwaniec [25] employed estimates for extremely short exponential sums of Kloosterman type (based on the original ideas of Karatsuba, and reminiscent of the Vinogradov exponential sums method) getting an improvement essentially in the whole range,

\[
\pi(x; q, a) \leq (2 - \delta)x/\phi(q) \log(x/q)
\]
for \( x^\delta < q < x^\beta \) with any fixed \( 0 < \alpha < \beta < 1 \) and some \( \delta > 0 \) depending only on \( \alpha, \beta \) (we assume that \( x \) is large in terms of \( \alpha, \beta \)). This estimate does not break the parity barrier of sieve theory; it would do so if we had \( \log(x/q) \) replaced by \( \log x \). However we are skeptical that one can go that far with the sieve arguments, because the consequences would be fantastic, namely the non-existence of the exceptional zero (apply the formula (4.2)).

5. Problems of exceptional character

Perhaps there is nothing more exciting in analytic number theory than debates about the exceptional character. I have written a long survey on the subject [45], and I now repeat some of my observations here. For brevity let me restrict the story to the odd real characters; although many remarks are valid for the even characters as well. Such a character \( \chi_D(n) = (\frac{-D}{n}) \) is the Kronecker symbol, whose values \(+1, -1, 0\) characterize factorization of rational primes into ideals in the imaginary quadratic field \( K = \mathbb{Q}(\sqrt{-D}) \). Here \(-D\) is the discriminant of the field \( K \) and \( D > 0 \) is the conductor of the character \( \chi_D \).

Let me begin with an intriguing observation by L. Euler, that the polynomial \( x^2 - x + 41 \) takes prime values for all \( 0 \leq x \leq 40 \). No, do not hope for many such amusing examples! We know today that the reason for seeing so many first prime values of the Euler polynomial is that its splitting field \( K = \mathbb{Q}(\sqrt{-163}) \) has the class number one, that is to say, every integral ideal of \( K \) is principal. G. Rabinowitsch [61] made it clear with his criterion for all the discriminants \(-D\) with \( K = \mathbb{Q}(\sqrt{-D}) \) having class number one. Long ago C. F. Gauss conjectured that there are exactly nine such fields, and hence our saga began. After the early 1930s (Deuring, Heilbronn, Linfoot), we knew that the Gauss list is complete except possibly for one missing discriminant, so the problem was to show that the tenth discriminant did not exist! Numerical computations were useless until we got an effective bound for the class number \( h(-D) \) in terms of \( D \).

By the Dirichlet class number formula

\[
L(1, \chi_D) = \frac{\pi h(-D)}{\sqrt{D}}, \quad \text{if } D > 4
\]

and by the estimates \( (\log \log D)^{-1} \ll L(1, \chi_D) \ll \log \log D \), which follow from the Riemann Hypothesis for \( L(s, \chi_D) \), we infer a pretty good location for the class number

\[
\sqrt{D}(\log \log D)^{-1} \ll h(-D) \ll \sqrt{D} \log \log D.
\]

Of course, this would end the saga for someone who takes the Riemann hypothesis for granted, but we are not willing to do so. Therefore, we are looking for an unconditional lower bound for \( L(1, \chi_D) \). If there is no exceptional zero of \( L(s, \chi_D) \) in the region (4.1), then \( L(1, \chi_D) \gg 1/\log D \), and consequently \( h(-D) \gg \sqrt{D}/ \log D \), where
the implied constant is effectively computable. This lower bound would be more than sufficient to determine all the imaginary quadratic fields \( K = \mathbb{Q}(\sqrt{-D}) \) with any fixed class number \( h(-D) = 1, 2, 3, \ldots \). Ironically the original idea of Dirichlet for estimating \( L(1, \chi_D) \) (which was needed for the existence of primes in arithmetic progressions) uses the trivial bound \( h(-D) \geq 1 \) in the formula (5.1), offering nothing useful for the class number problem itself. E. Landau [53] gave the first non-trivial bound \( h(-D) \gg D^{1/8} \) (shortly after C. L. Siegel [66] improved it), which is quite impressive, but still useless for solving the Gauss problem. Landau’s estimate is defective (so is Siegel’s), because the implied constant is ineffective. This translates into saying that the exceptional zero of \( L(s, \chi_D) \) is not too close to one. Specifically Siegel proved that for every \( \varepsilon > 0 \) there exists a constant \( c(\varepsilon) > 0 \) such that

\[
\beta \leq 1 - c(\varepsilon)q^{-\varepsilon}.
\] (5.2)

The constant \( c(\varepsilon) \) cannot be computed. This deficiency doesn’t matter for many applications, but one must be aware that certain statements with ineffective constants have no content. For example, consider the following grotesque theorem: There is a constant \( T > 0 \), such that if every complex zero of \( \zeta(s) \) with height \( < T \) is on the critical line then the RH is true. However Siegel’s result is serious, it is indispensable for the Bombieri–Vinogradov theorem.

One of many intriguing characteristics of the exceptional character is its repelling property. Roughly speaking if the exceptional zero of \( L(s, \chi_D) \) is closer to the point \( s = 1 \), then the other zeros are farther away from \( s = 1 \), not only the real zeros of \( L(s, \chi_D) \), but also all the zeros of any other natural \( L \)-function. This effect seems to be pretty universal. Here is how the mystery can be explained in a few steps:

- Suppose a real zero of \( L(s, \chi_D) \) is close to \( s = 1 \).
- Then \( L(1, \chi_D) \) is very small.
- Consequently, by the class number formula \( h(-D) \) is small.
- Therefore, the prime numbers which split in \( K = \mathbb{Q}(\sqrt{-D}) \) are rare.
- Hence the character \( \chi_D \) takes value \(-1\) at almost all primes.
- This says that \( \chi_D \) pretends to be the Möbius function on squarefree numbers, because both are multiplicative.
- While also being periodic the character \( \chi_D \) works nicely with any natural \( L \)-function by twisting.
- The natural \( L \)-function after twisting is still entire and in the same time it pretends to be the inverse.
- In conclusion the natural \( L \)-function, whatever it is, cannot vanish in vast regions.
This colorful scenario is a dream which we wish were true. For one reason the exceptional character could help prove beautiful theorems about primes without recourse to the Grand Riemann Hypothesis. In fact, we shall see that the existence of the exceptional character can permit us to do better than what we can do with the GRH.

Before indulging ourselves in this illusory situation, let me come back to reality with some historical points. To derive effective results, in principle, there is no reason to abandon the repelling property of a real zero; provided this special zero is really real, that is it has a numerical value. Fine, but how can one produce this repellant if we believe in the GRH? The only hope along such ideas is to find an \( L \)-function which vanishes at the central point \( \beta = \frac{1}{2} \). A quick examination of Siegel’s arguments reveals that any zero \( \beta > \frac{1}{2} \) has some power of repelling, which is not as strong as that of the zero near the point \( s = 1 \), yet sufficiently strong for showing effectively that

\[
h(-d) \gg D^{\beta - \frac{1}{2}} (\log D)^{-1}.
\]

In view of this property the first question that arises is; “Does the central zero have an effect on the class number?” In the remarkable paper by J. Friedlander [20] we find the answer; “Yes it does and the impact depends on the order of the central zero!” The second question is; “How does one find \( L \)-functions which do vanish at the central point with sufficient multiplicity?” Definitely the Dirichlet \( L \)-functions do not qualify (by a folk conjecture \( L(\frac{1}{2}, \chi) > 0 \) for any real character \( \chi \)). Obviously, if \( L(s, f) \) is self-dual and has the root number \(-1\) in its functional equation, then \( L(\frac{1}{2}, f) = 0 \). Alas, not a single such case was known until J. V. Armitage [1] gave an example of an \( L \)-function of a number field.

A lot more possibilities are offered by elliptic curves. Indeed, according to the Birch and Swinnerton-Dyer conjecture the Hasse–Weil \( L \)-function of an elliptic curve \( E/Q \) vanishes at the central point to the order equal to the rank of the group of rational points. D. Goldfeld [31] first took this route successfully assuming he was given an \( L \)-function which vanishes at the central point to order three (a double zero at the central point is not repelling). It is easy to point out the candidate as it is easy to construct an elliptic curve of rank \( g = 3 \) (by forcing three points to lay on a curve), but proving that it is modular with the corresponding \( L \)-function vanishing to the correct order at the central point is much harder a problem. Ten years after Goldfeld’s work such an \( L \)-function was provided by B. Gross and D. Zagier [33], concluding with the lower bound

\[
h(-D) \gg \prod_{p | D} \left(1 - \frac{2\sqrt{p}}{p + 1}\right) \log D.
\]

This bound is effective, so today one can determine (time permitting) all the imaginary quadratic fields \( K = Q(\sqrt{-D}) \) which have a given class number.

Some renowned researchers contemplated that the GRH could hold for any natural \( L \)-function except possibly for some real zeros very close to the point \( s = 1 \). But
recently P. Sarnak and A. Zaharescu [65] proved that such a zero would ruin the GRH very badly. Briefly speaking, the $L$-functions for certain cusp forms would have complex zeros off the critical line.

Let us assume the Grand Riemann Hypothesis. A simple or double zero at the center has no visible effect on the class number. But what about the other zeros on the critical line, which we know appear in abundance? Rather than asking for high multiplicity, more hopefully, one should ask if some clustering of the complex zeros do the job. Yes indeed, to wipe out the exceptional zeros of real Dirichlet $L$-functions one only needs to appeal to the zeros of the Riemann zeta function. B. Conrey and H. Iwaniec [10] showed that if the gaps between zeros of $\zeta(s)$ are smaller than half of the average value sufficiently often, then the exceptional zeros do not exist (see the original paper for more precise statements). Of course, one must question whether the required small gaps do occur in reality. We cannot yet prove it, but we have strong evidence deduced from the Pair Correlation Theory of H. L. Montgomery [56].

We used to think that the zeros of distinct $L$-functions do not see each other, that they are governed by independent distribution laws (read the Katz–Sarnak philosophy [50]). This is not so clear today by the results of [10] (the Riemann zeta function conspires against the Dirichlet $L$-functions?).

The $L$-functions co-exist and interact strongly in families. Analytic number theorists are very successful in exploring families associated with objects, which are in some sense orthogonal and complete in an appropriate ambient space (like the Hilbert space of modular forms). For example, let $H_k$ be the basis of the linear space of cusp forms of weight $k$ which are simultaneous eigenfunctions of all the Hecke operators on the modular group $\text{SL}(2, \mathbb{Z})$. Let $H(K)$ be the union of $H_k$ for $k \leq K$, $k \equiv 0 \pmod{4}$, so $H(K)$ has about $K^2$ forms. Let $L(s, f)$ be the Hecke $L$-function associated with $f$ in $H(K)$. Note that the root number (the sign of the functional equation) is +1 (we normalize the Hecke operators so that the central point of any $L(s, f)$ is at $s = \frac{1}{2}$).

Motivated by questions of the exceptional character H. Iwaniec and P. Sarnak [48] proved that at least 50% of the $L$-functions in the set $H(K)$ do not vanish at the central point. Actually we gave fairly good positive lower bounds. We believe that 100% of these central values are strictly positive (and relatively large). So what is special about the 50%? If we got just a bit more, then we could say good-bye to the exceptional zero. Keep in mind that here we took a somewhat opposite direction for attacking the exceptional zero, that is to say, we do not explore zeros of $L$-functions as repellants, but instead we utilize a lot of positive central values.

So far we have tried vigorously to eliminate the exceptional zero, because it is a pest in many areas of analytic number theory. However, as we have said previously, in some applications the exceptional character and its exceptional zero are very welcome. In particular the exceptional character helps to deal with prime numbers in exotic sequences where the Riemann hypothesis is not applicable. Recall that the real character $\chi_D$ is said to be exceptional if the corresponding $L$-function has a real zero $\beta > 1 - c/\log D$, for some fixed sufficiently small positive constant $c$. Assuming that this happens for arbitrarily large modulus $D$ one can show the existence of
primes in many sparse sequences. I call these “the illusory primes”, because today nobody believes that the exceptional zeros exist in reality. First D. R. Heath-Brown [35] showed under the above condition that there are infinitely many twin primes. J. Friedlander and H. Iwaniec [26], [27], [28] found illusory primes in other sets. For example we showed under similar conditions (see [28]) that the polynomial $x^2 + y^6$ represents infinitely many primes.

Having enjoyed the assistance of the exceptional zeros for the Dirichlet $L$-functions in the quest for prime numbers we can only dream of extending this illusory world to other kind of $L$-functions. But we already know that the $L$-functions of cusp forms are not exceptional; nor are the associated symmetric square $L$-functions (due to Goldfeld, Hoffstein, Lockhart, Lieman, Ramakrishnan). In view of these results and related intense investigations, the real character appears to be the hardest stubborn case!

6. Capturing primes by sieve methods

The sieve methods were created with great expectation for finding the twin primes and for proving the Goldbach conjecture. The first ideas of Viggo Brun of 1915–1924 followed the exclusion-inclusion procedure as in the ancient Eratosthenes sieve. Over fifty years many ramifications of this approach have been developed, notably the combinatorial sieve, the Selberg upper bound sieve and the Bombieri asymptotic sieve (see my article [44] in the Proceedings of the ICM in Helsinki). Although the principal ideas are elementary, it was necessary to incorporate analytic arguments for the finest estimates. In the most important cases, like the linear sieve, we know the optimal results. Unfortunately they are too weak to give prime numbers in general sequences for which the methods apply. Not because we overlooked something, but rather because of an intrinsic barrier, which is called the parity phenomenon.

The parity phenomenon is best explained in the context of Bombieri’s asymptotic sieve [4]. This says that within the classical conditions for the sieve one cannot sift out all numbers having the same parity of the number of their prime divisors. Never mind producing primes; we cannot even produce numbers having either one, three, five or seven prime divisors. However under the best circumstances we can obtain numbers having either 2006 or 2007 prime divisors. Similarly we can also obtain numbers having either one or two prime divisors, but we are not able to determine which of these numbers are there, probably both.

Therefore, in order to distinguish primes from numbers having two prime divisors it is necessary to extend the system of sieve conditions by adding a new condition. We shall explain the new idea by modifying the asymptotic sieve of Bombieri.

Suppose $A = (a_n)$ is a sequence of real, non-negative numbers. We are after the sum

$$S(x) = \sum_{n \leq x} a_n A(n). \quad (6.1)$$
Recall that $\Lambda(n)$ denotes the von Mangoldt function which is supported on powers of prime numbers (in practice it is easy to ignore the high powers). Assume we are given natural approximations to the sums

$$A_d(x) = \sum_{\substack{n \leq x \\text{mod} \ d}} a_n,$$

specifically we have

$$A_d(x) = g(d)A(x) + r_d(x)$$

where $g(d)$ is a multiplicative functions with $0 \leq g(p) < 1$ for all $p$ and $r_d(x)$ is considered to be an error term, which is relatively small. Here $g(d)$ represents the density of the subsequence of elements $a_n$ with $n$ being divisible by $d$. Naturally we assume that $g(d)$ is multiplicative, because we believe that the divisibility by distinct primes are independent events (this is not exactly true in stronger models of the sieve). Writing $\Lambda(n)$ as a convolution of the Möbius function and the logarithm, or more conveniently writing

$$\Lambda(n) = \sum_{d|n} \mu(d) \log d,$$

we arrange $S(x) = H(x)A(x) + R(x)$, where

$$H(x) = -\sum_{d \leq x} \mu(d)(\log d)g(d),$$

$$R(x) = -\sum_{d \leq x} \mu(d)(\log d)r_d(x).$$

The density function $g(d)$ usually satisfies natural regularity conditions, which imply that $H(x)$ has a limit

$$H(x) \sim H = \prod_p \left(1 - g(p)\right) \left(1 - \frac{1}{p}\right)^{-1}. \quad (6.2)$$

Ignoring the remainder term $R(x)$ one is led to the following asymptotic formula

$$S(x) \sim HA(x), \quad \text{as } x \to \infty. \quad (6.3)$$

Although one cannot ignore the remainder terms arbitrarily, the above asymptotic formula is conjectured to hold for every natural sequences $A = (a_n)$. This agrees with formulas derived by various heuristic arguments, for instance by the circle method.

Why do we expect that the remainder term $R(x)$ is insignificant? There are primarily two reasons. First if the moduli $d$ are relatively small, say $d < D$ with some $D = D(x) \leq x$, then the individual error terms $r_d(x)$ are small. But for $d$
large, closer to $x$, the error terms $r_d(x)$ are comparable in size with the main terms $g(d)A(x)$. Hence their contribution is insignificant not because they are relatively small, but because of a cancellation in $R(x)$, which is due to the sign change of the Möbius function $\mu(d)$. The first part with $d < D$ belongs to the classical system of sieve conditions while the remaining part is critical for breaking the parity barrier. Looking behind the scene is the randomness of the Möbius function, which we loosely articulate as the following principle:

**Randomness of the Möbius function.** The Möbius function $\mu(d)$ changes sign with unbiased fashion towards any natural sequence $c(d)$, thus producing a considerable cancellation in sums of the twisted terms $\mu(d)c(d)$.

It is hard to imagine that a natural sequence conspires with the Möbius function, so it is frequently save to accept the heuristic formula (6.3). Then why do we face the parity barrier of sieve methods which prevents us from capturing prime numbers? Because the combinatorial sieve constructions make use of a truncated Möbius function which is obviously biased to the pure Möbius function! The Selberg sieve is somewhat different, but not much in this regard.

Estimating sums of terms twisted by the Möbius function is usually as difficult as that of the von Mangoldt function, so we are not yet done. In the next step of the sieve for primes we convert the twisted sums to bilinear forms. The latter can be estimated using a variety of tools of operator theory with the most successful being the duality principle and the large sieve inequality (not a sieve method, please). Here the structure of a bilinear form plays a vital role. It works for quite general coefficients so one can escape from the vicious circle created by the Möbius function. Let me give a simple but quite general result which is derived along the above lines.

**Proposition (sieve for primes).** Suppose a sequence of non-negative numbers $A = (a_n)$ has the density function $g(d)$ which is multiplicative with $0 \leq g(p) < 1$ and

$$\sum_{p \leq y} g(p) \log p = \log y + c_g + O(1/\log y),$$

for any $y \geq 2$, with $c_g$ a constant. Suppose

$$\sum_{d \leq D} |r_d(x)| \leq A(x)(\log x)^{-2},$$

$$\sum_{\ell} \sum_{\substack{\ell m \leq x \\ell \mid m \leq z^2}} |\mu(m)a_{\ell m}| \leq A(x)(\log x)^{-2},$$

where $z = x^\delta$, $D = x^{1-\delta}$ with some small $\delta > 0$. Then we have

$$\sum_{n \leq x} a_n \Lambda(n) \sim HA(x), \quad \text{as } x \to \infty.$$
The first condition (6.5) is classical in sieve theory, and sometimes it can be established for \( D = x^{1-\delta} \) with \( \delta \) arbitrarily small. In this case the first condition alone suffices to derive an asymptotic formula (due to Bombieri)

\[
\sum_{n \leq x} d_n \Lambda_k(n) \sim k H A(x) (\log x)^{k-1}
\]

for any \( k \geq 2 \), where \( \Lambda_k(n) \) is the von Mangoldt function of order \( k \) which is supported on numbers having at most \( k \) distinct prime divisors. As we mentioned before this asymptotic formula must fail for \( k = 1 \), because of the parity barrier. Our second condition (6.6) takes care of this barrier. This bilinear form estimate is much harder to establish, yet it is in the realm of modern technology.

**Example** (Fouvry–Iwaniec). The sequence \( \mathcal{A} = (a_n) \) with

\[
a_n = \sum_{\ell^2 + m^2 = n} \Lambda(\ell)
\]

satisfies (6.5) and (6.6). Therefore we have

\[
\sum_{\ell^2 + m^2 \leq x} \Lambda(\ell) \Lambda(\ell^2 + m^2) \sim H x
\]

where \( H \) is a positive constant. Hence there are infinitely many primes of type \( p = \ell^2 + m^2 \) where \( \ell \) is also prime.

Presently there are various variants of sieve axioms which are capable of producing primes (see Friedlander and Iwaniec [23], Heath-Brown [37]). In the above proposition the axioms are realistic only if the sequence \( \mathcal{A} = (a_n) \) is relatively dense, while the other versions can handle quite sparse sequences. Of course the verification of these axioms for sparse sequences is even harder, but the results are more impressive.

**Example** (Friedlander–Iwaniec). We have

\[
\sum_{a^2 + b^4 \leq x} \Lambda(a^2 + b^4) \sim H x^{3/2}.
\]

**Example** (Heath-Brown). He has

\[
\sum_{a^3 + 2b^3 \leq x} \Lambda(a^3 + 2b^3) \sim H x^{5/2}.
\]

Let me point out that in every case considered so far the prime producing sieve does not actually produce primes. At best what it does is allow the search for primes in a target sequence to be augmented by using primes in another sequence which has a simpler structure so we know it contains primes by standard analytic arguments, usually like the zeta function methods. Yes, it is a steal, but not easy. Usually these
transformations are far more advanced than a proof of the PNT in the comparative sequence.

The same can be said about the prime producing sieve in the work of Goldston–Pintz–Yildirim [32], although their approach is very different. They start with a collection of some distinct positive integers \( h_1, \ldots, h_r \), to which they associate the arithmetic function

\[
W(m) = \sum_{1 \leq i \leq r} \Lambda^\flat(m - h_i) - \log m
\]

where \( \Lambda^\flat(n) = \log n \) if \( n \) is prime, and zero otherwise. Assume that the Bombieri–Vinogradov theorem holds with moduli \( q \leq Q = x^\theta \), for some \( \theta > \frac{1}{2} \), and that the number of shifts \( r \) is sufficiently large in terms of \( \theta \). Summing \( W(m) \) over \( m \leq x \) with certain non-negative weights (Selberg’s sieve weights of various dimensions) they managed to show that \( W(m) \) is positive for many \( m \leq x \). For these \( m \)'s at least two of the shifted numbers \( m - h_1, \ldots, m - h_r \) are primes (these primes are not produced by sieve weights, they are borrowed from the Bombieri–Vinogradov theorem, which extracts them from the Siegel–Walfish theorem). Consequently the gap between these primes is bounded by \( H = \max \{|h_i - h_j|\} \). Note that the result requires the level of distribution of primes in arithmetic progressions to be \( x^\theta \) with \( \theta > \frac{1}{2} \), which the GRH does not reach. Nevertheless, as we said in Section 4 we believe this should hold with any \( \theta < 1 \). Assuming this conjecture (the Elliott–Halberstam conjecture) the arguments of Goldston–Pintz–Yildirim lead to a conclusion that there are infinitely many gaps between distinct primes which do not exceed 16. Wow!

7. Bilinear forms technique for sums over primes

The core of Prime Number Theory consists of the distribution of primes in short segments, in arithmetic progressions, in homogeneous polynomials and in other similar sparse sequences. This territory expands to number fields, where the prime ideals play the role of primes. Here new challenging aspects emerge, particularly important being the uniformity of estimates with respect to the field invariants. For example, the distribution of prime ideals in the Galois conjugacy classes (the Tchebotarev theorem) is considered as a non-abelian analog of the distribution of primes in arithmetic progressions. Then one goes further into the territory of automorphic forms, where for example one may study the Hecke eigenvalues at primes. Why at primes? Because these eigenvalues admit a geometric interpretation (consider the group of points of an elliptic curve over a finite field). One may view this section of the theory of primes as a natural continuation of the celebrated memoir of Riemann on the zeta function. Here analytic arguments come to fruition through the zeros of \( L \)-functions. H. Davenport named this territory “multiplicative number theory”.

Now I would like to go through a different territory of sums over primes which can hardly be treated by \( L \)-function methods. They are distinguished by the idea of
bilinear forms. Consider the sum

\[ S_f(x) = \sum_{p \leq x} f(p) \]

where \( f \) is an arithmetic function defined on primes, but not necessarily on all positive integers. Of course, one can always extend \( f \) to all integers arbitrarily, however a natural extension may not suggest itself easily. Very often, neither the associated Dirichlet series

\[ \sum_n f(n)n^{-s}, \]

nor the Fourier series

\[ \sum_n f(n)e(nz) \]

has any beneficial properties (these series are logical creatures if \( f \) is multiplicative or additive respectively).

The bilinear forms technique rearranges the sum \( S_f(x) \) into a number of other sums (as in sieve methods), the key one being of type

\[ S_f(M, N) = \sum_{m \leq M} \sum_{n \leq N} \alpha_m \beta_n f(m, n) \]

with some specific coefficients \( \alpha_m, \beta_n \). Because of the complexity of these coefficients one cannot expect to treat them in any other way than as general complex numbers. For this reason the sum \( S_f(M, N) \) is almost a genuine bilinear form. A non-trivial estimate is still possible; provided \( f \) does not resemble a multiplicative function, and \( f \) has a considerable sign variation. Paraphrasing, we are looking for a non-trivial estimate of the norm of the corresponding operator, which in this case is the largest eigenvalue of the corresponding matrix. While there are lots of possibilities here, it turns out that an application of Cauchy’s inequality is most popular, because it is very flexible. I do not mean a straightforward application, in many situations it precedes with elaborate preparation of the bilinear form by exploiting its characteristics. For example it is wise to perform some kind of linearization before applying Cauchy’s inequality to avoid the increase of the dimension of the resulting lattice point problem (see how in [17] we landed in the domain of complex integers when counting the rational primes of type \( p = \ell^2 + m^2 \) with \( \ell \) prime).

Let me state one of many results about general sums over primes which exhibit the bilinear form technique.

**Theorem** (Duke–Friedlander–Iwaniec). Let \( f(n) \) be any sequence of complex numbers with \( |f(n)| \leq \tau(n) \). Suppose

\[ \sum_{d \leq y} \left| \sum_{dm \leq x} f(dm) \right| \leq x(\log x)^{-2}, \]
\[ \sum_{m} \left| \sum_{pm \leq x \atop w < p < v} p^{it} f(pm) \right| \leq x (\log x)^{-4} \]

for \( x \geq e^{1/\varepsilon} \) with \( 0 < \varepsilon \leq \frac{1}{12} \), where \( t \) is any real number and the parameters \( y, v, w \) are given by \( y = x^{1 - \varepsilon} \), \( v = x^{3 - \varepsilon} \), \( w = x^{12}/10 \log \log x \). Then we have

\[ \sum_{p \leq x} f(p) \ll \varepsilon x (\log x)^{-1}, \]

where the implied constant is absolute.

**Remark.** The inner sum coefficients in the first double sum are constant and in the second double sum they are \( p^{it} \), so virtually they are general because \( t \) is not fixed.

This theorem was crafted for a specific sequence in mind, namely

\[ f(n) = \sum_{\nu^2 + 1 \equiv 0 (n)} e\left( \frac{\nu h}{n} \right) \]

where \( h \neq 0 \) is a fixed integer. That this sequence satisfies the above condition is itself a great problem which we solved using the spectral theory of automorphic forms. Hence we obtain

\[ \frac{1}{\pi(x)} \sum_{p \leq x} \sum_{\nu^2 + 1 \equiv 0 (p)} e\left( \frac{\nu h}{p} \right) \rightarrow 0, \quad \text{as } x \rightarrow \infty. \]

In other words, using Weyl’s criteria from equidistribution theory we proved that the roots of the polynomial \( P(X) = X^2 + 1 \) in the finite field of \( p \) elements are uniformly distributed when \( p \) runs over primes (for every \( p \equiv 1 \pmod{4} \) there are two roots, and none if \( p \equiv 3 \pmod{4} \)). Similar results are established for other quadratic polynomials irreducible over \( \mathbb{Z} \). The problem for higher degree irreducible polynomials is out of reach by current technology. Probably the uniform distribution of roots holds no matter what is the Galois group of the polynomial.

According to a theorem of Fermat every prime \( p \equiv 1 \pmod{4} \) is a sum of two squares, \( p = a^2 + b^2 \). This representation is unique if we require \( a, b \) to be positive and \( b \) odd. We call the Jacobi symbol \( s_p = \left( \frac{a}{p} \right) \) the spin of the corresponding Gaussian prime \( \pi = a + bi \). As a by-product of the work on primes represented by the polynomials \( X^2 + Y^4 \) we have shown that the spin changes quite regularly, in fact we got (see [24])

\[ \sum_{p \leq x \atop p \equiv 1(4)} s_p \ll x^{76/77}. \]
8. Sums over primes related to modular forms

A great variety of interesting arithmetic functions appear in modular forms, for example the Fourier coefficients of cusp forms. For an obvious reason the bilinear form technique does not work for sums over primes of a multiplicative function. In particular this would fail for the Hecke eigenvalues of any classical cusp form (holomorphic of integral weight). However it works nicely for the Fourier coefficients \( \rho(n) \) of any metaplectic cusp form (a modular form on a congruence group of half-integral weight with respect to the theta multiplier). Indeed W. Duke and H. Iwaniec [15] established the following estimate

\[
\sum_{p \leq x} \rho(p) \ll x^{156/157}.
\]

D. R. Heath-Brown and S. Patterson got an estimate of similar nature for cubic Gauss sums. When investigating the low lying zeros of classical cusp forms in [47] we encountered sums of type

\[
S_f(x) = \sum_{p \leq x} \lambda(p)e(2\sqrt{p})
\]

where \( \lambda(p) \) are the eigenvalues of the Hecke operators \( T_p \) acting on a classical cusp form on the full modular group. We normalize these so that the Ramanujan conjecture (proved by P. Deligne) becomes \( |\lambda(p)| \leq 2 \). Due to the twist by the exponential factor the function \( f(n) = \lambda(n)e(2\sqrt{n}) \) is not multiplicative, so it is possible to show by bilinear form techniques that

\[
S_f(x) \ll x^{5/6}.
\]

In the theory of exponential sums and character sums there is a reasonable expectation that cancellation should be of the order of the square root of the number of terms, unless there is a natural reason to prevent this from happening, in which case one gets a larger main term. Clearly this philosophy is consistent with the Grand Riemann Hypothesis. Indeed we can show that the sum of \( f(n) \) over all integers \( n \leq x \) is bounded by \( O(x^{1/2+\varepsilon}) \). Should this bound be also true for the sum restricted by primes? One would think so according to the above philosophy, but our findings suggest different things! To be convinced we applied the Möbius Function Randomness Principle which led us to the surprising asymptotic formula

\[
S_f(x) \sim cx^{3/4}(\log x)^{-1}
\]

where \( c \neq 0 \) is a constant (\( c \) is the value of the associated symmetric square \( L \)-function at \( s = 1 \), up to some elementary factors). On the other hand for the sums over primes with no twists the GRH implies

\[
\sum_{p \leq x} \lambda_f(p) \ll x^{1/2+\varepsilon},
\] (4)
\[ \sum_{p \leq x} e(2\sqrt{p}) \ll x^{1/2 + \varepsilon}. \]  

(5)

Comparing the above three estimates one may conclude that the Hecke eigenvalues \( \lambda(p) \) are somewhat biased towards the exponential function \( e(2\sqrt{p}) \). Why does it happen at primes but not at all integers? It would be interesting to understand this behavior within the structure of modular forms.

Some important arithmetic functions at primes do not obey the law of equidistribution with respect to the natural (Lebesgue) measure. For example the angles of the Hecke eigenvalues \( \lambda(p) = 2 \cos(\theta_p) \) for a given cusp form on the full modular group (so it is not of complex multiplication type) are conjectured to be equidistributed with respect to the Sato–Tate measure \( 2\pi^{-1}(\sin \theta)^2 d\theta \) on \([0, \pi]\). This would follow (as part of Langlands’ program) from the conjecture that all the symmetric power \( L \)-functions associated with the given cusp form are holomorphic in the half-plane \( \text{Re}(s) \geq 1 \) and do not vanish on the line \( \text{Re}(s) = 1 \).

The angles of the classical Kloosterman sums

\[ K(a, b; p) = \sum_{xy \equiv 1 (p)} e\left(\frac{ax + by}{p}\right) = 2\sqrt{p} \cos \theta_p \]

with \( ab \neq 0 \) are also conjectured to have the Sato–Tate measure of equidistribution. Sadly enough we do not even know whether they change sign infinitely often. However E. Fouvry and P. Michel \[18\], \[19\] showed that the Kloosterman sums to moduli, which are the product of at most twenty-three distinct primes, do change sign very often. This is a very deep work. Besides creating innovations in sieve methods they gave original transformations which reduce the problem to the Riemann hypothesis for varieties over a finite field (proved by P. Deligne).

The Kloosterman sums twisted by the real character

\[ S(a, b; p) = \sum_{xy \equiv 1 (p)} \left(\frac{x}{p}\right) e\left(\frac{ax + by}{p}\right) = 2\sqrt{p} \cos \theta_p \]

(named Salie sums), behave differently. Their angles are known to be equidistributed with respect to the natural (Lebesgue) measure. This fact was proved by W. Duke, J. Friedlander and H. Iwaniec \[13\] using the bilinear forms technique and the spectral theory of automorphic forms.

9. Closing remarks

Analytic number theory is fortunate to have one of the most famous unsolved problems, the Riemann hypothesis. Not so fortunately, this puts us in a defensive position, because outsiders who are unfamiliar with the depth of the problem, in their pursuit for the ultimate truth, tend to judge our abilities rather harshly. In concluding this
Prime numbers and $L$-functions

I wish to emphasize my advocacy for analytic number theory by saying again that the theory flourishes with or without the Riemann hypothesis. Actually, many brilliant ideas have evolved while one was trying to avoid the Riemann hypothesis, and results were found which cannot be derived from the Riemann hypothesis. So, do not cry, there is a healthy life without the Riemann hypothesis. I can imagine a clever person who proves the Riemann hypothesis, only to be disappointed not to find new important applications. Well, an award of one million dollars should dry the tears; no applications are required!
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High dimensional statistical inference and random matrices
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Abstract. Multivariate statistical analysis is concerned with observations on several variables which are thought to possess some degree of inter-dependence. Driven by problems in genetics and the social sciences, it first flowered in the earlier half of the last century. Subsequently, random matrix theory (RMT) developed, initially within physics, and more recently widely in mathematics. While some of the central objects of study in RMT are identical to those of multivariate statistics, statistical theory was slow to exploit the connection. However, with vast data collection ever more common, data sets now often have as many or more variables than the number of individuals observed. In such contexts, the techniques and results of RMT have much to offer multivariate statistics. The paper reviews some of the progress to date.
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1. Introduction

Much current research in statistics, both in statistical theory, and in many areas of application, such as genomics, climatology or astronomy, focuses on the problems and opportunities posed by availability of large amounts of data. (More detail may be found, for example, in the paper by Fan and Li [40] in these proceedings.) There might be many variables and/or many observations on each variable. Loosely one can think of each variable as an additional dimension, and so many variables corresponds to data sitting in a high dimensional space. Among several mathematical themes one could follow – Banach space theory, convex geometry, even topology – this paper focuses on random matrix theory, and some of its interactions with important areas of what in statistics is called “multivariate analysis.”

Multivariate analysis deals with observations on more than one variable when there is or may be some dependence between the variables. The most basic phenomenon is that of correlation – the tendency of quantities to vary together: tall parents tend to
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have tall children. From the beginning, there has also been a focus on summarizing
and interpreting data by reducing dimension, for example by methods such as prin-
cipal components analysis (PCA). While there are many methods and corresponding
problems of mathematical interest, this paper concentrates largely on PCA as a lead-
ing example, together with a few remarks on related problems. Other overviews with
substantial statistical content include [5], [30] and [36].

In an effort to define terms and give an example, the earlier sections cover intro-
ductory material, to set the stage. The more recent work, in the later sections,
concentrates on results and phenomena which appear in an asymptotic regime in
which \( p \), the number of variables increases to infinity, in proportion to sample size \( n \).

2. Background

2.1. Principal components analysis. Principal components analysis (PCA) is a
standard technique of multivariate statistics, going back to Karl Pearson in 1901 [75]
and Harold Hotelling in 1933 [51]. There is a huge literature [63] and interesting
modern variants continue to appear [87], [80]. A brief description of the classical
method, an example and references are included here for convenience.

PCA is usually described first for abstract random variables, and then later as an
algorithm for observed data. So first suppose we have \( p \) variables \( X_1, \ldots, X_p \). We
think of these as random variables though, initially, little more is assumed than the
existence of a covariance matrix \( \Sigma = \langle \sigma_{kk'} \rangle \), composed of the mean-corrected second
moments

\[
\sigma_{kk'} = \text{Cov}(X_k, X_{k'}) = E(X_k - \mu_k)(X_{k'} - \mu_{k'}). 
\]

The goal is to reduce dimensionality by constructing a smaller number of “derived”
variables \( W = \sum_k v_k X_k \), having variance

\[
\text{Var}(W) = \sum_{k,k'} v_k \sigma_{kk'} v_{k'} = v^T \Sigma v. 
\]

To concentrate the variation in as few derived variables as possible, one looks for
vectors that maximize \( \text{Var}(W) \). Successive linear combinations are sought that are
orthogonal to those previously chosen. The principal component eigenvalues \( \ell_j \) and
principal component eigenvectors \( v_j \) are thus obtained from

\[
\ell_j = \max \{ v^T \Sigma v : v^T v_{j'} = 0; \ j' < j, \ |v| = 1 \}. \tag{1} 
\]

In statistics, it is common to assume a stochastic model in terms of random vari-
ables whose distributions contain unknown parameters, which in the present case
would be the covariance matrix and its resulting principal components. To estimate
the unknown parameters of this model we have observed data, assumed to be \( n \)
observations on each of the \( p \) variables. The observed data on variable \( X_k \) is viewed as
a vector \( x_k \in \mathbb{R}^n \). The vectors of observations on each variable are collected as rows into a \( p \times n \) data matrix
\[
X = (x_{ki}) = [x_1 \ldots x_p]^T.
\]

A standard pre-processing step is to center each variable by subtracting the sample mean \( \bar{x}_k = n^{-1} \sum_i x_{ki} \), so that \( x_{ki} \leftarrow x_{ki} - \bar{x}_k \). After this centering, define the \( p \times p \) sample covariance matrix \( S = (s_{kk'}) \) by
\[
S = (s_{kk'}) = n^{-1} X X^T, \quad s_{kk'} = n^{-1} \sum_i x_{ki} x_{k'i}.
\]
The derived variables in the sample, \( w = Xv = \sum_k v_k x_k \), have sample variance \( \widehat{\text{Var}}(w) = v^T S v \). Maximising this quadratic form leads to successive sample principal components \( \hat{\ell}_j \) and \( \hat{v}_j \) from the sample analog of (1):
\[
\hat{\ell}_j = \max \left\{ v^T S v : v^T \hat{v}_j' = 0, \ j' < j, \ |v| = 1 \right\}
\]
Equivalently, we obtain for \( j = 1, \ldots, p \),
\[
S \hat{v}_j = \hat{\ell}_j \hat{v}_j, \quad \hat{w}_j = X \hat{v}_j.
\]

Note the statistical convention: estimators derived from samples are shown with hats.

Figure 1 shows a conventional picture illustrating PCA.

![Figure 1](image-url)

**Figure 1.** The \( n \) data observations are viewed as \( n \) points in \( p \) dimensional space, the \( p \) dimensions corresponding to the variables. The sample PC eigenvectors \( \hat{v}_j \) create a rotation of the variables into the new derived variables, with most of the variation on the low dimension numbers. In this two dimensional picture, we might keep the first dimension and discard the second.

Observed data are typically noisy, variable, and limited in quantity, so we are interested in the estimation errors
\[
\hat{\ell}_j(X) - \ell_j, \quad \hat{v}_j(X) - v_j.
\]

An additional key question in practice is: how many dimensions are “significant”, or should be retained? One standard approach is to look at the percent of total variance explained by each of the principal components:
\[
p_j = \hat{\ell}_j / \sum \hat{\ell}_j' = \hat{\ell}_j / \text{tr} S.
\]
An example. Menozzi, Piazza, and Cavalli-Sforza [70] is a celebrated example of the use of PCA in human genetics and anthropology. It was known from archaeological excavations that farming spread gradually from Near East across Europe 9000–5000 yrs ago (map below right). A motivating question was whether this represented spreading of the farmers themselves (and hence their genes) or transfer of technology to pre-existing populations (without a transfer of genes).

Menozzi et al. [70] brought genetic data to bear on the issue. Simplifying considerably, the data matrix $X$ consisted of observations on the frequencies of alleles of $p = 38$ genes in human populations at $n = 400$ locations in Europe. The authors sought to combine information from the 38 genes to arrive at a low dimensional summary.

A special feature of the genetics data is that the observations $i$ have associated locations $\text{loc}[i]$, so that it is possible to create a map from each of the principal components $w_j$, by making a contour plot of the values of the derived variable $w_j[i]$ at each of the sampling locations $\text{loc}[i]$. For example the first principal component (map below left) shows a clear trend from south-east to north-west, from Asia Minor to Britain and Scandinavia. The remarkable similarity of the PC map, derived from the gene frequencies, with the farming map, derived from archaeology, has been taken as strong support for the spread of the farmers themselves.

For the genetics data, the first component (out of 38) explains $p_1 = 27\%$ of the variance, the second $p_2 = 18\%$, and the third $p_3 = 11\%$. Thus, and this is typical, more than half the variation is captured in the first three PCs. The second and third, and even subsequent PCs also show patterns with important linguistic and migratory interpretations. For more detail, we refer to books of Cavalli-Sforza [23], [22], from which the maps below are reproduced with the kind permission of the author.

2.2. Gaussian and Wishart distributions. For quantitative analysis, we need more specific assumptions about the process generating the data. The simplest and most conventional model assumes that the $p$ random variables $X_1, \ldots, X_p$ follow a $p$-variate Gaussian distribution $N_p(\mu, \Sigma)$, with mean $\mu$ and covariance matrix $\Sigma$, and
with probability density function for \( X = (X_1, \ldots, X_p) \) given by
\[
f(X) = \left| \sqrt{2\pi} \Sigma \right|^{-1/2} \exp \left\{ -\frac{1}{2} (X - \mu)^T \Sigma^{-1} (X - \mu) \right\}.
\]

The observed sample is assumed to consist of \( n \) independent draws \( X_1, \ldots, X_n \) from \( X \sim N_p(\mu, \Sigma) \), collected into a \( p \times n \) data matrix \( X = [X_1 \ldots X_n] \). When focusing on covariances, it is a slight simplification to assume that \( \mu = 0 \), as we shall here. In practice, this idealized model of independent draws from a Gaussian is generally at best approximately true – but we may find some reassurance in the dictum “All models are wrong, some are useful.” [16]

The (un-normalized) cross product matrix \( A = XX^T \) is said to have a \( p \)-variate Wishart distribution on \( n \) degrees of freedom. The distribution is named for John Wishart who in 1928 [97] derived the density function
\[
f(A) = c_{n,p} |\Sigma|^{-n/2} |A|^{(n-p-1)/2} \exp \left\{ -\frac{1}{2} \text{tr}(\Sigma^{-1} A) \right\},
\]
which is supported on the cone of non-negative definite matrices. Here \( c_{n,p} \) is a normalizing constant, and it is assumed that \( \Sigma \) is positive definite and that \( n \geq p \).

The eigendecomposition of the Wishart matrix connects directly with principal components analysis. Start with a Gaussian data matrix, form the covariance \( S \), yielding a Wishart density for \( A = nS \). The eigenvalues and vectors of \( A \), given by
\[
A u_i = l_i u_i, \quad l_1 \geq \cdots \geq l_p \geq 0,
\]
are related to the principal component eigenvalues and vectors via
\[
l_i = n \hat{\lambda}_i, \quad u_i = \hat{v}_i.
\]

**Canonical correlations.** We digress briefly from the PCA theme to mention one additional multivariate technique, also due to Hotelling [52], since it will help indicate the scope of the results. Given two sets of variables \( X = (X_1, \ldots, X_p) \) and \( Y = (Y_1, \ldots, Y_q) \), with a joint \( p + q \)-variate Gaussian distribution, we may ask for that linear combination of \( X \) that is most correlated with some linear combination of \( Y \), seeking the canonical correlations
\[
r_i^2 = \max_{u_i, v_i} \text{Corr} (u_i^T X, v_i^T Y),
\]
and the maximization is subject to \( |u_i| = |v_i| = 1 \).

To take an example from climatology [8]: the \( X \) variables might be sea surface temperatures at various ocean locations, and the \( Y \) variables might be land temperatures at various North American sites. The goal may be to find the combination of sea temperatures that is most tightly correlated with some combination of land temperatures. For a recent example in functional magnetic resonance imaging, see [44].

If we have \( n \) draws \( (X_i, Y_i), \ i = 1, \ldots, n \) from the joint distribution, the sample version of this problem may be written as a generalized eigenequation that involves
two independent matrices $A$ and $B$, each following $p$-variate Wishart distributions – on $q$ and $n - q$ degrees of freedom respectively:

$$Av_j = r_j^2 (A + B)v_j, \quad r_1^2 \geq \cdots \geq r_p^2.$$  

The parameters of the Wishart distribution depend on those of the parent Gaussian distribution of the data – if $X$ and $Y$ are independent, then they both reduce to Wishart matrices with identity covariance matrix: $A \sim W_p(q, I)$ and $B \sim W_p(n - q, I)$.

**The double Wishart setting.** Suppose we have two independent Wishart matrices $A \sim W_p(n_1, I)$ and $B \sim W_p(n_2, I)$, with the degrees of freedom parameters $n_1, n_2 \geq p$. We call this the double Wishart setting. Two remarks: By writing Wishart distributions with identity matrices, we emphasize, for now, the “null hypothesis” situation in which there is no assumed structure (compare Section 4). Second, by taking a limit with $n_2 \to \infty$, one recovers the single Wishart setting.

Of central interest are the roots $x_i, i = 1, \ldots, p$ of the generalized eigenproblem constructed from $A$ and $B$:

$$\det[x(A + B) - A] = 0.$$  

The canonical correlations problem is a leading example. In addition, essentially all of the classical multivariate techniques involve an eigendecomposition that reduces to some form of this equation. Indeed, we may collect almost all the chapter titles in any classical multivariate statistics textbook (e.g., [3], [72], [68], [58]) into a table:

<table>
<thead>
<tr>
<th>Double Wishart</th>
<th>Single Wishart</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canonical correlation analysis</td>
<td>Principal component analysis</td>
</tr>
<tr>
<td>Multivariate analysis of variance</td>
<td>Factor analysis</td>
</tr>
<tr>
<td>Multivariate regression analysis</td>
<td>Multidimensional scaling</td>
</tr>
<tr>
<td>Discriminant analysis</td>
<td>Tests of equality of covariance matrices</td>
</tr>
</tbody>
</table>

This table emphasizes the importance of finding the distribution of the roots of (3), which are basic to the use of these methods in applications.

**Joint density of the eigenvalues.** The joint null hypothesis distribution of the eigenvalues for canonical correlations and principal components was found in 1939. The results were more or less simultaneously obtained by five distinguished statisticians in three continents [41], [45], [54], [71], [81]:

$$f(x_1, \ldots, x_p) = c \prod_i w^{1/2}(x_i) \prod_{i<j}(x_i - x_j), \quad x_1 \geq \cdots \geq x_p,$$  

with

$$w(x) = \begin{cases} x^{n-p-1}e^{-x} & \text{single Wishart,} \\ x^{n_1-p-1}(1-x)^{n_2-p-1} & \text{double Wishart.} \end{cases}$$
The normalizing constant $c$ is given, using the multivariate Gamma function $\Gamma_p(a) = \pi^{(p-1)/4} \prod_{i=1}^{p} \Gamma(a - (i - 1)/2)$, by

$$
c = \begin{cases} 
\frac{\pi^p}{\prod_{i=1}^{p} \Gamma(a - (i - 1)/2)} & \text{single Wishart,} \\
2^{-p/(2p)} & \text{double Wishart.} 
\end{cases}
$$

Thus, the density has a product term involving each of the roots one at a time, through a weight function $w$ which one recognizes as the weight function for two of the classical families of orthogonal polynomials, Laguerre and Jacobi respectively.

The second product is the so-called “Jacobian” term, which arises in the change of variables to eigenvalue and eigenvector co-ordinates. It is this pairwise interaction term, also recognizable as a Vandermonde determinant (see (13) below), that causes difficulty in the distribution theory.

This result was the beginning of a rich era of multivariate distribution theory in India, Britain, the U.S., and Australia, summarized, for example, in [3], [72], [68]. While some of this theory became so complicated that it lost much influence on statistical practice, with new computational tools and theoretical perspectives the situation may change.

2.3. Random matrices. We detour around this theory and digress a moment to introduce the role of random matrix theory. Beginning in the 1950s, physicists began to use random matrix models to study quantum phenomena. In quantum mechanics the energy levels of a system, such as the nucleus of a complex atom, are described by the eigenvalues of a Hermitian operator $H$, the Hamiltonian: $H\psi_i = E_i\psi_i$, with $E_0 \leq E_1 \leq \cdots$. The low-lying energy levels can be understood by theoretical work, but at higher energy levels, for example in the millions, the analysis becomes too complicated.

Wigner proposed taking the opposite approach, and sought a purely statistical description of an “ensemble” of energy levels – that could yield properties such as their empirical distribution and the distribution of spacings. He further made the hypothesis that the local statistical behavior of energy levels (or eigenvalues) is well modeled by that of the eigenvalues of a random matrix. Thus the approximation is to replace the Hermitian operator $H$ by a large finite random $N \times N$ matrix $H_N$.

One example of a statistical description that we will return to later is the celebrated SemiCircle Law [95], [96]. This refers to the eigenvalues of a so-called Wigner matrix $H_N$, with independent and identically distributed entries of mean 0 and a finite variance $\sigma^2$. With no further conditions on the distribution of the matrix entries, the empirical distribution $F_N(t) = \# \{i : x_i \leq t\}/N$ of the eigenvalues converges to a limit with density given by a semicircle:

$$
dF_N(x\sigma\sqrt{N}) \rightarrow \frac{1}{4\pi} \sqrt{4 - x^2} dx.
$$
Ensembles and orthogonal polynomials. Quite early on, there was interest in eigenvalue distributions whose densities could be described by more general families of weight functions than the Gaussian. For example, Fox and Kahn [43] used weight functions from the families of classical orthogonal polynomials. Analogies with statistical mechanics made it natural to introduce an additional (inverse temperature) parameter $\beta$, so that the eigenvalue density takes the form

$$f(x_1, \ldots, x_N) = c \prod_{i=1}^{N} w(x_i)^{\beta/2} \prod_{i<j} |x_i - x_j|^\beta.$$  \hspace{1cm} (5)

At this time, it was only partially realized that in the case $\beta = 1$, these densities were already known in statistics. But the table shows that in fact, the three classical orthogonal polynomial weight functions correspond to the three most basic null eigenvalue distributions in multivariate statistics:

Table 1. The orthogonal polynomials are taken in the standard forms given in Szegö [86].

<table>
<thead>
<tr>
<th>$w(x)$</th>
<th>Hermite $H_k$</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^{-x^2/2}$</td>
<td>Laguerre $L_k^a$</td>
<td>Wishart</td>
</tr>
<tr>
<td>$x^a e^{-x}$</td>
<td>Jacobi $P_k^{a,b}$</td>
<td>Double Wishart</td>
</tr>
<tr>
<td>$(1-x)^a (1+x)^b$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Dyson [34] showed that physically reasonable symmetry assumptions restricted $\beta$ to one of three values:

Symmetry type | Matrix entries
--- | ---
$\beta = 1$ | orthogonal real
$\beta = 2$ | unitary complex
$\beta = 4$ | symplectic quaternion

Mathematically, the complex-valued case is always the easiest to deal with, but of course it is the real case that is of primary statistical (and physical) interest; though cases with complex data do occur in applications, notably in communications.

To summarize, the classical “null hypothesis” distributions in multivariate statistics correspond to the italicized eigenvalue densities in the

$$\begin{cases}
\text{Gaussian} \quad \text{orthogonal} \\
\text{Laguerre} \quad \text{unitary} \\
\text{Jacobi} \quad \text{symplectic}
\end{cases}$$

ensemble.

These are often abbreviated to LOE, JUE, etc. We have not italicized the Symplectic case for lack (so far) of motivating statistical applications (though see [4]).

Some uses of RMT in statistics. This table organizes some of the classical topics within RMT, and some of their uses in statistics and allied fields. This paper will
focus selectively (topics in italics), and in particular on largest eigenvalue results and their use for an important class of hypothesis tests, where RMT brings something quite new in the approximations.

<table>
<thead>
<tr>
<th>Bulk</th>
<th>Graphical methods [92], [93] [finance [15], [77], communications [91]]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Statistics</td>
<td>Hypothesis tests, distribution theory</td>
</tr>
<tr>
<td>Extremes</td>
<td>Hypothesis tests, distribution theory, role in proofs [21], [33]</td>
</tr>
<tr>
<td>Spacings</td>
<td>([10], otherwise few so far)</td>
</tr>
<tr>
<td>General</td>
<td>Computational tools [65], role in proofs</td>
</tr>
</tbody>
</table>

**Types of asymptotics.** The coincidence of ensembles between RMT and statistical theory is striking, but what can it be used for? The complexity of finite sample size distributions makes the use of asymptotic approximations appealing, and here an interesting dichotomy emerges. Traditional statistical approximations kept the number of variables \( p \) fixed while letting the sample size \( n \to \infty \). This was in keeping with the needs of the times when the number of variables was usually small to moderate.

On the other hand, the nuclear physics models were developed precisely for settings of high energy levels, and so the number of variables in the matrix models were large, as seen in the Wigner semi-circle limit. Interestingly, the many-variables limit of RMT is just what is needed for modern statistical theories with many variables.

<table>
<thead>
<tr>
<th>Stat: ( \mathcal{C} \text{Wishart} )</th>
<th>RMT: Laguerre UE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density ( \prod_{j=1}^{n-p} x_j^{n-p} e^{-x_j} \Delta(x) )</td>
<td>( \prod_{j=1}^{N} x_j^{N} e^{-x_j} \Delta(x) )</td>
</tr>
<tr>
<td># variables: ( p )</td>
<td>( N )</td>
</tr>
<tr>
<td>Sample size: ( n - p )</td>
<td>( \alpha )</td>
</tr>
</tbody>
</table>

Comparison of the parameters in the statistics and RMT versions of the Wishart density in the table above leads to an additional important remark: in statistics, there is no necessary relationship between sample size \( n \) and number of variables \( p \). We will consider below limits in which \( p/n \to \gamma \in (0, \infty) \), so that \( \gamma \) could take any positive value. In contrast, the most natural asymptotics in the RMT model would take \( N \) large and \( \alpha \) fixed. Thus, from the perspective of orthogonal polynomial theory, the statistics models lead to somewhat less usual Plancherel–Rotach asymptotics in which both parameters \( N \) and \( \alpha \) of the Laguerre polynomials are large.

**Spreading of sample eigenvalues.** To make matters more concrete, we first describe this phenomenon by example. Consider \( n = 10 \) observations on a \( p = 10 \) variable Gaussian distribution with identity covariance. The sample covariance matrix follows a Wishart density with \( n = p = 10 \), and the population eigenvalues \( \ell_j(I) \) are all equal to 1.
Nevertheless, there is an extreme spread in the sample eigenvalues \( \hat{\lambda}_j = \hat{\lambda}_j(S) \), indeed in a typical sample

\[
(\hat{\lambda}_j) = (.003, .036, .095, .16, .30, .51, .78, 1.12, 1.40, 3.07)
\]

and the variation is over three orders of magnitude! Without some supporting theory, one might be tempted to (erroneously) conclude from the sample that the population eigenvalues are quite different from one another.

This spread of sample eigenvalues has long been known, indeed it is an example of the repulsion of eigenvalues induced by the Vandermonde term in (4). It also complicates the estimation of population covariance matrices – also a long standing problem, discussed for example in [85], [47], [98], [27], [66].

**The quarter circle law.** Marčenko and Pastur [69] gave a systematic description of the spreading phenomenon: it is the version of the semi-circle law that applies to sample covariance matrices. We consider only the special case in which \( A \sim W_p(n, I) \).

The empirical distribution function (or empirical spectrum) counts how many sample eigenvalues fall below a given value \( t \):

\[
G_p(t) = \frac{1}{n} \# \{ \hat{\lambda}_j \leq t \}.
\]

The empirical distribution has a limiting density \( g^{MP} \) if sample size \( n \) and number of variables \( p \) grow together: \( p/n \to \gamma \):

\[
g^{MP}(t) = \frac{\sqrt{(b_+ - t)(t - b_-)}}{2\pi \gamma t}, \quad b_\pm = (1 \pm \sqrt{\gamma})^2.
\]

The larger \( p \) is relative to \( n \), the more spread out is the limiting density. In particular, with \( p = n/4 \), one gets the curve supported in \([\frac{1}{4}, \frac{9}{4}]\). For \( p = n \), the extreme situation discussed above, the curve covers the full range from 0 to 4, which corresponds to the huge condition numbers seen in the sample.

![Figure 2. Marčenko–Pastur limit density for \( \gamma = \frac{1}{4} \) and \( \gamma = 1 \).](image-url)
3. Largest eigenvalue laws

**Hypothesis test for largest eigenvalue.** Suppose that in a sample of \( n = 10 \) observations from a \( p = 10 \) variate Gaussian distribution \( N_{10}(0, \Sigma) \), we see a largest sample eigenvalue of 4.25. Is the observed value consistent with an identity covariance matrix (with all population eigenvalues = 1), even though 4.25 lies outside the support interval \([0, 4]\) in the quarter-circle law?

In statistical terms, we are testing a null hypothesis of identity covariance matrix, \( H_0 : \Sigma = I \) against an alternative hypothesis \( H_A : \Sigma \neq I \) that \( \Sigma \) has some more general value. Normally, of course, one prefers the simpler model as a description of the data, unless forced by evidence to conclude otherwise.

One might compare 4.25 to random samples of the largest eigenvalue from the null hypothesis distribution (three examples yielding 2.91, 3.40 and 3.50); but what is actually needed is an approximation to the null hypothesis distribution of the largest sample eigenvalue:

\[
P\{ \hat{\ell}_1 > t : H_0 = W_p(n, I) \}.
\]

**Tracy–Widom limits.** Random matrix theory leads to the approximate distribution we need. In the single Wishart case, assume that \( A \sim W_p(n, I) \), either real or complex, that \( p/n \rightarrow \gamma \in (0, \infty) \) and that \( \hat{\ell}_1 \) is the largest eigenvalue in equation (2). For the double Wishart case, assume that \( A \sim W_p(n_1, I) \) is independent of \( B \sim W_p(n_2, I) \), either real or complex together, and that \( (p/n_1, p/n_2) \rightarrow (\gamma_1, \gamma_2) \in (0, 1)^2 \), and that \( \hat{\ell}_1 \) is the largest generalized eigenvalue in equation (3). With appropriate centering \( \mu_{np} \) and scaling \( \sigma_{np} \) detailed below, the distribution of the largest eigenvalue approaches one of the Tracy–Widom \( F_\beta \) laws:

\[
P\{ n\hat{\ell}_1 \leq \mu_{np} + \sigma_{np}s \mid H_0 \} \rightarrow F_\beta(s).
\]

These laws were first found by Craig Tracy and Harold Widom [88], [89] in the setting of the Gaussian unitary and orthogonal ensembles, i.e. (Hermitian) symmetric Gaussian matrices with i.i.d. entries. There are elegant formulas for the distribution functions

\[
F_2(s) = \exp\left( -\int_s^{\infty} (x-s)^2 q(x) \, dx \right), \quad F_1(s)^2 = F_2(s) \exp\left( -\int_s^{\infty} q(x) \, dx \right),
\]

in terms of the solution \( q \) to classical (Painlevé II) non-linear second-order differential equation

\[
q'' = sq + 2q^3, \quad q(s) \sim \text{Ai}(s) \text{ as } s \rightarrow \infty.
\]

While \( q \) and \( F_\beta \) are somewhat tricky to compute numerically\(^1\), from the point of view of applied data analysis with a software package, it is a special function just like the normal curve.

---

\(^1\)At time of writing, for available software in MATLAB see http://math.arizona.edu/ momar/research.htm and [31] in S-PLUS see http://www.vitrum.md/andrew/MScWrwck/codes.txt and [9]. Both are based on ideas of [76] [see also [35]]
As will be seen from the explicit formulas (8)-(12) below, the scale of fluctuation $\sigma_{np}/\mu_{np}$ of the largest eigenvalue is $O(n^{-2/3})$ rather than the $O(n^{-1/2})$ seen in the Gaussian domain of attraction. This reflects the constraining effect of eigenvalue repulsion due to the Vandermonde term in (4).

The fact that the same limit arises in the single and double Wishart settings (Laguerre, Jacobi ensembles) is an instance of the universality discussed in P. Deift’s paper [29] in this volume. In a different direction, one can modify the assumption that the i.i.d. entries in the $p \times n$ data matrix $X$ are Gaussian. Soshnikov [82] shows that if $n - p = O(p^{1/3})$ and the matrix entries $X_{ij}$ have sufficiently light (subGaussian) tails, then the largest eigenvalue continues to have a limiting Tracy–Widom distribution. The behavior of the largest eigenvalues changes radically with heavy tailed $X_{ij}$ – for Cauchy distributed entries, after scaling by $n^{2}p^{2}$, [83], [84] shows a weak form of convergence to a Poisson process. If the density of the matrix entries behaves like $|x|^{-\mu}$, then [13] give physical arguments to support a phase transition from Tracy–Widom to Poisson at $\mu = 4$.

**Second-order accuracy.** To demonstrate the relevance of this limiting result for statistical application, it is important to investigate its accuracy when the parameters $p$ and $n$ are not so large. The generic rate of convergence of the left side of (6) to $F_\beta(s)$ is $O(p^{-1/3})$. However, small modifications in the centering and scaling constants $\mu$ and $\sigma$, detailed in the four specific cases below, lead to $O(p^{-2/3})$ errors, which one might call “second-order accuracy”. With this improvement, (6) takes the form

$$\left| P\{n\hat{\lambda}_1 \leq \mu_{np} + \sigma_{np}s|H_0\} - F_\beta(s) \right| \leq C e^{-cs} p^{-2/3}.$$  

(7)

This higher-order accuracy is reminiscent of that of the central limit, or normal, approximation to the $t$-test of elementary statistics for the testing of hypotheses about means, which occurs when the underlying data has a Gaussian distribution.

**Single Wishart, complex data.** Convergence in the form (6) was first established by Johansson [57] as a byproduct of a remarkable analysis of a random growth model, with

$$\mu_{np}^o = (\sqrt{n} + \sqrt{p})^2, \quad \sigma_{np}^o = (\sqrt{n} + \sqrt{p}) \left( \frac{1}{\sqrt{n}} + \frac{1}{\sqrt{p}} \right)^{1/3}. \quad (8)$$

The second-order result (7) is due to El Karoui [38]. If $\mu_{np}'$ and $\sigma_{np}'$ denote the quantities in (8) with $n$ and $p$ replaced by $n + 1/2$ and $p + 1/2$, then the centering $\mu_{np}$ is a weighted combination of $\mu_{n-1,p}'$ and $\mu_{n,p-1}'$ and the scaling $\sigma_{np}$ a similar combination of $\sigma_{n-1,p}'$ and $\sigma_{n,p-1}'$.

**Single Wishart, real data.** Convergence without rates in the form (6) to $F_1(s)$ with centering and scaling as in (8) is given in [60]. The assumption that $p/n \to \gamma \in (0, \infty)$ can be weakened to $\min\{n, p\} \to \infty$, as shown by El Karoui [37] – this extension is of considerable statistical importance since in many settings $p \gg n$ (see for example [40] in these proceedings).
Analysis along the lines of [61] suggests that the second order result (7) will hold with

\[
\mu_{np} = \left( \sqrt{n-\frac{1}{2}} + \sqrt{p-\frac{1}{2}} \right)^2,
\]

\[
\sigma_{np} = \left( \sqrt{n-\frac{1}{2}} + \sqrt{p-\frac{1}{2}} \right) \left( \frac{1}{\sqrt{n-\frac{1}{2}}} + \frac{1}{\sqrt{p-\frac{1}{2}}} \right)^{1/3}.
\]

Double Wishart, complex data. Set \(\kappa = n_1 + n_2 + 1\) and define

\[
\sin^2 \left( \frac{\phi}{2} \right) = \frac{n_1 + \frac{1}{2}}{\kappa}, \quad \sin^2 \left( \frac{\gamma}{2} \right) = \frac{p + \frac{1}{2}}{\kappa}.
\]

Then

\[
\mu^o_p = \sin^2 \left( \frac{\phi + \gamma}{2} \right), \quad (\sigma^o_p)^3 = \frac{\sin^4(\phi + \gamma)}{4\kappa^2 \sin \phi \sin \gamma}.
\]

The second-order result (7) (currently without the exponential bound, i.e., with \(c = 0\)) is established in [61] with \(\mu_{np}\) a weighted combination of \(\mu^o_p\) and \(\mu^o_{p-1}\) and the scaling \(\sigma_{np}\) a similar combination of \(\sigma^o_p\) and \(\sigma^o_{p-1}\).

Double Wishart, real data. Bound (7) is shown in [61] (again still for \(c = 0\)) with \(\mu_{np}\) and \(\sigma_{np}\) given by (12) with \(\kappa = n_1 + n_2 - 1\).

Approximation vs. tables for \(p = 5\). With second-order correction, Tracy–Widom approximation turns out to be surprisingly accurate. William Chen [24], [25], [26] has computed tables of the exact distribution in the double Wishart, real data, case that cover a wide range of the three parameters \(p, n_1\) and \(n_2\), and allow a comparison with the asymptotic approximation. Even for \(p = 5\) variables, the TW approximation is quite good, Figure 3, across the entire range of \(n_1\) and \(n_2\).

A different domain of attraction. The Tracy–Widom laws are quite different from other distributions in the standard statistical library. A full probabilistic understanding of their origin is still awaited (but see [78] for a recent characterization in terms of the low lying eigenvalues of a random operator of stochastic diffusion type). Instead, we offer some incomplete remarks as prelude to the original papers [88], [89].

Since one is looking at the largest of many eigenvalues, one might be reminded of extreme value theory, which studies the behavior of the largest of a collection of variables, which in the simplest case are independent. However, extreme value theory exploits the independence to study the maximum via products: \(\{\max_{1 \leq i \leq p} l_i \leq t\} = \prod_{i=1}^{p} I(l_i \leq t)\) For eigenvalues, however, the Jacobian term, or Vandermonde determinant,

\[
V(l) = \prod_{i<j} (l_j - l_i) = \det[l_i^{k-1}]_{1 \leq i,k \leq p},
\]
changes everything. The theory uses the inclusion-exclusion relation:

$$\prod_{i=1}^{p} I(l_i \leq t) = \sum_{k=0}^{p} (-1)^k \binom{p}{k} \prod_{i=1}^{k} I(l_i > t).$$

The product structure of the left side, central to extreme value theory, is discarded in favor of the right side, which leads to an expression for $P\{\max_{1 \leq i \leq p} l_i \leq t\}$ in terms of so-called Fredholm determinants.

For example, it is shown by Tracy and Widom [90] that for complex data

$$P\{\max_{1 \leq i \leq p} l_i \leq t\} = \det(I - K_p \chi_{(t, \infty)}),$$

where $\chi_I$ is the indicator function for interval $I$, and $K_p : L_2 \to L_2$ is an operator whose kernel is the two-point correlation function

$$K_p(x, y) = \sum_{k=1}^{p} \phi_k(x) \phi_k(y),$$

written in terms of weighted orthonormal polynomials $\phi_k = h_k^{-1/2} w^{1/2} p_k$, where the polynomials $p_k$ and weight functions $w$ are given in Table 1 for the Gaussian, Wishart and double Wishart settings respectively.

For real data, Tracy and Widom [90] show that

$$P\{\max_{1 \leq i \leq p} l_i \leq t\} = \sqrt{\det(I - \mathcal{K}_p \chi_{(t, \infty)})},$$

where $\mathcal{K}_p$.
where $\mathcal{K}_p$ is now a $2 \times 2$ matrix-valued operator on $L_2 \otimes L_2$. The corresponding kernel has form

$$\mathcal{K}_p(x, y) = \begin{pmatrix} \tilde{K}_p & -D_2 \tilde{K}_p \\ \epsilon_1 \tilde{K}_p & \tilde{K}_p^T \end{pmatrix},$$

where $\tilde{K}_p = K_p + r_1$ and $r_1$ is a rank one kernel described in the three cases in more detail in [1], [42], [61]. Here $D_2$ and $\epsilon_1$ denote partial differentiation and integration with respect to second and first variables respectively.

The expressions are thus somewhat more complicated in the real data case of primary interest in statistics. However they are amenable to analysis and approximation using orthogonal polynomial asymptotics near the largest zero, and to analysis based on the error terms to get the higher order approximation.

**Back to the example.** We asked if an observed largest eigenvalue of 4.25 was consistent with $H_0 : \Sigma = I$ when $n = p = 10$. The Tracy–Widom approximation using moments (9)–(10) yields a 6% chance of seeing a value more extreme than 4.25 even if “no structure” is present. Against the traditional 5% benchmark, this would not be strong enough evidence to discount the null hypothesis.

This immediately raises a question about the **power** of the largest root test, namely evaluation of

$$P\{\hat{\ell}_1 > t : W_p(n, \Sigma)\}$$

when $\Sigma \neq I$. How different from 1 does $\lambda_{\text{max}}(\Sigma)$ need to be before $H_0$ is likely to be rejected? To this we now turn.

**4. Beyond the null hypothesis**

From the perspective of multivariate distribution theory, we have, in a sense, barely scratched the surface with the classical RMT ensembles, since they correspond to symmetric situations with no structure in the population eigenvalues or covariance matrix. Basic statistical quantities like power of tests and confidence intervals, as well as common applications in signal processing, genetics or finance, call for distributions under structured, asymmetric values for the covariance matrix $\Sigma$.

Statistical theory (pioneered by Alan James [56, e.g.,] and summarized in the classic book by Robb Muirhead [72]) gives expressions for the classical multivariate eigenvalue distributions in more general settings, typically in terms of hypergeometric functions of matrix argument. For example, if $L = \text{diag}(l_i)$ are the eigenvalues of $A \sim W_p(n, \Sigma)$, then the joint eigenvalue density

$$\frac{f_\Sigma(l_1, \ldots, l_p)}{f_1(l_1, \ldots, l_p)} = |\Sigma|^{-n/2} \exp \left\{ \frac{1}{2} \text{tr } L \right\} \Phi_0\left( -\frac{1}{2} \Sigma^{-1}, L \right),$$
with

$$
\phi_0(S, T) = \int_{O(p)} \exp\{\text{tr}(SUTU^T)\} dU,
$$

(14)

and $dU$ normalized Haar measure, but many other versions occur in the general theory. Despite recent major advances in computation by Alan Edelman and Plamen Koev [65], [64], and considerable work on the use of Laplace approximations (see e.g. [19], [20]), statistical theory would benefit from further serviceable approximations to these typically rather intractable objects.

**Persistence of the Tracy–Widom limit.** One basic question asks, in the setting of principal components analysis, for what conditions on the covariance $\Sigma$ does the Tracy–Widom approximation continue to hold,

$$
P(\hat{\ell}_1 \leq \mu_{np}(\Sigma) + \sigma_{np}(\Sigma)s) \to F_\beta(s),
$$

perhaps with modified values for centering and scaling to reflect the value of $\Sigma$?

Fascinating answers are beginning to emerge. For example, El Karoui [39] establishes that (15) holds, along with explicit formulas for $\mu_{np}(\Sigma)$ and $\sigma_{np}(\Sigma)$, if enough eigenvalues accumulate near the largest eigenvalue, or if a small number of eigenvalues are not too isolated, as we describe below in a specific setting below.

Some of the results are currently restricted to complex data, because they build in a crucial way on the determinantal representation of the unitary matrix integral (the complex analog of (14))

$$
\int_{U(p)} \exp\{\text{tr} \Sigma^{-1}ULU^*\} dU = c \det(e^{\pi jlk}) V(\pi) V(l)
$$

(16)

known as the Harish-Chandra–Itzykson–Zuber formula [50], [55], see also [46]. Here the eigenvalues of $\Sigma^{-1}$ are given by $\text{diag}(\pi_j)$ and $V(l)$ is the Vandermonde determinant (13). While it is thought unlikely that there are direct analogs of (16), we very much need extensions of the distributional results to real data: there are some results in the physics literature [17], but any statistical consequences are still unclear.

**Finite rank perturbations.** We focus on a simple concrete model, and describe a phase transition phenomenon. Assume that

$$
\Sigma = \text{diag}(\ell_1, \ldots, \ell_M, \sigma_e^2, \ldots, \sigma_e^2),
$$

(17)

so that a fixed number $M$ of population eigenvalues are greater than the base level $\sigma_e^2$, while both dimensions $p$ and $n$ increase in constant ratio $p/n \to \gamma \in (0, \infty)$.

First some heuristics: if all population eigenvalues are equal, then the largest sample eigenvalue $\hat{\ell}_1$ has $n^{-2/3}$ fluctuations around the upper limit of the support of the Marčenko–Pastur quarter circle law, the fluctuations being described by the Tracy–Widom law. For simplicity, consider $M = 1$ and $\sigma_e^2 = 1$. If $\ell_1$ is large
and so very clearly separated from the bulk distribution, then one expects Gaussian fluctuations of order $n^{-1/2}$, and this is confirmed by standard perturbation analysis.

Baik et al. [7] describe, for complex data, a ‘phase transition’ that occurs between these two extremes. If $\ell_1 \leq 1 + \sqrt{\gamma}$, then

$$n^{2/3}(\hat{\ell}_1 - \mu)/\sigma \Rightarrow \begin{cases} F_2 & \ell_1 < 1 + \sqrt{\gamma}, \\ \tilde{F}_2 & \ell_1 = 1 + \sqrt{\gamma} \end{cases}$$

where, from (8), we may set

$$\mu = (1 + \sqrt{\gamma})^2, \quad \sigma = (1 + \sqrt{\gamma})\left(1 + \sqrt{\gamma^{-1}}\right)^{1/3},$$

and $\tilde{F}_2$ is related to $F_2$ as described in Baik et al. [7]. On the other hand, if $\ell_1 > 1 + \sqrt{\gamma}$,

$$n^{1/2}(\hat{\ell}_1 - \mu(\ell_1))/\sigma(\ell_1) \Rightarrow N(0, 1),$$

with

$$\mu(\ell_1) = \ell_1 \left(1 + \frac{\gamma}{\ell_1 - 1}\right), \quad \sigma^2(\ell_1) = \ell_1^2 \left(1 - \frac{\gamma}{(\ell_1 - 1)^2}\right). \quad (18)$$

Thus, below the phase transition the distribution of $\hat{\ell}_1$ is unchanged, Tracy–Widom, regardless of the value of $\ell_1$. As $\ell_1$ increases through $1 + \sqrt{\gamma}$, the law of $\hat{\ell}_1$ jumps to Gaussian and the mean increases with $\ell_1$, but is biased low, $\mu(\ell_1) < \ell_1$, while the variance $\sigma^2(\ell_1)$ is lower than its value, $\ell_1^2$, in the limit with $p$ fixed.

A key feature is that the phase transition point $1 + \sqrt{\gamma}$, located at the zero of $\sigma(\ell_1)$, is buried deep inside the bulk, whose upper limit is $(1 + \sqrt{\gamma})^2$. A good heuristic explanation for this location is still lacking, though see El Karoui [39].

Further results on almost sure and Gaussian limits for both real and complex data, and under weaker distributional assumptions have been obtained by Paul [74] and Baik and Silverstein [6].

A recent example. Harding [49] illustrates simply this phase transition phenomenon in a setting from economics and finance. In a way this is a negative example for PCA; but statistical theory is as concerned with describing the limits of techniques as their successes.

Factor analysis models, of recently renewed interest in economics, attempt to “explain” the prices or returns of a portfolio of securities in terms of a small number of common “factors” combined with security-specific noise terms. It has been further postulated that one could estimate the number and sizes of these factors using PCA. In a 1989 paper that is widely cited and taught in economics and finance, Brown [18] gave a realistic simulation example that challenged this view, in a way that remained incompletely understood until recently.
Brown’s example postulated four independent factors, with the parameters of the model calibrated to historical data from the New York Stock Exchange. The return in period $t$ of security $k$ is assumed to be given by

$$R_{kt} = \sum_{\nu=1}^{4} b_{k\nu} f_{\nu t} + e_{kt}, \quad k = 1, \ldots, p, \ t = 1, \ldots, T,$$

where it is assumed that $b_{k\nu} \sim N(\beta, \sigma^2_b)$, $f_{\nu t} \sim N(0, \sigma^2_f)$ and $e_{\nu t} \sim N(0, \sigma^2_e)$, all independently of one another. The population covariance matrix has the form (17) with $M = 4$ and

$$\ell_j = p\sigma^2_f (\sigma^2_b + 4\beta \delta_{j1}) + \sigma^2_e, \quad j = 1, \ldots, 4. \quad (20)$$

Here $\delta_{j1}$ is the Kronecker delta, equal to 1 for $j = 1$ and 0 otherwise. Figure 4(a) plots the population eigenvalues $\ell_1$ (the dominant ‘market’ factor), the common value $\ell_2 = \ell_3 = \ell_4$ and the base value $\ell_5 = \sigma^2_e$ against $p$, the number of securities in the portfolio. One might expect to be able to recover an estimate of $\ell_2$ from empirical data, but this turns out to be impossible for $p \in [50, 200]$ when $T = 80$ as shown in Figure 4(b). First, the range of observed values of the top or market eigenvalue is biased upward from the true top eigenvalue. In addition, there are many sample eigenvalues above the anticipated value for $\ell_2$.

![Figure 4](image)

Figure 4. Population and sample eigenvalues for a four factor model (19) with $\beta = 0.6$, $\sigma_b = 4$, $\sigma_f = 0.01257$, $\sigma_e = 0.0671$. [Brown and Harding use $\beta = 1$, $\sigma_b = 1$: the values are modified here for legibility of the plot.] (a) Left panel: Population eigenvalues according to (20) (b) Right panel: The top sample eigenvalue in replications spreads about a sample average line which tracks the solid line given by (18), in particular overestimating the population value $\ell_1$. The next nine sample eigenvalues fall at or below the Marčenko–Pastur upper limit, swamping the next three population eigenvalues.

Harding shows that one can directly apply the (real version) of the phase transition results previously discussed to fully explain Brown’s results. Indeed, the inability to identify factors is because they fall on the wrong side of the phase transition $\sigma^2_e (1 + \sqrt{p/T})$, and so we can not expect the observed eigenvalue estimates to
exceed the Marčenko–Pastur upper bound $\sigma^2(1 + \sqrt{p/T})^2$. Finally, the bias between the observed and true values of the top eigenvalue is also accurately predicted by the random matrix formulas (18).

5. Estimating eigenvectors

Most of the literature at the intersection of random matrix theory and statistics is focused on eigenvalues. We close with a few remarks on the estimation of eigenvectors. Of course, the question is only meaningful in non-symmetric settings when the covariance matrix $\Sigma$ is not proportional to $I$. We again assume that $S \sim W_p(n, \Sigma)$ and now focus attention on covariance models which are a finite-rank perturbation of the identity:\footnote{The situation is different in functional principal components analysis, where smoothness of the observed data (functions) leads to covariance matrices with smoothly decaying eigenvalues. For entries into this literature, see for example [28], [14], [48].}

$$\Sigma = \sigma^2 I + \sum_{\nu=1}^{M} \lambda_\nu \theta_\nu \theta_\nu^T,$$

(21)

with $\lambda_1 \geq \cdots \geq \lambda_M > 0$ and $\{\theta_\nu\}$ orthonormal. We ask how well can the population eigenvectors $\theta_\nu$ be estimated when both $p$ and $n$ are large.

First some remarks on how model (21) can arise from an orthogonal factor or variance components model for the data. Assume that the $p$-dimensional observations $X_i, i = 1, \ldots, n$ have the form

$$X_i = \mu + \sum_{\nu=1}^{M} \sqrt{\lambda_\nu} v_{i\nu} \theta_\nu + \sigma Z_i,$$

where $\{v_{i\nu} : 1 \leq \nu \leq M\}$ are i.i.d. $N(0, 1)$, independently of $Z_i \sim N_p(0, I_p)$, for all $i$. If we further assume, for convenience, that $\mu = 0$, then with the sample covariance $S$ defined as in Section 2, then $S \sim W_p(n, \Sigma)$. If we express $X_i, \theta_\nu$ and $Z_i$ in (22) in terms of co-ordinates in a suitable basis $\{e_k, k = 1, \ldots, p\}$ and write $f_{i\nu} = \sqrt{\lambda_\nu} v_{i\nu}$ we obtain

$$X_{ki} = \sum_{\nu=1}^{M} \theta_{k\nu} f_{i\nu} + \sigma Z_{ki},$$

in which $\theta_{k\nu}$ is viewed as the factor loading of the $k$th variable on the $\nu$th factor, and $f_{i\nu}$ is the factor score of the $\nu$th factor for the $i$th individual. As we have seen in (19) in the previous section, in economics $X_{ki}$ may represent the return on the $k$th security in time period $i$. 
Assume that $\lambda_1 > \cdots > \lambda_M > 0$. Let $\hat{v}_v$ denote the normalized sample eigenvectors of $S$ (denoted $\tilde{v}_v$ in Section 2.1) associated with the $M$ largest sample eigenvalues. In classical asymptotics, with $n$ large and $p$ fixed, there is a well understood Gaussian limit theory:

$$\sqrt{n}(\hat{\theta}_v - \theta_v) \rightarrow N_p(0, \Gamma_v) \quad (22)$$

where $\Gamma_v$ is given, for example, in [2], [3].

The situation is radically different when $p/n \rightarrow \gamma > 0$ – indeed, ordinary PCA is necessarily inconsistent:

$$\langle \hat{\theta}_v, \theta_v \rangle \rightarrow \begin{cases} 
0 & \lambda_v \in [0, \sqrt{\gamma}], \\
\frac{1-\gamma/\lambda_v^2}{1+\gamma/\lambda_v} \lambda_v > \sqrt{\gamma}.
\end{cases}$$

For signal strengths $\lambda$ below the phase transition just discussed, nothing can be estimated – the estimate is asymptotically orthogonal to the truth. The angle decreases as $\lambda_v$ grows, but is never exactly consistent.

This result has emerged in several literatures, starting in the learning theory/statistical physics community, with non-rigorous arguments based on the replica method [79], [53], where this phenomenon has been termed “retarded learning” [11], [94]. More recently, rigorous results have been obtained [62], [74], [73].

To obtain consistent estimates, further assumptions are needed. One plausible situation is that in which there exists a basis $\{e_k\}_{k=1}^p$ in which it is believed that the vectors $\theta_v$ have a sparse representation. In microarray genetics, for example $X_{ki}$ might be the expression of gene $k$ in the $i$th patient, and it may be believed that (in the standard basis) each factor $v$ is related to only a small number of genes [67]. In EEG studies of the heart, the beat-to-beat cycle might be expressed in a wavelet basis, in which the components of variation $\theta_v$ may well be sparsely represented [62].

We briefly describe results in the sparse setting of work in progress by D. Paul, and by Paul and the author. For simplicity only, we specialize to $M = 1$. The error of estimation, or loss, of $\hat{\theta}$ is measured on unit vectors by

$$L(\hat{\theta}, \theta) = \| \hat{\theta} - \text{sign}(\langle \hat{\theta}, \theta \rangle)\theta \|^2 = 4 \sin^2 \frac{1}{2} \angle(\hat{\theta}, \theta).$$

If $\hat{\theta}$ is now the ordinary PCA estimate of $\theta$, and if $p/n \rightarrow \gamma > 0$, then to first order,

$$EL(\hat{\theta}, \theta) = \frac{p}{nh(\lambda)} (1 + o(1)), \quad h(\lambda) = \frac{\lambda^2}{1+\lambda},$$

from which it is natural to define the “per-variable” noise level $\tau_n = 1/\sqrt{nh(\lambda)}$.

As is common in non-parametric estimation theory, we use $\ell_q$ norm, $q < 2$, as a measure of sparsity: with $\|\theta\|_q^2 = \sum_k |\theta_k|^2$, define $\Theta_q(C) = \{\theta \in S^{p-1} : \|\theta\|_q \leq C\}$. Paul proposes a two-step procedure for selecting a reduced subset of variables on which to perform PCA, resulting in an estimator $\hat{\theta}_P$ for which

$$\sup_{\theta \in \Theta_q(C)} EL(\hat{\theta}_P, \theta) \leq K(C) \log p \cdot m_n \tau_n^2. \quad (23)$$
Here $m_n$ is an effective dimension parameter, equal to $(C^2/(\tau^2 \log p))^{q/2}$ in the “sparse” case when this is smaller than $c_1 p$, and equal to $p$ in the contrary “dense” case. Lower bounds are obtained that show that this estimation error is optimal, in a minimax sense, up to factors that are at most logarithmic in $p$.

Bounds such as (23) are reminiscent of those for estimation of sparse mean sequences in white Gaussian noise [32], [12], [59]. An observation due to Paul provides a link between eigenvector estimation and the estimation of means. Again with $M = 1$ for simplicity, let $\hat{\theta}$ be the ordinary PCA estimate of $\theta$. Write $\hat{C} = \langle \hat{\theta}, \theta \rangle$ and $\hat{\theta}^\perp = \hat{\theta} - C\theta$. Then, with $\hat{S}^2 = 1 - \hat{C}^2$, in the decomposition

$$\hat{\theta} = \hat{C}\theta + \hat{S}U, \quad U = \hat{\theta}^\perp / \|\hat{\theta}^\perp\|$$

it happens that $U$ is uniformly distributed on a copy of $S^{p-2}$, independently of $\hat{S}$.

It is a classical remark that a high-dimensional isotropic Gaussian vector is essentially concentrated uniformly on a sphere. We may reverse this remark by starting with a uniform distribution on a sphere, and introducing an ultimately inconsequential randomization with $R^2 \sim \chi^2_{p-1}/p$ and $z_1 \sim N(0, 1/p)$ with the result that $z = RU + z_1\theta$ has an $N_p(0, I)$ distribution. This leads to a signal-in-Gaussian-noise representation

$$Y = \hat{C}\theta + \tau^2 z, \quad \tau^2 = 1/(2n\hat{\lambda}),$$

Work is in progress to use this connection to improve the extant estimation results for eigenvectors.

6. Coda

One may expect a continuing fruitful influence of developments in random matrix theory on high dimensional statistical theory, and perhaps even some flow of ideas in the opposite direction. A snapshot of current trends may be obtained from http://www.samsi.info/workshops/2006ranmat-opening200609.shtml, being the presentations from the opening workshop of a semester devoted to high dimensional inference and random matrices at the NSF Statistics and Applied Mathematics Institute in Fall 2006.
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Zeta values are infinitely attractive objects. They appear in many areas of mathematics, and also in physics. They lead us to the profound mysteries of mathematics.

Iwasawa theory is the best theory at present to understand the arithmetic meaning of zeta values. Classical Iwasawa theory describes the relation between zeta values and ideal class groups. It has been generalized to the study of the relation between zeta values and more general arithmetic objects (rational points and Selmer groups of elliptic curves, Galois representations, Galois cohomology groups, ...). Diagrammatically, we have

\[
\begin{array}{c}
\text{zeta values} \\ \text{(analytic objects)}
\end{array} \leftrightarrow \begin{array}{c}
\text{ideal class groups, Selmer groups, ...} \\ \text{(arithmetic objects)}
\end{array}
\]

The mysterious point is that analytic objects and arithmetic objects are connected in spite of the vast distance between their innate natures. Via zeta values, arithmetic, algebra, analysis, geometry intersect. Deep and unexpected problems arise there.

The aim of this paper is to review some results, methods, and problems in Iwasawa theory and its generalizations. The author regrets that he cannot cover many important studies in this field.

The organization of this paper is as follows. In §1, we describe history. In §2, we describe the cyclotomic Iwasawa theory of elliptic curves comparing it with classical Iwasawa theory. In §3, we present non-commutative Iwasawa theory.

The author is very grateful to Professor John Coates for advice.

1. Overview

1.1. Euler. The study of zeta values was started by Euler. In 1735, Euler proved

\[1 + 1/2^2 + 1/3^2 + 1/4^2 + 1/5^2 + \cdots = \pi^2/6.\]

He was happy that he solved the
difficult question “what is the sum of the inverses of all squares?” and also that the answer he found (the appearance of $\pi$) was surprising.

Riemann's zeta function $\zeta(s)$ is defined as $\zeta(s) = \sum_{n=1}^{\infty} 1/n^s$ for complex numbers $s$ such that $\Re(s) > 1$, and by analytic continuation, it is extended to the whole complex $s$-plane as a meromorphic function which is holomorphic at any $s \neq 1$. The above result of Euler says that $\zeta(2) = \pi^2/6$.

Euler proved that $\zeta(4) = \pi^4/90$, $\zeta(6) = \pi^6/945$, and more generally, for any even integer $r \geq 2$, he showed that $\zeta(r)/\pi^r \in \mathbb{Q}$. Euler did not know the theory of analytic continuation, but he had a method to find the correct values of $\zeta(s)$ at integers $\leq 0$:

- $\zeta(0) = -1/2$, $\zeta(r) = 0$ for any even integer $r < 0$,
- $\zeta(1-r) = 2 \cdot (r-1)! \cdot \zeta(r)/(2\pi i)^r \in \mathbb{Q}^\times$ if $r > 0$ is even,
- $\zeta(-1) = -1/12$, $\zeta(-3) = 1/120$, $\zeta(-5) = -1/(2^2 \cdot 3^2 \cdot 7)$,
- $\zeta(-7) = 1/(2^4 \cdot 3 \cdot 5)$, $\zeta(-9) = -1/(2^3 \cdot 3 \cdot 11)$, $\zeta(-11) = 691/(2^3 \cdot 3^2 \cdot 5 \cdot 7 \cdot 13)$, etc.

Note that the prime number 691 suddenly appears as the numerator of $\zeta(-11)$.

1.2. Kummer. In the middle of 19th century, Kummer discovered that the special values of the Riemann zeta function have the following remarkable arithmetic properties: (1) a relation with the arithmetic of cyclotomic fields, and (2) a $p$-adic property. Neither could possibly be imagined from the analytic definition of $\zeta(s)$. These discoveries (1), (2) were the starting point of Iwasawa theory.

(1) Kummer’s criterion. Let $p$ be a prime number. Then $p$ divides the numerator of $\zeta(r)$ for some negative odd integer $r$ if and only if the class number of $\mathbb{Q}(\zeta_p)$ is divisible by $p$.

This (1) for example shows that the class number of $\mathbb{Q}(\zeta_{691})$ is divisible by 691 since the numerator of $\zeta(-11)$ is divisible by 691.

Recall that for a number field $F$ (a finite extension of $\mathbb{Q}$) the class number of $F$ is the order of the ideal class group $\text{Cl}(F)$ of $F$, which is a finite group. We recall that the ideal class group of $F$ is defined to be the quotient of the multiplicative group of non-zero fractional ideals of $F$ divided by the subgroup consisting of principal ideals. It is the most important group in algebraic number theory. Unique factorization into prime elements in $F$ holds if and only if $\text{Cl}(F) = \{1\}$, and the failure of unique factorization in $F$ becomes big (and the arithmetic of $F$ becomes complicated) if the ideal class group of $F$ is big. Kummer tried to prove Fermat’s last theorem by studying the arithmetic of cyclotomic fields $\mathbb{Q}(\zeta_p)$ for odd primes $p$ (where we denote by $\zeta_n$ a primitive $n$-th root of 1). The equation $x^p + y^p = z^p$ is rewritten as $\prod_{k=1}^{p-1} (x + \zeta_p^k y) = z^p$ in the multiplicative form, and hence the theory of multiplicative factorization in $\mathbb{Q}(\zeta_p)$ becomes important. Kummer proved that if the class number of $\mathbb{Q}(\zeta_p)$ is not divisible by $p$ (so that the multiplicative arithmetic of $\mathbb{Q}(\zeta_p)$ becomes sufficiently simple), $x^p + y^p = z^p$ has no non-zero integral solution. This was the
most important result on Fermat’s last theorem before the complete proof of Wiles by a different method.

Thus the ideal class group is a “bitter group” which seems to prevent the study of the arithmetic of number fields. But the above criterion (1) of Kummer shows that the ideal class group is in fact a “sweet group” which has a wonderful relation with zeta values.

I add that this study of Kummer was the start of the theory of ideals which became later important in algebraic number theory, algebraic geometry, and many areas of mathematics.

I add also that the final solution of Fermat’s last theorem by Wiles [45] also uses the arithmetic of zeta values (generalized Iwasawa theory) of symmetric squares of modular forms.

(2) Kummer’s congruence. If \( r \) is a negative odd integer and \( r \not\equiv 1 \pmod{(p - 1)} \), then \( \zeta(r) \in \mathbb{Z}(p) \). If \( r' \) is also a negative odd integer and \( r' \equiv r \pmod{(p - 1)} \), then \( \zeta(r') \equiv \zeta(r) \pmod{p} \).

On the other hand, if \( r \) is a negative odd integer such that \( r \equiv 1 \pmod{(p - 1)} \), \( p \) divides the denominator of \( \zeta(r) \). Hence the results (1), (2) and the above list of \( \zeta(0), \ldots, \zeta(-11) \) already show that the class number of \( \mathbb{Q}(\zeta_p) \) is not divisible by \( p \) if \( p = 3, 5, 7, 11, 13 \), and hence \( x^p + y^p = z^p \) has no non-zero integral solution for these \( p \) according to the result of Kummer. Kummer’s congruence was generalized later to congruences modulo higher powers of \( p \).

1.3. Class number formula. The class number formula of Dirichlet and Dedekind proved in the middle of 19th century is also a mysterious relationship between zeta functions and ideal class groups. Let \( F \) be a number field, and let \( \zeta_F(s) = \sum a N(a)^{-s} \) \((\Re(s) > 1)\) be the Dedekind zeta function of \( F \), where \( a \) ranges over all non-zero ideals of the integer ring \( O_F \) of \( F \) and \( N(a) \) denotes the norm of \( a \). Then \( \zeta_F(s) \) has a meromorphic analytic continuation to the whole of \( \mathbb{C} \) and is holomorphic at \( s \neq 1 \). If \( F = \mathbb{Q} \), then \( \zeta_F(s) = \zeta(s) \). The class number formula has the form

\[
\lim_{s \to 0} \frac{1}{s r_1 + r_2 - 1} \zeta_F(s) = -\frac{h_F R_F}{w_F}.
\]

Here \( h_F \) is the class number of \( F \), \( R_F \) is the regulator of \( F \) (defined by using log of units in \( O_F \)), \( w_F \) is the number of all roots of 1 in \( F \), \( r_1 \) is the number of real places of \( F \), and \( r_2 \) is the number of complex places of \( F \).

The class number formula is the first example of many similar formulae, for example, the Iwasawa main conjecture, the Birch and Swinnerton-Dyer conjecture, etc., which all have the form

analytic invariant = arithmetic invariant.

1.4. Iwasawa theory. In the later half of 20th century, studies of mysterious properties of zeta values evolved into a fruitful field of mathematics, Iwasawa theory.
Compared with Kummer’s criterion and class number formula, Iwasawa theory is finer in the point that it describes not only the class number, i.e. the order of the ideal class group, but also the action of the Galois group on the ideal class group. In fact, one could even say that the aim of Iwasawa theory is to describe Galois actions on arithmetic objects in terms of zeta values.

For example, as we have seen, by Kummer’s criterion, $\zeta(-11) = 691/\cdots$ tells that for $p = 691$, the ideal class group of $\mathbb{Q}(\zeta_p)$ contains a subgroup which is isomorphic to $\mathbb{Z}/691\mathbb{Z}$. But what does $-11$ here mean? By Iwasawa theory (this part is due to Ribet [35]), this $-11$ tells that for $p = 691$, as a module over the Galois group $\text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q})$, the ideal class group $\text{Cl}(\mathbb{Q}(\zeta_p))$ contains a submodule which is isomorphic to $(\mathbb{Z}/p\mathbb{Z})(-11)$, where for $r \in \mathbb{Z}$, $(\mathbb{Z}/p\mathbb{Z})(r)$ is a one-dimensional representation of $\text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q})$ over $\mathbb{Z}/p\mathbb{Z}$ on which $\sigma \in \text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q})$ such that $\sigma(\zeta_p) = \zeta_p^c$ ($c \in (\mathbb{Z}/p\mathbb{Z})^\times$) acts as the multiplication by $c^r$.

The $p$-adic properties of values of the Riemann zeta function, which first appeared in Kummer’s congruence, were summarized by Kubota and Leopoldt [24] as the existence of the $p$-adic Riemann zeta function which interpolates the zeta values $\zeta(r)$ ($r \in \mathbb{Z}, r \leq 0$) $p$-adically. Iwasawa showed that the $p$-adic zeta function was essentially an element of the Iwasawa algebra, and formulated the so-called Iwasawa main conjecture which has (roughly speaking) the form

$$p\text{-adic zeta function} = \text{ideal class group with Galois action}.$$ 

([20]; see 2.3.1 for the precise statement.) After efforts of Iwasawa, this conjecture was proved by Mazur–Wiles [32].

Wiles [44] exploiting the ideas of Hida, also proved the main conjectures for totally real fields. Moreover Rubin, using ideas of Kolyvagin, proved versions of Iwasawa’s main conjecture for abelian extensions of imaginary quadratic fields ([37]). See, for example, [18] for discussions of various aspects of Iwasawa theory.

1.5. Elliptic curves. Recall that an elliptic curve $E$ over a number field $F$ is defined by an equation $y^2 = f(x)$ where $f(x)$ is a cubic polynomial over $F$ without multiple root. The set $E(F) = \{(x, y) \in F \times F \mid y^2 = f(x)\} \cup \{\infty\}$ is endowed with the structure of an abelian group in which $(\infty, \infty)$ is the unit element, and the theorem of Mordell–Weil shows that $E(F)$ is finitely generated as an abelian group.

For example, for the elliptic curve $E: y^2 = x^3 + 1$ over $\mathbb{Q}$, if $P \in E(\mathbb{Q})$ denotes the point $(2, 3)$, then $2P = P + P = (0, 1), 3P = (-1, 0), 4P = (0, -1), 5P = (2, -3), 6P = (\infty, \infty)$, $\mathbb{Z}/6\mathbb{Z} \cong E(\mathbb{Q})$; $n \mapsto nP$. On the other hand, for the elliptic curve $y^2 = x^3 - 2$, if $P \in E(\mathbb{Q})$ denotes the point $(3, 5)$, then $\mathbb{Z} \cong E(\mathbb{Q})$; $n \mapsto nP$.

Zeta functions come to this arithmetic world. An elliptic curve $E$ over a number field has its zeta function $L(E, s)$ (called the $L$-function of $E$). For $E: y^2 = x^3 + 1$ and $E: y^2 = x^3 - 2$ over $\mathbb{Q}$, the order of zero of $L(E, s)$ at $s = 1$ is 0 and 1, respectively, and is equal to the rank of $E(\mathbb{Q})$ as a finitely generated abelian group. Birch and Swinnerton-Dyer formulated the following conjecture [4].
Let $E$ be an elliptic curve over a number field $F$. Then

1. $\text{ord}_{s=1} L(E, s) = \text{rank } (E(F))$.

2. Let $r = \text{ord}_{s=1} L(E, s)$. Then

$$\lim_{s \to 1} (s - 1)^{-r} L(E, s) = \frac{h_E R_E \Omega E \tau_E}{w_E}$$

where on the right-hand side, $h_E$ is the order of the Tate–Shafarevich group $\text{III}(E)$ of $E$ (which is an elliptic curve analogue of the ideal class group and is conjectured to be finite), $R_E$ is the discriminant of the height pairing, $\Omega E$ is the period of $E$, $w_E$ is the square of the order of the torsion part of $E(F)$, and $\tau_E$ is “Tamagawa factor” which is a certain local term and is a non-zero rational number.

This is the elliptic curve version of the class number formula.

The first great result on this conjecture was obtained by Coates and Wiles [10]. Their result shows that if $E$ has complex multiplication by an imaginary quadratic field $K$ and if $F$ is $\mathbb{Q}$ or $K$, then $E(F)$ is finite provided that $L(E, 1) \neq 0$.

The proof of Coates and Wiles is $p$-adic and was inspired by Iwasawa’s generalization of Kummer’s ideas. The principle of their method is that if we replace $\zeta(s)$ in Iwasawa theory by $L(E, s)$, then we can obtain a strong result on the relation between $L(E, s)$ and arithmetic.

The conjecture of Birch and Swinnerton-Dyer does not have a $p$-adic shape at all, but it is often important in mathematics to watch the right-hand side ($p$-adic world) of

$$\mathbb{C} \supset \mathbb{R} \supset \mathbb{Q} \subset \mathbb{Q}_p,$$

not only the left-hand side (Archimedean world). Zeta functions are able to travel to the $p$-adic world, and to understand their relation to arithmetic, it is important to study their lifestyles in the $p$-adic world by the method of Iwasawa theory.

Iwasawa theory of elliptic curves was started by Mazur, and the analogue of the Iwasawa main conjecture for elliptic curves over $\mathbb{Q}$ was formulated by him (see 2.3.2, [29]). This main conjecture is now almost proved as I will explain in § 2.

This main conjecture is for cyclotomic Iwasawa theory of elliptic curves. Iwasawa theory of elliptic curves for anti-cyclotomic abelian extensions of imaginary quadratic fields was developed by Bertolini and Darmon and others (see [3] for example).

Coates has led developments of non-commutative Iwasawa theory of elliptic curves (here the Galois groups are non-commutative). The main conjecture for it was formulated in Venjakob [43] and Coates et al. [8], and this will be explained in §3.

1.6. Generalizations. Iwasawa theory of motives and Iwasawa theory of modular forms are now formulated and studied.

For motives which are of good ordinary reduction at $p$, main conjectures were formulated by Greenberg [17] and Schneider [40].
The conjectures of the type \( R = T \) concerning Galois deformations ([31]), which are important for the construction of non-commutative class field theory (Langlands program) and for which the work of Wiles [45] was a great contribution, are also regarded as generalizations of Iwasawa’s main conjecture.

A very general form of main conjectures in generalized Iwasawa theory is given as equivariant Tamagawa number conjectures (these conjectures grew in Deligne [12], Beilinson [2], Bloch–Kato [5], Fontaine and Perrin-Riou [15], Perrin-Riou [34], Kato [21] for commutative Iwasawa theory of motives, and then in Burns–Flach [7], Huber–Kings [19] for non-commutative Iwasawa theory of motives). In the formulation of equivariant Tamagawa number conjecture, the worlds through which zeta functions travel are extended as \( \mathbb{C} \supset \mathbb{R} \supset \mathbb{Q} \subset \mathbb{Q}_p \subset B_{\text{dR}}, \) where \( B_{\text{dR}} \) is the field of \( p \)-adic periods defined by Fontaine, which plays the role of complex numbers in \( p \)-adic Hodge theory (thus zeta functions now travel through Hodge theory and \( p \)-adic Hodge theory). The main conjecture presented in [19] in the previous ICM however did not involve \( p \)-adic zeta functions. The main conjecture in [43], [8] explained in § 3 involves \( p \)-adic zeta functions. The compatibility of this conjecture with the equivariant Tamagawa number conjecture is shown in [16].

In what follows, for the simplicity of description, we consider only Iwasawa theory for zeta functions associated to number fields and for zeta functions associated to elliptic curves. See [34], [16] etc. for more general motives.

2. Cyclotomic theory

We consider cyclotomic Iwasawa theory of elliptic curves, comparing it with classical Iwasawa theory. When we consider classical theory (resp. theory for elliptic curves), we will say that we are in Case I (resp. Case II). In Case II, assume we are given an elliptic curve \( E \) over \( \mathbb{Q} \). Let \( p \) be a prime number. For simplicity of the description of the theory, we assume \( p \neq 2 \), and in Case II we assume that \( E \) has good ordinary reduction at \( p \).

2.1. Arithmetic side

2.1.1. Iwasawa algebras. For a profinite group \( G \), the completed group ring \( \mathbb{Z}_p[[G]] \) is defined to be the inverse limit \( \lim_{\leftarrow} U \mathbb{Z}_p[G/U] \) of the usual group rings \( \mathbb{Z}_p[G/U] \) where \( U \) ranges over all open normal subgroups of \( G \). In the case \( G = \text{Gal}(L/F) \) for a Galois extension \( L \) of a number field \( F \), the ring \( \mathbb{Z}_p[[G]] = \lim_{\leftarrow} \mathbb{Z}_p[\text{Gal}(F'/F)] \), where \( F' \) ranges over all finite Galois extensions of \( F \) contained in \( L \), is often called the Iwasawa algebra.

Let

\[
\mathbb{Q}(\zeta_p^{\infty}) = \bigcup_{n \geq 1} \mathbb{Q}(\zeta_p^n), \quad \mathbb{Q}(\zeta_p^{\infty})^+ = \mathbb{Q}(\zeta_p^{\infty}) \cap \mathbb{R},
\]

\[
G = \text{Gal}(\mathbb{Q}(\zeta_p^{\infty})^+/\mathbb{Q}) \quad \text{in Case I}, \quad G = \text{Gal}(\mathbb{Q}(\zeta_p^{\infty})/\mathbb{Q}) \quad \text{in Case II}.
\]
Let $\Lambda = \mathbb{Z}_p[[G]]$. Then in Case I (resp. II), $\Lambda$ is isomorphic to the product of $(p - 1)/2$ (resp. $p - 1$) copies of the ring $\mathbb{Z}_p[[T]]$ of formal power series in one variable over $\mathbb{Z}_p$.

### 2.1.2. Iwasawa modules

Modules over Iwasawa algebras having arithmetic importance are often called Iwasawa modules, for Iwasawa first studied such modules in his papers. We define an Iwasawa module $X$ over $\Lambda$ as follows.

First assume that we are in Case I. Let $X = \text{Gal}(M/\mathbb{Q}(\zeta_{p^\infty}))$ where $M$ is the largest abelian pro-$p$ extension of $\mathbb{Q}(\zeta_{p^\infty})$ in which any prime number different from $p$ is unramified. Then $G$ acts on $X$ via inner automorphisms, and by this action $X$ is regarded as a $\Lambda$-module.

This module $X$ can also be expressed in terms of ideal class groups as $X \simeq \text{Hom}(\lim_{\longrightarrow} \text{Cl}(\mathbb{Q}(\zeta_{p^n}))^{-}, (\mathbb{Q}_p/\mathbb{Z}_p)(1))$. Here $\text{Cl}(\mathbb{Q}(\zeta_{p^n}))^{-}$ is the part of $\text{Cl}(\mathbb{Q}(\zeta_{p^n}))$ on which the complex conjugate acts as $-1$, and $(\mathbb{Q}_p/\mathbb{Z}_p)(1)$ denotes the group of all roots of 1 of $p$-power orders. This isomorphism is deduced from Kummer theory. It preserves Galois actions (on the right-hand side, an element $\sigma$ of $\text{Gal}(\mathbb{Q}(\zeta_{p^\infty})/\mathbb{Q})$ acts as $h \mapsto \sigma \circ h \circ \sigma^{-1}$). By this isomorphism and by the finiteness of the ideal class groups, we can show that $X$ is a finitely generated torsion $\Lambda$-module ("torsion" means that each element of $X$ is killed by some non zero-divisor in $\Lambda$).

Next assume that we are in Case II. For a number field $K$, we have an exact sequence $0 \rightarrow E(K) \otimes \mathbb{Q}/\mathbb{Z} \rightarrow \text{Sel}(E/K) \rightarrow \text{III}(E/K) \rightarrow 0$.

Here $\text{Sel}(E/K)$ is the Selmer group of $E$ over $K$ which is a certain subgroup of the Galois cohomology group $H^1(\text{Gal}(\mathbb{K}/K), E(K)_{\text{tor}})$, where $\mathbb{K}$ is the algebraic closure of $K$ (= the algebraic closure of $\mathbb{Q}$) and $E(\mathbb{K})_{\text{tor}}$ denotes the torsion part of $E(\mathbb{K})$. It is conjectured that the Tate–Shafarevich group $\text{III}(E/K)$ is always finite.

Define $X = \text{Hom}(\lim_{\longrightarrow} \text{Sel}(E/\mathbb{Q}(\zeta_{p^n})), (\mathbb{Q}_p/\mathbb{Z}_p))$.

Then $X$ is regarded as a $\Lambda$-module via the natural action of $G$ on it. It is a finitely generated $\Lambda$-module. Mazur conjectured that it is a torsion $\Lambda$-module, and this was proved in [22] (the case with complex multiplication is due to Rubin).

### 2.1.4. Characteristic ideals

For a finite abelian group (for example, for the ideal class group), the most important invariant is its order. For an Iwasawa module like $X$, the most important invariant is its characteristic ideal.

Recall that a finite abelian group $M$ is isomorphic to a finite direct sum $\bigoplus_{i=1}^n \mathbb{Z}/(a_i)$ for non-zero integers $a_1, \ldots, a_n$, and the order $\Xi(M)$ of $M$ is characterized by the equality $(\Xi(M)) = (\prod_{i=1}^n a_i)$ of ideals of $\mathbb{Z}$.

Now let $R$ be a commutative ring which is isomorphic to a finite product of copies of $\mathbb{Z}_p[[T]]$, and let $M$ be a finitely generated torsion $R$-module. Then there
are non zero-divisors $a_1, \ldots, a_n$ of $R$ and an injective homomorphism of $R$-modules $h: \bigoplus_{i=1}^n R/(a_i) \to M$ with finite cokernel. Define the characteristic ideal $\text{Char}(M)$ of $M$ as the principal ideal $(\prod_{i=1}^n a_i)$ of $R$. Then $\text{Char}(M)$ is independent of the choices of $a_1, \ldots, a_n$ and $h$ as above.

2.2. Zeta side

2.2.1. Assume that we are in Case I. We review the $p$-adic Riemann zeta function.

Let $\kappa: \text{Gal}(\mathbb{Q}(\zeta_p^{\infty})/\mathbb{Q}) \cong \mathbb{Z} \times \mathbb{Z}^\infty$ be the cyclotomic character, which is an isomorphism characterized by $\sigma(\zeta_p^n) = \zeta_{p^{\kappa(\sigma)}}$ for $\sigma \in \text{Gal}(\mathbb{Q}(\zeta_p^{\infty})/\mathbb{Q})$, $n \geq 1$. For an even integer $r$, the homomorphism $\text{Gal}(\mathbb{Q}(\zeta_p^{\infty})/\mathbb{Q}) \to \mathbb{Z} \times \mathbb{Z}^\infty; \sigma \mapsto \kappa(\sigma)^r$ factors through $G$, and we denote the induced homomorphism $G \to \mathbb{Z} \times \mathbb{Z}^\infty$ by $\kappa^r$.

For a commutative ring $R$, the total quotient ring is defined by $Q(R) = \{a/b | a, b \in R, b$ is a non zero-divisor$\}$. If $R$ is an integral domain, $Q(R)$ is the field of fractions of $R$.

The $p$-adic Riemann zeta function $\xi$ is the unique element of $Q(\Lambda)$ satisfying the following conditions (1) and (2):

(1) $(1 - \sigma)\xi \in \Lambda$ for any $\sigma \in G$.

(2) For any even integer $r > 0$, the ring homomorphism $\Lambda \to \mathbb{Z}_p$ induced by $\kappa^r: G \to \mathbb{Z}_p^\times$ sends $(1 - \sigma)\xi$ for $\sigma \in G$ to $(1 - \kappa^r(\sigma))(1 - p^{r-1})\xi(1 - r)$.

2.2.2. Comparison with complex analysis. The Riemann zeta function lives on the complex plane, but the $p$-adic Riemann zeta function lives in Galois theory. Though the complex plane and Galois theory are very much different, zeta can fly between these different worlds.

The ring $\Lambda$ is the $p$-adic analogue of the ring $A$ of all holomorphic functions on the complex plane. The total quotient ring $Q(\Lambda)$ is the $p$-adic analogue of the field $Q(A)$ of all meromorphic functions on the complex plane.

The $p$-adic Riemann zeta function $\xi \in Q(\Lambda)$ is the $p$-adic analogue of $\zeta(1 - s) \in Q(A)$. For an even integer $r$, the ring homomorphism $\Lambda \to \mathbb{Z}_p; \sigma \mapsto \kappa^r(\sigma)(\sigma \in G)$ is the $p$-adic analogue of the ring homomorphism $A \to \mathbb{C}; f \mapsto f(r)$. Let

$I(A) = \{f \in A | f(0) = 0\}, \quad I(\Lambda) = \text{Ker}(\Lambda \to \mathbb{Z}_p; \sigma \mapsto 1(\sigma \in G))$.

Then $I(\Lambda)$ is a principal prime ideal of $\Lambda$ and is generated by $1 - \sigma$ for all $\sigma \in G$. The fact $I(\Lambda)\xi \subseteq \Lambda$ (2.2.1, (1)) is the $p$-adic analogue of the fact that $I(A)\zeta(1 - s) \subseteq A$.

The understanding of the ideal $I(A)\zeta(1 - s) = (s\zeta(1 - s))$ of $A$ is equivalent to the understanding of zeros of $\zeta(s)$ counting multiplicity. Riemann’s hypothesis is a beautiful statement about zeros of $\zeta(s)$, but it is not yet proved. On the other hand, for the $p$-adic side, there is also a beautiful statement about the ideal $I(\Lambda)\xi$ of $\Lambda$. It is Iwasawa’s main conjecture introduced in 2.3.1 below, which was proved by Mazur–Wiles [32].
2.2.3. Assume that we are in Case II. The complex L-function $L(E, s)$ of $E$ is defined as the Euler product $L(E, s) = \prod \ell P_\ell(\ell^{-s})^{-1}$ for $\Re(s) > 3/2$, where $\ell$ ranges over all prime numbers and $P_\ell(T)$ is a polynomial described as follows. If $E$ has good reduction at $\ell$, $P_\ell(T) = 1 - a_\ell T + \ell T^2$ with $a_\ell = 1 + \ell - \#(E(\mathbb{F}_\ell))$. If $E$ has bad reduction at $\ell$, $P_\ell(T)$ is either $1 - T$, or $1 + T$, or $1$. We can write $L(E, s)$ in the form of a Dirichlet series $\sum_{n=1}^{\infty} a_n n^{-s}$.

By the solution of the Shimura–Taniyama conjecture by Wiles, Breuil, Conrad, Diamond, Taylor [6], $\sum_{n=1}^{\infty} a_n q^n$ is the $q$-expansion of a cusp form of weight 2. From this we can deduce that the L-function of $E$ twisted by a Dirichlet character $\chi$ defined as $L(E, s, \chi) = \sum_{n=1}^{\infty} a_n \chi(n)n^{-s}$ has an analytic continuation to the whole of $\mathbb{C}$ as a holomorphic function.

The $p$-adic L-function $L_p(E)$ of $E$ is defined in $\Lambda[1/p]$. A difference with the case of the Riemann zeta function is that $L(E, r) = 0$ for all $r \in \mathbb{Z}_{\leq 0}$ and these values are not useful for the $p$-adic interpolation. The element $L_p(E)$ in $\Lambda[1/p]$ is characterized in the following way:

For any $n \geq 1$ and any Dirichlet character $\chi: (\mathbb{Z}/p^n\mathbb{Z})^\times \to \mathbb{Q}_p^\times$, the ring homomorphism $\Lambda \to \mathbb{Q}_p$ induced by $G \to \mathbb{Q}_p^\times$, $\sigma \mapsto \chi(\sigma)$ sends $L_p(E)$ to $L(E, 1, \chi)/(\text{period} \times \text{local term})$. Here we regard $\chi$ as a character of $G$ via the cyclotomic character. For the definitions of (period) and (local term) see [30], for example.

2.3. Main conjecture

2.3.1. In Case I, the Iwasawa main conjecture proved by Mazur–Wiles is stated as

$$I(\Lambda)\xi = \text{Char}(X).$$

Here $I(\Lambda)$ denotes Ker ($\Lambda \to \mathbb{Z}_p; \sigma \mapsto 1 (\sigma \in G)$) as in 2.2.2.

2.3.2. In Case II, the main conjecture formulated by Mazur is stated as

$$\Lambda L_p(E) = \text{Char}(X).$$

(We recall that in Case II we assume that $p$ is a good ordinary prime for $E$.)

2.3.3. The above conjecture of Mazur is now almost proved.

(1) Rubin [37]. If $E$ has complex multiplication, then the conjecture is true.

(2) [22]. Assume $E$ has no complex multiplication. Then there is $n \geq 0$ such that $\text{Char}(X)$ divides $\Lambda p^n L_p(E)$. This $n$ can be taken to be 0 under some mild assumptions. (Here “$I$ divides $J$” means $I \subseteq J$.)

(3) Skinner and Urban [41]. Here to my present knowledge, the existence of some Galois representations associated to some automorphic forms on $U(2, 2)$ is
needed for the following result (but it seems that this existence will soon be proven).

\[ \Lambda L_p(E) \text{ divides } \text{Char}(X) \text{ under some mild assumptions.} \]

Ideas of the proofs of these results are sketched in the subsections 2.4 and 2.5.

2.3.4. We give some remarks on what is known about the Birch and Swinnerton-Dyer conjecture.

(1) In [25], Kolyvagin proved the following result.

If \( \text{ord}_s = 1 \) \( L(E, s) \leq 1 \), then \( \text{ord}_s = 1 \) \( L(E, s) = \text{rank}(E(\mathbb{Q})) \) and \( \text{III}(E) \) is finite.

(2) If \( L(E, 1) \neq 0 \), we can deduce from the main conjecture 2.3.2 that the ratio of the left side and the right side in part (2) of the Birch Swinnerton-Dyer conjecture stated in §1.5 is a rational number which is a \( p \)-adic unit.

(3) There is a \( p \)-adic analogue of the Birch and Swinnerton-Dyer conjecture ([30]) which states that

\[ \text{ord}_s = 1 \] \( L_p(E) = \text{rank}(E(\mathbb{Q})). \)

Here \( \text{ord}_s = 1 \) \( L_p(E) \) is the order (valuation) of the image of \( L_p(E) \) in the local ring of \( \Lambda \) at the prime ideal \( I(\Lambda) = \ker(\Lambda \to \mathbb{Z}_p; \sigma \mapsto 1) \), which is a discrete valuation ring.

From the above result 2.3.3 (2), we can obtain that

\[ \text{rank}(E(\mathbb{Q})) \leq \text{ord}_s = 1 \] \( L_p(E). \)

However for the original Birch and Swinnerton-Dyer conjecture, we do not have such general inequality, for the relation of \( \text{ord}_s = 1 \) \( L(E, s) \) and \( \text{ord}_s = 1 \) \( L_p(E) \) are not yet determined (although they are conjectured to be equal). At present, we cannot extend the above result (1) of Kolyvagin to the rank \( \geq 2 \) case.\(^1\)

2.3.5. It seems that zeta functions contain information about the structure of Iwasawa modules which is finer than the characteristic ideals.

For example, assume that \( X \) is either \( \Lambda/(ab) \) or \( \Lambda/(a) \oplus \Lambda/(b) \) for some \( a, b \in \Lambda \). Since the characteristic ideals of both cases are \( (ab) \), we may think that \( p \)-adic zeta functions cannot tell which is the case. But in [28], Kurihara states the following with a sketch of the proof: In Case I, if we consider not only the single \( p \)-adic zeta function \( \xi \in Q(Z_p[[\text{Gal}(\mathbb{Q}(\zeta_{p^{\infty}})/\mathbb{Q})]]) \) but also the \( p \)-adic zeta functions in \( Q(Z_p[[\text{Gal}(\mathbb{Q}(\zeta_{p^{\infty}})^{\text{ur}})]]) \) for all \( N \) which \( p \)-adically interpolate values of various Dirichlet \( L \)-functions, then these \( p \)-adic zeta functions can tell which is the case.

\(^1\)Added in the proof. Skinner and Urban have obtained results for the rank \( \geq 2 \) case. See their article in Volume II of the Proceedings of this ICM.
For a commutative ring $R$ and for an $R$-module $M$ of finite presentation, the $r$-th Fitting ideal of $M$ is defined as follows. Take a presentation of $M$ as the cokernel of an $R$-homomorphism $f: R^m \to R^n$. Then the $r$-th Fitting ideal of $M$ is the ideal of $R$ generated by the determinants of all $(n-r, n-r)$-minors of the matrix $f$. This is independent of the presentation of $M$. For example, the 0-th and the 1-st Fitting ideals of the $\Lambda$-module $\Lambda/(ab)$ are $(ab)$ and $\Lambda$, respectively, whereas the 0-th and the 1-st Fitting ideals of $\Lambda/(a) \oplus \Lambda/(b)$ are $(ab)$ and $(a, b)$, respectively.

Kurihara [28] shows that for any $r \geq 0$, the $r$-th Fitting ideal of $X$ is determined by the $p$-adic zeta functions in $Q(\mathbb{Z}_p[[\text{Gal}(Q(\zeta_{Np})^+/Q)])$ for varying $N$ (his result is more general and can treat totally real fields). Partial results are proved in [26] and [27].

2.4. **The modular form method.** There are two proofs of the Iwasawa main conjecture for cyclotomic fields. One is the original proof of Mazur–Wiles using modular forms. The other is the proof of Rubin given later based on the method of Euler systems of Kolyvagin (see [38] for example). These two methods in Case I are both extended to Case II: The proofs of the results (1), (2) of 2.3.3 are by the Euler system methods, and the proof of the result (3) is an extension of the method of Mazur–Wiles (we will call a method of this type a modular form method).

In this subsection (resp. the next subsection), I sketch the ideas of the modular form method (resp. Euler system method).

By their natures, the modular form method is used to prove the divisibility, “the $p$-adic zeta function divides the characteristic ideal of the Iwasawa module”, and the Euler system method is used to prove the converse divisibility. In Case I, by the help of the class number formula, any one divisibility implies the converse divisibility.

2.4.1. **Riemann’s zeta function is regarded as the zeta function of a modular form of GL$_1$.** The method of Mazur–Wiles in Case I is to use modular forms of the bigger algebraic group GL$_2$ to prove the main conjecture for a modular form of GL$_1$. The zeta function of an elliptic curve over $\mathbb{Q}$ is the zeta function of a modular form of GL$_2$. The method of Skinner–Urban in Case II is to use modular forms of the bigger algebraic group U(2, 2) to prove the main conjecture for a modular form of GL$_2$.

2.4.2. **There are three key points (a)–(c) about the method of Mazur–Wiles.**

(a) Riemann zeta values appear as constant terms of Eisenstein series.

In fact, for $k$ even $\geq 4$, the Eisenstein series $E_k$ of weight $k$ has the $q$-expansion

$$E_k = \zeta(1-k)/2 + \sum_{n=1}^{\infty} \sigma_{k-1}(n)q^n.$$  

Here $\sigma_m(n)$ denotes the sum of $d^m$ for all divisors $d$ of $n$.

(b) An eigen cusp form produces a two-dimensional irreducible $p$-adic representation of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$. 

(c) Riemann’s zeta values are related to the Fourier coefficients of the modular forms.
This is the theory of Eichler–Shimura and Deligne. In Langlands program, we expect that Galois representations arise from modular forms of various algebraic groups.

(c) The ideal class group is related to extensions of Galois representations with finite coefficients.

For example, for \( r \in \mathbb{Z} \), there exists a non-trivial extension \( 0 \to \mathbb{Z}/p\mathbb{Z}(r) \to ? \to \mathbb{Z}/p\mathbb{Z} \to 0 \) of representations of \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \) over \( \mathbb{Z}/p\mathbb{Z} \) which splits as a representation of \( \text{Gal}(\overline{\mathbb{Q}}_p/\mathbb{Q}_p) \) and is unramified outside \( p \) if and only if the Galois module \( \text{Cl}(\mathbb{Q}(\zeta_p)) \) contains \( (\mathbb{Z}/p\mathbb{Z})(r) \). (This can be proved by class field theory.)

2.4.3. To see how we can relate Riemann zeta values to the minus parts of ideal class groups by this method, we discuss simply how we can prove the “if part”, due to Ribet [35], of the following theorem of Herbrand–Ribet: For \( k \geq 2 \) even, the Galois module \( \text{Cl}(\mathbb{Q}(\zeta_p)) \) contains \( (\mathbb{Z}/p\mathbb{Z})(1-k) \) if and only if \( p \) divides the numerator of \( \zeta(1-k) \). In fact, this work of Ribet was a great hint for Mazur and Wiles in their work [32]. The proof goes in the following way.

We may and do assume that \( 4 \leq k \leq p-3 \) and \( k \not\equiv 0 \mod (p-1) \). If \( p \) divides \( \zeta(1-k) \), by 2.4.2 (a), \( E_k \mod p \) has no constant term. This shows that \( E_k \equiv f \mod p \) for some eigen cusp form \( f \). For example, 691 divides \( \zeta(-11) \) and \( E_{12} \equiv \Delta \mod 691 \) where \( \Delta \) is the eigen cusp form \( q \prod_{n=1}^{\infty} (1-q^n)^{24} \). (This is Ramanujan’s congruence.)

The congruence \( f \equiv E_k \mod p \) tells that, by taking mod \( p \) of the 2-dimensional \( p \)-adic representation of \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \) associated to \( f \) (2.4.2 (b)), we can obtain a 2-dimensional representation of \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \) over \( \mathbb{Z}/p\mathbb{Z} \) which is a non-trivial extension of the form \( 0 \to (\mathbb{Z}/p\mathbb{Z})(1-k) \to ? \to \mathbb{Z}/p\mathbb{Z} \to 0 \) having the properties in 2.4.2 (c).

Hence by 2.4.2 (c) above we have \( (\mathbb{Z}/p\mathbb{Z})(1-k) \subset \text{Cl}(\mathbb{Q}(\zeta_p)) \) as Galois modules.

2.4.4. Skinner and Urban extended this approach to Case II. In place of 2.4.2 (a), the zeta values \( L(E, 1, \chi) \) appear in the constant terms of the Eisenstein series of \( U(2, 2) \). In place of 2.4.2 (b), Galois representations associated to modular forms of \( U(2, 2) \) are used. In place of 2.4.2 (c), by the definition of Selmer group, an element of the Selmer group \( \text{Sel}(E/K) \) of order \( n \) corresponds to an extension \( 0 \to \text{Ker}(n): E(\overline{K}) \to E(\overline{K}) \to ? \to \mathbb{Z}/n\mathbb{Z} \to 0 \) of representations of \( \text{Gal}(\overline{K}/K) \) over \( \mathbb{Z}/n\mathbb{Z} \).

2.5. The Euler system method

2.5.1. It seems that zeta functions appear in this world showing three different shapes. First, they appear in the complex analytic world as complex analytic zeta functions, and are defined usually as Euler products. Secondly, they appear in the \( p \)-adic world as \( p \)-adic zeta functions. Now thirdly, they appear in the arithmetic world, as “arithmetic incarnations of zeta” such as cyclotomic units, elliptic units, Heegner points, and Beilinson elements. These incarnations are arithmetic objects which are related to zeta values in many ways. They form a family which has the property of being an
Euler system ([38]). I do not discuss the property of being an Euler system, but it is an arithmetic reflection of the fact that these incarnations are related to special values of Euler products.

For example, we call \( 1 - \alpha (\text{a root of } 1, \alpha \neq 1) \) a cyclotomic unit. The logarithms of cyclotomic units are related to complex zeta values as

\[
\sum_{a \in (\mathbb{Z}/n\mathbb{Z})^\times} \chi(a) \log(1 - \zeta_N^a) = -2L'(0, \chi)
\]

for any Dirichlet character \( \chi \), where \( \zeta_N = \exp(2\pi i / N) \).

Furthermore, as was discovered by Kummer and Iwasawa, cyclotomic units are related \( p \)-adically to zeta values \( \zeta(r) \) for \( r \in \mathbb{Z}, r \leq 0 \), and furthermore produce the \( p \)-adic Riemann zeta function in a certain \( p \)-adic way.

Because the arithmetic incarnations of zeta are arithmetic in nature, they can play an important role in the study of arithmetic properties of zeta values. Cyclotomic units are important in classical Iwasawa theory, elliptic units in Iwasawa theory of imaginary quadratic fields and in Iwasawa theory of elliptic curves with complex multiplication (as in [10], [37]), Heegner points in anti-cyclotomic Iwasawa theory of elliptic curves (as in [25], [3]), and Beilinson elements in cyclotomic Iwasawa theory of elliptic curves.

2.5.2. The results 2.3.3 (1), (2) were obtained by using elliptic units and Beilinson elements, respectively. The methods are similar to the second proof of Iwasawa’s main conjecture given by Rubin using cyclotomic units.

In these methods, the key points are that (a) these incarnations of zeta are related \( p \)-adically to \( p \)-adic zeta functions, and that (b) they form Euler systems.

I will explain the methods in Case I first, and then tell about Case II.

2.5.3. As is well known in classical Iwasawa theory thanks to deep works of Iwasawa, the Iwasawa main conjecture introduced in 2.3.1 is equivalent to

\[
\text{Char}(U / \Lambda z) = \text{Char}(C^+).
\]

Here \( U \) (resp. \( C^+ \)) is the projective limit of

\[
(\mathbb{Z}[\zeta_{p^n}, 1/p^+)^{\times} \otimes_{\mathbb{Z}} \mathbb{Z}_p \quad (\text{resp. Cl}(\mathbb{Q}(\zeta_{p^n})^+) / (p))
\]

with respect to norm maps ((p) denotes the \( p \)-primary part), and \( z \in U \) is the system of cyclotomic units \((1 - \zeta_{p^n})(1 - \zeta_{p^n})^\eta \). To rewrite Iwasawa’s main conjecture 2.3.1 in this form, we replace the \( p \)-adic zeta function in the conjecture 2.3.1 by \( z \) using the strong relation (2.5.2 (a)) between them, and replace \( X \) by \( C^+ \) using the fact that \( C^+ \) is a quotient \( \Lambda \)-module of \( X \) by class field theory. Note that in this rewritten form of Iwasawa’s main conjecture, since the \( p \)-adic zeta function was replaced by the arithmetic incarnation, both sides became arithmetic sides.

We can prove that \( \text{Char}(C^+) \) divides \( \text{Char}(U / \Lambda z) \) by the method of Euler system (Kolyvagin’s idea [25]; Thaine [42] had partially a similar idea) using the Euler system
property of cyclotomic units (2.5.2 (b)). The method here is simply speaking as in 2.5.4 below. This divisibility implies the divisibility Char($X$) | $I(\Lambda)\xi_i$ and gives the proof of Iwasawa’s main conjecture.

2.5.4. The proof of Char($C^+$) | Char($U/\Lambda z$) by the Euler system method is sketched roughly as follows.

Let $h: \bigoplus_{i=1}^n \Lambda/(a_i) \to C^+$ be an injective $\Lambda$-homomorphism with finite cokernel. The $\Lambda$-module $U$ is isomorphic to $\Lambda$, and hence $U/\Lambda z \simeq \Lambda/(\mu)$ for some $\mu \in \Lambda$. Our task is to prove that $\prod_{i=1}^n a_i$ divides $\mu$. For $1 \leq i \leq n$, denote the standard $i$-th generator in $\bigoplus_{i=1}^n \Lambda/(a_i)$ by $e_i$. Then by modifying cyclotomic units using their Euler system property, for each $m \geq 1$, we can construct a non-zero element $\alpha$ of $\mathbb{Q}(\zeta_{p^n})^+$ such that $\prod_{i=1}^n a_i$ divides $\alpha$. For a similar method, we can show that $\alpha$ divides $h(\Lambda e_1)$, and hence $a_1 | \mu$. Put $\mu = \mu_1 a_1$ with $\mu_1 \in \Lambda$. By a similar method, we can show that $\mu_1$ divides $h(\Lambda e_1 \oplus \Lambda e_2)/h(\Lambda e_1)$. Hence $a_2 | \mu_1$. Put $\mu_1 = \mu_2 a_2$ with $\mu_2 \in \Lambda$. Then we can show that $\mu_2$ divides $h(\Lambda e_1 \oplus \Lambda e_2 \oplus \Lambda e_3)/h(\Lambda e_1 \oplus \Lambda e_2)$. By repeating this, we have $\mu = \mu_n \prod_{i=1}^n a_i$ with $\mu_n \in \Lambda$.

For the precise description of the method see [38].

2.5.5. In Case II we can use similar methods to prove that $X$ is $\Lambda$-torsion and to prove 2.3.3 (1), (2). I describe rough ideas about 2.3.3 (2).

Beilinson elements are defined in [2] as elements of $K_2$ of modular curves ($K_2$ is a group which appears in algebraic $K$-theory). Via the Weil parametrization of an elliptic curve $E$ over $\mathbb{Q}$, and via the Archimedean regulator maps of $K_2$ (analogues of logarithms for the multiplicative group), they are related to $L'(E, 0, \chi)$ and to the $p$-adic zeta function $L_p(E)$.

In Case I, the $\Lambda$-module $U$ (resp. $C^+$) is isomorphic to the inverse limit of the étale cohomology groups $H^i(\mathbb{Z}[\zeta_{p^N}], 1/p^i)$ with $i = 1$ (resp. $i = 2$). In Case II, in place of $U$ (resp. $C^+$), we use the inverse limit $\tilde{\eta}^i$ of the étale cohomology groups $H^i(\mathbb{Z}[\zeta_{p^N}], 1/p N)$, $T_p E$ with $i = 1$ (resp. $i = 2$), where $N$ is the conductor of $E$ and $T_p E$ is the $p$-adic Tate module of $E$. By using the strong relation of Beilinson elements and $L_p(E)$ (2.5.2 (a)), we can show that the fact “$X$ is $\Lambda$-torsion and Char($X$) | $\Lambda L_p(E)$” is equivalent to the fact that “$\tilde{\eta}^1$ and $\tilde{\eta}^2$ are $\Lambda$-torsion and $\text{Char}((\tilde{\eta}^1)/\Lambda z)$” where $z \in \tilde{\eta}^1$ is an element which comes from Beilinson elements. In the case $E$ has no complex multiplication, the last fact is proved by arguments similar to 2.5.4 using the Euler system property of Beilinson elements (2.5.2 (b)). (In this method, we make also a heavy use of the result by Rohrich that $L_p(E)$ is a non zero-divisor of $\Lambda[1/p].$)

2.5.6. We see that the Euler system method works for any motives. However, a big difficulty is that at present we can find only few arithmetic incarnations of zeta, though we have found a lot of zeta functions.
3. Non-commutative Iwasawa theory

For an elliptic curve $E$ over a number field $F$ without complex multiplication, the field obtained by adjoining all $p^n$-torsion points of $E$ to $F$ for all $n$ is a Galois extension of $F$ whose Galois group is isomorphic to a subgroup of $\text{GL}_2(\mathbb{Z}_p)$ of finite index (by a theorem of Serre) and hence is highly non-commutative. It is natural to look for a non-commutative Iwasawa theory for $E$.

In this section, I introduce the ideas in the papers [43] and [8] on non-commutative Iwasawa theory, and discuss related problems.

In this section, we consider two cases I, II. In Case I, we consider non-commutative Iwasawa theory of totally real fields. In Case II, we consider non-commutative Iwasawa theory of elliptic curves.

Fix a prime number $p$ and assume $p \neq 2$ for simplicity. Both in the cases I, II, let $F$ be a number field, and let $F_\infty$ be a Galois extension of $F$ satisfying the following conditions (i)–(iii).

(i) The Galois group $G = \text{Gal}(F_\infty/F)$ is a $p$-adic Lie group.

(ii) There are only finitely many primes of $F$ which ramify in $F_\infty$.

(iii) $F_\infty$ contains the cyclotomic $\mathbb{Z}_p$-extension $F^{\text{cyc}}$ of $F$.

In Case I, we assume further that $F_\infty$ is totally real, and that $F_\infty$ contains $\mathbb{Q}(\zeta_{p\infty})^+$. In Case II, we assume that we are given an elliptic curve $E$ over $F$ which is of good ordinary reduction at any prime of $F$ lying over $p$.

3.1. Arithmetic side

3.1.1. Let $\Lambda = \mathbb{Z}_p[[G]]$. By a $\Lambda$-module, we mean a left $\Lambda$-module. We define a $\Lambda$-module $X$ as follows.

In Case I, let $X = \text{Gal}(M/F_\infty)$ where $M$ is the largest abelian pro-$p$ extension of $F_\infty$ which is unramified outside $\Sigma$.

In Case II, let $X = \text{Hom}(\lim_{\rightarrow F'} \text{Sel}(E/F'), \mathbb{Q}_p/\mathbb{Z}_p)$ where $F'$ ranges over all finite Galois extensions of $F$ contained in $F_\infty$.

Then in both cases $X$ is a finitely generated $\Lambda$-module.

3.1.2. In Case I, $X$ is a torsion $\Lambda$-module (that is, each element of $X$ is killed by some non zero-divisor of $\Lambda$). In Case II, a natural conjecture is that $X$ is $\Lambda$-torsion.

More precisely:

Conjecture 3.1.3. In Case I, $X$ is finitely generated as a $\mathbb{Z}_p[[H]]$-module.

Conjecture 3.1.4. ([8] 5.1.) In Case II, $X/X(p)$ is finitely generated as a $\mathbb{Z}_p[[H]]$-module, where $X(p)$ denotes the part of $X$ killed by some power of $p$. 
Let $F'$ be a finite extension of $F$ contained in $F_\infty$ such that $F_\infty/F'$ is a pro-$p$ extension. In Case I, 3.1.3 is true if the $\mu$-invariant of the cyclotomic $\mathbb{Z}_p$-extension of $F'$ is zero (it is conjectured by Iwasawa that the $\mu$-invariant of the cyclotomic $\mathbb{Z}_p$-extension of any number field is zero). In Case II, 3.1.4 is true if $E$ is isogenous over $F'$ to an elliptic curve $E'$ such that the $\mu$-invariant of $E'$ for the cyclotomic $\mathbb{Z}_p$-extension of $F'$ is zero.

3.2. Zeta side

3.2.1. Where do the $p$-adic zeta functions in non-commutative Iwasawa theory live? Non-commutative rings are not good places to live for complex zeta functions defined as Euler products, for the meaning of Euler product becomes unclear by the non-commutativity of the product. Though $p$-adic zeta functions are not Euler products, this gives us the impression that any $p$-adic zeta function cannot live in the non-commutative $\Lambda$.

However, for a non-commutative ring $R$, the non-commutativity of the product in $R^\times$ vanishes under the canonical homomorphism $R^\times \to K_1(R)$.

3.2.2. Recall that for a ring $R$, $K_1(R)$ is defined to be the abelian group

$$\text{GL}(R)/[\text{GL}(R), \text{GL}(R)],$$

where $\text{GL}(R) = \bigcup_n \text{GL}_n(R)$ in which $\text{GL}_n(R)$ is embedded in $\text{GL}_{n+1}(R)$ by $T \mapsto \begin{pmatrix} T & 0 \\ 0 & 1 \end{pmatrix}$.

3.2.3. As is explained below, in Case I (resp. Case II) we expect that the $p$-adic zeta function lives in $K_1$ of a certain localization of $\Lambda$ (resp. of $\bar{\Lambda} = O[[G]]$ where $O$ is the completion of the valuation ring of the maximal unramified extension of $\mathbb{Q}_p$) defined as follows. (Note that the theory of localizations of non-commutative rings is not so simple as that for commutative rings.) Define

$$S = \{ s \in \Lambda \mid \Lambda/\Lambda s \text{ is a finitely generated } \mathbb{Z}_p[[H]]\text{-module} \}, \quad S^* = \bigcup_{n \geq 0} p^n S.$$

Then $S$ and $S^*$ are multiplicative subsets of $\Lambda$, consisting of left and right non-zero divisors and satisfying the left and right Ore conditions ([33]) in the localization theory of non-commutative rings. Hence we have rings $\Lambda_S = \Lambda S^{-1} = \Lambda S^{-1}$ by inverting elements of $S$, and also $\Lambda S^* = \Lambda S[1/p]$. In the case that $H$ is finite and $G$ is commutative, $\Lambda S^* = Q(\Lambda)$.

Let $\mathcal{H}_{H}(G)$ (resp. $\mathcal{M}_{H}(G)$) be the category of finitely generated $\Lambda$-modules $M$ such that $M$ (resp. $M/M(p)$) is finitely generated as a $\mathbb{Z}_p[[H]]$-module. For a finitely generated $\Lambda$-module $M$, $M$ is $S$-torsion if and only if it belongs to $\mathcal{H}_{H}(G)$, and it is $S^*$-torsion if and only if it belongs to $\mathcal{M}_{H}(G)$.

We have similarly multiplicative subsets $\bar{S}$ and $\bar{S}^* = \bigcup_{n \geq 0} \bar{S}p^n$ of $\bar{\Lambda}$ and localizations $\bar{\Lambda}_{\bar{S}}$, $\bar{\Lambda}_{\bar{S}}^*$. 
3.2.4. We expect that the $p$-adic zeta function in non-commutative Iwasawa theory is characterized by the relation of its special values with complex zeta values. For an element $f$ of $K_1(\Lambda_S^*)$ and for a continuous representation $\rho : G \to \text{GL}_n(\mathbb{C}_p)$ where $\mathbb{C}_p$ is the completion of the algebraic closure of $\mathbb{Q}_p$, the value $f(\rho) \in \mathbb{C}_p \cup \{\infty\}$ is defined in [8]. I do not give here the precise general definition, but a basic fact is that if $f$ is the image of an element $a$ of $\Lambda \cap (\Lambda_S^*)^\times$, the value of $f$ at $\rho$ is equal to $\text{det}(\rho(a))$, where $\rho(a)$ denotes the image of $a$ under the ring homomorphism $\Lambda \to M_n(\mathbb{C}_p)$ induced by $\rho$.

We can define similarly the value $f(\rho) \in \mathbb{C}_p \cup \{\infty\}$ of an element $f$ of $K_1(\bar{\Lambda}_S)$ at a continuous representation $\rho : G \to \text{GL}_n(\mathbb{C}_p)$.

Now we state our conjecture for the existence of the $p$-adic zeta function in non-commutative Iwasawa theory.

**Conjecture 3.2.5.** (1) In Case I, there is an element $L_p(F_{\infty}/F) \in K_1(\Lambda_S)$ (called the $p$-adic zeta function for the extension $F_{\infty}/F$) having the following property.

For any even integer $r \geq 1$ and any representation $\rho$ of $G$ which factors through a finite quotient Galois group, the value of $L_p(F_{\infty}/F)$ at the representation $\rho \kappa^r$ of $G$ is the value $L/Sigma^1(1 - r, \rho)$ of the Artin $L$-function $L/Sigma^1(s, \rho)$. (The subscript $/Sigma^1$ means that the Euler factors at primes in $/Sigma^1$ are removed from the Euler product.)

(2) In Case II, there is an element $L_p(E, F_{\infty}/F) \in K_1(\bar{\Lambda}_S)$ (called the $p$-adic zeta function of $E$ for the extension $F_{\infty}/F$) having the following property.

For any representation $\rho$ of $G$ which factors through a finite quotient Galois group, the value of $L_p(E, F_{\infty}/F)$ at $\rho$ is $L(E, 1, \rho)/(\text{period}) \times (\text{local term})$. Here $L(E, s, \rho)$ is the twist of $L(E, s)$ by $\rho$. The definitions of (period) and (local term) are given explicitly in [8] in the case $F = \mathbb{Q}$. In the case $F \neq \mathbb{Q}$, the definitions are given in [16] but they are not so explicit.

3.2.6. The idea that “zeta functions can live in $K_1$ of non-commutative group rings” may be true also for Selberg zeta functions. Such idea appears in the paper of Bass [1] for Ihara–Selberg zeta functions (Selberg zeta functions for $p$-adic fields). I learned about the work [1] from K. Hashimoto.

For a discrete co-compact torsion-free subgroup $\Gamma$ of $\text{SL}_2(\mathbb{R})/\{\pm 1\}$ and for a finite dimensional representation $\rho : \Gamma \to \text{GL}_n(\mathbb{C})$, the Selberg zeta function of $\Gamma$ with twist by $\rho$ is defined to be $\prod_{\gamma} \text{det}(1 - \rho(\gamma)N(\gamma)^{-s})^{-1}$ where $\gamma$ ranges over all “prime elements” of $\Gamma$ taken mod conjugacy. (Prime element means an element which is not an $n$-th power of any element for any $n \geq 2$. $N(\gamma)$ is the absolute value of one of the eigen values of $\gamma$.)

I am not sure if it is reasonable to define the Selberg zeta function with values in $K_1(L^1(\Gamma))$, where $L^1(\Gamma)$ is the algebra of $L^1$-functions on $\Gamma$ with the product structure by convolution, as follows.

$$\zeta_{\Gamma}(s) = \prod_{\gamma} (1 - \gamma N(\gamma)^{-s})^{-1}.$$
The right-hand side is regarded as an element of $K_1(L^1(\Gamma))$. For a finite dimensional unitary representation $\rho : \Gamma \to \text{GL}_n(\mathbb{C})$, the ring homomorphism $L^1(\Gamma) \to M_n(\mathbb{C})$ induced by $\rho$ defines a homomorphism $K_1(L^1(\Gamma)) \to K_1(M_n(\mathbb{C})) = \mathbb{C}^\times$ which sends $\zeta(T)(s)$ to the Selberg zeta function of $\Gamma$ with twist by $\rho$.

If $\text{SL}_2(\mathbb{R})/\{\pm 1\}$ is replaced by $\text{SL}_2(\mathbb{Q}_p)/\{\pm 1\}$, an analogue of the above $\zeta(T)(s)$ is considered in Bass [1].

3.3. **Main conjecture.** We assume for simplicity that $G$ is $p$-torsion-free in this subsection.

3.3.1. The localization theory in $K$-theory [46] gives exact sequences

$$K_1(\Lambda) \to K_1(\Lambda_S) \xrightarrow{\partial} K_0(\mathfrak{M}_H(G)) \to 0,$$

$$K_1(\Lambda) \to K_1(\Lambda_{S^*}) \xrightarrow{\partial} K_0(\mathfrak{M}_H(G)) \to 0.$$

Here for $\mathcal{C} = \mathfrak{N}_H(G)$ or $\mathfrak{M}_H(G)$, $K_0(\mathcal{C})$ denotes the Grothendieck group of $\mathcal{C}$, which is an abelian group defined by the following generators and relations. Generators: $[M]$ for objects $M$ of $\mathcal{C}$. Relations: $[M] = [M'] + [M'']$ if $M, M', M''$ are objects of $\mathcal{C}$ such that there is an exact sequence $0 \to M' \to M \to M'' \to 0$. In the above first (resp. second) exact sequence, $\partial$ satisfies $\partial(s) = [\Lambda/\Lambda S]$ for $s \in S$ (resp. $s \in S^*$).

In the situation of §2 in which $G$ is commutative, $\mathfrak{M}_H(G)$ coincides with the category of all finitely generated torsion $\Lambda$-modules, and for any finitely generated torsion $\Lambda$-module $M$ and for any generator $f$ of $\text{Char}(M)$, we have $\partial(f) = [M]$ in $K_0(\mathfrak{M}_H(G))$. Hence $[M]$ can play the role of the characteristic ideal in §2.

The following is the main conjecture. ([43], [8]. Generalizations to motives are explained in the complementary paper [16] to [8].)

**Conjecture 3.3.2.** (1) In Case I, the homomorphism $\partial : K_1(\Lambda_S) \to K_0(\mathfrak{M}_H(G))$ sends $L_p(F_\infty/F)$ to $[X] - [Z_p]$. (2) In Case II, if $f$ is an element of $K_1(\Lambda_{S^*})$ such that $\partial(f) = [X]$, we have $L_p(E, F_\infty/F) \equiv f$ modulo the image of $K_1(\hat{\Lambda}) \to K_1(\hat{\Lambda}_{S^*})$.

3.4. **Complements**

3.4.1. In Case I, a main conjecture was formulated and studied by Ritter–Weiss ([39] etc.) under the assumption that $H$ is finite ($H$ can have $p$-torsion).

3.4.2. For an elliptic curve $E$ with super-singular reduction at $p$, it is not known how to formulate $p$-adic zeta functions in non-commutative Iwasawa theory.

3.4.3. In history, studies of delicate properties of algebraic varieties motivated progress in the theory of commutative rings. Similarly, I expect that via non-commutative Iwasawa theory, delicate aspects in number theory motivate progress in the theory of non-commutative rings. The structure theorem of torsion modules over non-commutative Iwasawa type algebras by Coates–Schneider–Sujatha [9] is one such example.
3.4.4. An interesting aspect of non-commutative Iwasawa theory of elliptic curves is the relative prevalence, compared to the cyclotomic theory, of global root numbers equal to \(-1\) (in the case of twists of an elliptic curve by self dual Artin characters of certain non-commutative \(p\)-adic Lie extensions, see, for example, Dokchitser [14], and Rohrlich [36]). This phenomenon has long been important in the study of Heegner points on elliptic curves, and recently H. Darmon and Y. Tian have obtained the first deep results about Heegner points in non-commutative Iwasawa theory of elliptic curves ([13], [11]).

3.4.5. As in Huber–Kings [19], §3.3, we can expect that non-commutative Iwasawa theory is strong enough to unify Iwasawa theories of all motives. This would imply that there are many still unknown congruences between \(p\)-adic zeta functions of different motives and also between modular forms of different algebraic groups.

In the rest of this section, assuming that \(G\) is isomorphic to a non-commutative semi-direct product of two copies of \(\mathbb{Z}_p\), I report some conjectural congruences between \(p\)-adic zeta functions in commutative Iwasawa theory which would be implied by non-commutative Iwasawa theory. We can show conversely (Proposition 3.4.9, which I learned from D. Burns) that in Case I, under the same assumption, the existence of \(p\)-adic zeta function and the main conjecture in non-commutative Iwasawa theory are reduced to these conjectural congruences between \(p\)-adic zeta functions in commutative Iwasawa theory.

3.4.6. Assume that \(G\) is isomorphic to a non-commutative semi-direct product of two copies of \(\mathbb{Z}_p\).

Then \(H \cong \mathbb{Z}_p\). Let \(e \geq 1\) be the integer such that \(H/[G, H]\) is of order \(p^e\). Let \(\Gamma = G/H\) and for \(n \geq 0\), let \(\Gamma_n \subset \Gamma\) be the unique subgroup of \(\Gamma\) of index \(p^{\max(n-e,0)}\). Define commutative rings \(R_n\) and \(R'_n\subset \mathbb{Q}(R_n)\) \((n \geq 0)\) as follows: \(R_n = \mathbb{Z}_p[[\zeta_{p^{\min(n,e)}},[\Gamma_n]]]\), and \(R'_n\) is the local ring of \(R_n\) at the unique prime ideal of height 1 containing \(p\). In [23], homomorphisms

\[
\theta = (\theta_n)_n : K_1(\mathbb{Z}_p[[G]]) \to \prod_{n \geq 0} R_n^\times, \quad \theta' = (\theta'_n)_n : K_1(\mathbb{Z}_p[[G]])_{S} \to \prod_{n \geq 0} (R'_n)^\times
\]

such that \(\theta'\) induces \(\theta\) are defined. Furthermore subgroups

\[
\Phi \subset \prod_{n \geq 0} R_n^\times, \quad \Phi' \subset \prod_{n \geq 0} (R'_n)^\times
\]

such that \(\Phi = (\prod_{n \geq 0} R_n^\times) \cap \Phi'\) are defined by using certain congruences.

The congruences defining \(\Phi\) and \(\Phi'\) are rather involved, and so for simplicity, I introduce them here only in the case \(e = 1\).

Let \((a_n)_n\) be an element of \(\prod_{n \geq 0} R_n^\times\) (resp. \(\prod_{n \geq 0} (R'_n)^\times\)). Let \(b_n = a_n N_n(a_0)^{-1}\) where \(N_n\) is the norm map

\[
\mathbb{Z}_p[[\Gamma]]^\times \to \mathbb{Z}_p[[\Gamma_n]]^\times \quad (\text{resp. } (\mathbb{Z}_p[[\Gamma]](p))^\times \to (\mathbb{Z}_p[[\Gamma_n]](p))^\times).
\]
Let $c_n = b_n \varphi(b_{n-1})^{-1}$ for $n \geq 1$ where $\varphi$ is the ring homomorphism induced by the $p$-th power homomorphism $\Gamma_{n-1} \to \Gamma_n$. Then in the case $e = 1$, $(a_n)_n$ belongs to $\Phi$ (resp. $\Phi'$) if and only if the following congruences are satisfied:

$$c_n^{p^{n-1}} \equiv N_n(N'(\prod_{i=1}^{n-1} c_i)) \mod p^{2(n-1)}(\xi_p - 1) \quad \text{for any } n \geq 1$$

where $N'$ denotes the norm map $R_1^\times \to \mathbb{Z}_p[[\Gamma]]^\times$ (resp. $(R'_1)^\times \to (\mathbb{Z}_p[[\Gamma]])_{(p)}^\times$).

**Proposition 3.4.7** ([23]). (1) The map $\theta : K_1(\mathbb{Z}_p[[G]]) \to \prod_{n \geq 0} R_n^\times$ is injective and induces an isomorphism $K_1(\mathbb{Z}_p[[G]]) \cong \Phi$.

(2) The image of $\theta' : K_1(\mathbb{Z}_p[[G]]_{\Lambda_S}) \to \prod_{n \geq 0} (R'_n)^\times$ is contained in $\Phi'$.

3.4.8. Assume that we are in Case I. For $n \geq 0$, let $F_n$ be the finite extension of $F$ contained in $F^{\text{cyc}}$ corresponding to the subgroup $\Gamma_n$ of $\Gamma$. Let $G_n \subset G$ be the inverse image of $\Gamma_n$ in $G$. Then there is a one-dimensional representation $\chi_n : G_n \to \overline{\mathbb{Q}}^\times$ of $G_n$ of order $p^n$ whose restriction to $H$ is still of order $p^n$. The $p$-adic $L$-function $\xi_n$ of the totally real field $F_n$ associated to the character $\chi_n$ belongs to $\mathcal{Q}(R_n)$. The main conjecture of Iwasawa theory of $F_n$ proved by Wiles shows that

(1) $(\xi_n) = \text{Char}(X_n)$ for $n \geq 1$, and $I(R_0)\xi_0 = \text{Char}(X_0)$

where $X_n$ is the Iwasawa module of the Iwasawa theory of $F_n$ associated to $\chi_n$ and $I(R_0)$ is the kernel of $R_0 = \mathbb{Z}_p[[\Gamma]] \to \mathbb{Z}_p; \sigma \mapsto 1 (\sigma \in \Gamma)$.

I did not explain the definitions of $\theta_n$ and $\theta'_n$, but the maps $\theta_n$ and $\theta'_n$ have the following properties (2) and (3).

(2) Let $\xi$ be an element of $K_1(\Lambda_S)$. Then $\xi$ has the property of the $p$-adic zeta function $L_p(F_\infty/F)$ stated in 3.2.5 if and only if $\theta'_n(\xi) = \xi_n$ for all $n \geq 0$.

(3) If $X$ belongs to $\mathfrak{N}_H(G)$ and $f$ is an element of $K_1(\Lambda_S)$ such that $\partial(f) = [X] - [\mathbb{Z}_p]$, then $(\theta'_n(f)) = \text{Char}(X_n)$ for $n \geq 1$, and $I(R_0)\theta'_0(f) = \text{Char}(X_0)$.

If the $p$-adic zeta function $L_p(F_\infty/F) \in K_1(\Lambda_S)$ in non-commutative Iwasawa theory exists, then by the above (2) and by Prop. 3.4.7 (2), $(\xi_n)_n$ should be contained in $\Phi'$. This shows that the $p$-adic $L$ functions $\xi_n$ in commutative Iwasawa theory should satisfy special congruences between them (which are not proven yet).

Conversely, assume $(\xi_n)_n \in \Phi'$. From the above (1), we can deduce $X \in \mathfrak{N}_H(G)$. Let $f$ be an element of $K_1(\Lambda_S)$ such that $\partial(f) = [X] - [\mathbb{Z}_p]$. Then by (1) and (3), we have $(\xi_n) = (\theta'_n(f))$ for any $n \geq 0$. Hence $u_n := \xi_n\theta'_n(f)^{-1}$ is a unit of $R_n$. By Prop. 3.4.7 (2), $(u_n)_n \in \left( \prod_{n \geq 0} R_n^\times \right) \cap \Phi' = \Phi$. Hence by Prop. 3.4.7 (1), $(u_n)_n$ comes from an element $u$ of $K_1(\Lambda)$. By (2), $uf$ is the $p$-adic zeta function of $F_\infty/F$ in the non-commutative Iwasawa theory (which we were looking for), and $\partial(uf) = [X] - [\mathbb{Z}_p]$. This proves

**Proposition 3.4.9.** Assume that we are in Case I, and assume that $G$ is non-commutative and is a semi-direct product of two copies of $\mathbb{Z}_p$. If the family $(\xi_n)_{n \geq 0}$ of $p$-adic
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...zeta functions in commutative Iwasawa theory belongs to $\Phi'$ (i.e. satisfies special congruences), then the $p$-adic zeta function for $F_\infty/F$ in non-commutative Iwasawa theory exists and the main conjecture in non-commutative Iwasawa theory for $F_\infty/F$ is true.

From §2 we can have the idea that “the proofs of the main conjectures in commutative Iwasawa theory will be obtained by the modular form method and the Euler system method as in §2”. The author learned from D. Burns not only Proposition 3.4.9 but also the following idea: “the proofs of the main conjectures in non-commutative Iwasawa theory might not be at infinite distance, but might be deduced from the main conjecture in commutative Iwasawa theory plus special congruences between $p$-adic zeta functions in commutative Iwasawa theory”.
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1. Introduction

Many physical systems are described by nonconvex variational problems regularized by higher-order terms. Two of the simplest examples are the Ginzburg–Landau energy

$$\int_{\Omega} (u^2 - 1)^2 + \varepsilon^2 |\nabla u|^2$$

and the Aviles–Giga energy

$$\int_{\Omega} (|\nabla u|^2 - 1)^2 + \varepsilon^2 |\nabla \nabla u|^2.$$ 

The former is a basic model of nucleation; we shall discuss it in Section 4. The latter arises in many settings, including convective pattern formation and magnetic thin films; we shall discuss it in Section 3. Other, more complicated examples include micromagnetics and martensitic transformation; we shall discuss them too, in Section 2. Our focus is always on the singular limit $\varepsilon \to 0$.

In some settings, minimizers get increasingly complicated as $\varepsilon \to 0$. We call this the development of microstructure. We shall discuss two examples in Section 2, involving twinning in martensite [40] and the branching of domains in a uniaxial

---
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ferromagnet [13]. When microstructure forms, we are interested in its local character and length scale.

In most settings, minimizers develop sharp transition layers where there is rapid spatial variation. Outside these layers the solution is relatively smooth. We call the transition layers walls and the smooth regions domains. We are interested in the internal structure of walls, and in evaluating their surface energies. We shall discuss two examples in Section 3, involving the Aviles–Giga energy [38] and cross-tie walls in ferromagnetic thin films [1].

Finally, we are interested in local as well as global minimizers, and in thermally-activated transitions between them. We shall explain in Section 4.1 how large deviation theory leads to the minimization of action rather than energy. Then, in Section 4.2, we discuss the singular limit of action minimization for the Ginzburg–Landau functional [42].

Our viewpoint is variational: we focus on the leading-order dependence of the energy upon $\varepsilon$. In problems with microstructure we find the optimal scaling law (Section 2); though the argument does not determine the minimizer, it does give information about its character. In problems involving walls (Sections 3 and 4) the scaling law is obvious and our achievement is to find the prefactor. In the process, we also determine an example of a minimizer.

Upper bounds on the minimum energy are usually easy, by considering appropriate test functions. Lower bounds are much more difficult, however, since our functionals are nonconvex. The main mathematical accomplishment in each of our examples is an ansatz-independent lower bound:

(a) For the examples involving microstructure (Section 2), the heart of the matter is an interpolation inequality (10). It expresses mathematically the fact that development of fine-scale microstructure requires a lot of surface energy.

(b) For the examples involving walls (Section 3), the heart of the matter is the use of a suitable “entropy.” Recall that for a conservation law, entropy is dissipated at shocks. Our entropies are analogous, in the sense that the divergence is concentrated at walls.

(c) For the example involving action minimization (Section 4), the heart of the matter is the separation of the action into two parts: the “nucleation cost” and the “propagation cost.”

It should be clear by now that our goal is not to survey the field of energy-driven pattern formation. Such a survey would be extremely difficult, because the subject is vast and ill-defined. Even if we limited attention to recent mathematical work based on singularly perturbed variational problems, a survey would have to include diblock-copolymers [11], [55], energy-driven coarsening [41], compressed thin film blisters [7], dislocation patterns in plasticity [17], vortex patterns in type-II superconductors [59], the intermediate state of a type-I superconductor [14], and many
additional examples from micromagnetics [21]. (This list is of course incomplete, and the citations are simply examples selected from a huge literature.)

Our aim is much more limited. The primary goal of this paper is to communicate the methodological developments summarized in (a)–(c) above. In addition, we will explain the materials science problems that led to these developments.

Proving lower bounds is difficult, but guessing them is easier. This is particularly true in problems from physics, where experimental observations are available. Therefore it should not be surprising that many of our results were guessed long ago. For example, the scaling of the minimum energy for a uniaxial ferromagnet (Section 2.2) has been “known” for decades [33], [52]. The cross-tie wall, however, is an exception to this rule. As we shall explain in Section 3.2, the analysis of [1] finds the optimal wall structure explicitly. Prior to that work the structure was known only from numerical and physical experiments [50].

1.1. Warmup: one space dimension. For context and background, it is useful to review a simple 1D example. Consider the minimization of

$$\int_0^1 \frac{1}{\varepsilon} (u_x^2 - 1)^2 + \varepsilon u_{xx}^2 + \alpha u^2$$

where \(\varepsilon\) and \(\alpha\) are positive. The first term prefers \(u_x = \pm 1\); the second penalizes changes of slope; the third penalizes deviations from 0. Their preferences are incompatible, and the competition between them determines the character of the minimizer. When \(\varepsilon\) is small, the optimal \(u\) is a sawtooth function as shown in Figure 1. Its slope is nearly \(\pm 1\) except for a transition region (whose length is of order \(\varepsilon\)) near each peak and valley. The distance between peaks and valleys is determined by the competition

between the first two terms (which attribute energy to each peak and valley) and the last term (which prefers \(u\) to be small). This is most evident in the limit \(\varepsilon \to 0\), when each transition layer shrinks to a point. If \(2c_0\) is the energy of an (optimal) transition layer, then the limiting variational problem as \(\varepsilon \to 0\) is the minimization of

$$\int_0^1 c_0 |u_{xx}| + \alpha u^2$$

subject to the condition \(u_x = \pm 1\).
The statement that (2) captures the asymptotic behavior of (1) can be proved with mathematical rigor: this is a basic example of $\Gamma$-convergence, see e.g. [9]. In this article we shall work mainly at positive $\varepsilon$, so we do not make use of $\Gamma$-convergence in any formal sense. Our viewpoint, however, is very similar. In particular, the following argument – which amounts to the identification of the constant $c_0$ in (2) [46] – will recur repeatedly. Consider a function $u$ such that $u_x = -1$ near $x = a$ and $u_x = +1$ near $x = b$. Then

$$
\int_a^b \frac{1}{\varepsilon} (u_x^2 - 1)^2 + \varepsilon u_{xx}^2 \geq \int_a^b 2|1 - u_x^2||u_{xx}| = \int_a^b ||\Phi(u_x)||_x
$$

(3)

if $\Phi'(t) = 2|1 - t^2|$. Since

$$
\int_a^b ||\Phi(u_x)||_x \geq \int_a^b |\Phi(u_x)|_x = |\Phi(1) - \Phi(-1)| = 2 \int_{-1}^{1} (1 - t^2)
$$

we conclude that the cost $2c_0$ of a peak or valley in (1) is at least

$$
2 \int_{-1}^{1} (1 - t^2) = 8/3.
$$

Moreover this estimate is sharp, and it reveals the internal character of the transition layer: for equality to hold in (3) we need

$$
|1 - u_x^2| = \varepsilon |u_{xx}|
$$

from which it follows easily that $u_x = \tanh(x/\varepsilon)$. We have omitted some details, of course; at finite $\varepsilon$ the assumptions $u_x(a) = -1$ and $u_x(b) = +1$ are only approximately valid. Still, the preceding calculation captures the heart of the matter.

Our example (1) is local, in the sense that the energy involves only $u$, $u_x$, and $u_{xx}$. But it can also be viewed as a nonlocal problem. Indeed, if we treat $v = u_x$ as our basic variable, and write $u = \nabla^{-1} v$ as an indefinite integral of $v$, then (1) is equivalent to minimizing

$$
\int_0^1 \frac{1}{\varepsilon} (v^2 - 1)^2 + \varepsilon v_x^2 + \alpha|\nabla^{-1} v|^2.
$$

(4)

From this perspective, space gets divided into “domains” where $v \approx \pm 1$, separated by “walls” where $v$ changes rapidly, on a length scale of order $\varepsilon$.

The problems considered in Sections 2–4 can be viewed as multidimensional analogues of (1) or (4). The multidimensional setting introduces new challenges, and many phenomena not seen in one space dimension. But 1D examples are rich, and their analysis has taught us a lot. For example, these functionals have many local minima, and it is natural to inquire about the character of those states. Are they periodic in $x$, or can they have “defects”? For studies of this type see [48], [54], [62], [64].
2. Singular perturbation and the development of microstructure

We say a singularly-perturbed variational problem develops microstructure if its minimizers become increasingly complicated as \( \varepsilon \to 0 \). In this section we discuss two examples, from martensitic transformation and micromagnetics.

2.1. Refinement of twins. A simple 2D analogue of (2) was introduced in 1992 by Kohn and Müller:

\[
\min_{\substack{u_x = \pm 1 \quad \text{at} \ x = 0 \\ u = 0 \quad \text{at} \ x = 0}} \int_0^1 \int_0^L u_x^2 + \varepsilon |u_{yy}| \, dx \, dy
\]

where \( u = u(x, y) \) is scalar-valued. The constraint \( u_y = \pm 1 \) applies in the interior of the region \((0, L) \times (0, 1)\). It is clearly incompatible with the boundary condition \( u = 0 \) at \( x = 0 \), so we expect \( \nabla u \) to be oscillatory near \( x = 0 \). The regions where \( u_y = \pm 1 \) are “domains,” and the discontinuities of \( u_y \) are “walls.” The term \( \int \int \varepsilon |u_{yy}| \, dx \, dy \) in (5) represents surface energy: since \( u_y \) jumps between \( \pm 1 \) at each interface, it simply counts \( 2\varepsilon \) times the number of interfaces above \( x \) then integrates over \( x \in (0, L) \).

This is a simplified model for the geometry of twinning near an austenite twinned-martensite interface, in a crystalline solid undergoing a martensitic phase transformation [39]. Briefly: in the “twinned” region \((0, L) \times (0, 1)\) there are two preferred values \( \nabla u = (0, 1) \) and \( \nabla u = (0, -1) \), corresponding to two “variants” of martensite. The first term in (5) represents “elastic energy;” it penalizes deviations from the preferred values of \( \nabla u \). The second term represents the surface energy of the twin boundaries. We suppose the material occupying the region \( x < 0 \) is untwinned and rigid; hence the boundary condition \( u = 0 \) at \( x = 0 \). See [39] for a more detailed account of the crystallography behind (5), and [8] for a modern introduction to martensitic phase transformation with a variational viewpoint.

The most basic result about (5) is the assertion that

\[
C \varepsilon^{2/3} L^{1/3} \leq \text{minimum energy} \leq C' \varepsilon^{2/3} L^{1/3}
\]

when \( \varepsilon/L \) is sufficiently small [40]. Thus, we know the scaling law of the minimum energy – though not the prefactor.

The right hand side of (6) – the upper bound – is relatively easy to prove. It suffices to give a single example of a function \( u \) with the desired scaling. The convenient construction is self-similar; in particular, the length scale of the twins at \( x \) decreases geometrically as \( x \) approaches 0. Figure 2a sketches the construction by showing two generations of refinement.

The left hand side of (6) – the lower bound – requires an entirely different type of argument. No example or numerical simulation can be of any use. Rather, we require a geometry-independent argument explaining why no microstructure can do better. In a convex variational problem we would turn to the convex dual. But our example is very nonconvex, due to the constraint \( u_y = \pm 1 \).
Figure 2. (a) Two generations of the self-similar construction used to prove the upper bound. (b) Visual aid for the lower bound. If there are few interfaces at \( x_0 \) then the integral of \( u_x^2 \) over the hatched region must be large.

The successful argument is actually quite elementary. It rests on two simple facts:

Fact 1. If the graph of \( f \) is a sawtooth with few teeth, then it must make large excursions. More precisely: if \( f_y = \pm 1 \) then

\[
\int_0^1 f^2 \, dy \geq C/(N + 1)^2 \quad \text{if the slope changes } N \text{ times.}
\]

Fact 2. The integral of \( u_x^2 \) controls the variation of \( u \) with respect to \( x \). In particular:

\[
\int_0^1 |u(b, y) - u(a, y)|^2 \, dy \leq (b - a) \int_a^b u_x^2 \, dx \, dy.
\]

Using these, the lower bound is proved as follows (c.f. Figure 2b). For any \( u \) such that \( u = 0 \) at \( x = 0 \) and \( u_y = \pm 1 \), let

\[
E = \int_0^1 \int_0^L u_x^2 + \varepsilon |u_{yy}| \, dx \, dy
\]

be the associated energy.

Step 1. Since the second term in \( E \) controls the wall energy, for some \( 0 < x_0 < L \) the number of walls above \( x_0 \) is less than or equal a constant times \( E/\varepsilon L \). We conclude using Fact 1 that

\[
\int_0^1 u^2(x_0, y) \, dy \geq C\varepsilon^2 L^2/E^2.
\]

Step 2. Since the first term in \( E \) is \( u_x^2 \), the boundary condition together with Fact 2 give

\[
LE \geq \int_0^1 u^2(x_0, y) \, dy.
\]
Step 3. Combining both steps, we have shown that \( LE \geq C \varepsilon^2 L^2 / E^2 \). Rearrangement gives the desired lower bound \( E \geq C \varepsilon^{2/3} L^{1/3} \).

This argument is so easy it leaves one a bit uncomfortable. What makes it work, and how can it be generalized? The answer will become evident in Section 2.2.

In focusing on upper and lower bounds, we have presented only the most basic result concerning (5). Much more can be proved, including an estimate for the length scale of twinning as a function of \( x \) [40]. Conti has studied the fine-scale structure of a minimizer near \( x = 0 \), showing roughly speaking that it is asymptotically self-similar [15].

2.2. Branching of magnetic domains. The branching of domains in a uniaxial ferromagnet combines features of our 1D model problem (1) and our 2D example (5). The problem is richer and more difficult, however, because the domain patterns are fully three-dimensional. A sharp-interface version of this problem was treated in [13]. The following discussion, based on standard micromagnetics and drawn from [21], is only slightly different.

The phenomenon we wish to capture is sketched in Figure 3b; experimental images (which are of course much richer and more detailed) can be found in Section 5.2.1 of [34]. Briefly: we are considering a cylinder occupied by a uniaxial ferromagnet. The magnetization has two preferred values, \( m = (1, 0, 0) \) or \( m = (-1, 0, 0) \). The observed configurations are local minima of the micromagnetic energy, which is defined by

\[
\int_{\text{magnet}} Q(m_2^2 + m_3^2) + \varepsilon^2 |\nabla m|^2 + \int_{\text{all space}} |\nabla \phi|^2
\]

where \( m \) is the magnetization (a unit vector field defined on the magnet, extended by 0 outside) and \( \phi \) is defined by solving

\[
\Delta \phi = \operatorname{div} m.
\]

Figure 3. (a) Sketch of our uniaxial ferromagnet, with the preferred magnetization direction parallel to the axis. (b) Sketch of the magnetic domain structure.
The first term in (7) expresses the anisotropy of the crystal, in other words its preference for \( m = (\pm 1, 0, 0) \). The second term, known as the exchange energy, penalizes sharp changes in \( m \) and is directly analogous to the term \( \varepsilon u_{x_2}^2 \) in our one-dimensional example; when \( \varepsilon \) is small it forces the creation of walls and determines their energy. The nonlocal magnetostatic energy \( \int |\nabla \phi|^2 \) comes from Maxwell’s equations. It expresses a preference for \( m \) to be divergence-free, since (8) is equivalent to the statement that

\[
m = \nabla \phi + \text{divergence-free}.
\]

(Thus, \( \nabla \phi \) is the Helmholtz projection of \( m \) onto the space of gradients.)

The origin of the microstructure sketched in Figure 3b is easy to explain heuristically. The magnetization wants to be \((\pm 1, 0, 0)\) in the cylinder, but its extension by 0 to all \( \mathbb{R}^3 \) wants to be weakly divergence-free. It cannot do both, since being divergence-free would require \( m \cdot n \) to vanish at the end of the cylinder. So the magnetization compromises, making the magnetostatic energy small by oscillating rapidly in space between the preferred values \((\pm 1, 0, 0)\) at the end of the cylinder. This requires the introduction of walls across which \( m_1 \) changes from 1 to \(-1\). The magnetostatic term likes walls parallel to the \( x_1 \)-axis (since such walls are weakly divergence-free). However the walls carry surface energy, on account of the exchange term \( \varepsilon^2 |\nabla m|^2 \).

So the domain structure coarsens away from the end of the cylinder – though this means the walls are not exactly parallel to the axis.

Overall: the situation is quite similar to the twinning example discussed in Section 2.1. There \( \nabla u \) was two-dimensional and exactly curl-free; it developed fine-scale structure near \( x = 0 \) due to the boundary condition \( u = 0 \) at \( x = 0 \). Here \( m \) is three-dimensional and only approximately divergence-free; it develops fine-scale structure so that \( m \cdot n \) is approximately zero at the end of the cylinder.

Mathematically: the analogue of (6) in this setting is the assertion that for a minimizer,

\[
C Q^{1/3} \varepsilon^{2/3} L^{1/3} \leq \frac{\text{energy}}{\text{cross-sectional area}} \leq C' Q^{1/3} \varepsilon^{2/3} L^{1/3}
\]

provided \( Q \) is sufficiently large and \( \varepsilon / L \) sufficiently small.

Proving the upper bound is conceptually easy. One must simply give an example of an \( m \) with the desired scaling. This is done in [12], [52] for a slightly different model in which interfaces are sharp rather than diffuse. (See see also [21] for a concise summary.) The convenient construction involves branching, but none of the 3D complexity of Figure 3b. Thus the magnetization patterns seen in real magnets are geometrically complicated not because complexity is required for the optimal scaling law, but rather because complexity is a feature of the many local minima consistent with this scaling.

As in Section 2.1, the lower bound provides an entirely different and more interesting challenge. It is natural to simplify the problem slightly by assuming periodicity (rather than a finite-sized magnet) in the \( x_2 \) and \( x_3 \) variables. This helps by permitting us to focus on the essential physics – namely the competing effects of the anisotropy,
exchange and magnetostatic energies. The main steps are parallel to those of our twinning example:

**Fact 0.** The energy controls wall area.

**Fact 1.** Consider a particular section $x_1 = a$. If in this slice the perimeter of the walls is small, then the $H^{-1}$ norm of $m_1$ must be large.

**Fact 2.** The energy controls the variation of $m_1$ in the $H^{-1}$ norm.

Let us explain each assertion briefly. Our twinning example had the wall energy built into the functional, so the analogue of Fact 0 was automatic there. In the present setting we must instead argue as for (3). Since $2xy \leq x^2 + y^2$ we have

$$2\varepsilon Q^{1/2} |\nabla m_1| \leq \frac{\varepsilon^2}{1 - m_1^2} |\nabla m_1|^2 + Q(1 - m_1^2).$$

But by differentiating the constraint $m_1^2 + m_2^2 + m_3^2 = 1$ one easily sees that

$$\frac{|\nabla m_1|^2}{1 - m_1^2} \leq |\nabla m|^2.$$

Therefore

$$2\varepsilon Q^{1/2} \int |\nabla m_1| \leq \int Q(m_2^2 + m_3^2) + \varepsilon^2 |\nabla m|^2.$$

Since $m_1 \approx \pm 1$ in the domains, the left hand side is roughly a constant times the total surface area of the walls. Thus the wall energy is controlled by the sum of anisotropy and exchange energy.

The essence of Fact 1 is the following interpolation inequality: if $S = [0, 1]^n$ is the unit cube in $\mathbb{R}^n$ and $g : S \to \mathbb{R}$ is periodic with mean value 0 then

$$\int_S g^2 \leq C \|g\|_{L^3(S)}^{2/3} \left( \int_S |\nabla g|^3 \right)^{2/3} \|g\|_{H^{-1}(S)}^{2/3}$$

where the $H^{-1}$ norm is defined by

$$\|g\|_{H^{-1}(S)}^2 = \int_S |\nabla \Delta^{-1} g|^2.$$

Substituting $m_1$ for $g$ and a scaled section of our cylinder for $S$, the left hand side of (10) is fixed so the right hand side stipulates a tradeoff between the perimeter $\int |\nabla m_1|$ and the $H^{-1}$ norm of $m_1$. The interpolation inequality (10) is not exactly standard, but the proof is relatively easy; see e.g. [16] for a concise proof and an interesting extension. Such interpolation inequalities have been used a lot in recent work on energy-driven pattern formation, not only for understanding the consequences of energy minimization, but also for proving bounds on coarsening rates, see e.g. [16], [41], [44]. Their broad importance is due to the special form of the right hand side,
which relates the BV norm (a proxy for perimeter) to a negative norm (a proxy for the length scale of microstructure). Our Fact 1 in Section 2.1 did not assume periodicity; however when \( f_y \) is periodic it is an immediate consequence of (10), obtained by taking \( S = [0, 1] \) and \( g = f_y \).

The essence of Fact 2 is easiest to see in the special case when \( \text{div} \ m = 0 \). We also assume \( m \) is periodic in \( x_2 \) and \( x_3 \) with period cell \( S \). Then the variation of \( m_1 \) with respect to \( x_1 \) is estimated by

\[
\| m_1(a, \cdot) - m_1(b, \cdot) \|_{H^{-1}(S)} = \sup_{|\nabla v|^2 \leq 1} \int_S [m_1(a, \cdot) - m_1(b, \cdot)] v
\]

and the right hand side equals

\[
\int_a^b \int_S (\partial_1 m_1) v = -\int_a^b \int_S (\partial_2 m_2 + \partial_3 m_3) v = \int_a^b \int_S (m_2, m_3) \cdot \nabla v \\
\leq \left( \int_a^b \int_S m_2^2 + m_3^2 \right)^{1/2} \left( \int_a^b \int_S |\nabla v|^2 \right)^{1/2}.
\]

Thus when \( \text{div} \ m = 0 \) the variation of \( m_1 \) with respect to \( x_1 \) in the \( H^{-1} \) norm is controlled by the anisotropy energy.

The argument for the lower bound in (9) is parallel to the one sketched in Section 2.1 for (6).

1. If the energy is small then in a generic section the walls have small perimeter (Fact 0). So the \( H^{-1} \) norm of \( m_1 \) in the section is large (Fact 1).

2. If the energy is small then the \( H^{-1} \) norm of \( m_1 \) cannot change significantly as \( x_1 \) varies (Fact 2). So the \( H^{-1} \) norm is large at the end of the cylinder, and (simplifying the argument a bit) this forces the magnetostatic energy to be large.

3. Combining both steps, we find that the energy cannot be small after all.

We have cheated a little. In truth \( m_1 \) is neither divergence-free nor exactly mean 0 in each section. The full argument, presented in [13] and [21], proceeds a bit differently, working in Fourier space to take full advantage of the magnetostatic energy. The bottom line, however, is similar to the steps sketched above.

Our understanding of this problem is far less complete than the one discussed in Section 2.1. In particular, while our methods give an estimate for the total area of all the domain boundaries in the magnet, they do not give rigorous results on the local length scale as a function of \( x \).

There are many other problems where nonlocal effects promote microstructure. Bounds analogous to (9) have been proved for a few of them, including diblock
copolymers [11] and the intermediate state of a type-I superconductor [14]. However there are limits to what can be achieved this way. For example, in diblock copolymers the choice of microstructure seems to depend mainly on volume fraction. This cannot be seen from the scaling law; rather, different patterns achieve different prefactors.

3. Singular perturbation and the structure of walls

The problems considered in Section 2 develop microstructure, in the sense that minimizers become increasingly complex as $\varepsilon \to 0$. In proving energy scaling laws, we acquire insight about the character of this microstructure.

Here we turn to a different issue, namely the internal structure of a wall. This question is meaningful and interesting even when there is no microstructure. We begin with a problem of that type – the Aviles–Giga energy – which provides a convenient warmup. Then we discuss the striking recent work of Alouges, Rivièrè, and Serfaty on the internal structure of a cross-tie wall [1].


$$
\min_{u=0 \text{ at } \partial \Omega} \int_{\Omega} \frac{1}{\varepsilon} (|\nabla u|^2 - 1)^2 + \varepsilon |\nabla \nabla u|^2
$$

where $\Omega$ is a bounded domain in $\mathbb{R}^2$ and $u$ is a scalar-valued function. Their motivation came from the modeling of smectic liquid crystals, but the same functional arises in the Cross–Newell approach to convective pattern formation [27] and in the modeling of a soft, thin magnetic film with cross-section $\Omega$ [38], [63]. Explaining just the last interpretation: the magnetostatic energy prefers $\text{div } m = 0$ in the film and $m \cdot n = 0$ at its edges. If we suppose $m$ depends only on $(x, y)$ then these conditions are equivalent to $(m_1, m_2) = (u_y, -u_x)$ in $\Omega$ with $u = 0$ at $\partial \Omega$. The magnetostatic term also prefers $m_3 = \sqrt{1 - |\nabla u|^2}$ to be zero. Thus the sum of magnetostatic and exchange energy is a lot like (11).

As $\varepsilon \to 0$ the energy clearly prefers $|\nabla u| = 1$. If $\Omega$ is not a circle then the graph of $u$ must have “folds,” and it is natural to guess that if $u_\varepsilon$ minimizes (11) then $\lim u_\varepsilon = u_0$ exists and solves a suitable “asymptotic problem” of the form

$$
\min_{|\nabla u| = 1 \text{ at } \partial \Omega} \int_{\text{folds}} \text{fold energy.}
$$

Notice that the class of admissible functions for (12) is somewhat rigid; two examples are shown in Figure 4a.

What is the fold energy? If we assume that the internal structure of a fold is “one-dimensional,” i.e. that $\nabla u$ depends only on the variable transverse to the fold,
then the energy is easily calculated by an argument similar to (3). The answer is

\[
\text{fold energy} = \int_{\text{fold}} \frac{1}{3} |[\partial u/\partial n]|^3
\]

where the square bracket denotes the jump of the normal derivative of \( u \) across the fold. Thus for a fold parallel to the \( x \)-axis across which \( \nabla u \) jumps from \((a, \sqrt{1 - a^2})\) to \((a, -\sqrt{1 - a^2})\), the fold energy per unit arc length would be \( \frac{8}{3}(1 - a^2)^{3/2} \).

But is this calculation right? A proper calculation of the fold energy should assume nothing about its internal structure, proving rather than assuming that it is one dimensional. A scheme for achieving this was introduced in [38]. Focusing for simplicity on folds parallel to the \( x \)-axis, the idea is to consider the Aviles–Giga energy in a rectangle, with boundary conditions consistent with a fold as shown in Figure 4b. The height of the strip is 1; the length is \( L \); and \( \nabla u \) is assumed to be periodic in \( x \) with period \( L \). If we can show for such \( u \) that

\[
\liminf_{\varepsilon \to 0} \int_{\varepsilon} \frac{1}{\varepsilon} ((\nabla u)^2 - 1)^2 + \varepsilon|\nabla \nabla u|^2 \geq \frac{8}{3}(1 - a^2)^{3/2} L
\]

we will effectively have shown that folds are indeed one-dimensional – or more precisely that there is no incentive to be otherwise.

The proof of (14) involves little more than a clever integration by parts. Suppose we can find a smooth \( \Sigma : \mathbb{R}^2 \to \mathbb{R}^2 \) such that

\[
|\text{div} \Sigma(\nabla u)| \leq \frac{1}{\varepsilon} ((\nabla u)^2 - 1)^2 + \varepsilon|\nabla \nabla u|^2
\]

for any \( u(x, y) \), with the further property that

\[
\Sigma(a, \sqrt{1 - a^2}) \cdot (0, 1) + \Sigma(a, -\sqrt{1 - a^2}) \cdot (0, -1) = \frac{8}{3}(1 - a^2)^{3/2}.
\]
Then the integral of the Aviles–Giga energy is bounded below by

$$\int |\text{div } \Sigma (\nabla u)| \geq \left| \int \text{div } \Sigma (\nabla u) \right| = \frac{8}{3} (1 - a^2)^{3/2} L$$

(17)

using the boundary conditions and periodicity in the last step. This is the desired inequality.

The convenient choice of $\Sigma$ is

$$\Sigma (\nabla u) = 2 \left( -\frac{1}{3} u_x^3 - u_x u_y^2 + u_x, \frac{1}{3} u_y^3 + u_x u_y^2 - u_y \right).$$

It satisfies (16), and almost satisfies (15) – there is an extra term on the right hand side, whose value after integration is a constant times $\varepsilon$. Thus the extra term does not matter in the limit $\varepsilon \to 0$, and our argument shows that a one-dimensional wall is asymptotically optimal.

We call $\Sigma$ an entropy. To explain why, notice that if $\Sigma$ satisfies (15), then (by letting $\varepsilon \to 0$) $\Sigma (\nabla u)$ must be divergence-free wherever $u$ is smooth and $|\nabla u| = 1$. Thus $\Sigma$ bears the same relation to the eikonal equation that an entropy entropy-flux pair bears to a conservation law.

Our argument shows that a one-dimensional wall is optimal, but it does not show the wall has to be one-dimensional. In fact it does not: when $a = 0$ the optimal fold energy is also achieved as $\varepsilon \to 0$ by a two-dimensional pattern similar to a cross-tie wall [60].

We have focused rather narrowly, on the identification of the fold energy, but much more is known. In writing (12) we implicitly assumed that $\nabla u_\varepsilon$ remains compact, so $|\nabla u_0| = 1$ in the limit; this is true, but the proof is far from trivial [2], [19]. The introduction of entropies and the analogy with conservation laws has led to a lot of progress on this and related problems, including [3], [6], [18], [36], [37], [38], [45], [56], [57]. But the subject is far from finished. In particular, (12) has not yet been shown to be the $\Gamma'$-limit of (11) as $\varepsilon \to 0$.

### 3.2. Cross-tie walls.

The cross-tie wall is a specific type of domain wall seen in ferromagnetic thin films. Its striking feature is that the cross-tie wall is not one dimensional; rather, its structure varies along the wall as well as across it. Its pattern is certainly energy-driven: numerical minimization of the micromagnetic energy produces results quite similar to those seen in real materials. But the simulations do not tell us why the pattern forms or what determines its structure. These questions were recently addressed by Alouges, RiviÈre, and Serfaty [1]. Our summary will be a bit different from their exposition, following instead the discussion in [21].

As in Section 2.2, our starting point is the micromagnetic energy

$$E = \int_{\text{film}} (m_2^2 + m_3^2) + \varepsilon^2 |\nabla m|^2 + \int_{\text{all space}} |\nabla \phi|^2$$
where $|m| = 1$ in the film, $m = 0$ outside, and

$$\Delta \phi = \text{div} \ m.$$ 

However we are now interested in a soft thin film. The term “soft” means $Q$ is small; in fact we shall take $Q = 0$. The film thickness $t$ should be small, but not too small; when the material is permalloy, cross-tie walls are seen for thicknesses of order 30–80 nm. The model developed in [1] assumes the magnetization $m$ depends only on $(x_1, x_2)$; this is not required energetically [51], but it seems to be a good approximation for a cross-tie wall.

A cross-tie wall can have any angle greater than 90 degrees. To be specific, however, we focus on the case of a 180-degree wall. Its structure is sketched in Figure 5b. This is the magnetization, seen from the top of the film and zooming in on the wall. Far from the wall $(m_1, m_2) = (0, 1)$ at one extreme and $(0, -1)$ at the other. Within the wall $m$ is piecewise smooth and weakly divergence-free. At the discontinuities (which are themselves walls) the angle changes by 90 degrees or less. Experimental images and numerical simulations very much like the figure can be found in [50] (see also [34]).

The cross-tie wall forms because one-dimensional walls are very expensive when the wall angle is large. The structure shown in Figure 5b consists, in essence, of an ensemble of one-dimensional low-angle walls, whose total energy is less than that of a one-dimensional 180-degree wall.

The preceding intuition is old. It suffices to explain why one should not see large-angle one-dimensional walls. But it does not explain why the specific pattern shown in Figure 5b is optimal. Mathematically: the structure in the figure gives an upper
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bound on the wall energy. To know it is optimal we need a matching lower bound. Its proof has three main steps:

Step 1. Simplification of the nonlocal term.
Step 2. Evaluation of the energy of a one-dimensional wall.
Step 3. Use of an appropriate entropy to show the cross-tie pattern is optimal.

We summarize each in turn.

Step 1. The hypothesis that \( m \) depends only on \((x_1, x_2)\) makes it easy to evaluate the magnetostatic energy \( \int |\nabla \phi|^2 \) in terms of the Fourier transform of \( m \). If we assume the relevant spatial frequencies \( \xi \) satisfy \( t|\xi| \gg 1 \) then the expression simplifies and

\[
\int_{\mathbb{R}^3} |\nabla \phi|^2 \, dx \approx t \int_{\mathbb{R}^2} \frac{|\xi \cdot \hat{m}|^2}{|\xi|^2} \, d\xi + \int_{\mathbb{R}^2} \frac{|\hat{m}_3|^2}{|\xi|} \, d\xi
\]

with the convention \( m = (m_1, m_2, m_3) = (m', m_3) \). In assuming \( t|\xi| \gg 1 \) we are not assuming that \( t \) is large compared to the width of the cross-tie wall; rather, we are assuming that it is large compared to the width of the low-angle one-dimensional walls inside it. In practice this means \( t/\varepsilon \gg 1 \). For permalloy the value of \( \varepsilon \) is 5–10 nm and cross-tie walls are seen when the thickness \( t \) is 30–80 nm. Therefore the simplification leading to (18) is plausible, if not entirely compelling.

Step 2. The analysis of a one-dimensional wall in this regime is classical (it is sometimes called a “thick-film Néel wall”). Since the term involving \( m_3 \) in (18) has no factor of \( t \), nonzero \( m_3 \) is very expensive. Therefore it is natural to assume that \( m_3 = 0 \). Suppose the wall is perpendicular to the \( x \)-axis, with \( m = (\cos \theta_\infty, \sin \theta_\infty, 0) \) at one extreme and \( m = (\cos \theta_\infty, -\sin \theta_\infty, 0) \) at the other. If the wall profile is \( m = (\cos \theta(x), \sin \theta(x), 0) \) then its energy per unit length is

\[
\int_{\text{film}} \varepsilon^2 |\nabla m|^2 + \int_{\text{space}} |\nabla \phi|^2 = t \int \varepsilon^2 |\theta_x|^2 \, dx + t\|m_{1x}\|_{H^{-1}}^2
\]

\[
= t \int \varepsilon^2 |\theta_x|^2 + |\cos \theta - \cos \theta_\infty|^2 \, dx.
\]

This is a one-dimensional variational problem, similar to (1). Solving it, one finds

\[
\text{energy density of a 1D wall} = 4\varepsilon t (\sin \theta_\infty - \theta_\infty \cos \theta_\infty).
\]

Step 3. It is easy to see that the pattern sketched in Figure 5b does better than a one-dimensional 180-degree wall. Indeed, using (20) and doing some elementary integrations one finds that the figure achieves energy per unit length

\[
4\varepsilon t (\sqrt{2} - 1).
\]

This beats \( 4\varepsilon (\sin \frac{\pi}{2} - \frac{\pi}{2} \cos \frac{\pi}{2}) = 4\varepsilon t \), the energy of the one-dimensional wall.
But why is the figure optimal? Proceeding as we did for the Aviles–Giga problem, it is natural to consider a rectangle with \((m_1, m_2) = (0, 1)\) on the left, \((m_1, m_2) = (0, -1)\) on the right, and periodic boundary conditions on the top and bottom. Let us focus for simplicity on magnetizations \(m\) that are piecewise smooth, with \(m_3 = 0\) and \(m_1^2 + m_2^2 = 1\), such that \(\text{div} \ m = 0\) weakly (even across any walls). Suppose we can find a differentiable function \(\Sigma = [\Sigma_1(m_1, m_2), \Sigma_2(m_1, m_2)]\) such that

\[
\text{div} \ \Sigma(m) = 0 \quad \text{when } m \text{ is smooth with } \text{div} \ m = 0 \text{ and } |m| = 1,
\]

and such that when \(m\) has a weakly divergence-free wall

\[
|\{\Sigma(m) \cdot n\}| \leq 1 \text{D wall energy density},
\]

where \(\{\Sigma(m) \cdot n\}\) is the jump in \(\Sigma(m) \cdot n\). Then arguing as in (17), we find that the total energy of the walls in the rectangle is bounded below by the integral of \(\Sigma(m) \cdot n\) over the boundary. This shows that

\[
\text{energy density of any pattern} \geq \Sigma(0, 1) \cdot (-1, 0) + \Sigma(0, -1) \cdot (1, 0).
\]

If in addition to (22) and (23) the right side of (24) is equal to (21) then this argument shows the pattern is optimal within the class under consideration. Remarkably such a \(\Sigma\) exists! The formula is

\[
\frac{1}{2\varepsilon t} \Sigma(m) = \begin{cases} 
\theta m + m^\perp + (0, -\sqrt{2}) & \text{for } -\frac{\pi}{4} \leq \theta \leq \frac{\pi}{4} \\
\left(\frac{\pi}{2} - \theta\right)m - m^\perp + (-\sqrt{2}, 0) & \text{for } \frac{\pi}{4} \leq \theta \leq \frac{3\pi}{4} \\
(\theta - \pi)m + m^\perp + (0, \sqrt{2}) & \text{for } \frac{3\pi}{4} \leq \theta \leq \frac{5\pi}{4} \\
\left(\frac{3\pi}{2} - \theta\right)m - m^\perp + (\sqrt{2}, 0) & \text{for } \frac{5\pi}{4} \leq \theta \leq \frac{7\pi}{4}
\end{cases}
\]

when \(m = (\cos \theta, \sin \theta)\) and \(m^\perp = (-\sin \theta, \cos \theta)\). We emphasize that \(\Sigma(m)\) is well-defined for any \(m \in S^1\), though \(\theta\) is only defined modulo \(2\pi\). This is important, because there is no reason for \(\theta\) to be well-defined throughout the rectangle. Rather, the internal walls (where \(m\) is discontinuous) can contain vortices – indeed, this is the case for the pattern in Figure 5b.

Why, exactly, does the pattern in the figure achieve equality in the lower bound? The formula (25) specifies \(\Sigma\) separately in four quadrants. One can show that if the internal walls remain in a single quadrant then equality holds in (24). Thus the crucial feature of Figure 5b is that it achieves the effect of a 180-degree wall using only walls with angle 90 degrees or less.

We assumed \(m\) was piecewise smooth to capture the main ideas in their simplest possible form. The micromagnetic energy does not permit sharp discontinuities. Therefore the one-dimensional walls in the pattern should be diffuse not sharp; moreover inside such walls we must expect that \(\text{div} \ m \neq 0\), and even (near vortices) that \(m_3 \neq 0\). The argument in [1] addresses these subtleties.

It is natural to ask what sets the internal length scale of a cross-tie wall. The answer involves effects we have thus far ignored [20]. Briefly: the anisotropy energy
is small but nonzero; it prefers the length scale to be as small as possible. But at finite $t/\varepsilon$, one-dimensional Néel walls have long tails, which interact repulsively; this favors longer length scales. The internal period of the wall structure is set by the competition between these two effects.

The cross-tie wall is not the only case of a singularly perturbed variational problem whose transition layers are multidimensional. This example is special, however, because we have matching upper and lower bounds – i.e. we know the wall energy, and an optimal wall profile.

4. Action rather than energy minimization

We have been discussing nonconvex variational problems from materials science. Their local minima represent stable states. Since the nonconvexity is extreme, we expect the energy to have multiple minima. We have nevertheless focused on upper and lower bounds rather than on identifying the local minima. This approach is reasonable: in some cases (such as cross-tie walls) nature seems to find the ground state, and in other cases (such as uniaxial ferromagnets) the accessible local minima seem to share many features with the ground state.

But the fact remains: nature finds local not global minima. The evidence is all around us. Crystals have defects. Water can be heated above 100 degrees. The bubbles atop a glass of beer appear stable, but they eventually disappear.

These examples reveal more than the mere existence of local minima. They also show that nature escapes from local minima, as a consequence of thermal fluctuation. For a finite-dimensional system with energy $E(z)$, the competition between energy minimization and thermal fluctuation is captured by the stochastic differential equation

$$dz = -\nabla E \, dt + \sqrt{2\gamma} \, dw$$

(26)

where $w$ is Brownian motion [32]. If $\gamma$ is small then the system spends most of its time near the local minima of $E$. Transitions between the local minima are rare, but they do occur. Their timescales and pathways are predicted by the theory of large deviations [30].

4.1. Action minimization. Suppose $E(z)$ has local minima at $z_0$ and $z_1$. The large deviation principle says, roughly speaking, that if a transition from $z_0$ to $z_1$ occurs within time $T$ then its pathway is (with very high probability) near the minimizer of the deterministic variational problem

$$S_T = \min_{z(0)=z_0 \atop z(T)=z_1} \frac{1}{4} \int_0^T |z_t + \nabla E|^2 \, dt.$$  

(27)

Moreover the transitions are Poisson events, with timescale $e^{-S_T/\gamma}$. 
The right hand side of (27) is called the action. It amounts in this example to the integrated “equation error” of the deterministic dynamics \(z_t = -\nabla E\).

In the limit \(T \to \infty\) the action-minimizing path is easy to describe: it goes directly uphill to the lowest mountain pass (saddle point) between \(z_0\) and \(z_1\), then proceeds directly downhill from there. The optimality of this choice is a consequence of the elementary relation

\[
\frac{1}{4} \int_0^\tau |z_t + \nabla E|^2 \, dt = \frac{1}{4} \int_0^\tau |z_t - \nabla E|^2 \, dt + \int_0^\tau (z_t, \nabla E) \, dt. \tag{28}
\]

The first term is nonnegative, and the second term is \(E(z(\tau)) - E(z_0)\). Let \(\tau\) be the time when the trajectory crosses the ridge between \(z_0\) and \(z_1\). Then the right-hand side of (28) is minimized by the path for which the first term vanishes and \(z(\tau)\) is the saddle point. Thus the action-minimizing path goes through the saddle, and the minimal action is the height of the mountain pass. This calculation explains why many studies of phase transition and nucleation reduce to the analysis of saddle points, viewed as “critical nuclei.”

Saddle points are only relevant in the limit \(T \to \infty\). Indeed, our argument suggested that \(\int_0^\tau |z_t - \nabla E|^2 \, dt\) should vanish for the optimal trajectory. But climbing from \(z_0\) to the saddle along the steepest-ascent trajectory \(z_t = \nabla E\) takes an infinite amount of time. So our calculation is only valid in the limit of large transition times.

Transitions occurring at shorter times \(T\) need not go through saddle points, but they are still interesting. This may seem counterintuitive, since such transitions are atypical and extremely rare (the minimum action \(S_T\) is a decreasing function of \(T\)). But rare, atypical events are often the ones we care about most. For example, suppose the typical lifespan of the hard disk in a computer is 10 years – longer than the lifespan of the machine itself. Then failures within the first year are rare and atypical – but hardly unimportant.

4.2. Ginzburg–Landau. What about infinite dimensional energy-driven systems, like those considered in Sections 2 and 3? Can we understand the character of action-minimizing pathways in the limit \(\varepsilon \to 0^+\)? For problems with the complexity of micromagnetics or martensitic phase transformation this question remains open. However for the simpler case of a scalar Ginzburg–Landau model there has been some progress [42], [43].

The Ginzburg–Landau functional is

\[
E = \int_\Omega \frac{1}{4\varepsilon} (u^2 - 1)^2 + \frac{\varepsilon}{2} |\nabla u|^2 \tag{29}
\]

where \(u\) is scalar valued. In one space dimension this is essentially our warmup problem (4) with \(\alpha = 0\). In higher dimensions it is sometimes called the Modica-Mortola functional, and its \(\Gamma\)-limit as \(\varepsilon \to 0\) is a constant times the perimeter of the interface separating the two “phases” \(u = 1\) and \(u = -1\) [46]. The associated
steepest-descent PDE $\dot{u} = -\nabla E$ is known as the Allen–Cahn equation. Its natural
timescale (in dimension $n \geq 2$) is $1/\varepsilon$. Rescaling time so the dynamics proceeds with
velocity of order 1, i.e. taking $\dot{u} = \varepsilon u_t$, the evolution becomes
\begin{equation}
\varepsilon u_t = \varepsilon \Delta u - \frac{1}{\varepsilon}(u^3 - u).
\end{equation}
We can write this as $\varepsilon^{1/2} u_t = -\varepsilon^{-1/2} \nabla E$. If $\Omega$ is bounded and convex then $u \equiv +1$ and $u \equiv -1$ are the only stable local minima of $E$ [10].

The modeling of thermal fluctuation in this setting is a bit subtle. The analogue
of (26) is a stochastic partial differential equation obtained by adding noise to the right
hand side of (30). There is no problem if the noise is smooth enough in space. But for
modeling thermal fluctuation the noise should be white in space as well as time. The
interpretation of such stochastic PDE’s and the development of an associated large
deviation theory is only complete in space dimension one [28], [31].

Never mind. Action minimization is a deterministic variational problem. It is
known to give the pathways and timescales of thermally-activated transitions for the
Ginzburg–Landau energy (29) when $\Omega$ is one-dimensional. And it seems likely that
the same is true when $\Omega$ is multidimensional.

Thus we are interested in the minimization of $\int_0^T \int_\Omega |\varepsilon^{1/2} u_t + \varepsilon^{-1/2} \nabla E|^2 \, dx \, dt$. With less shorthand: we are interested in the limiting behavior of
\begin{equation}
\min_{u \equiv -1 \at \at t = 0} \min_{u \equiv +1 \at \at t = T} \frac{1}{4} \int_0^T \int_\Omega \left| \varepsilon^{1/2} u_t - \varepsilon^{-1/2} (\varepsilon \Delta u - \varepsilon^{-1}(u^3 - u)) \right|^2 \, dx \, dt
\end{equation}
as $\varepsilon \to 0$. For simplicity we focus on the case when the domain $\Omega$ is a cube in $\mathbb{R}^n$
with periodic boundary conditions.

In one space dimension the answer was found numerically and formally in [24]
(see also [29]) and proved in [43]. The optimal pathway is shown schematically in
Figure 6. Starting from $u = -1$, it begins by nucleating $N$ equispaced seeds of the
$u = 1$ phase (creating $2N$ interfaces). The seeds then grow at constant velocity,
colliding at exactly time $T$, leaving the entire interval filled with the $u = 1$ phase.

The associated action is
\begin{equation}
\min_{N \geq 1} \left\{ 2Nc_0 + \frac{L^2}{9NTc_0} \right\}
\end{equation}
where $N$ is the number of seeds, $c_0 = 2\sqrt{2}/3$ is the energy of an interface, and $L$ is
the length of the interval. The first term in (32) is the cost of nucleating $2N$ interfaces;
the second is the cost of their constant-velocity motion.
In two space dimensions the problem has been studied numerically in [24] and analytically in [42], but a complete analysis is still lacking. The anticipated answer is similar to the one-dimensional case, except that (i) if the seeds are points rather than lines then their nucleation cost is negligible; and (ii) if a boundary moves via motion by mean curvature then its propagation cost is negligible. The analogue of (32) is thus

$$\min_{\text{pathways}} \left[ \text{(nucleation cost, if any)} + \int_0^T \int (v_{\text{nor}} + \kappa)^2 \right]$$

where $v_{\text{nor}}$ is the normal velocity of the moving phase boundary and $\kappa$ is its curvature.

A candidate pathway involving two seeds is shown in Figure 7.

Figure 7. A candidate pathway for 2D Ginzburg–Landau, if the optimal number of seeds is $N = 2$. The configuration is shown at $t = \delta$, $t = T/2$, and $t = T - \delta$.

To give a flavor of the analysis, we show under two simplifying assumptions that in one space dimension (with periodic boundary conditions) the action can be no smaller than (32).

**Assumption 1.** All interfaces are created at $t = 0$ and all annihilations occur at $t = T$.

**Assumption 2.** The energy is “equipartitioned,” i.e.

$$\int_0^L \frac{\varepsilon}{2} u_x^2 \, dx = \int_0^L \frac{1}{4\varepsilon} (u^2 - 1)^2 \, dx = \frac{1}{2} E$$

at each time $0 < t < T$.

If one accepts these, the argument is elementary:

**Step 1.** If $N$ nuclei form at time 0 (creating $2N$ interfaces), then an application of (28) with $\tau = \delta > 0$ gives

$$\frac{1}{4} \int_0^\delta \int_0^L \left| \varepsilon^{1/2} u_t + \varepsilon^{-1/2} \nabla E \right|^2 \, dx \, dt \geq E(\delta) - E(0) \geq 2Nc_0.$$  

This accounts for the first term in (32) (the “nucleation cost”). In the rest of argument, we shall show that the remaining action

$$\frac{1}{4} \int_\delta^{T-\delta} \int_0^L \left| \varepsilon^{1/2} u_t + \varepsilon^{-1/2} \nabla E \right|^2 \, dx \, dt$$

is bounded below by the second term in (32) (the “propagation cost”).
Step 2. Since no interfaces are created or annihilated at intermediate times (Assumption 2), we have
\[
\frac{1}{4} \int_{\delta}^{T-\delta} \int_{0}^{L} \varepsilon u_t^2 \, dx \, dt \leq \frac{1}{4} \int_{\delta}^{T-\delta} \int_{0}^{L} \varepsilon u_t^2 + \varepsilon^{-1} |\nabla E|^2 \, dx \, dt
\]
\[
= \frac{1}{4} \int_{\delta}^{T-\delta} \int_{0}^{L} |\varepsilon^{1/2} u_t + \varepsilon^{-1/2} \nabla E|^2 \, dx \, dt.
\]

Step 3. If \( N \) nuclei form (creating \( 2N \) interfaces), then from Assumptions 1 and 2 we get
\[
\int_{\delta}^{T-\delta} \int_{0}^{L} \varepsilon^{-1} (1 - u^2)^2 \, dx \, dt = \int_{\delta}^{T-\delta} 2E \, dt = 4c_0 N(T - 2\delta).
\]
where \( c_0 \) is the energy of a wall.

Step 4. Using the end conditions \( u \equiv -1 \) at \( t = 0 \) and \( u \equiv 1 \) at \( t = T \) we get
\[
\int_{\delta}^{T-\delta} \int_{0}^{L} u_t(1 - u^2) \, dx \, dt = \frac{4}{3} L + o(1)
\]
where \( o(1) \) indicates a term tending to 0 with \( \delta \). Now,
\[
\int_{\delta}^{T-\delta} \int_{0}^{L} u_t(1 - u^2) \, dx \, dt \leq \left( \int_{\delta}^{T-\delta} \int_{0}^{L} \varepsilon u_t^2 \right)^{1/2} \left( \int_{\delta}^{T-\delta} \int_{0}^{L} \varepsilon^{-1} (1 - u^2)^2 \right)^{1/2}.
\]

Step 5. Combining Steps 2, 3, and 4, we find that
\[
\liminf_{\delta \to 0} \frac{1}{4} \int_{\delta}^{T-\delta} \int_{0}^{L} |\varepsilon^{1/2} u_t + \varepsilon^{-1/2} \nabla E|^2 \, dx \, dt \geq \frac{1}{4} \left( \frac{4L/3)^2}{4c_0 N T} \right) = \frac{L^2}{9c_0 N T}.
\]
This is the desired bound on the propagation cost.

The rigorous proof in [43] is a bit different. It does not start by demonstrating our two assumptions; rather, their validity becomes clear in the course of the argument. Interestingly, the analysis shares many elements with work on the \( \varepsilon \to 0 \) limit of the Allen–Cahn equation [35], [61]. The multidimensional problem is also closely related to a conjecture of DeGiorgi concerning the sharp-interface limits of variational problems like
\[
\int_{\Omega} |\nabla E|^2 \, dx = \int_{\Omega} \left| \varepsilon \Delta u - \frac{1}{\varepsilon}(u^3 - u) \right|^2 \, dx;
\]
for recent progress on this topic see [47], [49], [58].

We have focused on the singular limit \( \varepsilon \to 0 \), but there are many other issues in the analysis of thermally-activated transitions. As \( T \to \infty \) the pathways go through
mountain passes (saddle points). Surprisingly, though the “mountain pass lemma” has
been used by analysts for decades, methods for finding saddle points and transition
pathways numerically in high-dimensional systems have mainly been developed by
chemists and physicists rather than mathematicians. This is beginning to change; in
particular, the “string method” introduced by E, Ren, and Vanden-Eijnden represents
an important algorithmic development [22], [23], [25], [26], [53].
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Introduction

The classical Riemann moduli space $\mathcal{M}_g$ is a $(6g - 6)$-dimensional manifold with mild singularities (an orbifold). One would like to characterize its homotopy type, but in reality one must settle for less. Even the rational cohomology ring of $\mathcal{M}_g$ appears to be far too difficult; it is known today only for $g \leq 4$.

The central theme of the article revolves around Mumford’s standard conjecture about the stable cohomology of $\mathcal{M}_g$, settled in my joint work with Michael Weiss a few years back [47]. The conjecture predicts the rational cohomology groups of $\mathcal{M}_g$ in a modest range of dimensions, the stable range. More accurately, [47] proves a generalized version of Mumford’s conjecture, proposed in [46]: the (integral) cohomology ring of the (infinite genus) mapping class group is equal to the cohomology ring of a rather well-studied space in algebraic topology, a space associated with cobordism theory. From this Mumford’s conjectured answer for the stable rational cohomology of $\mathcal{M}_g$ is easily deduced.

The new topological method in the study of the Riemann moduli space, presented below, has three key ingredients: Harer’s stability theorem resulting from the action of mapping class groups on complexes of curves, Phillips’ submersion theorem in singularity theory and Gromov’s generalization thereof, and not least the Pontryagin–Thom theory of cobordisms of smooth manifolds. These tools are all rather old, known for at least twenty years, and one may wonder why they have not before been put to use in connection with the Riemann moduli space. Maybe we lacked the inspiration that comes from the renewed interaction with physics, exemplified in conformal field theories.
1. Spaces of surfaces

1.1. Moduli and mapping classes. Fix a closed smooth and oriented surface $F$ of genus $g$. One way to define the moduli space $M_g$ is to start with the set of almost complex structures on $F$, compatible with the orientation. Such a structure is a fibrewise map $J : TF \to TF$ of the tangent bundle with $J^2 = -\text{id}$ and with the property that $\{v, Jv\}$ is an oriented basis for each non-zero tangent vector $v$. The map $J$ can be thought of as a section of the fibre bundle associated to $TF$ with fibre $GL^+_2(\mathbb{R})/GL_1(\mathbb{C})$. We topologize this section space by the $C^\infty$ Whitney topology and denote it $S_C(TF)$. The group $\text{Diff}(F)$ of orientation preserving diffeomorphisms of $F$ acts on $S_C(TF)$. The orbit space is the moduli space

$$M_g = \mathcal{M}(F) = S_C(TF)/\text{Diff}(F).$$

By a theorem of Gauss, $S_C(TF)$ is equal to the set of maximal holomorphic atlases on $F$ that respect the orientation: elements of $S_C(TF)$ are Riemann surfaces with underlying manifold $F$.

The moduli space $M_0$ is a single point by Riemann’s mapping theorem, $M_1 = \mathbb{R}^2$, so we can concentrate on $M_g$ for $g \geq 2$, where the moduli space is not contractible. Any Riemann surface $\Sigma$ of genus $g \geq 2$ is covered by the upper half plane $H \subset \mathbb{C}$, so it is a holomorphic space form $\Sigma = H/\Gamma$ with $\Gamma$ a cocompact torsion free subgroup of the group $\text{PSL}_2(\mathbb{R})$ of all Möbius transformations of $H$. $\text{PSL}_2(\mathbb{R})$ is also the group of all isometries of $H$ in its standard hyperbolic metric $ds^2 = |dz|^2/y^2$, so $\Sigma$ is a hyperbolic space form as well, and $S_C(TF)$ could be replaced with the space of hyperbolic metrics in the definition of $M_g$, $g \geq 2$.

The connected component $\text{Diff}_1(F)$ of the identity acts freely on $S_C(TF)$ by an easy fact from hyperbolic geometry. The associated orbit space

$$\mathcal{T}_g = \mathcal{T}(F) = S_C(TF)/\text{Diff}_1(F)$$

is the Teichmüller space. It is homeomorphic to $\mathbb{R}^{6g-6}$. The rest of the $\text{Diff}(F)$ action on $S_C(TF)$ is the action of the mapping class group,

$$\Gamma_g = \Gamma(F) = \pi_0 \text{Diff}(F),$$

on $\mathcal{T}_g$. It acts discontinuously with finite isotropy groups, so $M_g = \mathcal{T}_g/\Gamma_g$ is a $(6g-6)$-dimensional orbifold. Had the action been free, then $M_g$ would have been homotopy equivalent to the space $B\Gamma_g$, classifying $\Gamma_g$-covering spaces. As it is, there is a map from $B\Gamma_g$ to $M_g$ that induces isomorphisms

$$H^*(M_g; \mathbb{Q}) \overset{\cong}{\longrightarrow} H^*(B\Gamma_g; \mathbb{Q})$$ (1.1)

on rational cohomology.

Because $S_C(TF)$ is the space of sections in a fibre bundle with contractible fibre $GL^+_2(\mathbb{R})/GL_1(\mathbb{C})$, it is itself contractible. Earle and Eells [15] proved that the orbit
map of the $\text{Diff}_1(F)$ action,

$$\pi : S_C(TF) \to \mathcal{I}(F)$$

locally has a section, so that $\pi$ is a fibre bundle. The total space and the base space both being contractible, they concluded that $\text{Diff}_1(F)$ (and hence any other connected component of $\text{Diff}(F)$) is contractible. This gives the homotopy equivalence

$$B\text{Diff}(F) \xrightarrow{\sim} B\Gamma(F)$$

of classifying spaces; cf. §2.1 below for a general discussion of classifying spaces.

The model of $B\text{Diff}(F)$ that we use is the space of all oriented surfaces of euclidean space (of arbitrary dimension) that are diffeomorphic to $F$. This is equal to the orbit space

$$\text{Emb}(F, \mathbb{R}^\infty)/\text{Diff}(F)$$

of the free $\text{Diff}(F)$ action on the space of smooth embeddings of $F$ in infinite dimensional euclidean space. The embedding space is contractible [80] and the orbit map is a fibre bundle. This implies the homotopy equivalence

$$\text{Emb}(F, \mathbb{R}^\infty)/\text{Diff}(F) \simeq B\text{Diff}(F).$$

Each surface in euclidean space inherits a Riemannian metric from the surroundings, which together with the orientation defines, a complex structure. This leads to a concrete map

$$\text{Emb}(F, \mathbb{R}^\infty)/\text{Diff}(F) \to \mathcal{M}(F)$$

that induces isomorphism on rational cohomology.

### 1.2. Stability and Mumford's standard conjecture

Ideally, one would like to compute the rational cohomology ring of each individual $\mathcal{M}_g$. This has been done for $g \leq 4$ in [44], [72], but seems too ambitious for larger genus. Following Mumford [57], one should instead attempt a partial calculation of $H^*(\mathcal{M}_g)$, namely in a certain stable range. For $g \geq 2$, Mumford defined tautological classes in the rational Chow ring of the Deligne–Mumford compactification $\overline{\mathcal{M}}_g$, and proposed that their images in $H^*(\mathcal{M}_g; \mathbb{Q})$ freely generate the entire rational cohomology ring as $g \to \infty$. The proposal is similar in spirit to what happens for the Grassmannian of $d$-dimensional linear subspaces of $\mathbb{C}^n$; as $n \to \infty$, the cohomology becomes a polynomial algebra in the Chern classes of the tautological $d$-dimensional vector bundle. See also [28], [41].

More precisely, Mumford predicted that, in a range of dimensions that tends to infinity with $g$, the cohomology ring $H^*(\mathcal{M}_g; \mathbb{Q})$ is isomorphic with the polynomial algebra $\mathbb{Q}[\kappa_1, \kappa_2, \ldots]$ in the tautological classes $\kappa_i$ of degree $2i$. 


Miller [52] and Morita [56] used topological methods to define integral cohomology classes in $B \Gamma_g$ that agree with Mumford’s classes under the isomorphism (1.1). I recall the definition. Choose a point $p \in F$ and consider the subgroup $\text{Diff}(F; p)$ of orientation-preserving diffeomorphisms that fixes $p$. It has contractible components [16] and mapping class group $\Gamma^1_g = \pi_0 \text{Diff}(F; p)$. In the diagram

$$
\begin{array}{ccc}
B \text{Diff}(F; p) & \longrightarrow & B \Gamma^1_g \\
\downarrow \pi & & \downarrow \pi \\
B \text{Diff}(F) & \longrightarrow & B \Gamma_g \\
\end{array}
$$

the left-hand horizontal maps are homotopy equivalences and the right-hand ones are rational cohomology isomorphisms. The right-hand vertical map is the “universal curve”; the left-hand $\pi$ is (homotopic to) a smooth fibre bundle with fibre $F$ and oriented relative tangent bundle $T \pi$. Morita defines

$$
\kappa_i = (-1)^{i+1} \pi_! (c_1(T \pi)^{i+1}) \in H^{2i}(B \Gamma_g; \mathbb{Z}),
$$

(1.3)

where $\pi_!$ is the Gysin (or integration along the fibres) homomorphism.

The “differential at $p$” gives a map from $\text{Diff}(F; p)$ to $\text{GL}_2^+(\mathbb{R})$, and the associated map

$$
d: B \text{Diff}(F; p) \rightarrow B \text{GL}_2^+(\mathbb{R}) \simeq \mathbb{C}P^\infty
$$

classifies $T \pi$. Its (homotopy theoretic) fibre is the classifying space of the group $\text{Diff}(F; D(p))$ of orientation-preserving diffeomorphisms that fix the points of a small disc $D(p)$ around $p$. Let $\Gamma_{g,1} = \pi_0 \text{Diff}(F; D(p))$ be its mapping class group so that we have the fibration

$$
B \Gamma_{g,1} \xrightarrow{\pi} B \Gamma^1_g \xrightarrow{d} \mathbb{C}P^\infty
$$

to relate the cohomology of $B \Gamma_{g,1}$ and $B \Gamma^1_g$. Note that $\text{Diff}(F, D(g)) = \text{Diff}(F_{g,1}; \partial)$, where $F_{g,1} = F - \text{int} D(p)$ is a genus $g$ surface with one boundary circle. Since $F_{g+1,1}$ is the union of $F_{g,1}$ with a torus $F_{1,2}$ with two boundary circles, there is a map $\Gamma_{g,1} \rightarrow \Gamma_{g+1,1}$. Forgetting $D(p) \subset F$ (or filling out the hole in $F_{g,1}$) gives a map $\Gamma_{g,1} \rightarrow \Gamma_g$. The following theorem [27] with an improvement from [38] is of crucial importance to us. This is Harer’s stability theorem.

**Theorem 1.1** ([27], [38]). The induced maps

$$
H_k(B \Gamma_{g,1}; \mathbb{Z}) \rightarrow H_k(B \Gamma_{g+1,1}; \mathbb{Z}) \quad \text{and} \quad H_k(B \Gamma_{g,1}; \mathbb{Z}) \rightarrow H_k(B \Gamma_g; \mathbb{Z})
$$

are isomorphisms when $2k < g - 1$.  

The stable mapping class group $\Gamma_{\infty,1}$ is the direct limit of the groups $\Gamma_{g,1}$ as $g \to \infty$. By the theorem,

$$H^k(B\Gamma_{\infty,1}; \mathbb{Z}) \cong H^k(B\Gamma_g; \mathbb{Z})$$

when $2k < g - 1$. Miller and Morita proved in [52] and [56] that $H^*(B\Gamma_{\infty,1}; \mathbb{Q})$ contains the polynomial algebra $\mathbb{Q}[\kappa_1, \kappa_2, \ldots]$.

Let $CP^n$ denote the complex projective $n$-space, and let $L_{g}^\perp \subset CP^n \times CP^{n+1}$ be the subspace of pairs $(l, v)$ with $v$ orthogonal to $l$. Consider the space $MT(n)$ of all proper maps from $CP^n$ to $L_{g}^\perp$. The cohomology groups $H^k(MT(n); \mathbb{Z})$ are independent of $n$ for $k < 2n$. One form of the generalized Mumford conjecture is the statement

**Theorem 1.2 ([47]).** For $k < 2n$ there is an isomorphism

$$H^k(B\Gamma_{\infty,1}; \mathbb{Z}) \cong H^k(MT(n); \mathbb{Z}).$$

**Corollary 1.3 ([47]).** The rational cohomology ring of $B\Gamma_{\infty,1}$ is a polynomial algebra in the classes $\kappa_1, \kappa_2, \ldots$.

In view of (1.1), this also calculates $H^*(M_g; \mathbb{Q})$ for a range of dimensions, and affirms Mumford’s conjecture.

The stability theorem from [27], [38] is more general than stated above. Let $F_{g,b}$ be a surface of genus $g$ with $b \geq 0$ boundary circles and $s$ distinct points in the interior, and let $\Gamma_{g,b}$ be the associated mapping class group.

**Addendum 1.4.** For $b > 0$, the maps

$$B\Gamma_{g,b-1} \leftrightarrow B\Gamma_{g,b} \rightarrow B\Gamma_{g+1,b}$$

induce isomorphisms in integral cohomology in degrees less than $(g - 1)/2$.

The addendum implies that $H^*(B\Gamma_{\infty,b}; \mathbb{Z})$ is independent of the number of boundary circles. Consequently, we sometimes drop the subscript $b$ from the notation and write $\Gamma^s_{\infty}$ instead of $\Gamma^s_{\infty,b}$. In the diagram

$$B\Gamma_{g,b+s} \rightarrow B\Gamma_{g,b} \rightarrow \prod_i CP^\infty$$

the skew map is a cohomology isomorphism in the stability range, so

$$H^*(B\Gamma_{\infty,b}; \mathbb{Z}) = H^*(B\Gamma_{\infty,1}; \mathbb{Z}) \otimes \mathbb{Z}[\psi_1, \ldots, \psi_s]$$

(1.4)

with $\deg \psi_i = 2$. See also [6].
2. Cobordism categories and their spaces

In this section we explain work of S. Galatius, U. Tillmann, M. Weiss and the author in various combinations. The most relevant references are [22], [23], [46], [47]. The section contains, in outline, a proof of the generalized Mumford conjecture, different from the original one, but still based on concepts and results from [47].

2.1. The classifying space of a category. In [53], Milnor associated to each topological group \(G\) a space \(BG\) by a functorial construction, characterized up to homotopy by being the base of a principal \(G\)-bundle with contractible total space. Moreover, isomorphism classes of principal \(G\)-bundles with base \(X\) are in one to one correspondence with homotopy classes of maps from \(X\) to \(BG\).

The space \(B\mathcal{C}\) associated to a (small) category \(\mathcal{C}\) is a similar construction [64]. The objects of \(\mathcal{C}\) are the vertices in a simplicial set. Two objects span a 1-simplex if there is a morphism between them. A \(k\)-simplex corresponds to \(k\) composable arrows of \(\mathcal{C}\). Formally, let \(N_k\mathcal{C}\) be the set of \(k\)-tuples of morphisms,

\[
c_0 \xrightarrow{f_1} c_1 \xrightarrow{f_2} c_2 \rightarrow \cdots \xrightarrow{f_k} c_k,
\]

and define face operators

\[
d_i : N_k\mathcal{C} \rightarrow N_{k-1}\mathcal{C}, \quad i = 0, 1, \ldots, k
\]

by removing \(c_i\) (and composing \(f_i\) and \(f_{i+1}\) when \(i \neq 0, k\)). Then

\[
B\mathcal{C} = \bigcup_{k=0}^{\infty} \Delta^k \times N_k\mathcal{C} / (d^i t, f) \equiv (t, d_i f) \tag{2.1}
\]

with \(t \in \Delta^{k-1}\) and \(f \in N_k\mathcal{C}\). Here \(\Delta^k\) is the standard euclidean \(k\)-simplex and \(d^i : \Delta^{k-1} \rightarrow \Delta^k\) the inclusion as the \(i\)'th face.

The categories we use below are topological categories. This means that the total set of objects and the total set of morphisms have topologies, and that the structure maps (source, target and composition) are continuous. In this case \(N_k\mathcal{C}\) is a space and \(d_i\) is continuous. I refer to [79] for a discussion of the kind of objects that \(B\mathcal{C}\) actually classifies.

A topological category \(M\) with a single object is precisely a topological monoid. In this case, the 1-skeleton in (2.1) gives a map from \(\Delta^1 \times M\) into \(BM\), or equivalently a map from \(M\) into the loop space \(\Omega BM\). It takes the monoid \(\pi_0 M\) of connected components into the fundamental group \(\pi_1 BM\). If \(\pi_0 M\) is a group then \(M \rightarrow \Omega BM\) turns out to be a homotopy equivalence. More generally, we have the group completion theorem that goes back to Quillen’s work in \(K\)-theory. The composition law in \(M\) yields a ring structure on \(H_*(M)\), and we have

\[
\text{Ib Madsen}
\]
Theorem 2.1 ([4], [51]). Suppose that $\pi_0M$ is central in $H_*(M)$. Then

$$H_*(M)[\pi_0M^{-1}] \xrightarrow{\cong} H_*(\Omega BM)$$

is an isomorphism.

In typical applications of Theorem 2.1, $\pi_0M = \mathbb{N}$ and the left-hand side has the following interpretation. Let $m \in M$ represent $1 \in \pi_0M$ and define $M_\infty$ to be the direct limit of $M \xrightarrow{m} M \xrightarrow{m} M \xrightarrow{m} \cdots$. Then $H_*(M)[\pi_0M^{-1}]$ is the homology of $\mathbb{Z} \times M_\infty$.

Remark 2.2. In general, the direct limit (or colimit) of a string of spaces $f_i: X_i \to X_{i+1}$ does not commute with homology, unless the maps $f_i$ are closed injections. When this is not the case, the colimit should be replaced with the homotopy colimit (or telescope) of [54]. This construction always commutes with homology. The right definition of $M_\infty$ is therefore

$$M_\infty = \text{hocolim}(M \xrightarrow{m} M \xrightarrow{m} M \xrightarrow{m} \cdots).$$

Alternatively, we can apply Quillen’s plus-construction [5] to $M_\infty$ to get a homotopy equivalence

$$\mathbb{Z} \times M_\infty^+ \xrightarrow{\cong} \Omega BM.$$ (2.2)

This applies to the monoids $M = \bigsqcup B\Sigma_n$, $\bigsqcup B\text{GL}_n(\mathbb{R})$ or $\bigsqcup B\Gamma_{g,2}$ where the composition law is induced from the direct sum of permutations and matrices and, in the case of the mapping class group, from gluing along one boundary circle. There are homotopy equivalences

$$\mathbb{Z} \times B\Sigma_\infty^+ \xrightarrow{\cong} \Omega B(\bigsqcup B\Sigma_n),$$
$$\mathbb{Z} \times B\text{GL}_\infty^+(\mathbb{R}) \xrightarrow{\cong} \Omega B(\bigsqcup B\text{GL}_n(\mathbb{R})),$$ (2.3)
$$\mathbb{Z} \times B\Gamma_{\infty,2}^+ \xrightarrow{\cong} \Omega B(\bigsqcup B\Gamma_{g,2}).$$

The effect of the plus-construction is quite dramatic. While it leaves homology groups unchanged, it produces extra homotopy groups. The spaces $B\Sigma_\infty$, $B\text{GL}_\infty(\mathbb{R})$, and $B\Gamma_{\infty,2}$ have vanishing homotopy groups past the fundamental group, but their plus-constructions have very interesting homotopy groups: $\pi_iB\Sigma_\infty^+$ is the $i$'th stable homotopy group of spheres, and $\pi_iB\text{GL}_\infty^+(\mathbb{R})$ is Quillen’s higher $K$-group $K_i(\mathbb{R})$ [61], [62].

2.2. Riemann’s surface category and generalizations. The Riemann surface category $\mathcal{S}$ has attracted attention with G. Segal’s treatment of conformal field theories [65], [66]. It is the category with one object $C_m$ for each non-negative integer $m$, namely the disjoint union of $m$ parametrized circles. A morphism from $C_m$ to $C_n$...
is a pair \((\Sigma, \varphi)\), consisting of a Riemann surface \(\Sigma\) and an orientation-preserving diffeomorphism \(\varphi: \partial \Sigma \to (-C_m) \sqcup C_n\). (The topology on the set of morphisms is induced from the topology of the moduli spaces.)

As indicated at the end of §1.1, one may replace the moduli space \(M_g\) with the space of surfaces in euclidean space without changing the rational homology. For \(M_{g,b}\) with \(b > 0\), the replacement does not even change the homotopy type. This leads to the category \(\mathcal{C}_2\) of embedded surfaces. Once we go to embedded surfaces instead of Riemann surfaces, there are no added complications in generalizing from 2 dimensions to \(d\) dimensions. This leads to the category \(\mathcal{C}_d\).

An object of \(\mathcal{C}_d\) is a \((d-1)\)-dimensional closed, oriented submanifold of \([a] \times \mathbb{R}^{n+d-1} \subset \mathbb{R}^{n+d}\) for some real number \(a\) and some large \(n\). A morphism is a compact, oriented \(d\)-dimensional manifold \(W^d\) contained in a strip \([a_0, a_1] \times \mathbb{R}^{n+d-1} (a_0 < a_1)\) such that \(\partial W = (-\partial_0 W) \sqcup \partial_1 W\), where \(\partial_i W = W \cap \{a_i\} \times \mathbb{R}^{n+d-1}\). For technical reasons, we require that \(W\) meets the walls \(\{a_i\} \times \mathbb{R}^{n+d-1}\) orthogonally and that \(W\) is constant near the walls. Here is a schematic picture of \(W\):

The number \(n\) is arbitrarily large, and not part of the structure. From now on, I often write \(n = \infty\). A submanifold of \(\mathbb{R}^{\infty+d-1}\) can be parametrized in the sense that it is the image of an embedding. Thus we have the identifications

\[
N_0\mathcal{C}_d \cong \bigsqcup_{\{M\},a} \text{Emb}(M^{d-1}, [a] \times \mathbb{R}^{\infty+d-1})/\text{Diff}(M), \quad (2.4a)
\]

\[
N_1\mathcal{C}_d \cong \bigcup_{\{W\},a_0 < a_1} \text{Emb}(W^d, [a_0, a_1] \times \mathbb{R}^{\infty+d-1})/\text{Diff}(W^d)) \sqcup N_0\mathcal{C}_d. \quad (2.4b)
\]

The disjoint unions vary over the set of diffeomorphism classes of smooth compact, oriented manifolds and over real numbers \(a, a_i\). The embedding spaces are equipped with the “convenient topology”, [42]; the action of the diffeomorphism groups is by composition. The quotient maps are principal fibre bundles [42], and the embedding
spaces are contractible, so the individual terms in (2.4) are homotopy equivalent to $B\text{Diff}(M^{d-1})$ and $B\text{Diff}(W^d) \sqcup B\text{Diff}(M^{d-1})$, respectively. See also [46, §2].

The group of connected components $\pi_0B\mathcal{C}_d$ is equal to the cobordism group $\Omega_{d-1}$ of oriented closed $(d-1)$-manifolds. This group has been tabulated for all $d$ [78]. It vanishes for $d \leq 4$.

**Proposition 2.3** ([22]). The classifying space $B\mathcal{C}_2$ has the same rational homology as the classifying space $B\mathcal{S}$ of the Riemann surface category.

### 2.3. Thom spaces and embedded cobordisms.

The Thom space $\text{Th}(\xi)$ (sometimes denoted $X^\xi$) of a vector bundle $\xi$ on $X$ is a construction that has been of fundamental importance in topology for more than fifty years. The homotopy theory of specific Thom spaces has helped solve many geometric problems. Early results can be found in [59], [60], [69], [70]. Our use of Thom spaces are not far from this original tradition. The modern development is described in [35].

For a vector bundle $\xi$ over a compact base space, $\text{Th}(\xi)$ is the one point compactification of its total space. Equivalently, it is the quotient of the projective bundle $P(\xi \oplus \mathbb{R})$ by $P(\xi)$.

Two geometric properties might help explain the usefulness of the construction. First, the complement $\text{Th}(\xi) - X$ of the zero section is contractible so that $\text{Th}(\xi)$ is a kind of homotopy theoretic localization of $\xi$ near $X$. Second, if $\xi$ is the normal bundle of a submanifold $X^m \subset \mathbb{R}^{m+k}$, then one has the Pontryagin–Thom collapse map,

$$c_X: S^{m+k} \longrightarrow \text{Th}(\xi),$$

by considering $\xi$ to be an open tubular neighborhood of $X$ in $\mathbb{R}^{m+k}$.

On the algebraic side, we have the Thom isomorphism

$$H^i(X; \mathbb{Z}) \cong H^{i+k}(\text{Th}(\xi); \mathbb{Z})$$

provided that $\xi$ is an oriented vector bundle of dimension $k$.

Let $G(d, n)$ denote the Grassmannian of oriented $d$-dimensional linear subspaces of $\mathbb{R}^{d+n}$, and let

$$U_{d,n} = \{(V, v) \in G(d, n) \times \mathbb{R}^{d+n} \mid v \in V\},$$

$$U_{d,n}^\perp = \{(V, v) \in G(d, n) \times \mathbb{R}^{d+n} \mid v \perp V\}$$

be the two canonical vector bundles over it.

The restriction of $U_{d,n+1}^\perp$ to $G(d, n)$ is the product $\mathbb{R} \times U_{d,n}$, and its inclusion into $U_{d,n+1}$ is a proper map, so it induces a map $\varepsilon_{d,n}$ of one point compactifications from the suspension $\Sigma \text{Th}(U_{d,n}^\perp)$ to $\text{Th}(U_{d,n+1}^\perp)$.

At this point, it is convenient to introduce the concept of a prespectrum $E = \{E_n, \varepsilon_n\}$. It consists of a sequence of pointed spaces $E_n$ for $n = 0, 1, \ldots$ together
with maps $\varepsilon_n : \Sigma E_n \to E_{n+1}$, where

$$\Sigma E_n = S^1 \times E_n / (\ast \times E_n \cup S^1 \times \ast).$$

The infinite loop space associated with $E$ is defined to be

$$\Omega^\infty E = \text{hocolim}(\cdots \to \Omega^n E_n \xrightarrow{\varepsilon'_n} \Omega^{n+1} E_{n+1} \to \cdots)$$

with $\varepsilon'_n$ being the adjoint of $\varepsilon_n$. We shall also need its deloop $\Omega^{\infty-1} E$. This is the homotopy colimit of $\Omega^{n-1} E_n$.

The pairs $\{\text{Th}(U_{d,n}^\perp), \varepsilon_{d,n}\}$ form the prespectrum $\mathbb{G}_{-d}$; its $n$’th space is $\text{Th}(U_{d,n-d}^\perp)$ if $n \geq d$ and otherwise a single point. The sphere prespectrum $\mathbb{S}$ has the $n$-sphere as its $n$’th space and $\varepsilon_n$ is the canonical identification $\Sigma S^n = S^{n+1}$. The associated infinite loop spaces are

$$\Omega^\infty \mathbb{S} = \text{hocolim} \Omega^n S^n, \quad \Omega^\infty \mathbb{G}_{-d} = \text{hocolim} \Omega^{n+d} \text{Th}(U_{d,n}^\perp).$$

In both cases, the inclusion of the $n$’th term into the limit space induces an isomorphism on homology groups in a range of dimensions that tends to infinity with $n$. The space $G(2, \infty)$ is homotopy equivalent to $\mathbb{C}P^\infty$, and $\mathbb{G}_{-2}$ becomes homotopy equivalent to the prespectrum $\mathbb{C}P^\infty_1$. This has $(2n + 2)$nd space equal to the Thom space $\text{Th}(L_n^\perp)$ of the complement $L_n^\perp$ to the canonical line bundle over $\mathbb{C}P^n$. The associated infinite loop spaces are homotopy equivalent,

$$\Omega^\infty \mathbb{G}_{-2} \simeq \Omega^\infty \mathbb{C}P^\infty_{-1}. \quad (2.5)$$

**Theorem 2.4** ([22]). For $d \geq 0$, $B\mathbb{C}_d$ is homotopy equivalent to $\Omega^{\infty-1} \mathbb{G}_{-d}$. 

A few words of explanation are in order. Suppose that $W^d \subset [a_0, a_1] \times \mathbb{R}^{n+d-1}$ is a morphism of $\mathbb{C}_d$. For each $p \in W$, the tangent space $T_p W$ is an element of $G(d, n)$ and the normal space at $p$ is precisely the fibre of $U_{d,n}^\perp$ at $T_p W$. The Pontryagin–Thom collapse map

$$[a_0, a_1] \times (S^{n+d-1}, \infty) \to (\text{Th}(U_{d,n}^\perp), \infty)$$

defines a path in $\Omega^{n+d-1} \text{Th}(U_{d,n}^\perp)$, and hence for $n \to \infty$, a path in $\Omega^{\infty-1} \mathbb{G}_{-d}$. More generally, an element of $N_k \mathbb{C}_d$ gives a set of $k$ composable paths in $\Omega^{\infty-1} \mathbb{G}_{-d}$.

To any space $X$, one can associate the path category Path $X$. Its space of objects is $\mathbb{R} \times X$, and a morphism from $(a_0, x_0)$ to $(a_1, x_1)$ is a path $\gamma : [a_0, a_1] \to X$ from $x_0$ to $x_1$. The classifying space of Path $X$ is homotopy equivalent to $X$, $B$ Path $X \simeq X$. In the situation above, this leads to a well-defined homotopy class

$$\beta_d : B\mathbb{C}_d \to B(\text{Path} \Omega^{\infty-1} \mathbb{G}_{-d}) \simeq \Omega^{\infty-1} \mathbb{G}_{-d},$$

and Theorem 2.4 is the statement that $\beta_d$ is a homotopy equivalence.
I shall attempt to explain the strategy of proof of Theorem 2.4 by breaking it down into its three major parts.

Let $\mathcal{T}_d(\mathbb{R}^{n+d})$ be the space of oriented $d$-dimensional submanifolds $E^d \subset \mathbb{R}^{n+d}$ contained in a tube $\mathbb{R} \times D^{n+d-1}$ as a closed subset. Let $\mathcal{T}_d(\mathbb{R}^{\infty+d})$ be the union of these spaces.

We topologize $\mathcal{T}_d(\mathbb{R}^{n+d})$, not by the Whitney embedding topology used above, but by a coarser topology that allows manifolds to be pushed to infinity. The topology we want has the property that a map from a $k$-dimensional manifold $X^k$ into $\mathcal{T}_d(\mathbb{R}^{n+d})$ produces a submanifold $M^k + d$ of $X^k \times \mathbb{R} \times \mathbb{R}^{n+d-1}$, such that the projection onto $X \times \mathbb{R}$ is proper and the projection on $X$ is a submersion (and not necessarily a fibre bundle).

There is a partially ordered set $D_d$ associated with $\mathcal{T}_d(\mathbb{R}^{\infty+d})$. It consists of pairs $(a, E)$ with $a \in \mathbb{R}$, $E \in \mathcal{T}_d(\mathbb{R}^{\infty+d})$, such that $E$ intersects the wall $a \times \mathbb{R}^{\infty+d-1}$ orthogonally. The partial ordering is that $(a_0, E_0) \leq (a_1, E_1)$ if $a_0 \leq a_1$ and $E_0 = E_1$. A partially ordered set is a category with one arrow for each order relation $(a_0, E_0) \leq (a_1, E_1)$.

Three maps connect the spaces involved:

$$r : D_d \to \mathcal{C}_d, \quad s : D_d \to \mathcal{T}_d(\mathbb{R}^{\infty+d}), \quad t : \mathcal{T}_d(\mathbb{R}^{\infty+d}) \to \Omega^{\infty-1}G_{-d}.$$ 

The map $r$ intersects $E^d$ with the wall $[a] \times \mathbb{R}^{\infty+d-1}$, and the morphism $(a_0, E) \leq (a_1, E)$ with the strip $[a_0, a_1] \times \mathbb{R}^{\infty+d-1}$; $s$ forgets the first coordinate, and $t$ is the Pontryagin–Thom collapse map. The proof is now to show that each of the induced maps

$$r : B^dD_d \to B\mathcal{C}_d, \quad (2.6a)$$

$$s : B^d\mathcal{D}_d \to \mathcal{T}_d(\mathbb{R}^{\infty+d}), \quad (2.6b)$$

$$t : \mathcal{T}_d(\mathbb{R}^{\infty+d}) \to \Omega^{\infty-1}G_{-d} \quad (2.6c)$$

are a homotopy equivalences. It suffices to check on homotopy groups, i.e. that $\pi_n(r)$, $\pi_n(s)$, and $\pi_n(t)$ are isomorphisms. This is done geometrically as in [47], by interpreting the homotopy groups of the given spaces as cobordism classes of families of the involved structures indexed by the sphere $S^n$.

It is (2.6c) that requires an $h$-principle from singularity theory. Given an element of $\pi_n(\Omega^{\infty-1}G_{-d})$ one uses transversality together with Phillips’ submersion theorem [58] to obtain a cobordism class of triples $(E^{n+d}, \pi, f)$, where $\pi : E^{n+d} \to S^n$ is a submersion, and $f : E^{n+d} \to \mathbb{R}$ is a proper map. This represents an element of $\pi_n(\mathcal{T}_d(\mathbb{R}^{\infty+d}))$. Injectivity is proved by relative considerations.

**Remark 2.5.** The $d$-fold suspensions $\Sigma^dG_{-d}$ fit together via maps $\Sigma^dG_{-d} \to \Sigma^{d+1}G_{-(d+1)}$. Their homotopy colimit is the prespectrum $MSO$ whose homotopy groups are the cobordism groups $\Omega_*$, by [70].
2.4. Consequences of Harer stability. For clarity, I begin with a discussion of abstract stability in a topological category \( \mathcal{C} \), generalizing the group completion theorem.

Given a string of morphisms in \( \mathcal{C} \),

\[ b_1 \xrightarrow{\beta_1} b_2 \xrightarrow{\beta_2} b_3 \xrightarrow{} \cdots, \]

we have functors

\[ F_i : \mathcal{C}^{\text{op}} \rightarrow \text{spaces}; \quad F_\beta : \mathcal{C}^{\text{op}} \rightarrow \text{spaces} \]

with \( F_i(c) = \mathcal{C}(c, b_i) \), the space of morphisms from \( c \) to \( b_i \), and

\[ F_\beta(c) = \text{hocolim}(F_1(c) \xrightarrow{\beta_1} F_2(c) \xrightarrow{\beta_2} F_3(c) \xrightarrow{} \cdots). \]

Lemma 2.6. Suppose \( B\mathcal{C} \) is connected, and suppose for each morphism \( c_1 \rightarrow c_2 \) in \( \mathcal{C} \) that \( F_\beta(c_2) \rightarrow F_\beta(c_1) \) is an integral homology isomorphism. Then there is an integral homology isomorphism \( F_\beta(c) \rightarrow \Omega B\mathcal{C} \) for each object \( c \) of \( \mathcal{C} \).

This follows from [51]: Consider the category \( F_\beta \wr \mathcal{C} \). Its objects are pairs \((x, c)\) with \( x \in F_\beta(c) \), and it has the obvious morphisms. Its classifying space is contractible because it is the homotopy colimit of the contractible spaces \( B(F_1 \wr \mathcal{C}) \). The map \( \pi : B(F_\beta \wr \mathcal{C}) \rightarrow B\mathcal{C} \) is a homology fibration. The fibre \( \pi^{-1}(c) = F_\beta(c) \) is therefore homology equivalent to the homotopy fibre, which is \( \Omega B\mathcal{C} \).

The condition of Lemma 2.6 is not satisfied for the embedded surface category \( \mathcal{C}_2 \) of §2.3, but it is satisfied for a certain subcategory \( \mathcal{C}_{\text{res}}_2 \subset \mathcal{C}_2 \), originally introduced in [71] for that very reason.

The restricted category \( \mathcal{C}_{\text{res}}_d \subset \mathcal{C}_d \) has the same space of objects but a restricted space of morphisms: A morphism \( W \subset [a_0, a_1] \times \mathbb{R}^{\infty+d-1} \) of \( \mathcal{C}_d \) belongs to \( \mathcal{C}_{\text{res}}_d \) if each connected component of \( W \) has a non-empty intersection with \( \{a_1\} \times \mathbb{R}^{\infty+d-1} \).

Theorem 2.7 ([22]). For \( d > 1 \), \( B\mathcal{C}_{\text{res}}_d \rightarrow B\mathcal{C}_d \) is a homotopy equivalence.†

The proof is, roughly speaking, to perform surgery (connected sum) on morphisms of \( \mathcal{C}_d \) to replace them with morphisms from \( \mathcal{C}_{\text{res}}_d \).

Given Theorem 2.4 and Theorem 2.7, and using the notation (2.5), we can adopt Tillmann’s argument [71] to prove the generalized Mumford conjecture,

Theorem 2.8 ([47]). The space \( \mathbb{Z} \times B\Gamma_{\infty,1}^+ \) is homotopy equivalent to the space \( \Omega^\infty \mathbb{C} P_{\infty}^1 \).

We take \( \mathcal{C} = \mathcal{C}_{2_{\infty}} \) and \( b_t \) to be the object consisting of a standard circle in \( \{i\} \times \mathbb{R}^{\infty+1} \). The morphism \( \beta_t \) is the torus \( F_{1,2} \) with two boundary circles embedded in \( [i, i+1] \times \mathbb{R}^{\infty+1} \) so that \( \partial \beta_t = b_{i+1} \cup -b_i \). Then

\[ F_\beta(c) \simeq \mathbb{Z} \times B\Gamma_{\infty,|c|+1}, \]

†\( F_\beta \wr \mathcal{C} \) has the terminal object \((b_1, \text{id})\).

‡The theorem is almost certainly valid also for \( d = 1 \), but the present proof works only for \( d > 1 \).
where $|c|$ is the number of components in the object $c$. Addendum 1.4 and Lemma 2.6 apply.

**Remark 2.9.** The analogue of Theorem 2.8 has been established for the spin mapping class group, and for the non-orientable mapping class group in [21] and [73], respectively. The stable cohomology in the spin case differs only from the orientable case in 2-torsion. In the non-orientable case, the stable rational cohomology is a polynomial algebra in $4i$-dimensional classes.

### 2.5. Cohomology of $\Omega^\infty G_\infty^{-d}$

The cohomology groups of a prespectrum $E$ are defined to be inverse limits of the cohomology of the individual terms

$$H^k(E) = \lim_{\leftarrow n} H^{k+n}(E_n; *),$$

(2.7)

with the maps in the inverse limit induced by $\varepsilon_n$. Note that $H^k(E)$ might be non-zero also for negative values of $k$. For example we have

$$H^k(S) = \mathbb{Z} \quad \text{for } k = 0,$$

$$H^k(S) = 0 \quad \text{for } k \neq 0,$$

and

$$H^k(\mathbb{G}_\infty^{-d}) = H^{k+d}(G(d, \infty)).$$

The homotopy groups and homology groups of $E$ are the direct limits

$$\pi_k E = \colim \pi_k (E_n; *), \quad H_k E = \colim H_{k+n}(E_n; *).$$

Given a spectrum $E = \{E_n, \varepsilon_n\}$ and a space $X$, we can form the spectrum

$$E \wedge X = \{E_n \wedge X, \varepsilon \wedge \text{id}_X\}$$

and its associated infinite loop space $\Omega^\infty (E \wedge X_+)$. The homotopy groups

$$E_{s}(X) = \pi_s(E \wedge X_+)$$

form a generalized homology theory: they satisfy the axioms of usual homology, save the dimensional axiom that $H_k(pt)$ vanishes for $k \neq 0$. We shall apply the construction in §3.2 with $E = \mathbb{C}P^\infty_1$.

The cohomology groups of $\Omega^\infty E$ and the cohomology groups of $E$, as defined in (2.7), are related by the cohomology suspension homomorphism

$$\sigma^*: H^k(E) \to H^k(\Omega^\infty_0 E),$$

where $\Omega^\infty_0 E$ denotes the component of the trivial loop\(^\dagger\). The suspension $\sigma^*$ is induced from the evaluation map from $\Sigma^n \Omega^\infty E_n$ to $E_n$.

\(^\dagger\)The components of $\Omega^\infty E$ are all homotopy equivalent, because $\pi_0(\Omega^\infty E)$ is a group.
The cohomology groups of \( \Omega_\infty^* E \) are usually a lot harder to calculate than the cohomology groups of \( E \), except if one takes cohomology with rational coefficients where the relationship can be described explicitly, as follows:

Given a graded \( \mathbb{Q} \)-vector space \( P^* = \{ P^k \mid k > 0 \} \), let \( A(P^*) \) be the free, graded commutative algebra generated by \( P^* \). It is a polynomial algebra if \( P^* \) is concentrated in even degrees, an exterior algebra if \( P^* \) is concentrated in odd degrees, and a tensor product of the two in general. A graded basis for \( P^* \) serves as multiplicative generators for \( A(P^*) \). We give \( A(P^*) \) a graded Hopf algebra structure by requiring that \( P^* \) be the vector space of primitive elements, so that \( A(P^*) \) is primitively generated. The general theory of graded Hopf algebras [55] implies

**Theorem 2.10.** There is an isomorphism of Hopf algebras,

\[
H^*(\Omega_\infty^* E; \mathbb{Q}) \cong A(H^{*>0}(E; \mathbb{Q})).
\]

For \( E = \mathbb{C}P^\infty_{-1} \), the Thom isomorphism shows that \( H^*(\mathbb{C}P^\infty_{-1}; \mathbb{Z}) \) has one \( \mathbb{Z} \) in each even dimension \( \geq -2 \), and hence by the theorem above that

\[
H^*(\Omega_\infty^* \mathbb{C}P^\infty_{-1}; \mathbb{Q}) = \mathbb{Q}[\kappa_1, \kappa_2, \ldots], \quad \text{deg} \kappa_i = 2i.
\]

In view of Theorem 2.8, this proves Corollary 1.3.

The \( \kappa_i \) are integral cohomology classes, namely the image under the cohomology suspension of generators of \( H^*(\mathbb{C}P^\infty_{-1}; \mathbb{Z}) \). They correspond to the cohomology classes defined in (1.3), cf. [23]. The main result of [23] is the following theorem about their divisibility in the integral lattice of \( H^*(B\Gamma_\infty; \mathbb{Q}) \),

\[
H^\text{free}(B\Gamma_\infty; \mathbb{Z}) = H^*(B\Gamma_\infty; \mathbb{Z})/\text{Torsion}.
\]

**Theorem 2.11** ([23]). Let \( D_i \) be the maximal divisor of \( \kappa_i \) in the integral lattice. It is given by the formulas

\[
D_{2i} = 2 \quad \text{and} \quad D_{2i-1} = \text{denom}(B_i/2i)
\]

with \( B_i \) equal to the \( i \)'th Bernoulli number.

The maximal divisibility of \( \kappa_{2i-1} \) is what could be expected from the Riemann–Roch theorem [57], [56]. The integral cohomology of \( \Omega_\infty^* \mathbb{C}P^\infty_{-1} \), and thus of \( B\Gamma_\infty \), contains a wealth of torsion classes of all orders. This follows from [20] which completely calculates \( H^*(B\Gamma_\infty; \mathbb{F}_p) \).

The action of the mapping class group on the first homology group of the underlying surface defines a symplectic representation with kernel equal to the Torelli group. In infinite genus, we get a fibration

\[
BT_{\infty, 1} \xrightarrow{j} B\Gamma_{\infty, 1} \xrightarrow{\pi} B\text{SP}_{\infty}(\mathbb{Z}). \tag{2.8}
\]

The rational cohomology ring of \( B\text{SP}_{\infty}(\mathbb{Z}) \) is a polynomial algebra on \((4i - 2)\)-dimensional generators that map to non-zero multiples of the \( \kappa_{2i-1} \), cf. [9], [37]. In (2.8) however, the action of \( \text{SP}_{\infty}(\mathbb{Z}) \) on \( H^*(BT_{\infty, 1}) \) is highly non-trivial, so one cannot conclude that \( j^*(\kappa_{2i}) \neq 0 \). Indeed, this is a wide open problem even for \( \kappa_2 \).
3. Auxiliary moduli spaces

This section presents two extensions of the material in §2. Section 3.1 is an account of the automorphism group of a free group, due entirely to S. Galatius [19]. Section 3.2 presents a topological variant of the Gromov–Witten moduli space of pseudo-holomorphic curves in a background, following the joint work with R. Cohen from [12].

3.1. The moduli space of graphs. Let $\text{Aut}_n$ denote the automorphism group of a free group on $n$ letters and $\text{Out}_n$ its quotient of outer automorphisms. Using 3-manifold techniques, Hatcher [29] proved that the homomorphisms

$$H_k(B\text{Out}_n; \mathbb{Z}) \leftarrow H_k(B\text{Aut}_n; \mathbb{Z}) \to H_k(B\text{Aut}_{n+1}; \mathbb{Z})$$

(3.1)

are isomorphisms in a range that increases with $n$. See also [31]. The limit $\text{Aut}_\infty$ has perfect commutator subgroup (of index 2), and

$$\mathbb{Z} \times B\text{Aut}_\infty^+ \xrightarrow{\sim} \Omega B\big(\bigsqcup^n B\text{Aut}_n\big).$$

**Theorem 3.1** ([19]). The space $\mathbb{Z} \times B\text{Aut}_\infty^+$ is homotopy equivalent to the infinite loop space $\Omega\infty\mathbb{S}$ of the sphere spectrum.

We remember that $\Omega\infty\mathbb{S} = \Omega\infty S^n$ is the homotopy colimit of $\Omega^n S^n$ as $n \to \infty$. Its homotopy groups are the stable homotopy groups of spheres; they are finite except for the group of components [67]. The “standard conjecture” in this case:

$$H^k(B\text{Aut}_\infty; \mathbb{Q}) = 0 \quad \text{for } k > 0,$$

(3.2)

is therefore an immediate consequence of Theorem 3.1.

In spirit, the proof of Theorem 3.1 is analogous to the proof of Theorem 2.8: Graphs are 1-dimensional manifolds with singularities. Below, I shall outline the similarities and the new ideas required to prove Theorem 3.1.

Let $U$ be an open set of $\mathbb{R}^{n+1}$. A graph $Y$ in $U$ is a closed subset with the following property. Each $p \in U$ admits an open neighborhood $U_p$ such that one of the following three cases occurs:

(i) $Y \cap U_p = \emptyset$,

(ii) $Y \cap U_p$ is the image of a smooth embedding $(-\varepsilon, \varepsilon) \hookrightarrow U_p$,

(iii) $Y \cap U_p$ is the image of a continuous embedding of the one point union $\bigsqcup^k [0, \infty)$, $k \geq 3$; the embedding is smooth on each branch and has transverse intersection at the branch point.

The set $\Phi(U)$ of all graphs in $U$ is topologized in a way that allows the (non-loop) edges to shrink to a vertex and allows graphs to be pushed to infinity. The topology
Graphs in \( \mathbb{R}^{n+1} \) give rise to the embedded cobordism category \( \mathcal{G}(\mathbb{R}^{n+1}) \). Its objects consist of a finite number of points in a slice \( \{a\} \times \mathbb{R}^n \). A morphism is a “graph with legs (or leaves)” embedded in a strip \([a_0, a_1] \times \mathbb{R}^n\) with the legs meeting the walls orthogonally.

The restriction of a morphism to the open strip is an element of \( \Phi((a_0, a_1) \times \mathbb{R}^n) \).

Define
\[
G(\mathbb{R}^{n+1}) = \{Y \in \Phi(\mathbb{R}^{n+1}) \mid Y \subset \mathbb{R} \times D^n\}.
\]

The proofs of (2.4a) and (2.4b) can be adapted to graphs and show
\[
B \mathcal{G}(\mathbb{R}^{n+1}) \simeq G(\mathbb{R}^{n+1}). \quad (3.3)
\]

Transversality and Phillips’ submersion theorem, used in the proof of Theorem 2.8, requires tangent spaces. This approach is not available for graphs, but instead we have Gromov’s general \( h \)-principle from [25].

Galatius proves that the sheaf \( \Phi \) is microflexible, and concludes from [25, §2.2] that there is a homotopy equivalence
\[
G(\mathbb{R}^{n+1}) \simeq \Omega^n \Phi(\mathbb{R}^{n+1}). \quad (3.4)
\]

The collection \( \Phi(\mathbb{R}^n) \), with the empty graph as basepoint, forms a spectrum \( \Phi \). The structure maps are induced from the map
\[
\mathbb{R} \times \Phi(\mathbb{R}^n) \rightarrow \Phi(\mathbb{R}^{n+1})
\]
that sends \((t, Y)\) to \(\{t\} \times Y \subset \mathbb{R} \times \mathbb{R}^n\). It factors over \( \Sigma \Phi(\mathbb{R}^n) \). Let \( \mathcal{G} = \mathcal{G}(\mathbb{R}^{n+1}) \) be the union of the \( \mathcal{G}(\mathbb{R}^{n+1}) \). In the limit over \( n \), (3.3) and (3.4) yield homotopy equivalences
\[
B \mathcal{G} \simeq G(\mathbb{R}^{\infty+1}) \simeq \Omega^{\infty-1} \Phi. \quad (3.5)
\]

**Theorem 3.2 ([19]).** The spectrum \( \Phi \) is homotopy equivalent to the sphere spectrum \( \mathbb{S} \). In particular \( \Omega B \mathcal{G} \simeq \Omega^{\infty} S^{\infty} \).

The proof uses the Handel’s theorem from [26] that the space \( \exp(X) \) of finite subsets of a connected space \( X \) is contractible.

**Remark 3.3.** One of the advantages of Gromov’s \( h \)-principle over Phillips’ submersion theorem, even in the case of manifolds, is that it permits unstable information.
Let $C_d(\mathbb{R}^{n+d})$ be the category of $d$-dimensional cobordisms embedded in $\mathbb{R}^{n+d}$ for fixed $n$. Its classifying space can be identified as
$$B C_d(\mathbb{R}^{n+d}) \simeq \Omega^{n+d-1} \Psi_1(\mathbb{R}^{n+d}),$$
where $\Psi(\mathbb{R}^{n+d})$ is a space of $d$-dimensional submanifolds in $\mathbb{R}^{n+d}$, with a topology similar to the above topology on $\Phi(\mathbb{R}^{n+1})$. Theorem 3.2 is replaced by $\Psi_1(\mathbb{R}^{n+d}) \simeq \text{Th}(U_{d,n}^+)$, and we get the following unstable version of Theorem 2.4, valid for any $d \geq 0$ and $n \geq 0$:
$$B C_d(\mathbb{R}^{n+d}) \simeq \Omega^{n+d-1} \text{Th}(U_{d,n}^+).$$

The final step is to prove that $\Omega B G$ is homotopy equivalent to $\mathbb{Z} \times B \text{Aut}_{\infty}$. This is very similar to the proof of Theorem 2.7 and Theorem 2.8 in the case of the mapping class group. The contractibility of “outer space” [13], [37, ch. 8] identifies $B \text{Aut}_n$ and $B \text{Out}_n$ as components of morphism spaces of $\mathcal{G}^\text{res}$. Instead of Harer’s stability theorem, one uses the generalization [30], [31] of the homology isomorphisms (3.1). The element $\beta_i$ needed to stabilize the morphism space is the graph
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It is an obvious problem to generalize the above to other situations of manifolds with singularities, for example to the case of orbifolds.

### 3.2. Surfaces in a background.

Fix a background space $X$. What is the stable homology type of the moduli space of pairs $(\Sigma, f)$ of a Riemann surface $\Sigma$, and a continuous map $f : \Sigma \to X$?

Let $\text{Emb}_\infty^g, b$ denote the space of embeddings of a fixed differentiable surface $F = F_{g,b}$ into the strip $[0, 1] \times \mathbb{R}^{\infty+1}$ with boundary circles mapped to $[0, 1] \times \mathbb{R}^{\infty+1}$ when $b > 0$. The moduli space in question can be displayed as the orbit space
$$S_{g,b}(X) = \text{Emb}_\infty^g, b \times \text{Diff}(F, \partial) \text{Map}(F, X)$$
of the free $\text{Diff}(F, \partial)$ action on the Cartesian product of $\text{Emb}_\infty^g, b$ and the space $\text{Map}(F, X)$ of continuous mappings of $F$ into $X$.

It fibres over the free loop space of $X^b$, $\pi : S_{g,b}(X) \to LX^b$. The space $LX$ is connected when $X$ is simply connected, and in this case the fibres of $\pi$ are all homotopy equivalent to the space
$$S_{g,b}(X; x_0) = \text{Emb}_\infty^g, b \times \text{Diff}(F; \partial F) \text{Map}((F; \partial F), (X; x_0)).$$
Theorem 3.4 ([12]). For simply connected $X$ and $b > 0$, the maps

$$S_{g,b-1}(X; x_0) \leftarrow S_{g,b}(X; x_0) \rightarrow S_{g+1,b}(X; x_0)$$

induce isomorphisms in integral homology in degrees less than or equal to $g/2 - 2$.

Theorem 3.4 might appear a surprise from the following viewpoint: In the fibration

$$\text{Map}((F, \partial F), (X; x_0)) \rightarrow S_{g,b}(X; x_0) \rightarrow B\text{Diff}(F; \partial F),$$

the homology of the base is independent of the genus and of the number of boundary components in a range, whereas the fibre grows in size with $g$ and $b$. This would seem to prevent stabilization. The explanation is, however, that the fundamental group $\Gamma_{g,b} = \pi_1 B\text{Diff}(F; \partial F)$ acts very non-trivially on the homology of the fibre.

The proof of Theorem 3.4 adapts and generalizes ideas from [39] about stability with twisted coefficients. The $\Gamma_{g,b}(F)$-module of twisted coefficients is

$$V_r(F) = H_r(\text{Map}((F; \partial F), (X; x_0)); Z).$$

It is of “finite degree” [40], [39], precisely when $X$ is simply connected. This explains the unfortunate assumption in Theorem 3.4 that $X$ be simply connected.

Theorem 3.5. For simply connected $X$, there is a map

$$\alpha_X : \mathbb{Z} \times S_{\infty,b}(X; x_0) \rightarrow \Omega^\infty(\mathbb{C}P_1^\infty \wedge X_+)$$

which induces isomorphism on integral homology.

Given Theorem 3.4, the proof of Theorem 3.5 can be deduced from section 7 of [47]. Alternatively, one can adopt the strategy of §2 above. The categories $\mathcal{C}_d$ and $\mathcal{C}^\text{red}_d$ are replaced by the categories $\mathcal{C}_d(X)$ and $\mathcal{C}^\text{red}_d(X)$ consisting of embedded cobordisms together with a map from the cobordism into $X$. Theorem 2.4 and Theorem 2.7 are valid for these categories,

$$B\mathcal{C}_d(X) \simeq B\mathcal{C}^\text{red}_d(X) \simeq \Omega^{\infty-1}(G_d \wedge X_+).$$

(3.6)

For $d = 2$, we can apply Lemma 2.6 to complete the proof of Theorem 3.5.

For applications of Theorem 3.5, e.g. in string topology, one needs versions with marked points on the underlying surface. There are two cases: one in which the marked points are allowed to be permuted by the diffeomorphisms, and one in which the marked points are kept fixed. The first case is relevant to open-closed strings [3].

Here are some details. Given a surface $F_s = F_{g,b}^s$ with $s$ interior marked points, let $\text{Diff}(F_s^s; \partial F_s^s)$ be the group of oriented diffeomorphisms that keeps $\partial F_s^s$ pointwise fixed and permute the marked points. The associated moduli space,

$$S_{g,b}^s(X; x_0) = \text{Emb}_s^\infty \times_{\text{Diff}(F_s^s; \partial F_s^s)} \text{Map}((F_s^s; \partial F_s^s); (X; x_0)),$$
fits into a fibration

\[ \pi: S_{s}^{(s)}(X; x_0) \to E \Sigma_s \times \Sigma_s (X \times \mathbb{C}P^\infty)^s \]

with fibre \( S_{s}^{(s)}(X; x_0) \), cf. (1.4). Here \( \Sigma_s \) denotes the permutation group. There are stabilization maps

\[ S_{s}^{(s)}(X; x_0) \to S_{s+1}^{(s+1)}(X; x_0) \]

that add \( F_{1,2} \), a torus with two boundary circles and one marked point, to one of the boundary circles.

Infinite loop space theory tells us that the homotopy colimit or telescope of \( E \Sigma_s \times \Sigma_s (X \times \mathbb{C}P^\infty)^s \) as \( s \to \infty \) is homology equivalent to \( \Omega^\infty(S \wedge (X \times \mathbb{C}P^\infty)_+) = \Omega^\infty S^\infty(X \times \mathbb{C}P^\infty) \).

For the moduli space \( S_{s}^{(s)}(X; x_0) \), where the marked points are kept fixed by the diffeomorphism group, the space \( E \Sigma_s \times \Sigma_s (X \times \mathbb{C}P^\infty)^s \) is replaced by \( (X \times \mathbb{C}P^\infty)^s \), and \( \Omega^\infty S^\infty(X \times \mathbb{C}P^\infty) \) by \( \Omega S(X \times \mathbb{C}P^\infty) \), cf. [18].

Addendum 3.6. There are homology equivalences

(i) \( \mathbb{Z} \times \mathbb{Z} \times S_{\infty}^{(s)}(X; x_0) \to \Omega^\infty((\mathbb{C}P^\infty_{-1} \wedge X_+) \times \Omega^\infty S^\infty(X \times \mathbb{C}P^\infty) \),

(ii) \( \mathbb{Z} \times \mathbb{Z} \times S_{\infty}^{(s)}(X; x_0) \to \Omega^\infty((\mathbb{C}P^\infty_{-1} \wedge X_+) \times \Omega S(X \times \mathbb{C}P^\infty) \).

It was the Gromov–Witten moduli space and the string topology spaces of M. Chas and D. Sullivan [10], [68] that inspired us to consider the moduli spaces of Theorem 3.5 and Addendum 3.6. While our results are nice in their own right, the question remains if they could be useful for a better understanding of Gromov–Witten invariants and string topology.

The most obvious starting point would be to give a homotopical interpretation of the Batalin–Vilkovsky structure on the chain groups of \( \bigwedge \mathbb{S}_g(M) \), [68], somewhat similar to the homotopical definition in [11] of the Chas–Sullivan loop product.

4. Algebraic K-theory and trace invariants

Quillen’s algebraic K-theory space \( K(R) \) of a ring \( R \) [62], and Waldhausen’s algebraic K-theory \( A(X) \) of a topological space \( X \) [74] are two special cases of algebraic K-theory of “brave new rings”. A brave new ring is a ring spectrum whose category of modules fits the axiomatic framework of K-theory laid down in [76]. There are several good choices for the category of brave new rings; one such is Bökstedt’s Functors with Smash Products, a closely related one is the more convenient category of symmetric orthogonal spectra [49], [48]. In this category, both K-theory and its companion \( TC(\cdot; p) \) (the topological cyclic homology at \( p \)) works well, and one has a good construction of the cyclotomic trace

\[ \text{tr}_p: K(E) \to TC(E; p). \]
The topological cyclic homology and the trace map $\text{tr}_p$ was introduced in joint work with M. Bökstedt and W.-C. Hsing in order to give information about the $p$-adic homotopy type of $K(E)$, cf. [7].

The Eilenberg–MacLane spectrum $H(R)$ of a ring $R$ is a brave new ring; its $K$-theory is equivalent to Quillen’s original $K(R)$. The $K$-theory of the brave new ring $\mathbb{S} \wedge \Omega X_+$ is Waldhausen’s $A(X)$.

The product over all primes of the $p$-adic completion of $\text{TC}(E; p)$ can be combined with a version of negative cyclic homology for $E \otimes \mathbb{Q}$ to define $\text{TC}(E)$, [24]. There is a trace map from $K(E)$ to $\text{TC}(E)$ whose $p$-adic completion is the $p$-adic completion of $\text{tr}_p$, and a map from $\text{TC}(H(R))$ to the usual negative cyclic homology of $R \otimes \mathbb{Q}$.

4.1. $A(X)$ and diffeomorphisms. I begin with Waldhausen’s definition of $A(\text{pt})$. Let $S_q$ be the category of length $q$ “flags” of based, finite CW-complexes. An object consists of a string

$$X_1 \to X_2 \to \cdots \to X_q,$$  

where the arrows are based cellular inclusions ($S_0 = \ast$). The morphisms in $S_q$ are the based homotopy equivalences of flags. There are face operators

$$d_i : S_q \to S_{q-1}, \quad i = 0, \ldots, q,$$

where $d_0$ divides out $X_1$ in that it replaces (4.2) with the flag

$$X_2 / X_1 \to \cdots \to X_q / X_1,$$

and $d_i$ forgets $X_i$, when $i > 0$. This makes $S_q$ into a simplicial category.

The classifying spaces $BS_q$ with the induced $d_i$ form a simplicial space $BS_\ast$, and $A(\text{pt})$ is the loop space of its topological realization,

$$A(\text{pt}) = \Omega |BS_\ast| = \Omega (\bigsqcup \Delta^k \times BS_k / \sim).$$  

(4.3)

(The definition of $A(X)$ is similar; $S_q$ is replaced with the set of flags

$$X \to X_1 \to \cdots \to X_q \to X,$$

whose composite is the identity map of $X$, and with $(X_i; X)$ a finite relative CW-complex). By definition,

$$BS_1 = \bigsqcup B \text{Aut}(Y)$$

where $Y$ runs over finite CW-complexes and $\text{Aut}(Y)$ denotes the monoid of pointed self-homotopy equivalences. The map from $\Delta^1 \times BS_1$ into $|BS_\ast|$ induces a map

$$B \text{Aut}(Y) \to A(\text{pt}),$$  

(4.4)

and one may view $A(\text{pt})$ as a kind of moduli space of finite CW-complexes.

Given the homotopy theoretic nature of the construction of $A(\text{pt})$ and more generally of $A(X)$, the following theorem from [74] and [75] seems miraculous.
Theorem 4.1 ([74]). There are homotopy equivalences

(i) $A(\text{pt}) \simeq \hocolim \Omega^n (\text{Top}_{n+1}/\text{Top}_n)$,
(ii) $A(X) \simeq \Omega^\infty S^\infty (X+ \times \text{WhDiff}(X))$,
(iii) $\Omega^2 \text{WhDiff}(X) \simeq \hocolim_k \text{Diff}(X \times I^{k+1}; X \times I^k)$, provided $X$ is a smooth manifold.

In (i), $\text{Top}_{n+1}$ denotes the topological group of homeomorphisms of $\mathbb{R}^{n+1}$, and $\text{Top}_{n+1}/\text{Top}_n$ is the associated homogenous space. The right-hand side of (iii) is the homotopy colimit of the space of diffeomorphisms of $X \times I^{k+1}$ that induces the identity on the submanifold $X \times I^k$ of the boundary, the so called stable pseudo-isotopy space of $X$. There is a stability range for pseudo-isotopy spaces in terms of $\dim(X)$ due to K. Igusa [36], namely

\[ \text{Diff}(X \times I; X \times 0) \to \hocolim_k \text{Diff}(X \times I^{k+1}, X \times I^k) \] (4.5)

induces isomorphism on homotopy groups in degree $i$ if $3i < \dim X - 7$.

Theorem 4.1 is the conclusion of a long development in geometric topology. See the references in [75], where its proof was sketched out. The final details are due to appear in [77].

4.2. Topological cyclic homology. There is a trace map, due to K. Dennis, from $K(R)$ into a space $HH(R)$, whose homotopy groups are the Hochschild homology groups of $R$ with coefficients in the bimodule $R$ itself, cf. [43, 8.4]. This was generalized to brave new rings by M. Bökstedt who constructed the topological Hochschild homology space $THH(E)$ and a trace map from $K(E)$ into it. $THH(E)$ is a cyclic space in the sense of Connes [43], so it comes equipped with a continuous action of the circle group $\mathbb{T}$. (Actually, $THH(E)$ is a brave new ring with a $\mathbb{T}$-action.) Topological cyclic homology $TC(E; p)$ is made out of the fixed sets $THH(E)^{\mathbb{T}, p}$ of the cyclic subgroups of $\mathbb{T}$.

The invariant (4.1) is the key tool for our present understanding of $A(X)$ and more generally $K(E)$. Consider a homomorphism $\varphi: E \to F$ of brave new rings and the induced diagram

\[ \begin{array}{ccc} K(E) & \longrightarrow & TC(E; p) \\ \downarrow & & \downarrow \\ K(F) & \longrightarrow & TC(F; p). \end{array} \] (4.6)

The following theorem of B. Dundas contains a basic relationship between $K$ and TC. The theorem was conjectured by T. Goodwillie in [24], and proved in a special case by R. McCarthy in [50].

Theorem 4.2 ([14]). Suppose $\pi_0 E \to \pi_0 F$ is a surjective ring homomorphism with nilpotent kernel. Then (4.6) becomes homotopy Cartesian after $p$-adic completion.
I will now turn to the calculation of $\text{TC}(X; p)$, the topological cyclic homology of the brave new ring $\mathbb{S} \wedge \Omega X_+$. There is a commutative diagram

$$
\begin{array}{ccc}
\text{TC}(X; p) & \xrightarrow{\Omega^{\infty -1}S^{\infty}(ET \times_{T} LX_+)} & \Omega^{\infty}S^{\infty}(E_T \times_T LX_+) \\
\downarrow & & \downarrow \text{trf} \\
\Omega^{\infty}S^{\infty}(LX_+) & \xrightarrow{1-\Delta_p} & \Omega^{\infty}S^{\infty}(LX_+),
\end{array}
$$

(4.7)

where $\Delta_p: LX \to LX$ sends a loop $\lambda(z)$ to $\lambda(z^p)$, $z \in S^1$, and $\text{trf}$ is the $T$-transfer map (a fibrewise Pontryagin–Thom collapse map).

**Theorem 4.3** ([7]). The diagram (4.7) becomes homotopy Cartesian after $p$-adic completion.

When $X$ is a single point, the theorem reduces to the statement

$$\text{TC}(\text{pt}; p) \simeq_p \Omega^\infty S^\infty \times \Omega^{\infty -1} CP^{-1},$$

(4.8)

with $\simeq_p$ indicating that the two sides become homotopy equivalent after $p$-adic completion. In particular the two sides have the same mod $p$ homotopy groups.

Theorem 4.2, applied to the case in which $E$ is the sphere spectrum and $F$ is the Eilenberg–Maclane spectrum of the integers, tells us that the homotopy fibres of $A(\text{pt}) \to K(\mathbb{Z})$ and $\text{TC}(\text{pt}; p) \to \text{TC}(\mathbb{Z}; p)$ have the same $p$-adic completions. This reduces the understanding of $A(\text{pt})$ to the understanding of $K(\mathbb{Z})$ and the fibre of $\text{TC}(\text{pt}; p) \to \text{TC}(\mathbb{Z}; p)$. The structure of $\text{TC}(\mathbb{Z}; p)$ is given in [8], [63].

If the ring $R$ is finitely generated as an abelian group, then

$$\text{TC}(R; p) \simeq_p \text{TC}(R \otimes \mathbb{Z}_p; p).$$

The corresponding statement for $K$-theory is false, so the absolute invariant (4.1) is effective mostly for $p$-complete rings. There is an extensive theory surrounding the functor $\text{TC}(R; p)$, developed in joint work with L. Hesselholt in [33], [34]. See also [32]. The $p$-adic completion of $\text{TC}(R; p)$ is explicitly known when $R$ is the ring of integers in a finite field extension of $\mathbb{Q}$, and in this case (4.1) induces an equivalence

$$K(R \otimes \mathbb{Z}_p) \simeq_p \text{TC}(R; p).$$

For global rings, the motivic theory is the basic tool for calculations of $K(R)$; see F. Morel’s article in these proceedings.

In view of Theorem 4.2 and Theorem 4.3, it is of obvious interest to examine the map from $\text{TC}(X; p)$ to $\text{TC}(\mathbb{Z}[\pi_1 X]; p)$, but essentially nothing is known about this problem. Two special cases are of particular interest. The case $X = \text{pt}$ is required for the homotopical control of the fibre of $A(\text{pt}) \to K(\mathbb{Z})$. The case $X = S^1$ is, by theorems of T. Farrell and L. Jones, related to the homotopical structure of the group of homeomorphisms of negatively curved closed manifolds, cf. [45].
Let $\mathbb{K}$ be the periodic spectrum whose $2n$’th space is $\mathbb{Z} \times BU$ and with structure maps induced from Bott periodicity. It is believed that $A(\mathbb{K})$ will be important in the study of field theories, so one would like to understand the homotopy type of $\text{TC}(\mathbb{K}; p)$. There are helpful partial results from [2], [1], but the problem seems to be a very difficult one.

Finally, and maybe most important, there are reasons to believe that the moduli space of Riemann surfaces is related to $\text{TC}(\text{pt}; p)$, possibly via field theories. The spectrum $\mathbb{C}P_{\infty}^{\infty}$ occurs in both theories. It is a challenge to understand why.
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1. Conic programming – motivation

1.1. Efficiency issues in mathematical programming. Mathematical programming is about solving optimization programs of the form

\[ \text{Opt} = \min_{x \in \mathbb{R}^n} \{ f_0(x) : f_i(x) \leq 0, \ i = 1, \ldots, m \}, \]

where the objective \( f_0(\cdot) \) and the constraints \( f_i(\cdot) \) are given functions on \( \mathbb{R}^n \), usually assumed to be smooth (at least \( C^1 \)). The corresponding body of knowledge, in its mathematical aspects (that is, aside of modelling and implementation issues), focuses on characterization of optimal solutions (necessary/sufficient optimality conditions), their sensitivity to program’s data and on developing and theoretical investigation of computational algorithms aimed at building approximate solutions. It should be stressed that the ultimate goal is to find a solution rather than to prove its existence, uniqueness, etc. As a matter of fact, the situations where a “closed analytic form solution” is available are rare exceptions, this is why the focus is on algorithms capable to approximate optimal solutions within (any) desired accuracy. Moreover, what matters is not just the convergence of an algorithm, but its efficiency – a “reasonable” dependence of the computational effort on the required accuracy. The emphasis on the algorithmic and efficiency aspects is what makes the major difference between mathematical programming (MP) and its “pure” counterparts, like calculus of variations, and gives the MP theory its specific flavour.
Mathematical programming arose in early 1950s as a natural extension of linear programming (LP). The latter, invented around 1947 by George Dantzig, focuses on optimization programs with linear objective and constraints. Significant post-war demand on techniques for modelling and processing logistic and planning problems, nice duality theory allowing, among other things, for far-reaching interpretations in Economics, excellent practical performance of the famous LP simplex algorithm (Dantzig 1947), availability of new computational devices – computers – all these factors were crucial for emerging and rapid development of theory and algorithms for LP and MP. Eventually, in these developments the problem of \textit{theoretically efficient solvability} of various classes of MP programs was addressed. This problem was posed first for linear programming, and the corresponding story is an excellent example of the “specific flavour” of MP we have mentioned. At the first glance, the problem of finding a solution to a system of $m$ linear inequalities with $n$ real unknowns (this is what LP is about) seems completely trivial – invoking the standard characterization of extreme points of polyhedral sets, it reduces to solving at most ${m \choose n}$ systems of linear equations. The difficulty is that the number of systems blows up exponentially with the sizes $m, n$ of the system, which makes this naive approach completely impractical already with $m, n$ like few tens. Dantzig’s simplex algorithm inspects the systems in a “smart” order, which in practice allows to arrive at a solution pretty fast; however, in the worst case, exponentially many systems should be inspected, so that the simplex method is \textit{not} theoretically efficient. Developing theoretically efficient algorithms for LP is an extremely challenging and deep problem, and it took over 20 years to find the first such algorithm (Khachiyan, 1978). Note that all known efficient LP algorithms do something completely different from inspecting the above systems of linear equations.

Informally, the question we are interested in is: given a class of MP programs, does it admit an efficient solution algorithm, and the first issue here is what does efficiency mean. In combinatorial complexity theory (CCT), there are good reasons to qualify a “fully finite” algorithm (e.g., Turing machine) converting finite binary words – data of instances of a discrete problem – into solutions to the instances as \textit{efficient}, if the conversion time is polynomial in the bit length of the input (see, e.g., [21]). For problems with continuous data and decision variables, similar reasons lead to the concept of a real arithmetic polynomial time algorithm as follows ([8]; cf. [12]). Consider a \textit{generic} MP problem $\mathcal{P}$ – a family of instances of the form (1), with instance $p$ specified within $\mathcal{P}$ by its \textit{data vector} $\text{Data}(p) \in \mathbb{R}^{N(p)}$.

E.g., LP can be naturally considered as a generic problem, with the data vector $\text{Data}(p)$ of an LP program $p$ defined as follows: the first 2 entries are the numbers $m = m(p)$ of constraints and $n = n(p)$ of variables, and the remaining $(m(p) + 1)(n(p) + 1) - 1$ entries are the vectors of coefficients of the objective and constraints stacked atop each other into a single column.

A \textit{solution algorithm} $B$ for $\mathcal{P}$ is a code for an idealized real arithmetic computer capable to store real numbers and to perform exact real arithmetic operations (a.o.) – four arithmetic operations, comparisons and computations of univariate elementary
functions, like $\sqrt{\cdot}$, $\exp\{\cdot\}$, etc. Loaded with this code and an input comprised of $\text{Data}(p)$, $p \in \mathcal{P}$, and $\varepsilon > 0$, the computer should terminate in a finite number $N(p, \varepsilon)$ of operations and output either an $\varepsilon$-solution to $p$ – a vector $x_{\varepsilon} \in \mathbb{R}^{n(p)}$ such that $f_i^{(p)}(x_{\varepsilon}) \leq \varepsilon$, $i = 1, \ldots, m(p)$, and

$$f_0^{(p)}(x_{\varepsilon}) \leq \varepsilon + \text{Opt}(p), \quad \text{Opt}(p) = \inf_x \{ f_0^{(p)}(x) : f_i^{(p)}(x) \leq 0, i = 1, \ldots, m(p) \}$$

(here $n(p)$ is number of variables in $p$, $f_0^{(p)}$, $\ldots$, $f_m^{(p)}$ are the objective and the constraints of $p$), or a correct claim that $p$ is infeasible (i.e., $\text{Opt}(p) = +\infty$), or a correct claim that $p$ is unbounded (i.e., $\text{Opt}(p) = -\infty$). A solution method $\mathcal{B}$ is polynomial time ("computationally efficient"), if $N(p, \varepsilon)$ is bounded by a polynomial in the size $\text{Size}(p) = \dim \text{Data}(p)$ of the instance and the number of accuracy digits in an $\varepsilon$-solution defined as

$$\text{Digits}(p, \varepsilon) = \log \left( [\text{Size}(p) + \| \text{Data}(p) \|_1 + \varepsilon^2]/\varepsilon \right) = (1+o(1)) \log(1/\varepsilon), \varepsilon \to 0.$$ 

Finally, generic problem $\mathcal{P}$ is called polynomially solvable ("computationally tractable"), if it admits a polynomial time solution algorithm.

The standard informal interpretation of polynomiality is that with solution time fixed, a 10-fold progress in computer’s performance allows for both (a) a constant factor progress in the sizes of instances which can be solved to a given accuracy, and (b) a constant factor progress in the number of accuracy digits to which an instance of a given size can be solved. (a), (b) compare favourably polynomial time algorithms with methods suffering from “curse of dimensionality” ($N(p, \varepsilon)$ can grow with $\text{Size}(p)$ as $\exp\{\text{Size}(p)\}$), same as with sublinearly converging methods ($N(p, \varepsilon)$ can grow as $1/\varepsilon^c$, $c > 0$, when $\varepsilon \to 0$).

1.2. Convex programming – solvable case of MP. At the early 1980s it became clear that what forms the “efficiently solvable case” in MP, is convex programming – programs (1) with convex objective and constraints. Specifically, it was proved that generic convex problems, under mild computability and boundedness assumptions, are polynomially solvable. In contrast to this, no efficient algorithms for typical generic non-convex problems are known, and there are strong reasons to believe that no such algorithms exist (e.g., programs with quadratic objective and constraints are not polynomially solvable unless $P = NP$).

Here is a basic example of a “convex programming solvability statement” (cf. [8, Theorem 5.3.1]):

**Theorem 1.1.** A generic MP problem $\mathcal{P}$ with convex instances is polynomially solvable, provided it possesses the following properties:

(i) (Polynomial computability) There exists an algorithm $\mathcal{O}$ which, given on input $\text{Data}(p)$, a point $x \in \mathbb{R}^{n(p)}$ and a tolerance $\delta > 0$, computes in polynomial in $\text{Size}(p)$ and $\text{Digits}(p, \delta)$ number of a.o. $\delta$-accurate approximations to the values and subgradients of the objective and the constraints of $p$ at $x$. 


(ii) (Polynomial growth) 
\[
\max_{0 \leq i \leq m(p)} |f_i^{(p)}(x)| \leq (\chi \text{Size}(p) + \|\text{Data}(p)\|_1 + \|x\|_1)^\chi \text{Size}(p)
\]
for all x (here and below \(\chi\) is an instance-independent constant).

(iii) (Polynomial boundedness of feasible sets) If x is feasible for an instance p, then \(\|x\|_1 \leq (\chi \text{Size}(p) + \|\text{Data}(p)\|_1)^\chi \text{Size}(p)\).

Note that in fact (i) can be weakened to the possibility to compute in polynomial in \(\text{Size}(p)\) and \(\text{Digits}(p, \delta)\) time \(\delta\)-approximations solely to the values of the objective and the constraints at \(x\).

Polynomial time solvability results like the one stated by Theorem 1.1 are based upon existence of linearly converging black box oriented methods for solving general-type convex programs, i.e., methods which work solely with local information on the program – the values and the subgradients of \(f_0, f_1, \ldots, f_m\) at successively generated search points, with no direct access to program's data. Historically, the first method of this type was the ellipsoid algorithm proposed independently in [43] and [65] (for detailed study of the algorithm and its theoretical consequences, see [26]), and the corresponding result is as follows.

**Theorem 1.2.** Let (1) be a convex program with \(n\) variables, and let the feasible set 
\(X = \{x : f_i(x) \leq 0, \ i \geq 1\}\) be contained in the ball \(B = \{x : \|x\|_2 \leq R\}\) and contain a ball of radius \(r > 0\), with \(R, r\) known. Assume that we have an access to

- a first order oracle \(O\) capable to compute the value \(f_0(x)\) and a subgradient \(f_0'(x)\) at every given point \(x \in B\);
- a separation oracle \(S\) which, given on input a point \(x \in B\), reports whether \(x \in X\), and if it is not the case, returns a linear form which separates \(x\) and \(X\).

In this environment, certain explicit algorithm (the ellipsoid method) finds, for every accuracy \(\varepsilon > 0\), a feasible \(\varepsilon\)-solution to (1) at the cost of no more than

\[
N(\varepsilon) \leq \left\lceil 2n^2 \left[ \log(R/r) + \ln \left(1 + \frac{\text{Var}_B(f_0)}{\varepsilon} \right) \right] \right\rceil + 1,
\]

\[
\text{Var}_B(f_0) = \max_B f_0 - \min_B f_0
\]

subsequent calls to \(O\) and \(S\) plus \(O(1)n^2\) a.o. per call to process oracle’s answer.

In spite of their crucial role in demonstrating polynomial solvability of convex programming, black-box-oriented techniques like the ellipsoid method are too slow to be of actual practical interest; indeed, for all known methods of this type, the computational effort per accuracy digit grows with the design dimension \(n\) at least as \(O(n^4)\), which, in reality, makes it problematic to process already medium-scale (few hundreds of variables) convex programs. This contrast between theoretical properties and practical performance is especially sharp in LP: on the theoretical side, the ellipsoid method allowed to resolve affirmatively the long-standing problem of whether
LP with rational data admits a CCT-polynomial time solution algorithm (Khachiyan [34], 1979), while practical performance of the method in LP is incomparably worse than the one of the “theoretically bad” (with exponential in the size of an LP program worst-case complexity) simplex method. Comparing extremely powerful in practice simplex method with its black-box-oriented rivals, it is easy to guess from where the weakness of the rivals comes: the simplex method fully utilizes the rich structure of an LP program and works directly on program’s data, which is not the case with “nearly blind” black-box-oriented algorithms. Note, however, that while in reality a convex program usually has a lot of structure (otherwise, how could we know that the program is convex?), the standard way to think about nonlinear convex programs, suggested by representation (1), made it extremely difficult to reveal and to utilize this structure. In retrospect, tremendous developments in convex programming during what is called “Interior Point Revolution” (started in 1984 when Karmarkar [33] invented his famous practically efficient polynomial time algorithm for LP) were mainly focused on finding and utilizing novel “structure revealing” representations of convex programs, most notably, in the form of conic programs.

**Remark 1.3.** A “classically oriented” mathematician might be surprised by the attention we pay to representation issues. Indeed, finally an optimization problem is to minimize a function over a set; why should we bother about representations of these, completely transparent by themselves, entities? The answer is, that an algorithm cannot work with abstract entities, it can work only with their representations, and different representations of the same entities may be of completely different “algorithmic value”.

### 1.3. Conic programs.

When passing from a linear programming program

$$\min_x \{ c^T x : Ax - b \geq 0 \}$$

(2)

to its nonlinear extensions, the most natural way is the one used in MP – to replace the linear objective $c^T x$ and left hand sides $[Ax - b]$ in the constraints with nonlinear ones, thus arriving at (1). As far as convex programming is concerned, there is an equivalent, less trivial and, as it turns out, much more convenient way to introduce nonlinearity, namely, replacing the standard coordinate-wise vector inequality

$$a \geq b \iff a - b \geq 0 \iff a - b \in \mathbb{R}_+^m = \{ y \in \mathbb{R}_+^m : y_i \geq 0, \ i = 1, \ldots, m \}$$

with another “good” vector inequality given by a subset $K \subset \mathbb{R}^n$ according to

$$a \geq_K b \iff a - b \geq_K 0 \iff a - b \in K.$$

The evident necessary and sufficient condition for the resulting binary relation to be a partial order compatible with linear operations on $\mathbb{R}^n$ is for $K \subset \mathbb{R}^m$ to be a nonempty convex pointed ($K \cap (-K) = \{0\}$) cone. From the analytical perspective, it makes sense also to require from $K$ to be closed with a nonempty interior. Given a regular
(convex, pointed, closed and with a nonempty interior) cone $K$, we define a \textit{conic program on $K$} as the optimization program

$$\min_x \left\{ c^T x : Ax - b \geq_K 0 \right\} \quad \Leftrightarrow \quad Ax - b \in K \quad \text{(CP)}$$

Preliminary observations about this representation are that (a) in (CP), it is easy to distinguish between the “structure” (given by the cone $K$) and the data $(c, A, b)$, and (b) independently of values of the data, (CP) is a problem of optimizing a linear objective over a convex set, and thus is a convex problem (thus, the convexity in (CP) is “built in”, while in (1) it should be “added from outside”). At the same time, it is easily seen that every convex program can be represented in the form of (CP). By themselves, (a), (b) do not say much in favour of conic representation of a convex program as compared to its MP form – a general-type convex cone is not a “better structured” entity than a general-type convex function. The crucial advantage of conic representation is that it possesses outstanding “unifying abilities” – as a matter of fact, just 3 families of cones allow to represent an extremely wide spectrum of convex programs. These 3 families are

- $\mathcal{LP}$: nonnegative orthants $\mathbb{R}^m_+$ giving rise to LP programs (2),
- $\mathcal{CQP}$: finite direct products of Lorentz cones $L^{k+1} = \{(y, t) \in \mathbb{R}^{k+1} = \mathbb{R}^k \times \mathbb{R} : t \geq \|y\|_2\}$; the MP form (1) of the resulting \textit{conic quadratic} programs is
  $$\min_x \left\{ c^T x : \|A_i x - b_i\|_2 \leq c_i^T x - d_i, \ i = 1, \ldots, m \right\}, \quad \text{(3)}$$
  where $A_i, b_i, c_i, d_i$ are matrices and vectors of appropriate dimensions. A constraint $\|Ax - b\|_2 \leq c^T x - d$ is called a CQI (Conic Quadratic Inequality);
- $\mathcal{SDP}$: direct products of semidefinite cones $S^m_+$. $S^m_+$ is the cone of positive semidefinite (psd) matrices in the Euclidean space $S^m$ of real symmetric $m \times m$ matrices equipped with the Frobenius inner product $\langle A, B \rangle = \text{Tr}(AB)$. The resulting \textit{semidefinite} programs (sdp’s) are of the form
  $$\min_x \left\{ c^T x : A_i x - B^i \equiv x_1 A^i_1 + \cdots + x_n A^i_n - B^i \succeq 0, \ i = 1, \ldots, m \right\}, \quad \text{(4)}$$
  where $A^i_j, B^i \in S^k$ and $A \succeq B$ means that $A - B$ is psd. A constraint $\sum_i x_i A_i - B \succeq 0$ is called LMI (Linear Matrix Inequality).

It is immediately seen that $\mathcal{LP} \subset \mathcal{CQP} \subset \mathcal{SDP}$; indeed, a linear inequality is a particular case of CQI, which, in turn, is a particular case of LMI due to $(y, t) \in L^{k+1}$ iff

$$\begin{bmatrix} t^T & y^T \\ y & t^T_k \end{bmatrix} \succeq 0.$$

In the sequel, we intend to overview the main elements of the theory of conic programming, specifically, (1) duality, (2) interior point polynomial time algorithms, and (3) “expressive abilities” and applications.
2. Conic duality

Duality in optimization stems from the desire to find a systematic way to bound from below the optimal value of a minimization problem; it turns out that a good answer to this question is crucial for building optimality conditions, solution algorithms, etc. As applied to MP, the standard Lagrangian duality associates with (1) the Lagrange function \( L(x, \lambda) = f_0(x) + \sum_{i=1}^{m} \lambda_i f_i(x) \) and observes that whenever \( \lambda \geq 0 \), one has \( L^*(\lambda) = \inf_x L(x, \lambda) \leq \text{Opt} \); thus, we get a family \( L^*(\lambda), \lambda \geq 0 \), of (computable under favourable circumstances) lower bounds on \( \text{Opt} \) and can now associate with (1) the dual problem \( \max_{\lambda \geq 0} L^*(\lambda) \) of finding the best lower bound available from the outlined mechanism. When (1) is convex and satisfies mild additional assumptions\(^1\), the dual problem is solvable with the optimal value \( \text{Opt} \) ("strong duality"). In the case of (CP), essentially the same Lagrange recipe results in the dual problem of the form

\[
\max_{\lambda} \left\{ b^T \lambda : A^T \lambda = c, \lambda \geq K^* \right\},
\]

where \( K^* = \{ \lambda : \lambda^T \xi \geq 0 \text{ for all } \xi \in K \} \) is the cone dual to \( K \) (and thus regular along with \( K \)). (D) again is a conic problem, and in fact the duality is fully symmetric. Indeed, assuming the columns of \( A \) to be linearly independent (which in fact does not restrict generality), we can pass in (CP) from original variables \( x \) to primal slack \( \xi = Ax - b \), ending up with equivalent primal reformulation

\[
\min_{\xi} \left\{ d^T \xi : \xi \in [L - b] \cap K \right\} \quad \left[ L = \text{Im}A, \ d : A^T d = c \right]
\]

of (CP) as a problem of minimizing a linear objective over the intersection of a cone and an affine plane. Observe that the linear constraints in (D) read \( A^T \lambda = c = A^T d \), or, equivalently, \( \lambda \in \text{Ker} A^T + d = L^\perp + d \). Thus, (D) is the problem

\[
\max_{\lambda} \left\{ b^T \lambda : \lambda \in [L^\perp + c] \cap K^* \right\}
\]

of the geometry completely similar to the one of (Pr). Moreover, \( (L^\perp)^\perp = L \) and \( (K^*)^* = K \), so that the problem dual to (Di) is exactly (Pr) – the duality indeed is symmetric. The “notational difference” between (CP) and (D) comes from the fact that in (CP) we represent a geometric entity (affine subspace \( L - b \)) as the image of an affine embedding, while in (D) a similar entity is represented as the solution set of a system of linear equations. The relations between the primal and the dual problem are summarized in the following theorem (see, e.g., [45], [1], [46]):

**Theorem 2.1.** Assuming \( A \) in (CP) is of full column rank, the following is true:

(i) The duality is symmetric: (D) is a conic problem, and the conic dual to (D) is (equivalent to) (CP).

\(^1\)The standard assumptions are the existence of a feasible solution where all nonlinear constraints are satisfied as strict inequalities and below boundedness of the objective on the feasible set.
(ii) (Weak duality) $\text{Opt}(D) \leq \text{Opt}(CP)$.

(iii) (Strong duality) If one of the programs $\text{(CP)}$, $\text{(D)}$ is bounded and strictly feasible (i.e., the corresponding affine plane intersects the interior of the associated cone), then the other is solvable and $\text{Opt}(CP) = \text{Opt}(D)$. If both $\text{(CP)}$, $\text{(D)}$ are strictly feasible, then both programs are solvable and $\text{Opt}(CP) = \text{Opt}(D)$.

(iv) (Optimality conditions) Assume that both $\text{(CP)}$, $\text{(D)}$ are strictly feasible. Then a pair $(x, \lambda)$ of feasible solutions to the problems is comprised of optimal solutions iff $c^T x = b^T \lambda$ ("zero duality gap"), same as iff $\lambda^T [Ax - b] = 0$ ("complementary slackness").

It is highly instructive to compare Lagrange duality with its “particular case” – conic duality. The general Lagrange duality is “asymmetric” (in general, $\mathcal{L}_+ (\cdot)$ “does not remember” the underlying program (1)) and usually results in implicitly given dual problem. In contrast to this, conic duality is “fully algorithmic” – building a dual problem is a simple purely mechanical process – and completely symmetric. As it turns out, these advantages make conic duality an extremely useful tool in processing, analytical as well as computational, of conic programs.

Finally, conic duality looks completely similar to the standard LP duality, with the only exception that in the LP case strong duality is ensured by mere feasibility and not a strict one. For “good” cones, like those associated with $\mathcal{CQP}$ and $\mathcal{SDP}$, there exist more advanced (still “fully algorithmic”, although non-symmetric) version of duality [59] which is free of this shortcoming – whenever the primal optimal value is finite, the dual is solvable with the same optimal value.

While conic programming and conic duality as “well-established” research subjects arose in early 1990s, initially due to the desire to extend Karmarkar’s polynomial time LP algorithm to the non-polyhedral case, there are wonderful earlier examples of using what is now called semidefinite duality (by Lovasz [40] in connection with his famous $\theta$-function, by A. Shapiro [64] in connection with certain statistical problems, and perhaps more…)

In hindsight, Conic Duality Theorem can be traced to at least as early as 1958, namely, to written by L. Hurwicz chapter 4 of [5] (see [5], Corollary IV.3). Unfortunately, this paper, aimed at infinite-dimensional extensions of the optimality conditions in the “usual” (finite-dimensional) convex programming, overlooks the symmetric conic duality itself – the latter is, essentially, a finite-dimensional phenomenon. To the best of our knowledge, the remarkable paper in question made no “observable” impact on the development of mathematical programming and now is nearly completely forgotten.

3. Interior point polynomial time methods in conic programming

Conic programs are convex, and thus the issue of their polynomial time solvability can be resolved via the general results presented in Section 1.2; modulo minor
technicalities, in order to ensure polynomial time solvability of a generic conic problem, it suffices for the associated cones to be “computationally tractable” (to admit polynomial time membership/separation oracles), and for the instances – to include upper bounds on the norms of candidate solutions. For example, $\mathcal{LP}/\mathcal{CQP}/\mathcal{SDP}$ problems with bounds $\|x\|_\infty \equiv \max_i |x_i| \leq R$ on variables $^2$, are polynomially solvable. The point, however, is that conic programs associated with “good” cones admit much faster polynomial time algorithms than those coming from black-box-oriented techniques like the ellipsoid method. The first “really fast” (and completely non-traditional) polynomial time algorithm for LP was discovered by Karmarkar in 1984 [33]; the subsequent intensive research in the emerging area of interior point (IP) polynomial time algorithms for LP resulted, among other things, in developing much more transparent (and theoretically even more efficient) than Karmarkar’s method polynomial time algorithms for LP (Renegar, 1986 [60]; Gonzaga [24]) and brought the area in a position where non-polyhedral extensions became possible. These extensions, primarily due to Yu. Nesterov, led to a general theory of polynomial time IP methods in convex programming [46]. We start with outlining the basic elements of the theory and then will overview briefly the current state of this area.

3.1. Basics on IP methods. The starting point in all IP constructions is a well-known interior penalty scheme for solving a convex program

$$\min_{x \in X} e^T x$$

where $X \subset \mathbb{R}^n$, $\text{int} X \neq \emptyset$, is closed and convex. The scheme, going back to Fiacco and McCormic [19], is to equip $X$ with an interior penalty – a smooth and strictly convex function $F(x) : \text{int} X \to \mathbb{R}$ which blows up to $\infty$ along every sequence $x_i \in \text{int} X$ converging to a boundary point of $X$ – and to associate with (P) a parametric optimization problem

$$x_\ast(t) = \arg\min_{x \in \text{int} X} F_t(x), \quad F_t(x) = tc^T x + F(x).$$

Under mild assumptions, the central path $x_\ast(t)$ is well-defined for $t > 0$ and converges to the optimal set of (P) as $t \to \infty$. In the interior penalty scheme, one “traces” this path by generating iterates $(x_i, t_i)$ such that $x_i - x_\ast(t_i) \to 0$ and $t_i \to \infty$ as $i \to \infty$. Specifically, given $(x_i, t_i)$ with $x_i$ “close” to $x_\ast(t_i)$, one increases somehow $t_i$, thus getting $t_{i+1}$, and then applies a whatever method of unconstrained minimization to the function $t_{i+1}c^T x + F(x)$, starting the method at $x_i$, to get a “tight” approximation $x_{i+1}$ to the minimizer $x_\ast(t_{i+1})$ of this function. A standard “working horse” here is the Newton method, commonly believed to be the fastest method for unconstrained minimization.

Self-concordance. The traditional theory of the Newton method (and all other methods of unconstrained minimization, for this matter) did not suggest polynomiality of

---

2) These bounds clearly do not affect the possibility to represent a problem as an $\mathcal{LP}/\mathcal{CQP}/\mathcal{SDP}$.
the outlined path-following scheme, vice versa, it predicted inevitable slowing down of the path-tracing process. It turned out that there exist interior penalty functions – self-concordant barriers – which do allow for polynomial time path-tracing, and that the associated self-concordant-based theory of IP methods [46] allows to explain all IP methods previously developed for LP and to extend them onto non-polyhedral convex case. Specifically, an interior penalty function $F$ is called a $\vartheta$-self-concordant barrier ($\vartheta$-s.c.b.) for $X$, if $F$ is $C^3$ and convex on int $X$ and satisfies, for all $x \in \text{int} \; X$, $h \in \mathbb{R}^n$, the differential inequalities

$$
|D^3 F(x)[h, h, h]| \leq 2 \left( D^2 F(x)[h, h] \right)^{3/2} \quad \text{(self-concordance)} \quad (5a)
$$

$$
|DF(x)[h]| \leq \sqrt{\vartheta} \left( D^2 F(x)[h, h] \right)^{1/2} \quad \text{(barrier quantification)} \quad (5b)
$$

which can be interpreted as follows: the convex function $F$ at a point defines a “local” Euclidean norm $\|h\|_{x,F} = \sqrt{D^2 F(x)[h, h]}$ on $\mathbb{R}^n$; self-concordance (5a) means that the Hessian of $F$ is Lipschitz continuous, with constant 2, w.r.t. to the corresponding local metric, while (5b) says that $F$ itself is Lipschitz continuous, with constant $\sqrt{\vartheta}$, in this metric.

**Self-concordance-based path-tracing.** It turns out that self-concordant functions – those satisfying (5a) alone – are extremely well suited for Newton minimization, which ensures nice properties of the “centering” $x_i \mapsto x_{i+1}$ in the path-tracing, while (5b) is responsible for the possibility to increase penalty parameter $t$ at a constant rate, thus avoiding slowing down. The bottom line is as follows: assume that $X$ does not contain lines, the level sets $\{ x \in X : c^T x \leq a \}$ are bounded, and that $F$ is $\vartheta$-s.c.b. Then $x_*(t)$ is well-defined and $\nabla^2 F(x) > 0$ on int $X$, so that the Newton decrement

$$
\lambda(x, t) = \sqrt{\nabla^T F_t(x)[\nabla^2 F_t(x)]^{-1} \nabla F_t(x)} \quad \text{of} \quad F_t \quad \text{at} \quad x \in \text{int} \; X \quad \text{is well-defined}; \quad \text{note that} \quad x_*(t) \text{is characterized by} \quad \lambda(x, t) = 0. \quad \text{Let us say that} \quad x \quad \text{is close to} \quad x_*(t), \quad \text{if} \quad \lambda(x, t) \leq 0.1. \quad \text{Given a starting point} \quad (x_0, t_0) \quad \text{with} \quad t_0 > 0 \quad \text{and} \quad x_0 \quad \text{close to} \quad x_*(t_0), \quad \text{consider the path-tracing scheme}
$$

$$
\begin{bmatrix} t_i \\ x_i \end{bmatrix} \mapsto \begin{bmatrix} t_{i+1} = (1 + 0.1 \vartheta^{-1/2})t_i \\ x_{i+1} = x_i - \frac{1}{t_1 + \lambda(x_i, t_{i+1})} [\nabla^2 F_{t_{i+1}}(x_i)]^{-1} \nabla F_{t_{i+1}}(x_i) \end{bmatrix}. \quad (6)
$$

Then the process is well-defined, ensures closeness of $x_i$ and $x_*(t_i)$ and the relation

$$

\begin{aligned}
\quad c^T x_i - \min_x c^T x & \leq 2 \vartheta / t_i \leq 2 \exp\left\{ -0.05i \vartheta^{-1/2}\right\} \vartheta t_0^{-1}.
\end{aligned}
$$

Thus, the path-tracing scheme (6) with a single Newton-like step per updating the penalty converges linearly, and it takes $O(\sqrt{\vartheta})$ iterations to get an extra accuracy digit. Of course, to run the outlined scheme, we should once come close to the central path; this can be done by applying the same path-tracing technique to an appropriate auxiliary problem. It follows that if we are smart enough to equip the feasible domains
of instances (written in the form of (P)) of a generic convex problem \( P \) with self-concordant barriers computable, along with their first and second order derivatives, in time polynomial in the size of an instance, and the parameters \( \vartheta \) of these barriers are bounded by a polynomial of instance’s size, then the outlined path-tracing scheme provides a polynomial time algorithm for \( P \).

As about being “smart enough” to equip generic convex problems with “good” s.c.b.’s, the situation is as follows. In principle, every closed convex set \( X \subset \mathbb{R}^n \), \( \text{int}\ X \neq \emptyset \), admits an \( O(1)n \)-s.c.b.; assuming w.l.o.g. that \( X \) does not contain lines, this universal barrier is 
\[
F(x) = O(1) \ln \text{mes}_n(P_x),
\]
where \( P_x = \{ y : y^T(z - x) \leq 1 \text{ for all } z \in X \} \) is the polar of \( X \) w.r.t. \( x \) \([46]\). In the case when \( X \) is a cone, this construction results in the logarithm of the characteristic function
\[
F(x) = \int_{K^*} \exp\{-x^Ty\} \, dy
\]
of the cone \( K^* \) \([27]\). This existence theorem has restricted algorithmic content, since the universal barrier rare is efficiently computable. There exists, however, a simple “calculus” of s.c.b.’s \([46]\) which shows that basic convexity-preserving operations with sets, e.g., taking intersections, direct products, affine images and inverse affine images (as well as taking inverse images under specific nonlinear mappings, most notably a kind of Siegel domain construction) can be equipped with simple rules which allow to combine s.c.b.’s for the operands into an s.c.b. for the resulting set. E.g., summing up \( \vartheta_i \)-s.c.b.’s for sets \( X_i, i = 1, \ldots, m \), we get a \((\sum_i \vartheta_i)\)-s.c.b. for the intersection of the sets; superposition \( F(Ax + b) \) of a \( \vartheta \)-s.c.b. \( F \) with affine mapping is \( \vartheta \)-s.c.b. for the inverse image of the domain of \( F \) under the mapping, etc. These and more advanced “calculus rules” allow to build “from scratch” (from the only observation that the function \(-\ln t \) is 1-s.c.b. for \( \mathbb{R}_+ \)) explicit efficiently computable s.c.b.’s with moderate values of the parameter for a wide variety of interesting convex sets. This family includes the cones underlying \( LP, CQ, SDP, \|\cdot\|_p \)-cones \( \{(x, t) : \|x\|_p \leq t\} \), feasible sets of geometric programming programs, intersections, direct products, affine and inverse affine images of the above, and much more. The related empirical observation is that all generic polynomially solvable convex problems arising in applications admit “good” explicit s.c.b.’s, and that the outlined scheme is the source of the best known so far complexity bounds and polynomial time algorithms for these generic problems.

Aside of their role in constructing polynomial time algorithms, s.c.b.’s seem to be pretty interesting entities by their own right – their properties are closely related to the geometry of their domains. E.g., a closed convex domain \( X \) not containing lines is bounded if and only if (any, and then all) s.c.b. \( F \) for \( X \) attains it minimum on \( \text{int} X \), let the (automatically unique) minimizer be \( \bar{x} \). When it is the case, the Dikin ellipsoid
\[
D_{\bar{x}} = \{ x : \|x - \bar{x}\|_{\bar{x},F} \leq 1 \}
\]
of \( F \) gives an \( O(\vartheta) \)-rounding of \( X \): 
\[
D_{\bar{x}} \subset X \subset \{ x : \|x - \bar{x}\|_{\bar{x},F} \leq \vartheta + 2\sqrt{\vartheta} \} \]
([46], [32]); note that \( D_{\bar{x}} \subset X \) for all \( \bar{x} \in \text{int} X \), not only when \( \bar{x} \) is a minimizer of \( F \) \([46]\)). This combines with elementary facts of barrier calculus to imply, e.g., the following: if the intersection of \( m \) ellipsoids in \( \mathbb{R}^n \) has a nonempty interior; it is in-between two efficiently computable concentric similar ellipsoids with similarity ratio not exceeding \( m + 2\sqrt{m} \). We are not aware of a direct proof of this, useful in some applications, geometric fact.
Path-tracing and Riemannian geometry. An s.c.b. \( F \) defines a Riemannian structure on its domain \( X^o = \{ x : F(x) < \infty \} \), the metric tensor being \( \nabla^2 F(x) \). Various short step interior point methods associated with \( F \) can be described as follows: in order to solve (P), the method generates a sequence of points \( x_i \in X^o \) such that (a) the Riemannian distance from \( x_i \) to \( x_{i+1} \) does not exceed an absolute constant, say, 0.2, and (b) the shift \( x_{i+1} - x_i \) is defined solely in the “local” terms – in terms of the objective \( c \) and the quantities \( F(x_j), \nabla F(x_j), \nabla^2 F(x_j) \), \( 0 \leq j \leq i \) (cf. (6)). The complexity of such a method is quantified by the number of steps required to reach the set \( X^o_\varepsilon = \{ x \in X^o : c^T x - \inf_{x' \in X^o} c^T x' \leq \varepsilon \} \) of \( \varepsilon \)-solutions to (P). Clearly, the complexity of a short step method is below bounded by the Riemannian distance from \( x_0 \) to \( X^o_\varepsilon \). Ideally, we would like to have the complexity within an absolute constant factor of this “ultimate” lower bound; it, however, is unclear how to build such a method – how to describe the shortest path from \( x_0 \) to \( X^o_\varepsilon \) in local terms? (cf. climbing a mountain in a fog and without map). It can be proved [55] that the short step path-following method (6) is not that far from being ideal: its performance is within the factor \( O(1)\theta^{1/4} \) of the lower bound, provided that \( X^o_\varepsilon \) is bounded and \( x_0 \) is close to \( \text{argmin}_x F \).  

3.2. Interior point methods in conic programming. Barriers especially well-suited for conic problems are \( \theta \)-logarithmically homogeneous s.c.b.’s, that is, \( C^3 \) convex functions \( F : \text{int} \ K \rightarrow \mathbb{R} \), \( K \) being a regular cone, satisfying (5a) and the identity \( F(tx) = F(x) - \theta \ln t, t > 0 \). This implies that \( F \) is a \( \theta \)-s.c.b. for \( K \) and that the conjugate barrier \( F^*(y) = \max_x \left[ -y^T x - F(x) \right] \) is a \( \theta \)-logarithmically homogeneous s.c.b. for \( K^* \); the mappings \( x \mapsto -\nabla F(x), y \mapsto -\nabla F^*(y) \) turn out to be inverse to each other one-to-one correspondences between \( \text{int} \ K \) and \( \text{int} \ K^* \). Given a pair of strictly feasible primal-dual conic problems (Pr), (Dl) and a pair of conjugate to each other \( \theta \)-logarithmically homogeneous s.c.b.’s \( F, F^* \) for the cones \( K, K^* \), one can develop primal-dual interior point methods simultaneously solving (Pr), (Dl). The most popular primal-dual path-following scheme is as follows. When both (Pr) and (Dl) are strictly feasible, the corresponding primal and dual central paths \( \xi_\ast(t) = \text{argmin}_{x} \left[ t d^T x + \xi + F(\xi) : \xi \in \mathcal{L} - b \right] \) and \( \lambda_\ast(t) = \text{argmin}_{\lambda} \left[ -t b^T \lambda + F^*(\lambda) : \lambda \in \mathcal{L}^T + d \right] \) are well-defined and linked to each other: \( \lambda_\ast(t) = -t^{-1} \nabla F(\xi_\ast(t)), \xi_\ast(t) = -t^{-1} \nabla F^*(\lambda_\ast(t)) \), and one can apply Newton-based path-tracing to the primal-dual central path \( (\xi_\ast(t), \lambda_\ast(t)) \), thus solving (Pr) and (Dl) simultaneously. It turns out that processing both problems together has a lot of advantages, allowing, e.g., for

- on-line adjustable “long step” policies [47] which are less conservative than the worst-case-oriented policy (6) and thus exhibit much better practical performance, while still ensuring the theoretical complexity bounds,
- an elegant way (“self-dual embedding”, see, e.g., [72], [77], [4], [42], [35], [58]) to initialize the path-tracing even in the case when no feasible solutions to (Pr) and (Dl) are available in advance,
- building certificates of strict (i.e., preserved by small perturbations of the data) primal or dual infeasibility [51] when it is the case, etc.
It should be added that the primal-dual central path $(\xi_\ast(\cdot), \lambda_\ast(\cdot))$ is “nearly geodesic” w.r.t. the Riemannian structure on the primal-dual feasible set given by the metric tensor $\nabla^2(F(\xi) + F_\ast(\lambda))$: the Riemannian length of every segment of the path is within factor $\sqrt{2}$ of the Riemannian distance between the endpoints of the segment [54].

3.3. The case of symmetric cones: LP/CQP/SDP. Interior point constructions achieve maximal flexibility for cones with a lot of symmetries, most notably for symmetric cones — those which are homogeneous (i.e., the group of linear automorphisms of the cone acts transitively on its interior) and self-dual w.r.t. an appropriate Euclidean structure on the embedding space. Classification theory due to Vinberg [71] says that all symmetric cones are direct products of irreducible ones, specifically, Lorentz cones, real semidefinite cones (in particular, nonnegative rays), the cones of Hermitian psd complex matrices, the cones of Hermitian psd quaternion matrices, and, finally, copies of exceptional 27-dimensional octonian cone. The latter 3 cones are cross-sections of the semidefinite cone of “the same” (within factor 4) real dimension and therefore do not add much, as far as the associated families of conic problems are concerned; therefore we lose nearly nothing when focusing on the cones which are direct products of Lorentz and semidefinite cones, thus arriving at problems of minimizing linear objective under a mixture of conic quadratic and LMI constraints (the latter include also linear constraints which are merely 1-dimensional LMI’s). Now, we can equip a direct product $K = K_1 \times \cdots \times K_m$ of Lorentz and semidefinite cones with the canonical logarithmically homogeneous s.c.b. $F(x^1, \ldots, x^m) = \sum_i F_i(x^i)$, the barriers for the Lorentz factors $K_i = \{ x_i = (u_i, s_i) : s_i \geq \| u_i \|_2 \}$ being $F_i(x^i) = -\ln(s^2 - u_i^T u_i)$ ($\vartheta = 2$) and the barriers for the semidefinite factors $K_i = S^m_{+}$ being $F_i(x^i) = -\ln \det x^i$ ($\vartheta = m$). The parameter of the resulting barrier is the sum of those of the components, i.e., it is twice the number of Lorentz factors plus the total row size of the semidefinite ones. The canonical barrier $F$ respects the symmetries $x \mapsto Ax$ of the underlying cone ($F(Ax) = F(x) + \text{const}(A)$) and its self-duality ($F_\ast(x) = F(x) + \text{const}$) and possesses a number of advanced properties which can be utilized in the interior point algorithms, e.g., in developing long-step policies. Discovery of these properties and the ways to utilize them in the IP context by Nesterov and Todd [48], [49] was one of the most important breakthroughs in developing of IP theory and algorithms.

It should be noted that the theory of IP methods on symmetric cones is one of few (alas!) “avenues of contact” of convex optimization and modern mathematics, specifically, the theory of Euclidean Jordan algebras; the latter turned out to be a natural way to treat the IP methods on symmetric cones, see [62], [63], [17], [18], [29] and references therein. Another such avenue is the theory of hyperbolic polynomials originating from PDEs. Recall that a real homogeneous, of a degree $m$, polynomial $p(\cdot)$ on $\mathbb{R}^d$ is called hyperbolic in a direction $d$, $p(d) > 0$, if the univariate polynomial $\phi(t) = p(x + td)$ has all its roots real whenever $x \in \mathbb{R}^n$. It is well known that the component of $d$ in the set $p(\cdot) > 0$ is the interior of a closed convex cone $K$ — the
hyperbolicity cone of $p$. As discovered in [28], $-\ln p(x)$ is an $m$-logarithmically homogeneous s.c.b. for $K$ with a number of useful properties mimicking those of canonical barriers (the latter are built from logs of specific hyperbolic polynomials $\det(x): S^n \rightarrow \mathbb{R}$ and $x_{k+1}^2 - \sum_{i=1}^{k} x_i^2: \mathbb{R}^{k+1} \rightarrow \mathbb{R}$). For further links between convex optimization and hyperbolic polynomials, see [6], [31] and references therein.

We conclude this section with complexity bounds for generic LP/CQP/SDP problems with bounds on variables. For all these problems, the complexity of building $\varepsilon$-solution, measured both in the number of IP iterations and in the total number of a.o., is proportional to the required number of accuracy digits $\text{Digits}(\cdot, \varepsilon)$, so that we can speak about “number of iterations/a.o. per accuracy digit”; these are the complexity characteristics to be indicated below.

**LP:** for an LP program $\min_{x \in \mathbb{R}^n} \{ c^T x : Ax \geq b \in \mathbb{R}^m, \|x\|_{\infty} \leq R \}$, the size is $O(mn)$, and the complexity is $O(1)\sqrt{m+n}$ IP iterations and $O(1)(m+n)^{3/2}n^2$ a.o. per accuracy digit. With smart implementation of subsequent Newton steps (“Karmarkar acceleration”), the # of a.o. per accuracy digit can be reduced to $O(1)(m+n)^{1/2}n\|x\|_{\infty}$ (see [60]); thus, to find an $\varepsilon$-solution to an LP with $m \leq O(n^2)$ is, up to factor $\ln(1/\varepsilon)$, not more difficult than to find the least squares solution to a system of $m+n$ linear equations with $n$ unknowns;

**CQP:** for a CQP $\min_{x \in \mathbb{R}^n} \{ c^T x : \|A_i x - b_i\|_2 \leq c_i^T x - d_i, i \leq m, \|x\|_2 \leq R \}$ with $k_i \times n$ matrices $A_i$, the size is $O(n \sum_i k_i)$, and the complexity is $O(1)\sqrt{m}$ IP iterations and $O(1)m^{1/2}n(mn+n^2+\sum_i k_i)$ a.o. per accuracy digit (provided the matrices $A_i^T A_i$ are computed in advance).

**SDP:** for an sdp $\min_{x \in \mathbb{R}^n} \{ c^T x : \sum_j x_j A_j^i - B^i \succeq 0, i \leq m, \|x\|_2 \leq R \}$ with $k_i \times k_i$ matrices $A_j^i$, the size is $O(n \sum_i k_i^2)$, and the complexity is $O(1)\sqrt{\sum_i k_i} IP$ iterations and $O(1)\sqrt{\sum_i k_i} n(n^2+n \sum_i k_i+\sum_i k_i^3)$ a.o. per accuracy digit.

Empirical behaviour of well-implemented IP methods is better than the one predicted by the worst-case theoretical analysis. Theoretically, iteration count in LP and SDP should be $O(\sqrt{m})$, where $m$ is the number of linear constraints in LP and is the total row size of LMIs in SDP. In reality, no essential growth of the iteration count with $m$ is observed, and a high accuracy solutions are found in something like 30–50 iterations. What limits the practical scope of IP methods is the complexity of a single iteration where a Newton-type system of $n$ linear equations with $n$ unknowns is formed and solved, $n$ being the design dimension of the program. With $n \sim 10^4$ and more, solving Newton system in reasonable time is possible only when it is highly sparse; the latter is usually the case with real-world LP’s, but typically is not the case with sdp’s.

4. Expressive abilities and applications of LP/CQP/SDP
As we have already mentioned, the IP machinery is especially well suited for solving conic problems on symmetric cones, which makes it natural to ask: when a convex
program can be reformulated as a conic program on such a cone, specifically, as an LP/CQP/SDP program? Usually, the original formulation of a convex program is in (or can be immediately converted to) the form

$$\min_{x \in X} c^T x, \quad X = \bigcap_{i=1}^{m} X_i,$$

where $X_i$ are convex sets, most typically given as the level sets of convex functions: $X_i = \{x : f_i(x) \leq 0\}$. What we need are tools to recognize that (7) can be reformulated as, say, an sdp, and to build such a reformulation when possible, and we start with an overview of the corresponding “toolkit”.

4.1. Calculus of LP/CQP/SDP-representable sets and functions. Let $\mathcal{K}$ be a family of regular cones closed w.r.t. passing from a cone to its dual and closed w.r.t. taking direct products; note that these properties are shared by the families $\mathcal{L} \mathcal{P}/\mathcal{C} \mathcal{Q} \mathcal{P}/\mathcal{S} \mathcal{D} \mathcal{P}$. Let us ask ourselves when program (7) can be reformulated as a $\mathcal{K}$-program – a conic program on a cone from $\mathcal{K}$. A natural (and somehow tautological) answer is: it suffices for $X$ to be a $\mathcal{K}$-representable set (“$\mathcal{K}$-s.” for short), meaning that there exists a $\mathcal{K}$-representation (“$\mathcal{K}$-r.”) of $X$:

$$X = \{x \in \mathbb{R}^n : \text{there exists } u \in \mathbb{R}^m \text{ such that } A(x, u) \geq_K 0\},$$

where $K \in \mathcal{K}$ and $A(\cdot)$ is an affine mapping; in other words, $X$ is the projection of the inverse image of $K$ under appropriate affine mapping. Indeed, given representation (8) of $X$, we can pose (7) as the $\mathcal{K}$-program $\min_{x,u} \{c^T x : A(x, u) \geq_K 0\}$.

It turns out that $\mathcal{K}$-sets admit a kind of simple calculus comprised of “raw materials” (list of “basic” $\mathcal{K}$-s.’s) and “calculus rules” (list of operations preserving $\mathcal{K}$-representability). This calculus is the “toolkit” we are looking for: whenever we see that the set $X$ in question is obtained from “raw materials” via calculus rules, we can be sure that $X$ is a $\mathcal{K}$-s. (and in fact, as we shall see, can point out an explicit $\mathcal{K}$-r. of $X$, thus converting (7) to an explicit $\mathcal{K}$-program).

Since a convex set often arise as a level set of a convex function, it makes sense to define a $\mathcal{K}$-representable function (“$\mathcal{K}$-f.” for short) $f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ as a function with $\mathcal{K}$-representable epigraph $\text{Epi}\{f\}$. An immediate observation is that a $\mathcal{K}$-r. of $\text{Epi}\{f\}$ induces $\mathcal{K}$-r.’s of all level sets of $f$. Indeed,

$$\left( f(x) \leq t \iff \text{there exists } u \text{ such that } A(x, t, u) \geq_K 0 \right) \implies \left( f(x) \leq a \iff B(x, u) \equiv A(x, a, u) \geq_K 0 \right).$$

4.1.1. “Calculus rules”. It turns out (see, e.g., [8]) that all basic convexity-preserving operations with functions/sets preserve $\mathcal{K}$-representability. E.g.,

- A polyhedral set is $\mathcal{K}$-s.
- Finite intersections, arithmetic sums and direct products of $\mathcal{K}$-s.’s are $\mathcal{K}$-s.’s.
While the above statement looks as an existence theorem, it in fact is “fully algorithmic”: given \( \mathcal{K}\)-r.’s for the operands \( X_i \), we can efficiently build a \( \mathcal{K}\)-r. for the resulting set. E.g., if \( X_i = \{ x : \text{there exists } u^i \text{ such that } A_i(x, u^i) \geq K_i 0 \} \), \( i = 1, \ldots, m \), then \( \bigcap_{i=1}^m X_i = \{ x : \text{there exists } u = (u^1, \ldots, u^m) \text{ such that } A(x, u) \equiv (A_1(x, u^1), \ldots, A_m(x, u^m)) \geq_{K_1 \times \cdots \times K_m} 0 \} \), and the cone \( K = K_1 \times \cdots \times K_m \) is in \( \mathcal{K} \), since this family is closed w.r.t. taking direct products. It should be stressed that all calculus rules to follow are equally simple and algorithmic.

- The image and the inverse image of a \( \mathcal{K}\)-s. under an affine mapping is a \( \mathcal{K}\)-s.
- The polar cone \( X_* = \{ (y, t) : y^T x \leq t \text{ for all } x \in X \} \) of a \( \mathcal{K}\)-s. \( X \) given by strictly feasible \( \mathcal{K}\)-r. is a \( \mathcal{K}\)-s. In other words, the support function of \( X \) (its epigraph is exactly \( X_* \)) is \( \mathcal{K}\)-f., and thus the polar of \( X \) \( \geq 0 \) (which is the 1-level set of the support function) is \( \mathcal{K}\)-s.

As an instructive example, let us build a \( \mathcal{K}\)-r. of \( X_* \). If \( X = \{ x : Ax + Bu + c \geq_K 0 \text{ for some } u \} \) is a strictly feasible \( \mathcal{K}\)-r. for \( X \), then \( X_* = \{ (y, t) : \sup_{x,u}[y^T x : Ax + Bu + c \geq_K 0] \leq t \} = \{ (y, t) : \text{min}_{v}[c^T v : A^T v = -y, B^T v = 0, v \geq_{K_*} 0] \leq t \} = \{ (y, t) : \text{there exists } v \text{ such that } A^T v = -y, B^T v = 0, v \geq_{K_*} 0, c^T v \leq t \} \), with the second “=” in the chain given by conic duality. We see that \( X_* \) is the projection onto the \( (y, t) \)-space of the set \( Y = \{ (y, t, v) : A^T v = -y, B^T v = 0, v \geq_{K_*} 0, c^T v \leq t \} \). \( Y \) is a \( \mathcal{K}\)-s. Indeed, \( K_* \) is \( \mathcal{K}\)-s. since \( \mathcal{K} \) is closed w.r.t. passing to dual cones, and \( Y \) is the direct product of \( K_* \) and a polyhedral set (the space of \( (y, t) \)) intersected with another polyhedral set; all these operations preserve \( \mathcal{K}\)-representability. The same is true for projection, thus \( X_* \) is \( \mathcal{K}\)-s. along with \( Y \).

- Two useful operations with sets – taking closed conic hull \( \text{cl}\{ (t, x) : t > 0, t^{-1} x \in X \} \) of \( X \) and taking the closed convex hull of the union of finitely many convex sets \( X_i \) – “nearly preserve” \( \mathcal{K}\)-representability, meaning that \( \mathcal{K}\)-r.’s of the operands readily provide a \( \mathcal{K}\)-r. of a convex set \( \bar{Y} \) which is in-between the “true” result \( Y \) of the operation and the closure of \( Y \) (in particular, we end up with \( \mathcal{K}\)-r. of exactly \( \bar{Y} \) when \( Y \) is closed). As far as the possibility of conic reformulation of a program \( \inf_{y \in Y} c^T y \) is concerned, a \( \mathcal{K}\)-r. of a convex set \( \bar{Y} \) which is in-between the true set \( Y \) and its closure is, essentially, as good as a \( \mathcal{K}\)-r. of \( Y \) itself.

- Sometimes, getting a \( \mathcal{K}\)-r. of a result of an operation requires mild regularity assumptions on the \( \mathcal{K}\)-r.’s of operands. E.g., let \( \{ x : Ax + Bu + c \geq_K 0 \text{ for some } u \} \) be a \( \mathcal{K}\)-r. of a convex set \( X \) such that \( Bu \in K \) implies that \( u = 0 \). Then the closed conic hull of \( X \) and the recessive cone of \( X \) are \( \mathcal{K}\)-s.’s with representations, respectively, \( \{ x : \text{there exists } (u, t) \geq 0 \text{ such that } Ax + Bu + tc \geq_K 0 \} \) and \( \{ x : \text{there exists } u \text{ such that } Ax + Bu \geq_K 0 \} \).

“Functional analogies” of the outlined calculus rules are as follows:

- The maximum, a linear combination with nonnegative coefficients, and a direct sum of finitely many \( \mathcal{K}\)-f.’s is again a \( \mathcal{K}\)-f.
- If \( f(\cdot) \) is a \( \mathcal{K}\)-f., then so is \( g(y) = f(Ay + b) \).
- If \( f(\xi, \eta) \) is a \( \mathcal{K}\)-f. and the infimum \( \phi(\xi) = \inf_{\eta} f(\xi, \eta) \) is achieved for every \( \xi \) for which this infimum is \( < +\infty \), then \( \phi \) is a \( \mathcal{K}\)-f.
• The Legendre transformation (“the conjugate”) $f_*(\xi) = \sup_x [\xi^T x - f(x)]$ of a function $f$ with $\text{Epi} \{f\}$ given by a strictly feasible $\mathcal{K}$-r. is a $\mathcal{K}$-f.

• Let $f_i, i = 1, \ldots, m$, be $\mathcal{K}$-f.’s on $\mathbb{R}^m$ and $g$ be a nondecreasing, w.r.t. the usual partial order $\leq$, $\mathcal{K}$-f. on $\mathbb{R}^m$. Then the superposition $g(f_1(x), \ldots, f_m(x))$ is again a $\mathcal{K}$-f.

A good news expressed by the above facts is that with $\mathcal{K}$-r.’s of the involved entities in use, all basic constructions of Convex Analysis (including “advanced ones”, like taking polar, support function, Legendre transformation, etc.) become “explicitly representable” and thus much better suited for analytical/algorihmic processing than in their original abstract form.

Equipped with “calculus” of $\mathcal{K}$-representable sets and functions, we are in a position to investigate the “expressive abilities” of LP/CQP/SDP. The situation with LP seems to be clear: $\mathcal{L}\mathcal{P}$-s.’s are exactly the polyhedral sets, and $\mathcal{L}\mathcal{P}$-f.’s are finite maxima of affine functions. To understand what can be expressed via CQP and SDP, we need to know what are the corresponding “raw materials”. These are the issues we are about to address in the next two sections.

4.2. Expressive abilities and applications of CQP. Basic $\mathcal{C}\mathcal{Q}\mathcal{P}$-representable sets and functions include, along with trivial examples, like affine function or the Euclidean norm $f(x) = \|x\|_2$, several less trivial examples, e.g.:

• Convex quadratic forms $f(x) = x^T A^T x + b^T x + c$: $\{ t \geq f(x) \iff (2(Ax)^T, t - b^T x - c + 1, t - b^T x - c + 1)^T \succeq_L 0 \}$;

• Univariate power functions $(\max\{0, x\})^p, |x|^p$ and $p$-norms $\|\cdot\|_p$ on $\mathbb{R}^n$, provided $p \geq 1$ is rational,

• Power monomials $(-\prod_{i=1}^m x_i^{p_i})$ with $x_i \geq 0$ and rational exponents $p_i \geq 0$ such that $\sum_i p_i \leq 1$ (the latter is necessary and sufficient for the convexity of the monomial), same as monomials $\prod_{i=1}^m x_i^{-p_i}$ with $x_i > 0$ and rational $p_i \geq 0$.

In view of calculus rules, already these “raw materials” allow for CQP reformulations of a wide variety of convex programs, including (but by far not restricted to) convex quadratic quadratically constrained programs.

Example (Truss topology design.) A nontrivial example of a $\mathcal{C}\mathcal{Q}\mathcal{P}$-f. is given by

$$\text{Compl}(t) = \min \{ \tau \mid 2\tau f^T \text{Diag}[t] A \succeq 0 \}$$

of nonnegative vector variable $t$. This function is associated with an important application of CQP – truss topology design, see [73, Chapter 15] and references therein. In the TTD problem, one is looking for a construction comprised of elastic bars (like railway bridge, electric mast, or Eiffel Tower) most rigid w.r.t. a given set of (non-simultaneous) loading scenarios. The data are given by a finite 2D or 3D mesh of nodes, where the would-be bars can be linked to each other, boundary conditions restricting virtual displacements of the nodes to given linear subspaces in the embedding physical space, $k$ loads – collections of external forces acting at the nodes, and the total weight $w$ of the construction. A design is specified by a collection $t \in \mathbb{R}^n$ of weights of the bars, and its rigidity w.r.t. a load is measured by the compliance – the energy capacitated by the construction in the static...
equilibrium under the load (the less is the compliance, the better). With properly
defined matrix $A$ (readily given by the nodal mesh and the boundary conditions) and
vector $f$ representing the load, the compliance is exactly $\text{Compl}(\cdot)$, so that the TTD
problem, in its simplest form, reads

$$
\min_{t,\tau} \left\{ \tau : \begin{bmatrix} 2\tau & f_i^T \ A^T \ \text{Diag}(\tau)A \\ f_i & A^T \end{bmatrix} \succeq 0, \ i = 1, \ldots, k, \ \tau \geq 0, \ \sum_j t_j \leq w \right\}.
$$

(9)

The applied importance of this problem stems from the fact that it allows to optimize
not only the sizing, but also the topology of truss. To this end one starts with a fine
nodal mesh where all pairs of nodes can be linked by bars; in the optimal solution just
few of the bars get positive weights, and the solution recovers the (nearly) optimal
topology.

As it arises, (9) is an sdp. However, passing to the SDP dual of (9) and more or less
straightforwardly processing it, one concludes that the dual is equivalent to a CQP
program, whence, again applying duality, one gets an equivalent CQP reformulation
of (9) and recovers a CQP-r. of the compliance:

$$
\tau \geq \text{Compl}(t) \iff \text{there exists } (q, r) \text{ such that } A^T q = f, \ r \geq 0,
\sum_i r_i \leq 2\tau, \ (2q_i, r_i - t_i, r_i + t_i)^T \in L^3 \text{ for all } i.
$$

(10)

This example is very instructive. After the CQP-r. (10) of compliance is guessed, its
validity can be easily proved directly. The power of conic programming machinery
is that there is no necessity to guess (and to the best of our knowledge, (10) never was
guessed, in spite of its a posteriori transparent mechanical interpretation) – it can be
computed in a purely mechanical way. Besides this, the CQP equivalent of the dual to
(9) – which again is given by a mechanical computation – is of incomparably smaller
design dimension than the original problem. Indeed, to capture the topology design,
the mesh cardinality $N$ already in the 2D case should be of order of thousands; when
all pair connections are allowed, this results in the design dimension $n$ of (9) of about
$N^2/2$, i.e., in the range of millions, which is too much for actual computations. In
contrast, the design dimension of the CQP reformulation of the dual to (9) is of order
$kN \ll N^2$, and this is how the TTD problem is actually solved. This example,
among many others, shows that conic programming is not just a good framework
for number crunching; it is a good framework for instructive analytical processing of
convex programs.

**Example** (Robust linear programming). In reality, the data $c, A, b$ in an LP program
$$
\min_x \{ c^T x : Ax \geq b \}
$$
usually are uncertain – not known exactly when the program
is solved. It turns out that even pretty small from practical viewpoint perturbations
of the data, like 0.01%, can make the nominal optimal solution (one corresponding
to the nominal data) heavily infeasible and thus practically meaningless. One way to
“immunize” solutions against data uncertainty is to assume that the data $(c, A, b)$ are
“uncertain-but-bounded”, i.e., belong to a given in advance uncertainty set $\mathcal{U}$, and to
require from candidate solutions to be *robust feasible*, i.e., to satisfy the constraints whatever be a realization of the data from \( \mathcal{U} \). Treating in the same worst-case-oriented fashion the objective, one associates with uncertain LP its *Robust Counterpart* (RC) – the problem \( \min_{x,t} \{ t : c^T x \leq t, Ax-b \geq 0 \text{ for all } (c,A,b) \in \mathcal{U} \} \) of minimizing the worst-case value of the objective over robust feasible solutions. While improving significantly “reliability” of resulting decisions in the face of data uncertainty, the RC, as an optimization program, has a drawback: when \( \mathcal{U} \) is infinite (which is typical), the RC is a semi-infinite (that is, with infinitely many linear constraints) program; programs of this type not necessarily are computationally tractable. Fortunately, in this respect uncertain LP (in contrast to uncertain CQP/SDP) is simple – the RC of an uncertain LP problem is computationally tractable, provided that the (convex) uncertainty set is so. For example, if \( \mathcal{K} \) is a family of regular cones closed w.r.t. taking direct product and passing from a cone to its dual, and \( \mathcal{U} \) is given by a strictly feasible \( \mathcal{K} \)-r., the RC can be straightforwardly reformulated as an explicit \( \mathcal{K} \)-program (an immediate corollary of \( \mathcal{K} \)-representability of the polar cone of a \( \mathcal{K} \)-s., see Section 4.1). Now, typical uncertainty sets in uncertain LP are \( \mathcal{CQP} \)-representable, most notably – intersections of boxes (coming from upper and lower bounds on uncertain coefficients) and ellipsoids (which allow to model reasonably well random uncertainty). As a result, RC’s of uncertain LP programs are CQP’s.

For other applications of CQP, see \[39\], \[2\], \[14\].

The above suggests that “expressive abilities” of CQP are much stronger, and applications are much wider than those of LP. Surprisingly, the “gap” here is smaller than one could think – conic quadratic programs with bounds on variables are polynomially reducible to linear programs. The reduction is given by fast polyhedral approximation of Lorentz cones \[9\]. Specifically, given \( m \)-dimensional Lorentz cone \( L^m_{m+1} = \{ (x, t) \in \mathbb{R}^m \times \mathbb{R} : t \geq \| x \|_2 \} \) and \( \varepsilon \in (0, 1/2) \), one can point out an explicit system of \( O(m \ln(1/\varepsilon)) \) linear inequalities \( Px + tp + Qu \geq 0 \) in original variables \( x, t \) and \( O(m \ln(1/\varepsilon)) \) additional variables \( u \) such that the projection \( P^m \) of the cone \( \{ (x, t, u) : Px + tp + Qu \geq 0 \} \) onto the space of \( x, t \)-variables satisfies \( L^m \subset P^m \subset \{ (x, t) : \| x \|_2 \leq (1 + \varepsilon)t \} \). Exaggerating, we could say that CQP does not exist as an independent entity. It is interesting whether the same is true for SDP; to the best of our knowledge, this question is completely open.

### 4.3. Expressive abilities and applications of SDP

#### 4.3.1. Basic \( \mathcal{DQP} \)-representable sets and functions

As it was already mentioned, the Lorentz cone is a cross-section of the semidefinite one, so that all \( \mathcal{CQP} \)-representable functions and sets are \( \mathcal{DQP} \)-representable as well. In fact the expressive abilities of SDP are much wider than those (already pretty rich) of CQP. The essentially new functions/sets we can handle are as follows \[8\], Section 4.2):

- **Functions of eigenvalues of symmetric matrices.** For \( X \in \mathcal{S}^n \), let \( \lambda(X) = (\lambda_1(X), \ldots, \lambda_n(X))^T \) be the vector of eigenvalues of \( X \) taken with their multiplicities in the non-ascending order. We start with observation (see, e.g., \[46\]) that the *sum of*
As a result, whenever \( f(\cdot): \mathbb{R}^n \rightarrow \mathbb{R} \cup \{+\infty\} \) is a symmetric w.r.t. permutations of arguments \( \mathcal{D}\mathcal{P}-f.\), the function \( f(\lambda(X)): S^n \rightarrow \mathbb{R} \cup \{+\infty\} \) is an \( \mathcal{D}\mathcal{P}-f.\) with \( \mathcal{D}\mathcal{P}-r.\) readily given by an \( \mathcal{D}\mathcal{P}-r.\) of \( f.\) In particular, the following functions on \( S^n \) admit explicit \( \mathcal{D}\mathcal{P}-r.\)’s: (a) \( \sum_{i=1}^k \lambda_i(X) \); (b) \( \|X\| = \max_i |\lambda_i(X)| \); (c) \( -\text{det}^n(X) \), \( X \succeq 0, q \leq \frac{1}{n} \) is rational; (d) \( \text{det}^{-q}(X), X > 0, q > 0 \) is rational; (e) \( \|X\| = (\sum_{i=1}^m |\lambda_i(X)|^p)^{1/p}, p \geq 1 \) is rational; (f) \( (\sum_{i=1}^m \max^p[\lambda_i(X), 0])^{1/p}, p \geq 1 \) is rational.

- **Functions of singular values.** Singular values \( \sigma_1(X) \geq \sigma_2(X) \geq \cdots \geq \sigma_m(X) \) of a rectangular \( m \times n, m \leq n, \) matrix \( X \) are closely related to the eigenvalues of the linearly depending on \( X (n + m) \times (n + m) \) symmetric matrix \( \hat{X} = \begin{bmatrix} I_{n} & X \\ X^T & I_{m} \end{bmatrix} \): eigenvalues of \( \hat{X} \) are \( \pm \sigma_i(X), i = 1, \ldots, m, \) and \( n - m \) zeros. Therefore \( \mathcal{D}\mathcal{P}-r.\)’s of functions of eigenvalues of symmetric matrices admit “singular value counterparts”. E.g., if \( f: \mathbb{R}_+^m \rightarrow \mathbb{R} \cup \{+\infty\} \) is a nondecreasing symmetric w.r.t. permutations of arguments \( \mathcal{D}\mathcal{P}-f.\), then the function \( f(\sigma(X)): \mathbb{R}^{m \times n} \rightarrow \mathbb{R} \cup \{+\infty\} \) is an \( \mathcal{D}\mathcal{P}-f.\) with \( \mathcal{D}\mathcal{P}-r.\) readily given by one of \( f.\) In particular, the following functions on \( \mathbb{R}^{m \times n} \) admit explicit \( \mathcal{D}\mathcal{P}-r.\)’s: (a) \( \sum_{i=1}^k \sigma_i(X) \); (b) \( \|X\| = \max_i \sigma_i(X) \); (c) \( \|X\|_p = (\sum_{i=1}^m \sigma_i^p(X))^{1/p}, p \geq 1 \) is rational.

- **Sets of the form \( \{X \in S^n : \lambda(X) \in A\}, \) where \( A \) is a symmetric w.r.t. permutations of coordinates \( \mathcal{D}\mathcal{P}-s. \) in \( \mathbb{R}^n, \) and their “singular value” analogies \( \{X \in \mathbb{R}^{m \times n} : \sigma(X) \in A\} \) with symmetric and monotone \( (0 \leq x' \leq x \in A \Rightarrow x' \in A) \) \( \mathcal{D}\mathcal{P}-s. \) \( A.\)

- **The set \( \{(A, a, \alpha) \in S^n \times \mathbb{R}^n \times \mathbb{R} : x^T Ax + 2a^T x + \alpha \geq 0 \text{ for all } (x : x^T B x + 2b^T x + \beta \geq 0)\} \) of quadratic forms nonnegative on the level set of a given quadratic form which is positive somewhere: there is \( x \) with \( x^T B x + 2b^T x + \beta > 0.\) By the famous \( \mathcal{D}\)-Lemma, an \( \mathcal{D}\mathcal{P}-r.\) of the set in question is

\[
\left\{ (A, a, \alpha) : \begin{bmatrix} a^T & a \\ a & A \end{bmatrix} \succeq \lambda \begin{bmatrix} b^T \\ b, B \end{bmatrix} \text{ for some } \lambda \geq 0 \right\}.
\]

- **Sets \( \mathcal{P}_n(\mathbb{R}) \) of (vectors of coefficients of) real algebraic polynomials of degree \( \leq n \) which are nonnegative on the entire axis, same as sets of algebraic polynomials of degree \( \leq n \) nonnegative on a given segment or ray, and sets of trigonometric polynomials of degree \( \leq n \) nonnegative on a given segment. The same is true for the cones of psd on a given segment matrix-valued univariate algebraic/trigonometric polynomials of degree \( \leq n.\)

\( \mathcal{D}\mathcal{P}-r. \) of \( \mathcal{P}_n(\mathbb{R}) \) is readily given by the following observation [53]: if \( \phi_i(z), 1 \leq i \leq m \) are functions on a given set \( Z, L \) is the linear space in \( \mathbb{R}^Z \) spanned by the functions \( \phi_i(\cdot) \phi_j(\cdot) \) and \( K \subset L \) is the cone of sums-of-squares (i.e., functions which are sums of squares of linear combinations of \( \phi_i \), then \( K \) is an \( \mathcal{D}\mathcal{P}-s. \), specifically, the image of \( S^n \) under the linear mapping \( [X_{ij}]_{i,j=1}^n \mapsto \sum_{i,j} X_{ij} \phi_i(z) \phi_j(z) : S^n \rightarrow L.\)
This simple observation underlies recent techniques for testing nonnegativity of a multivariate polynomial on a given domain, see [22], [57], [38] and references therein.

- Some sets given by nonlinear matrix inequalities can be represented by LMI’s as well. E.g., $\text{cl}\{X, Y, Z : Y \succ 0, X^T Y^{-1} X \preceq Z\} = \{X, Y, Z : \begin{bmatrix} Z & X^T \\ X & Y \end{bmatrix} \succeq 0\}$, and $\text{cl}\{(X, Y) : X \succ 0, Y \preceq (C^T X^{-1} C)^{-1}\} = \{(X, Y) : Y \preceq Z, Z \succeq 0, X \succeq CZC^T \text{ for some } Z\}$, provided $C$ is of full column rank.

A seemingly interesting question is to characterize $\mathcal{D}\mathcal{P}$-representable sets. Clearly, such a set is convex and semi-algebraic. Is the inverse also true? This question can be relaxed, e.g., to whether an epigraph of convex multivariate polynomial is an $\mathcal{D}\mathcal{P}$-s. (this indeed is true in the univariate case), or: whether the hyperbolicity cone of a hyperbolic polynomial is an $\mathcal{D}\mathcal{P}$-s. (due to recently proved Lax conjecture [41], this indeed is true for polynomials of 3 variables), etc. This question seems to be completely open.

4.3.2. Applications of SDP. Due to its tremendous expressive abilities and powerful computational tools, SDP has an extremely wide spectrum of applications, including those in combinatorics (SDP relaxations of difficult problems), engineering (robust control, design of mechanical structures, electrical circuits and arrays of antennae, communications), signal processing, design of statistical experiments, etc. Over the last decade, the spectrum of applications of SDP has been constantly growing, and we believe this tendency is to continue in the foreseen future. We are about to overview an instructive sample of SDP applications; for more examples, see [13], [69], [16], [14], [73, Part III].

SDP relaxations of difficult combinatorial problems. The simplest way to derive SDP relaxations of combinatorial problems goes back to N. Shor [66], [67] and is as follows: consider a quadratic quadratically constrained program

$$\text{Opt} = \min_x \{f_0(x) : f_i(x) \leq 0, i = 1, \ldots, m\}, \quad f_i(x) = x^T A_i x + 2b_i^T x + c_i, i \geq 0; \quad (11)$$

note that quadratic constraints can easily express combinatorial restrictions (like $x_i^2 = x_i = 0 \iff x_i \in \{0, 1\}$), and let us try to bound the optimal value from below (this is important, e.g., for various branch-and-bound algorithms). To this end, setting $x_+ = (1, x^T)^T$, observe that the objective and the constraints in (11) are linear in the matrix $X(x) = x_+ x_+^T$: $f_i(x) = \text{Tr}(Q_i X(x))$, $i = 0, \ldots, m$, where $Q_i = \begin{bmatrix} c_i \\ b_i^T \\ A_i \end{bmatrix}$. When $x$ runs through $\mathbb{R}^n$, $X(x)$ runs through the set cut off the convex set $\{X \succeq 0, X_{11} = 1\}$ by the requirement $\text{Rank}(X) = 1$. Removing this requirement (and thus extending problem’s feasible set), we arrive at the sdp

$$\text{Opt(SDP)} = \min_X \{\text{Tr}(Q_0 X) : \text{Tr}(Q_i X) \leq 0, i = 1, \ldots, m, X \succeq 0, X_{11} = 1\}; \quad (12)$$

due to the origin of this program, we have $\text{Opt(SDP)} \leq \text{Opt}$. 
Another way to arrive at (12) is to use Lagrange relaxation: whenever \( \lambda \geq 0 \), the quantity \( L^*(\lambda) \equiv \inf_x \{ f_0(x) + \sum_{i=1}^m \lambda_i f_i(x) \} \) is a lower bound on Opt. Maximizing this bound over \( \lambda \geq 0 \), we again get a lower bound on Opt; at the same time, the fact that all \( f_i \) are quadratic makes the program \( \max_{\lambda \geq 0} L^*(\lambda) \) an explicit sdp, which is nothing but the semidefinite dual of (12).

Seemingly the first application of SDP in building computable bounds on difficult combinatorial entities is the famous Lovasz capacity number \( \theta(G) \) of a graph \( G \) – a computable upper bound on the stability number of \( G \) introduced in [40]. The bound is

\[
\theta(G) = \min_{\lambda, X} \{ \lambda : \lambda I \succ X, X_{ij} = 1 \text{ when } (i, j) \text{ is not an arc} \} = \max_Y \{ \sum_{i,j} Y_{ij} : Y \succeq 0, \text{Tr}(Y) = 1, Y_{ij} = 0 \text{ whenever } (i, j) \text{ is an arc} \}.
\] (13)

\( \theta(G) \) is in-between the stability number \( \alpha(G) \) of \( G \) and the chromatic number \( \xi(\bar{G}) \) of the complementary graph: \( \alpha(G) \leq \theta(G) \leq \xi(\bar{G}) \) (“Lovasz sandwich theorem”); it coincides with \( \alpha(G) \) for perfect graphs, and possesses a number of other interesting and important properties. In hindsight, \( \theta(G) \) can be obtained by Lagrange relaxation from the representation \( \alpha(G) = \max_x \{ \sum_i x_i^2 - x_i = 0, x_ix_j = 0 \text{ whenever } (i, j) \text{ is an arc} \} \). Lovasz capacity is one of the earliest precursors to SDP, and the second equality in (13) found in [40] seems to be the first example of SDP duality.

Yet another way to think about the relaxation (this way in hindsight can be traced back to Grothendieck [25], 1953) is to imagine that we are looking for a random vector \( \xi \) which at average satisfies the constraints of the original problem and minimizes under this restriction the expected value of the objective; \( X \) in (12) can be thought of as the covariance matrix \( E\{(1, \xi^T)^T(1, \xi^T)\} \). The advantage of the latter interpretation is that it suggests a way to produce suboptimal solutions to (11) from the optimal solution \( X_s \) to (12). Specifically, given \( X_s \), we can point out (in fact, in many ways) a random vector \( \xi \) such that \( \text{Cov}(\xi) = X_s \), thus getting a random solution to (11) which at average is feasible with expected value of the objective \( \text{Opt(SDP)} \), i.e., better than the true optimal value \( \text{Opt} \). In favourable circumstances it is possible to convert, at a controllable cost in terms of the objective, the “feasible at average” random solution into an actually feasible solution; whenever it is the case, SDP relaxation yields a suboptimal solution to the problem of interest with known level of non-optimality. Examples include:

- The famous MAXCUT-related result of Goemans and Williamson [23] stating that SDP relaxation bound in the MAXCUT problem is tight up to factor 1.1382 . . .

In the MAXCUT problem, one is given a graph with arcs assigned nonnegative weights and is looking for a cut (coloring of nodes into two colors) of maximal weight (the total weight of arcs linking nodes of different colors). MAXCUT can be posed in the form of (11), specifically, as

\[
\text{Opt} = \max_x \{ x^T L x : x_i^2 \leq 1, i = 1, \ldots, n \}
\] (14)
where \( L \in S^n \) is the Laplace matrix of the graph (and thus satisfying \( L \succeq 0, L_{ij} \leq 0 \) when \( i \neq j \) and \( \sum_j L_{ij} = 0 \)) and \( n \) is the number of nodes in the graph. MAX-CUT is an NP-complete combinatorial problem; it is known [30] that it is NP-hard to approximate \( \text{Opt} \) within 4%-accuracy, even when randomized algorithms are allowed. In spite of this “severe computational intractability” of MAX-CUT, Goemans and Williamson show that the SDP relaxation of (14) yields a surprisingly tight bound \( \text{Opt} \). The proof goes as follows: the optimal solution \( X^* \) to the SDP relaxation, which is the problem \( \max X \{ \text{Tr}(LX) : X \succeq 0, X_{ii} = 1 \text{ for all } i \} \), is treated as the covariance matrix of a Gaussian random vector \( \xi \) with zero mean; this “feasible at average” random solution \( \xi \) is corrected to \( (\text{sign}(\xi_1), \ldots, \text{sign}(\xi_n)) \), thus yielding a feasible solution with the expected value of the objective at least \( \text{Opt}/1.1382 \). For extensions and modifications of this result, see [73, Chapter 12] and references therein.

- Nesterov’s \( \pi/2 \) theorem [52] stating that for an arbitrary matrix \( L \succeq 0 \) in (14), the SDP relaxation yields a \( \pi/2 \)-tight upper bound on \( \text{Opt} \), and that this remains true when the constraints \( x_i^2 \leq 1 \) in (14) are replaced with an arbitrary system of linear equality and inequality constraints on \( x_i^2 \) (for extensions and applications, see [75, [73, Chapter 13]).

One of far-reaching consequences of this fact is a tight efficiently computable upper bound on the \((p, r)\)-norm \( \|A\|_{p,r} = \max_x \{\|Ax\|_r : \|x\|_p \leq 1\} \). Computing \((p, r)\)-norm is known to be easy only in the cases \( p = 1, r = \infty \) and \( p = r = 2 \), and is known to be NP-hard when \( p > r \). Nesterov [73, Theorem 13.2.4] shows that when \( \infty \geq p \geq 2 \geq r \geq 1 \), the efficiently computable quantity

\[
\Psi(A) = \frac{1}{2} \min_{\mu \in \mathbb{R}^n, v \in \mathbb{R}^m} \left\{ \|\mu\|_p + \|v\|_r : \begin{bmatrix} \text{Diag}(\mu) & A^T \\ A & \text{Diag}(v) \end{bmatrix} \succeq 0 \right\}
\]

is an upper bound, tight within the factor \( \frac{1}{2\pi^{2/3} - \frac{\pi}{3}} = 2.2936 \ldots \), on \( \|A\|_{p,r} \). When \( r = 2 \) or \( p = 2 \), the tightness factor can be improved to \( \sqrt{\pi/2} = 1.2533 \ldots \). Finally, we clearly have \( \|A\|_{\infty,1} = \frac{1}{2} \max_{\|z\|_{\infty,1} \leq 1} \|z^T A^T A^{-1} z\|_2 \); the fact that the SDP relaxation of the latter problem yields a tight, within an absolute constant factor, upper bound on \( \|A\|_{\infty,1} \) is nothing but a rephrasing of the Grothendieck inequality discovered as early as in 1953 [25]3. In the case in question, the tightness factor of the SDP relaxation bound can be improved to \( \frac{\pi}{2 \ln(1 + \sqrt{2})} \approx 1.7822 \ldots \) [37], which is better than Nesterov’s “universal” constant 2.2936 \ldots. For further results on efficient bounding of \( \|A\|_{\infty,1} \), see [3].

- “Approximate \( \delta \)-Lemma” [11] stating that the SDP relaxation of the problem \( \text{Opt} = \max_x \{x^T L x : x^T Q_i x \leq 1, i = 1, \ldots, m\} \) with \( Q_i \succeq 0 \) and possibly indefinite \( L \) results in an efficiently computable upper bound \( \text{Opt}(\text{SDP}) \) on \( \text{Opt} \) which is tight within the factor \( O(1) \ln(m + 1) \) (and indeed can differ from \( \text{Opt} \) by factor 31 of this paper implies, in particular, that the absolute constant \( \pi/2 \) in Nesterov’s \( \pi/2 \) theorem cannot be improved.
\(O(\ln(m + 1))\) even when \(L \geq 0\);

- “Matrix Cube Theorem” [10] to be discussed later.

**Applications in structural design.** We have already considered one of these applications – truss topology design, which can be reduced to CQP. SDP offers a natural way to treat structural design problems in more complicated settings, most notably in the free material optimization one, see [7], [73, Chapter 15] and references therein. In free material optimization, one seeks for a construction comprised of material distributed over a given 2D/3D domain with varying from point to point mechanical properties and capable to withstand best of all a number of external loads. After finite element discretization, the problem reads

\[
\min_{t_i} \left\{ \max_{1 \leq \ell \leq k} \text{Compl}_\ell(t) = \max_{P_\ell v \leq p_\ell} \left[ f_\ell^T v - v^T A(t) v / 2 \right] : t_i \succeq 0, \sum_i \operatorname{Tr}(t_i) \leq w \right\},
\]

where \(A(t) = \sum_i s_i b_i t_i b_i^T\) is the stiffness matrix, \(t_i \in S^d\) are rigidity tensors of the material in the finite element cells (\(d = 3\) for 2D and \(d = 6\) for 3D constructions), \(P_\ell v \leq p_\ell\) are constraints on virtual displacements of the nodes of finite element cells given by rigid obstacles in \(\ell\)-th loading scenario, \(f_\ell\) represents the \(\ell\)-th load, and \(\text{Compl}_\ell(t)\) is the corresponding compliance – potential energy capacitated in the construction in the static equilibrium under \(\ell\)-th load. Same as in the TTD case, the main advantage of the FMO model is that it allows to find the topology of the optimal construction; this topology serves as a starting point in actual engineering design restricted to traditional materials and taking into account a lot of complicating details ignored in the FMO model.

Same as in truss design, compliance in (15) admits an SDP-r., and (15) can be reformulated as the SDP program

\[
\min_{\tau, \mu} \left\{ \tau : \begin{bmatrix} 2\tau - 2P_\ell^T \mu_\ell & \mu_\ell \mu_\ell^T - f_\ell^T \\ P_\ell^T \mu_\ell & A(t) \end{bmatrix} \succeq 0 \text{ for all } \ell \leq k \right\} \{ t_i \succeq 0 \text{ for all } i, \sum_i \operatorname{Tr}(t_i) \leq w, \mu_\ell \geq 0 \text{ for all } \ell \leq k \}. \tag{16}
\]

Same as in the TTD case, semidefinite duality admits for instructive and better suited for numerical processing equivalent reformulations of (16), in particular, those where the Newton systems to be solved in IP methods are sparse (a rare case in SDP!). As a result, when the number of loading scenarios is small (like 2 or 3), IP methods allow to solve real world FMO problems with design dimension as large as many tens of thousands [36].

Another application of SDP in structural design relates to ensuring dynamical stability of a construction, i.e., imposing a lower bound on its eigenfrequencies. This can be modelled by the constraint \(A(t) \succeq \omega^2 M(t)\), where \(t\) is the vector of design parameters, \(A(t)\), \(M(t)\) are the stiffness and the mass matrices and \(\omega\) is the desired lower bound. Whenever \(A(t), M(t)\) are affine in \(t\) (as it is the case for trusses and in FMO), the constraint in question is an LMI.
**Control applications.** For the time being, the most “mature” applications of SDP are those in control, where for the last decade or so LMI’s became a kind of standard language to pose and to process various control-related problems (see, e.g., [13], [16], [73, Chapter 14] and references therein). To give a flavour of related constructions and results, consider the basic problem of Lyapunov stability analysis/synthesis. The analysis problem is: given an uncertain n-dimensional linear dynamical system

\[ \dot{x}(t) = A(t)x(t), \quad t \geq 0, \]  

where the only restriction on \( A(t) \) is to belong, at any time \( t \), to a given “uncertainty set” \( \mathcal{U} \), certify system’s robust stability – the fact that all trajectories of (all realizations of) the system tend to 0 as \( t \to \infty \). In the “certain” case of \( A(t) \equiv A \), a necessary and sufficient stability condition is the existence of Lyapunov Stability Certificate (LSC) – a matrix \( X \succeq I \) and \( \alpha > 0 \) such that \( A^T X + X A \preceq -\alpha X \). For an uncertain system, the standard sufficient stability condition is the existence of a common LSC \( (X, \alpha) \) for all realizations \( A \in \mathcal{U} \) of system’s matrix; such an LSC implies that \( x^T(t)Xx(t) \leq \exp\{-\alpha t\}x^T(0)Xx(0) \) for all trajectories, and thus – “stability with the decay rate \( \alpha \)”. Thus, LSC’s of uncertain system are described by the infinite system of matrix inequalities

\[ A^T X + X A + \alpha X \preceq 0 \quad \text{for all } A \in \mathcal{U} \]  

in variables \( X \succeq I, \alpha > 0 \). To simplify our presentation, we treat below the decay rate \( \alpha \) as a given positive constant rather than a variable, which makes (18) an infinite system of LMI’s in \( X \). In some cases, this infinite system can be replaced with a finite one, thus allowing for efficient computation of an LSC or detecting that no one exists. The simplest cases of this type are polytopic uncertainty \( \mathcal{U} = \text{Conv}\{A_1, \ldots, A_N\} \) (the equivalent finite system of LMI’s is merely \( A_i^T X + X A_i \preceq 0, i = 1, \ldots, N \) and norm-bounded uncertainty \( \mathcal{U} = \{A = \bar{A} + B \Delta C : \|\Delta\| \leq \rho\} \) (here the LSC’s are exactly the \( X \)-components of the solutions \( (X, \lambda) \) of the LMI

\[ \begin{bmatrix} \bar{A}^T X + X \bar{A} + \alpha X + \lambda C^T C \\ \rho B^T X \end{bmatrix} \preceq 0, \]  

see [13]). There are also cases where (18), while being NP-hard, admits provably tight tractable approximation, most notably, the case of “interval uncertainty of level \( \rho > 0 \)”:  

\[ \mathcal{U} = \mathcal{U}_\rho = \{A : |A_{ij} - \bar{A}_{ij}| \leq \rho \delta_{ij} \text{ for all } i, j\}. \]  

In the case of (19), \( X \) solves (18) if and only if the image of the cube \( \{\zeta \in \mathbb{R}^{n \times n} : \|\zeta\|_\infty \leq \rho\} \) under the affine mapping

\[ \zeta \mapsto B[X] + \sum_{i,j} \zeta_{ij} B^{ij}[X], \]  

\[ B[X] = -\bar{A}^T X - X \bar{A} - \alpha X, \quad B^{ij}[X] = -\delta_{ij}[e_i e_j^T X + X e_i e_j^T], \]
$e_i$ being the basic orths, belongs to the semidefinite cone. Now, the question whether a “matrix cube” $\mathcal{B}_\rho = \{ B + \sum_{\nu=1}^{N} z_\nu B_\nu : \|z\|_\infty \leq \rho \}$ belongs to the semidefinite cone is NP-hard, unless all matrices $B_\nu$ are of rank 1 (already with Rank $B_\nu = 2$, this question is at least as difficult as the MAXCUT problem [10]). There is, however, an evident verifiable sufficient condition for the inclusion $\mathcal{B}_\rho \subset S^n_+$, namely, the existence of matrices $\{X_\nu\}_{\nu=1}^{N}$ such that $X_\nu \succeq \pm B_\nu$ and $B_0 - \rho \sum_{\nu} X_\nu \succeq 0$. It turns out (“Matrix Cube Theorem” [10]) that this condition is tight, provided that all “edge matrices” $B_\nu$ are of low rank; specifically, if the condition is not satisfied for certain $\rho$, then $\mathcal{B}_{\vartheta \rho} \not\subset S^n_+$, with $\vartheta = \vartheta(\mu) \leq \sqrt{\pi \mu}/2$ depending solely on $\mu = \max_\nu \text{Rank} B_\nu$; note that $\vartheta(1) = 1$ and $\vartheta(2) = \pi/2$. Thus, our verifiable sufficient condition for the inclusion $\mathcal{B}_\rho \subset S^n_+$ allows to identify, within factor $\vartheta(\mu)$, the largest $\rho$ for which the inclusion takes place. Now note that when building an LSC for interval uncertainty (19), we seek for $X$ such that a specific matrix cube with edge matrices $B^{ij}[X]$ of rank 2, depending on $X$ as a parameter, belongs to $S^n_+$. Replacing the latter constraint with the above verifiable sufficient condition with its validity, we end up with a system of LMI’s

$$X^{ij} \succeq \pm B^{ij}[X], \quad i, j = 1, \ldots, n, \quad B[X] - \rho \sum_{ij} X^{ij} \succeq 0$$

(20)

in variables $(X, X^{ij})$ such that the $X$-part of a feasible solution to this system is feasible for the infinite system of LMI’s (18)–(19). The resulting “safe approximation” of (by itself intractable) system (18)–(19) is “tight within the factor $\pi/2$” – whenever (20) is infeasible, so is the system of interest with increased by factor $\pi/2$ uncertainty level. In particular, we can find efficiently a tight, within the factor $\pi/2$, lower bound on the largest possible uncertainty level for which the stability still can be certified by an LSC.

From practical viewpoint, a shortcoming of (20) is large, although polynomial in $n$, design dimension of this system of LMI’s; an $n \times n$ matrix variable per each uncertain entry in the matrix of the original dynamical system is too much...Well, applying semidefinite duality, one can convert (20) into an equivalent system of LMI’s in $X$ and just $\approx \frac{3}{2}n^2$ additional scalar variables. Here again we see how useful could be the conic programming machinery in analytical processing of optimization problems.

For the time being, we were focusing on the stability analysis. In the Lyapunov stability synthesis problem, one is given a controlled dynamical system

$$\dot{x}(t) = A(t)x(t) + B(t)u(t), \quad y(t) = C(t)x(t)$$

(21)

where $(A(t), B(t), C(t))$ is known to belong to a given uncertainty set $\mathcal{U}$, and is looking for output-based linear feedback control $u(t) = Ky(t)$ which allows to equip the closed loop system with an LSC (and thus makes it stable). Thus, we look for both a stabilizing feedback and a LSC for the closed loop system. The synthesis problem admits a nice LMI-based solution at least when the state-based feedback is allowed, i.e., when $C(t) \equiv I$, which we assume from now on. The Lyapunov matrix inequality
(18) for the closed loop system reads

\[ [A + BK]^T X + X[A + BK] + \alpha X \preceq 0 \quad \text{for all } [A, B] \in \mathcal{U}; \]  

(22)

this is not a LMI in our new design variables anymore. However, passing from \( X, K \) to the variables \( Y = X^{-1}, Z = KY \) and multiplying both sides in (22) by \( Y \) from the left and from the right, we rewrite (22) as the infinite system of LMI’s

\[ AY + YA^T + BZ + Z^TB^T + \alpha Y \preceq 0 \quad \text{for all } [A, B] \in \mathcal{U}. \]

Same as above, this infinite system of LMI’s can be processed efficiently in the case of polytopic or norm-bounded uncertainty, admits tractable tight approximation in the case of interval uncertainty, etc.

Not only stability, but many other “desired properties” of a linear time-invariant dynamical system (passivity, contractiveness, positive realness, nonexpansiveness, etc.) are certified, in a necessary and sufficient fashion, by solutions to appropriate LMI’s. Usually, existence of a common certificate of this type for all realizations of system’s data from a given uncertainty set becomes sufficient condition for the associated uncertain system to possess the robust version of the property in question; this explains the unique role played by SDP in robust control.

**Extremal ellipsoids.** In many situations (see, e.g., [15] and references therein), it is natural to approximate convex sets by ellipsoids – the latter are especially easy-to-specify and easy-to-operate convex sets. There are several ways to build ellipsoidal approximations of a convex solid \( A \subset \mathbb{R}^n \). When \( A \) is given by a membership oracle, one can find a \( O(n^{3/2}) \)-rounding of \( A \), i.e., a pair of concentric similar ellipsoids \( E_* \subset A \subset E^* \) with the ratio of linear sizes \( O(n^{3/2}) \), by a kind of ellipsoid method [26]. When \( A \) admits an explicit \( \vartheta \)-self-concordant barrier \( F \), one can build a \( (\vartheta + 2\sqrt{\vartheta}) \)-rounding of \( A \) by approximating the minimizer of \( F \) over \( A \) ([13], cf. the end of Section 3.1). SDP enters the game when we are interested to find the “largest” ellipsoid contained in \( A \) or the “smallest” ellipsoid containing \( A \). Indeed, representing ellipsoids in \( \mathbb{R}^n \) in the form of

\[ E = E(y, Y) = \{ x = y + u^T u : u^T u \leq 1 \} \]

with \( Y \in S^n_{++} \), natural “sizes” of \( E \), like \( (\text{mes}_n(E))^{1/n} = c_n(\text{det}(Y))^{1/n} \), or the smallest half-axis \( \lambda_{\min}(Y) \), or the sum of \( k \) smallest half-axes (i.e., the \( k \) smallest eigenvalues of \( Y \)), become SDP-representable concave functions of the parameters \( y, Y \) of the ellipsoid, so that maximizing such a size over all ellipsoids contained in \( A \) becomes a sdp, provided that the set of parameters \( y, Y \) of ellipsoids contained in \( A \) is an SDP-s. Similarly, representing ellipsoids in \( \mathbb{R}^n \) in the form of

\[ W = W(z, Z) = \{ x : (x - Z^{-1}z)^T Z^2 (x - Z^{-1}z) \leq 1 \} \]

with \( Z > 0 \), the sizes of \( W \) like \( (\text{mes}_n(W))^{1/n} = d_n(\text{det}(Z))^{-1/n} \), or the largest half-axis of \( W \) (i.e., \( 1/\lambda_{\min}(Z) \)), or the sum of \( k \) largest half-axes of \( W \), become SDP-representable functions of \( z, Z \), so that minimizing such a size over all ellipsoids containing \( A \) again is an sdp, provided that the set of parameters \( z, Z \) of ellipsoids \( W(z, Z) \) containing \( A \) is an SDP-s. Thus, when seeking for an extremal ellipsoid inscribed into/circumscribed around a solid \( A \subset \mathbb{R}^n \)
reduces to finding an $\mathcal{SDP}$-r. for the parameters $y$, $Y$, respectively, $z$, $Z$ of the ellipsoids contained into/containing $A$. The key positive result here is as follows [13, Section 3.7]: one has $E(y, Y) \subset W(z, Z)$ if and only if there exists $\lambda$ such that
\[
\begin{bmatrix}
I & ZY & Zy - z \\
YZ & \lambda I & 1 - \lambda \\
y^T Z^T & z^T & 1 - \lambda
\end{bmatrix} \succeq 0,
\]
which is an LMI in $(y, Y, \lambda)$ when $z, Z$ are fixed, and is an LMI in $(z, Z, \lambda)$ when $y, Y$ are fixed. As a result, the problems of finding (a) the smallest outer ellipsoidal approximation of the union of finitely many ellipsoids, and (b) the largest inner ellipsoidal approximation of the intersection of finitely many ellipsoids can be posed as explicit SDP’s. The same is true for the problems of finding the largest inner ellipsoidal approximation of a polytope given by a list of linear inequalities, and finding the smallest outer ellipsoidal approximation of the convex hull of finitely many points. In contrast to this, it is NP-hard to verify that a given ellipsoid is contained in the convex hull of a given finite set of points or contains a polytope given by a list of linear inequalities; thus, the problems of inner ellipsoidal approximation of a convex hull of finite set and outer ellipsoidal approximation of the set of solutions of a finite system of linear inequalities both seem to be computationally intractable.

**Concluding remarks.** We hope that the outlined constructions and results demonstrate that convex programming is not merely something about number crunching; its development, stimulated both by intrinsic reasons and by needs of applications, requires resolving challenging mathematical problems with a specific “operational” flavour (at the end of the day, we want to understand how to build something rather than how something is built) which is a nice complement to typical descriptive flavour of problems arising in purely theoretical areas of mathematics. The most famous, posed in 1960s and still open, challenge here is to understand whether LP admits a strongly polynomial algorithm (essentially, a real arithmetic algorithm solving LP’s *exactly* in time polynomial in the dimension of the data). Simplex-type LP algorithms are finite, but no one of them is known to be polynomial (and most are known *not* to be so); all known exact polynomial algorithms for LP work with rational data only, with running time polynomial in the *bit length* of the data, not in the number of data entries. All known in this direction is the existence of a strongly polynomial algorithm for LP with integer and *varying in a once for ever fixed finite range* data in the constraint matrix and real data in the objective and the right hand side (Tardos [68], see also [70]).

The major, in our appreciation, recent challenge comes from the desire to process extremely large-scale (tens and hundreds of thousands of variables) conic quadratic and semidefinite programs arising in some of applications (relaxations of combinatorial problems, structural design, etc.). Problems of huge sizes are beyond the “practical scope” of interior point methods with their Newton-type, and therefore too time consuming in the large scale case, iterations and require essentially different
optimization techniques (cf. [56], [44]). Note that in the extremely large scale case utilizing problem’s structure becomes really crucial, which increases the importance of “structure-revealing” conic programming formulations of convex programs.
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Introduction

A measure preserving action \( \Gamma \curvearrowright X \) of a countable group \( \Gamma \) on a probability space \( (X, \mu) \) gives rise in a natural way to a von Neumann algebra \( L^\infty(X) \rtimes \Gamma \), through the group measure space (or crossed product) construction of Murray and von Neumann ([MvN36]). If \( \Gamma \) is infinite and the action is free and ergodic then \( L^\infty(X) \rtimes \Gamma \) is a II_1 factor, a highly non-commutative infinite dimensional algebra with a positive trace. A central problem in the theory of von Neumann algebras is the classification up to isomorphisms of these factors in terms of their group/action data. Related to this, it was already shown in ([Si55]) that the isomorphism class of \( L^\infty(X) \rtimes \Gamma \) only depends on the equivalence relation given by the orbits of \( \Gamma \curvearrowright X \). This led to the study of actions of groups up to orbit equivalence ([D59]), an area in ergodic theory which since then developed in parallel but closely related to von Neumann algebras.

The early years concentrated on the amenable case, culminating with Connes’ celebrated theorem that all II_1 factors arising from actions of amenable groups are isomorphic ([C76]). Also, all ergodic actions of amenable groups on the non-atomic probability space were shown orbit equivalent in ([OW80], [CFW81]). But non-amenable groups were used to produce large families of non-isomorphic factors in ([MvN43], [D63], [Sch63], [Mc70], [C75]), indicating the richness of the theory. Rigidity phenomena started to unveil in the work of Connes ([C80]), who discovered that factors arising from groups with property (T) of Kazhdan have countable outer
automorphism and fundamental groups ([C80]). On the OE side, Zimmer obtained a cocycle superrigidity result for actions of higher rank semisimple Lie groups, a dynamical generalization of Margulis superrigidity which enabled him to prove that free ergodic actions of lattices such as SL(n, ℤ) are non-OE for different n’s ([Z80]). Surprising non-embeddability results for II₁ factors arising from certain lattices were then shown in ([CJ85], [CoH89]). More applications of all these ideas were derived in ([P86], [GoNe87], [GeGo88], [CoZ89]).

We present in this paper some recent progress made in these areas, triggered by the discovery in ([P01a], [P01b]) that if a group action Γ ↾ X satisfies both a rigidity condition (e.g. a weak form of property T) and a deformability property (e.g. Haagerup property on the group, or Bernoulli-like malleability on the action), then the overall rigidity of $L^∞(X) \rtimes Γ$ is considerably enhanced. Two new techniques, deformation/rigidity and intertwining subalgebras, were developed to exploit this idea ([P01b], [P03], [P04a]). This led to the first strong rigidity results in von Neumann algebra theory, showing that any isomorphism between factors arising from Bernoulli actions of Kazhdan groups comes from conjugacy of actions and isomorphism of groups ([P03], [P04a]). When combined with work of Gaboriau in OE ergodic theory ([G00], [G01]), it also led to the solution in ([P01b], [P03]) of long standing open problems of Murray–von Neumann ([MvN43]) and Kadison ([Ka67]) on the fundamental group of factors.

The von Neumann algebra framework and deformation/rigidity techniques also allowed proving cocycle superrigidity with arbitrary discrete groups as targets for all Bernoulli actions Γ ↾ (X₀, μ₀)Γ, first in the case Γ is Kazhdan ([P05]), then for Γ a product between a non-amenable and an infinite group ([P06]). When applied to cocycles coming from OE, this provided new OE superrigidity results, showing that if in addition Γ has no finite normal subgroups then any OE between a Bernoulli Γ-action and a free action Λ ↾ Y of an arbitrary countable group comes from a conjugacy. This added to the recent rigidity results obtained in OE ergodic theory using measure theoretic framework in ([Fu99a], [Fu99b], [G00], [G02], [MoS02]; see [S05] for a survey).

The presentation is organized as follows: In Sections 1, 2 we recall the basic definitions related to II₁ factor framework and its specific analysis tools (c.p. maps and Hilbert bimodules, Jones basic construction). In Section 3 we discuss the rigidity statements we aim to prove and review past progress. Section 4 explains the use of “separability arguments” in rigidity results while Sections 5, 6 describe the intertwining and resp. deformation/rigidity techniques. In Sections 7–10 we state the results obtained through these techniques in ([P01b], [P03], [P04a], [IPeP05], [P05]).

1. The II₁ factor framework

A von Neumann algebra is an algebra of linear bounded operators on a Hilbert space $ℋ$, containing id$_ℋ$, closed under the adjoint ℡-operation and closed in the
weak operator topology given by the seminorms $|(T\xi, \eta)|, T \in \mathcal{B}(\mathcal{H}), \xi, \eta \in \mathcal{H}$. These conditions ensure that once an operator $T$ lies in the algebra so does its polar decomposition, and if in addition $T = T^*$ then the functional calculus of $T$ with Borel functions belongs to it as well. The algebra $\mathcal{B}(\mathcal{H})$ of all linear bounded operators on $\mathcal{H}$ is an example of a von Neumann algebra. If $\mathcal{X} \subset \mathcal{B}(\mathcal{H})$ is a selfadjoint subset (for instance the range of a unitary representation of a group) then the set $\mathcal{X}'$ of operators $T \in \mathcal{B}(\mathcal{H})$ commuting with all elements in $\mathcal{X}$ is a von Neumann algebra. By a well known theorem of von Neumann, a $*$-algebra $M \subset \mathcal{B}(\mathcal{H})$ is a von Neumann algebra iff it is equal to its bicommutant $M'' = (M')'$. 

1.1. von Neumann algebras from group actions. If $(X, \mu)$ is a standard probability space then the algebra of left multiplication operators by elements in $L^\infty(X)$ on the Hilbert space $L^2(X)$ is a von Neumann algebra. By the spectral theorem, any singly generated abelian von Neumann algebra $A$ is in fact of this form. One identifies (functorially) a measure preserving isomorphism of probability spaces $\Delta: (X, \mu) \simeq (Y, \nu)$ (defined a.e.) with the integral preserving algebra isomorphism $\Delta: (L^\infty X, \int \cdot \, d\mu) \simeq (L^\infty Y, \int \cdot \, d\nu)$, via the relation $\Delta(x)(t) = x(\Delta^{-1}(t))$ for all $x \in L^\infty X$, $t \in X$. In particular, this gives a canonical identification of the groups $\text{Aut}(X, \mu)$, $\text{Aut}(L^\infty(X), \int \cdot \, d\mu)$.

Let now $\Gamma$ be a countable group and $\Gamma \curvearrowright X$ a measure preserving (m.p.) action of $\Gamma$ on the probability space $(X, \mu)$, viewed also as an action of $\Gamma$ on the algebra $L^\infty(X)$ preserving the integral, via the above identification. Consider the Hilbert space $\mathcal{H} = L^2(X) \bigotimes \ell^2\Gamma$ and let $L^\infty(X)$ acting on it by left multiplication on the $L^2(X)$-component. Let also $\Gamma$ act on $\mathcal{H}$ as the multiple of the left regular representation $\lambda$, given by the unitary operators $u_g = \sigma_g \otimes \lambda_g, g \in \Gamma$, where $\sigma$ denotes the representation of $\Gamma$ on $L^2(X)$ extending $\Gamma \curvearrowright L^\infty(X)$. Let $M_0$ be the algebra generated by $L^\infty(X)$ and $\{u_g\}_g$ in $\mathcal{B}(\mathcal{H})$. The group measure space von Neumann algebra associated to $\Gamma \curvearrowright X$ is the weak closure of the algebra $M_0$ and is denoted $L^\infty(X) \rtimes \Gamma$.

It is convenient to view the dense subalgebra $M_0 \subset M = L^\infty X \rtimes \Gamma$ as the algebra of “polynomials” $\sum_g a_g u_g$ with “coefficients” $a_g$ in $L^\infty(X)$, “indeterminates” (called canonical unitaries) $u_g, g \in \Gamma$, and multiplication rule $(a_g u_g)(a_h u_h) = a_g \sigma_g(a_h) u_g u_h$, and to view $\mathcal{H}$ as the Hilbert space $\bigoplus_g L^2(X) u_g$ of square summable formal “Fourier series” $\sum_g \xi_g u_g$ with coefficients $\xi_g \in L^2(X)$. The same product formula gives an action of $M_0$ on $\mathcal{H}$ by left multiplication. In fact, if a series $x = \sum_g a_g u_g \in \mathcal{H}$ is so that its formal product with any element in $\Sigma_h \xi_h u_h \in \mathcal{H}$ remains in $\mathcal{H}$, then the left multiplication operator by $x$ lies in $M = \overline{M_0}$, and any element of $M$ is of this form.

The particular case when $X$ is reduced to a point (i.e. $L^\infty(X) = \mathbb{C}$) of this construction gives the group von Neumann algebra $L\Gamma$ associated with $\Gamma$ ([MvN43]). It is naturally isomorphic to the von Neumann subalgebra of $L^\infty(X) \rtimes \Gamma$ generated by the canonical unitaries $\{u_g\}_g$. 
If we view \( L^\infty(X) \) as a subalgebra of \( M \) via the identification \( a = au_e = a1 \), then the integral \( \int \cdot d\mu \) extends to a functional \( \tau \) on \( M \), by \( \tau(x) = \int xd\mu = \langle x, 1 \rangle_{\mathcal{H}} = \int a_x d\mu \), where \( x = \Sigma g u_g u_g \in M \). The functional \( \tau \) is positive (i.e. \( \tau(x^*x) \geq 0 \) for all \( x \in M \)), faithful (i.e. \( \tau(x^*x) = 0 \) if \( x = 0 \)) and satisfies \( \tau(xy) = \tau(yx) \) for all \( x, y \in M \), i.e. it is a trace on \( M \). Moreover, like the integral on \( L^\infty(X) \), \( \tau \) is countably additive on mutually orthogonal projections, i.e. it is normal on \( M \).

Like \( L^\infty(X) \), which we view both as a subspace of \( L^2(X) \) and as operators of left multiplication on \( L^2(X) \), we view \( x = \Sigma g u_g u_g \in M \) both as an element in \( \mathcal{H} \) and as operator of left multiplication on \( \mathcal{H} \). The trace \( \tau \) then recovers the Hilbert norm on \( M \subset \mathcal{H} \) by \( \|x\|_2 = \tau(x^*x)^{1/2} \) and \( \mathcal{H} \) is the completion of \( M \) in this norm.

1.2. von Neumann algebras from equivalence relations. An action \( \Gamma \acts X \) is free (i.e. \( \mu(\{t \in X \mid gt = t\}) = 0 \) for all \( g \neq e \)) iff \( L^\infty(X) \) is maximal abelian in \( M \). If this is the case, then one can give the following alternative description of the von Neumann algebra \( M = L^\infty(X) \times \Gamma \), which only depends on the equivalence relations \( \mathcal{R}_\Gamma \) defined \( \{\{(t, gt) \mid t \in X, g \in \Gamma\}\} \) (cf. [Si55]): Let \( m \) be the unique measure on \( \mathcal{R} = \mathcal{R}_\Gamma \) satisfying \( m(\{(t, gt) \mid t \in X_0\}) = \mu(X_0) \) for all \( X_0 \subset X \) and \( g \in \Gamma \). If one identifies \( \mathcal{R} \) with \( X \times \Gamma \) via \( (t, gt) \mapsto (t, g) \), then \( m \) corresponds to the product measure on \( X \times \Gamma \), so \( L^2(\mathcal{R}, m) \) identifies naturally with \( L^2(X) \otimes l^2\Gamma = \Sigma g L^2(X)u_g \).

Under this identification, if \( x, y \in L^2(\mathcal{R}, m) \) then their formal product as elements in \( \Sigma g L^2 Xu_g \) corresponds to “matrix multiplication” \( xy(t, t') = \Sigma_{s,t} x(t, s)y(s, t') \) for all \( (t, t') \in \mathcal{R} \). Then \( M \) is equal to the set \( L(\mathcal{R}) \) of operators on \( L^2(\mathcal{R}) \) for which there exists \( x \in L^2(\mathcal{R}) \) with (matrix) product \( xy \) lying in \( L^2(\mathcal{R}) \), for any \( y \in L^2(\mathcal{R}) \). Note that \( L^\infty(X) \) then corresponds to “matrices” \( x \) that are supported on the diagonal \( \{(t, t) \mid t \in X\} \subset \mathcal{R} \).

The above construction of the von Neumann algebra \( L(\mathcal{R}) \) works in fact for any equivalence relation \( \mathcal{R} \) on \( (X, \mu) \) that can be generated by a countable group \( \Gamma \subset \text{Aut}(X, \mu) \) (cf. [FM77]). Under this construction, \( L^\infty(X) \) embeds in \( L(\mathcal{R}) \) as the subalgebra of “diagonal matrices” on \( \mathcal{R} \), and is always maximal abelian in \( L(\mathcal{R}) \). Thus, unless \( \Gamma \) acts freely, the construction of \( L(\mathcal{R}_\Gamma) \) and \( L^\infty(X) \times \Gamma \) are different. For instance if \( X \) is a one point set then \( L^\infty(X) \times \Gamma = L^2 \Gamma \) while \( L(\mathcal{R}_\Gamma) = \mathbb{C} \). The algebra \( L(\mathcal{R}) \) has a canonical trace, given by \( \tau(x) = \langle x, 1 \rangle = \int x_0 d\mu \), where \( x_0 \) is the restriction of \( x \in L^2(\mathcal{R}) \) to the diagonal. Thus, \( \tau \) is positive, normal, faithful and it extends \( \int \cdot d\mu \). If \( \Gamma \acts X \) is not free then one still has a set of canonical unitaries \( \{u_g \mid g \in \Gamma\} \) in \( L(\mathcal{R}_\Gamma) \) which satisfy \( u_gu_g^* = g(a) \) for all \( a \in L^\infty(X) \), and which together with \( L^\infty(X) \) generate \( L(\mathcal{R}_\Gamma) \), but with \( \tau(u_g) \) being the measure of the set \( \{t \in X \mid gt = t\} \) (thus possibly non-zero for \( g \neq e \)).

The maximal abelian subalgebra \( A = L^\infty(X) \) in \( M = L(\mathcal{R}) \) has the property that the normalizer of \( A \) in \( M \), \( \mathcal{N}_M(A) = \{u \in U(M) \mid uAu^* = A\} \), generates \( M \) as a von Neumann algebra, i.e. \( \mathcal{N}_M(A)' = M \) ([Di54]). Maximal abelian \( \ast \)-subalgebras \( A \subset M \) in arbitrary \( II_1 \) factors which satisfy this property are called Cartan subalgebras ([Ve71], [FM77]). It is shown in ([IFM77]) that if \( A \subset M \) is a Cartan subalgebra
inclusion, then there exist a m.p. action $\Gamma \curvearrowright A = L^\infty(X, \mu)$ and a $\mathcal{U}(A)$-valued 2-cocycle $v$ for the action such that $(A \subset M) = (L^\infty(X) \subset L(\mathcal{R}, v))$, where the von Neumann algebra $L(\mathcal{R}, v)$ is defined similarly with $L(\mathcal{R})$ but with the product of canonical unitaries being twisted by the cocycle.

1.3. Conjugacy, orbit equivalence and algebra isomorphism. A conjugacy of group actions $\Gamma \curvearrowright (X, \mu)$, $\Lambda \curvearrowright (Y, \nu)$ is an isomorphism of probability spaces $\Delta: (X, \mu) \cong (Y, \nu)$ and a group isomorphism $\delta: \Gamma \cong \Lambda$ such that $\delta(g) \circ \Delta = \Delta \circ g$ for all $g \in \Gamma$. If the actions are faithful (i.e. any $g \neq e$ implements a non-trivial automorphism) then the condition $\Delta \Gamma \Delta^{-1} = \Lambda$ is sufficient to ensure conjugacy. A conjugacy $(\Delta, \delta)$ implements an algebra isomorphism $\theta = \theta^{\Delta, \delta}: L^\infty(X) \rtimes \Gamma \cong L^\infty(Y) \rtimes \Lambda$, by $\theta(\Sigma_g a_g u_g) = \Sigma_g \Delta(a_{\delta(g)}) v_{\delta(g)}$, where $v_h$ are the canonical unitaries in $L^\infty(Y) \rtimes \Lambda$. Thus, $\theta$ extends $\Delta: L^\infty(X) \cong L^\infty(Y)$.

By the construction in 1.2, an isomorphism $\Delta: (X, \mu) \cong (Y, \nu)$, viewed as algebra isomorphism $\Delta: L^\infty(X) \cong L^\infty(Y)$, extends to an isomorphism $L(\mathcal{R}_\Gamma) \cong L(\mathcal{R}_\Lambda)$ iff $\Delta$ extends to an isomorphism $L(\mathcal{R}_\Gamma) \cong L(\mathcal{R}_\Lambda)$ (cf. [Si55], [FM77]). In other words, an OE of actions $\Gamma \curvearrowright X, \Lambda \curvearrowright Y$ is the same as an isomorphism of the associated von Neumann algebras $L(\mathcal{R}_\Gamma) \cong L(\mathcal{R}_\Lambda)$ (or $L^\infty(X) \rtimes \Gamma \cong L^\infty(Y) \rtimes \Lambda$ when actions are free) that takes $L^\infty(X)$ onto $L^\infty(Y)$. A third point of view, adopted in ([D59]; cf. also [Si55]), is to consider the full group $[\Gamma]$ of an action $\Gamma \curvearrowright X$ as the set of automorphisms $\alpha$ of $(X, \mu)$ for which there exists a (countable) partition of $X$ into measurable sets $X_g^\alpha$, $g \in \Gamma$ such that $\alpha$ coincides with $g$ on $X_g^\alpha$. Equivalently, $\alpha \in [\Gamma]$ iff the graph of $\alpha$ is contained in $\mathcal{R}_\Gamma$. It is then immediate to see that $\Delta: X \cong Y$ is an OE of $\Gamma \curvearrowright X, \Lambda \curvearrowright Y$ iff $\Delta[\Gamma]\Delta^{-1} = [\Lambda]$, i.e. $\Delta$ conjugates the full groups.

Triggered this way by Murray–von Neumann group measure space construction, these observations led to the study of actions up to OE ([D59]), initiating what today is called orbit equivalence ergodic theory. The fact that OE of actions can be defined in both measure theoretic and von Neumann algebra terms allows a powerful dual approach to this subject. When adopting the point of view of studying group actions, an isomorphism of algebras $L^\infty(X) \rtimes \Gamma \cong L^\infty(Y) \rtimes \Lambda$ (or $L(\mathcal{R}_\Gamma) \cong L(\mathcal{R}_\Lambda)$) is called a von Neumann equivalence (vNE) of $\Gamma \curvearrowright X, \Lambda \curvearrowright Y$. Thus, “conjugacy $\Rightarrow$ OE $\Rightarrow$ vNE”, but the reverse implications fail in general (cf. [D59], [CJ82]).

1.4. Ergodic actions and $\text{II}_1$ factors. A von Neumann algebra $M$ having a faithful normal trace $\tau$ is called finite. Thus $L^\infty(X) \rtimes \Gamma$, $L(\mathcal{R}_\Gamma)$ and their von Neumann subalgebras are finite.

A von Neumann algebra $M$ is a factor if its center, $Z(M) = \{z \in M \mid zx = xz \text{ for all } x \in M\}$, is equal to $\mathbb{C}1_M$. A finite factor $(M, \tau)$ which has atoms (i.e. non-zero $p \in \mathcal{P}(M)$ with $pMp = \mathbb{C}p$) is of the form $M \cong M_{n \times n}(\mathbb{C})$, for some $n$. A finite factor $M$ has no atoms (i.e. it is diffuse) iff it is infinite dimensional. $M$ is then called a type $\text{II}_1$ factor. Like the algebra $M_{n \times n}(\mathbb{C})$, a $\text{II}_1$ factor has a unique trace $\tau$ with $\tau(1) = 1$, and projections in $M$ can be conjugated by a unitary element in $M$. 


iff they have same trace. In other words, $\tau$ is a “dimension function” on $\mathcal{P}(M)$, but while $\tau(\mathcal{P}(M)) = \{k/n \mid 0 \leq k \leq n\}$ when $M = M_{n \times n}(\mathbb{C})$, for $\text{II}_1$ factors the range of $\tau$ on projections is all the interval $[0, 1]$.

The trace of a non-factorial finite von Neumann algebra $M$ is not unique, but $M$ does have a unique conditional expectation $\text{Ctr}$ onto its center, called the central trace on $M$, which satisfies $\text{Ctr}(xy) = \text{Ctr}(yx)$ for all $x, y \in M$, is normal faithful and has the property that projections are unitary conjugate iff they have the same $\text{Ctr}$.

The algebra $L(\mathcal{M})$ associated to an action $\Gamma \acts X$ is a factor iff $\Gamma$ acts ergodically on $(X, \mu)$, i.e., if $Z \subset X$ measurable satisfies $g(Z) = Z$ for all $g \in \Gamma$, then $\mu(Z) = 0, 1$. If this is the case, then $L(\mathcal{M})$ is a $\text{II}_1$ factor (or $L^\infty(X)$) has no atoms. In particular, if $\Gamma \acts X$ is free, then $L^\infty(X) \rtimes \Gamma$ is a factor iff $\Gamma \acts X$ is ergodic. It is a $\text{II}_1$ factor iff action is ergodic and $X$ diffuse (or $|\Gamma| = \infty$).

Given any countable (infinite) group $\Gamma$, its action on the non-atomic probability space by Bernoulli shifts, $\Gamma \acts (X_0, \mu_0)^\Gamma \simeq (\Gamma, \mu)$, is free and ergodic (even mixing). More generally, if $\Gamma$ acts on a countable set $I$ then the action $\Gamma \acts (X_0, \mu_0)^I$, given by $g(t_i) = (t_{g^{-1}i})$, is free whenever $\{i \mid gi \neq i\}$ is infinite for all $g \neq e$ and it is ergodic iff $|\Gamma| = \infty$ for all $i \in I$, in which case it is even weak mixing, i.e. there exists $g_n \in \Gamma$ such that $\lim_n \mu(g_n(Z) \cap Z) = \mu(Z)^2$ for all $Z \subset X$. Such actions are called generalized Bernoulli actions.

If an action $\Gamma \acts X$ is not free, then a sufficient condition for $L^\infty(X) \rtimes \Gamma$ to be a $\text{II}_1$ factor is that the action be ergodic and $\Gamma$ be infinite conjugacy class (ICC), i.e. $|\{g \in \Gamma \mid g \neq e\}| = \infty$ for all $h \neq e$. In particular, $L\Gamma$ is a $\text{II}_1$ factor iff $\Gamma$ is ICC. Examples of ICC groups are the infinite symmetric group $S_\infty$, the free groups $\mathbb{F}_n$, $2 \leq n \leq \infty$, the groups $\text{PSL}(n, \mathbb{Z})$, $n \geq 2$.

In fact, given any finite von Neumann algebra $(P, \tau)$ and an action $\Gamma \acts (P, \tau)$ of a countable group $\Gamma$ on it, one can construct the crossed product von Neumann algebra $P \rtimes \Gamma$ acting on the Hilbert space $\ell^2(\Gamma) \otimes L^2(P)$, exactly as in the case $(P, \tau) = (L^\infty(X), \int \cdot d\mu)$. Freeness of the action means in this general context that if $g \in \Gamma$ and $v \in P$ satisfy $vgx = g(x)v$ for all $x \in X$, then either $g = e$ or $v = 0$, and it is equivalent to the condition $P' \cap P \rtimes \Gamma = Z(P)$. If the action is free ergodic then the crossed product algebra is a factor.

Other constructions of factors are the tensor product and the free product (possibly with amalgamation) of finite factors $(P_i, \tau_i)$, $i = 1, 2, \ldots$, which have self-explanatory definitions. A useful framework for analysis arguments is the ultraproduct construction of $\text{II}_1$ factors $\Pi_\omega M_n$, associated to a sequence of finite factors $M_n$, with $\dim M_n \to \infty$, and a free ultrafilter $\omega$ on $\mathbb{N}$ (e.g. [Mc70], [C76]).

1.5. Approximately finite dimensional $\text{II}_1$ factors. Murray–von Neumann showed that all group measure space $\text{II}_1$ factors arising from actions of locally finite groups, and more generally all approximately finite dimensional (AFD) $\text{II}_1$ factors, are mutually isomorphic ([MvN43]). The unique AFD $\text{II}_1$ factor, also called the hyperfinite $\text{II}_1$ factor and denoted $R$, can be realized as the group factor $L(S_\infty)$, or as the infinite tensor product $\mathcal{O}_n(M_{2 \times 2}(\mathbb{C}), \text{tr})_n$. Since the relative commutant $P_n' \cap M$ of any
finite dimensional subfactor $P_0$ of a II$_1$ factor $M$ is also a II$_1$ factor, one can construct a copy of $R = \overline{\otimes}_n(M_{2\times 2}, \text{tr})_n$ inside any II$_1$ factor $M$. A remarkable theorem of Connes shows that all amenable II$_1$ factors are AFD and thus isomorphic to $R ([C76])$. In particular II$_1$ factors of the form $L^\infty(X) \times \Gamma$ with $\Gamma$ amenable, and all their subfactors, are isomorphic to $R$. Similarly, by ([OW80], [CFW81]), all free ergodic actions of infinite amenable groups are OE and any two Cartan subalgebras of $R$ are conjugate by an automorphism of $R$. The outer automorphism group of $R$ is huge, in fact any separable locally compact group $\Gamma$ acts faithfully on $R$ by outer automorphisms (e.g. if $\Gamma$ is countable discrete then the “non-commutative” Bernoulli action $\Gamma \actson R = \overline{\otimes}_g \Gamma (M_{2\times 2}(\mathbb{C}), \text{tr})_g$ is properly outer) and the group of inner automorphisms Int$(R) = \text{Ad}(u) \mid u \in \mathcal{U}(R)$ is dense in Aut$(R)$, when the latter is endowed with the natural Polish group structure given by pointwise convergence in $\| \cdot \|_2$.

1.6. Amplifications and the fundamental group. The “continuous dimension” phenomenon allows defining the algebra of “$t$ by $t$ matrices” over a II$_1$ factor $M$, or amplification of $M$ by $t$, $M^t$, for any positive real numbers $t$: First note that if $p \in \mathcal{P}(M)$ then the algebra $pMp$, with normalized trace $\tau(\cdot)/\tau(p)$, is a II$_1$ factor. Similarly if $n \geq 1$ is an integer then $M_{n \times n}(M) \simeq M_{n \times n}(\mathbb{C}) \otimes M$ is a II$_1$ factor, with the normalized trace $\tau((x_{ij})_{i,j}) = \sum_i \tau(x_{ij})/n$. With this in mind, for $t > 0$ define $M^t$ to be the (isomorphism class of the) algebra $pM_{n \times n}(M)p$, where $n \geq t$ is an integer and $p \in M_{n \times n}(M)$ is a projection of (normalized) trace $t/n$.

Rather than studying only isomorphisms between II$_1$ factors associated with actions, one considers stable isomorphisms (stable vNE) $L^\infty(X) \times \Gamma \simeq (L^\infty(Y) \times \Lambda)^t$ and respectively stable orbit equivalence $\mathcal{R}_{\Gamma} \simeq \mathcal{R}_{\Lambda}^t$ of actions $\Gamma \actson X$, $\Lambda \actson Y$, where $\mathcal{R}_{\Lambda}^t$ is the equivalence relation on a subset $Y_0$ of measure $t/n$ of $Y \times \{1, 2, \ldots, n\}$ obtained by restriction to $Y_0$ of the product between $\mathcal{R}_{\Lambda}$ and the transitive relation on the $n$-point set, for some $n \geq t$. It is easy to see that $\mathcal{R}_{\Lambda}^t$ is itself implementable by a countable $\Lambda' \subset \text{Aut}(Y_0, \mu)$. We write $L^\infty(Y)^t$ for $L^\infty(Y_0)$.

Since both vNE and OE isomorphisms can be “amplified”, stable vNE and OE are equivalence relations and $(M^t)^t = M^{tt}$. The fundamental group of a II$_1$ factor $M$ (resp. of an equivalence relation $\mathcal{R}_{\Gamma}$ implemented by an ergodic action $\Gamma \actson X$) is defined by $\mathcal{F}(M) \overset{\text{def}}{=} \{ t > 0 \mid M^t \simeq M \}$ (resp. $\mathcal{F}(\mathcal{R}_{\Gamma}) \overset{\text{def}}{=} \{ t > 0 \mid \mathcal{R}_{\Gamma}^t \simeq \mathcal{R}_{\Gamma} \}$).

An amplification of an AFD factor is clearly AFD. Thus, $\mathcal{F}(\mathcal{R}) = \mathbb{R}^+_+$. Similarly, if $\mathcal{R}$ denotes the (unique) amenable equivalence relation implemented by any free ergodic action of an infinite amenable group, then $\mathcal{F}(\mathcal{R}) = \mathbb{R}^+_+$.

1.7. Representations of finite algebras (Hilbert modules). If $(M, \tau)$ is a finite von Neumann algebra then $L^2(M)$ denotes the completion of $M$ in the norm $\| \cdot \|_2$ given by the trace, then $M$ can be represented on $L^2(M)$ by left multiplication operators, as a von Neumann algebra. This is the standard representation of $M$.

If $(M, \tau) = (L^\infty(X), \int \cdot d\mu)$ then $L^2(M)$ coincides with $L^2(X)$, and each $\xi \in L^2(M) = L^2(X)$ can be viewed as the closed (densely defined) operator of (left)
multiplication by $\xi$, with the spectral resolution of $|\xi|$ and the partial isometry $u = \xi|\xi|^{-1}$ all lying in $L^\infty(X)$. For arbitrary $(M, \tau), L^2(M)$ can be similarly identified with the (densely defined) closed linear operators $\xi$ on $L^2(M)$, containing $M$ in their domain, with $|\xi| = (\xi^*\xi)^{1/2}$ having spectral resolution $e_t, t \geq 0$, in $M$ and $u = \xi|\xi|^{-1}$ in $M$ as well. The fact that the vector $1$ is in the domain of $\xi$ is equivalent to $\xi$ being “square integrable”, i.e. $\int t^2d\tau(e_t) < \infty$. Similarly, the completion of $M$ in the norm $\|x\|_1 = \tau(|x|)$, denoted $L^1(M)$, can be identified with the space of closed linear operators $\xi$ on $M$ with polar decomposition $\xi = u|\xi|$ satisfying $u \in M$, $|\xi|^{1/2} \in L^2(M)$. One has $(L^1(M))^* = M$, i.e. $L^1(M)$ is the predual of $M$.

In fact, $M$ acts on $L^2(M)$ by right multiplication as well, giving this way the standard representation of $M^{\text{op}}$ (the “opposite” of the algebra $M$). The left-right multiplication algebras $M, M^{\text{op}}$ commute, one being the commutant of the other.

If one extends the antilinear isometric map $J_M(x) = x^*$ from $M$ to $L^2(M)$ by density, then $J_M^2 = \text{id}$ and for each $x \in M$, viewed as left multiplication operator on $L^2(M), J_MxJ_M$ gives the operator of right multiplication by $x^*$. Thus, $M^{\text{op}} = J_MMJM = M'$.

Any other (separable) representation $M \subset \mathcal{B}(\mathcal{H})$ of $M$ as a von Neumann algebra (or left Hilbert $M$-module $\mathcal{H}$) is of the form $\mathcal{H} \simeq \oplus_n L^2(M)p_n$, for some $(p_n)_n \subset \mathcal{P}(M)$, with the action of $M$ by left multiplication. If $M$ is a factor, the number $\dim_M \mathcal{H} \overset{\text{def}}{=} \Sigma_n \tau(p_n) \in [0, \infty]$ characterizes the isomorphism class of $\mathcal{H}$. The $M$-module $\mathcal{H}$ can then be alternatively described as the (left) $M$-module $e_{11}L^2(M_{n \times n}(M))p_n$, where $n \geq \dim \mathcal{H}$, $e_{11} \in M_{n \times n}(\mathbb{C})$ is a one dimensional projection and $p \in \mathcal{P}(M_{n \times n}(M))$ has (normalized) trace equal to $\dim \mathcal{H}/n$. Thus, the commutant $M'$ of $M$ in $\mathcal{B}(\mathcal{H})$ is a $\text{II}_1$ factor iff $\dim_M \mathcal{H} < \infty$ and if this is the case then $M' \simeq (M')^{\text{op}}$, where $t = \dim_M \mathcal{H}$. For general finite von Neumann algebra $M, M'$ is finite iff $\Sigma_n \text{Ctr}(p_n)$ is a densely defined operator in $Z(M)$.

2. Some $\text{II}_1$ factor tools

Thus, a free ergodic m.p. action $\Gamma \curvearrowright X$ of an infinite group on a non-atomic probability space gives rise to a $\text{II}_1$ factor $M = L^\infty(X) \rtimes \Gamma$ with trace extending the integral on $L^\infty(X)$ and a natural pre-Hilbert space structure. Elements $x \in M$ have Fourier-like expansion, $x = \Sigma_{g}a_{g}u_{g}$, with coefficients in $L^\infty(X)$ and “basis” $\{u_{g}\}_{g}$ made out of unitary elements that satisfy $u_{g}u_{h} = u_{gh}$ and implement the $\Gamma$-action on $L^\infty(X)$, by $u_{g}au_{g}^{*} = g(a)$. Spectral analysis and distribution behavior of elements in $M$ already reveal the dynamical properties of the group action. But in order to get proper insight into the structure of a $\text{II}_1$ factor, for instance to recapture from the isomorphism class of $M = L^\infty(X) \rtimes \Gamma$ the initial building data $\Gamma \curvearrowright X$ (or part of it), we need to complement such local von Neumann algebra analysis tools with more global ones, some of which we briefly explain in this section.
2.1. Hilbert bimodules and c.p. maps. While the Hilbert modules of a II$_1$ factor $M$ reflect so nicely the continuous dimension phenomenon, they do not provide any actual insight into specific properties of $M$, the way a “good” representation theory should do. It was Connes who discovered, in the early 80s, that the appropriate representation theory for a II$_1$ factor $M$ is given by the Hilbert $M$-bimodules, i.e. Hilbert spaces $\mathcal{H}$ with commuting von Neumann algebra representations $M, M^{op} \subset B(\mathcal{H})$ ([C82]). Moreover, the same way the GNS construction provides an equivalence between unitary representations of a group and its positive definite functions, Hilbert $M$-bimodules can be “encoded” into a completely positive (c.p.) map $\phi: M \to M$, i.e. a linear map with all amplifications $\phi^n = \phi \otimes \text{id}$ on $M_{n \times n}(M) \simeq M \otimes M_{n \times n}(\mathbb{C})$, $n \geq 1$, positive.

This proved to be a deep, important idea at the conceptual level. Thus, Connes–Jones used this point of view in ([CJ85]) to define the property (T) for abstract II$_1$ factors $M$, by requiring: there is a finite $F \subset M$ and $\varepsilon > 0$ such that if $\mathcal{H}$ has a unit vector with $\|y \xi - \xi y\| \leq \varepsilon$ for all $y \in F$, then $\mathcal{H}$ contains a non-zero central vector $\xi_0$, i.e. $x \xi_0 = \xi_0 x$ for all $x \in M$. They proved that this is equivalent to the following condition for c.p. maps: for all $\varepsilon_0$ there is a finite $F \subset M$ and $\delta > 0$ such that if a subunital subtracial c.p. map $\phi: M \to M$ satisfies $\|\phi(y) - y\|_2 \leq \delta$ for all $y \in F$, then $\|\phi(x) - x\|_2 \leq \varepsilon$ for all $x$ in the unit ball $(M)_1$ of $M$. Moreover, they pointed out that all the representation theory of a group $\Gamma$ is reflected into the “representation theory” of a II$_1$ factor $L^\infty(X) \times \Gamma$ of the group action $\Gamma \curvearrowright X$, since any positive definite function $\varphi$ on $\Gamma$ gives rise to a c.p. map $\phi = \phi_\varphi$, by $\phi(\Sigma a_g u_g) = \Sigma \varphi(a_g) u_g$. This led to a notion of Haagerup property for abstract II$_1$ factors and the proof that property (T) II$_1$ factors cannot be embedded into factors having this property ([CJ85]). It also led to several generalizations of all these notions in ([P86], [P01b]), as also explained in Section 6, and more recently to the construction of new cohomology theories for II$_1$ factors ([CSh04], [Pe04]).

Note that any automorphism of $M$, and more generally endomorphism $\theta: M \to M$ (not necessarily unital), is subunital subtracial c.p. map. Thus, c.p. maps can be viewed as “generalized symmetries” of $M$, or as a very general notion of morphisms of $M$ into itself. This latter point of view was also present in work of Effros–Lance ([EL77]) and Haagerup ([H79], [CaH85], [CoH89]), and is now central to the theory of operator spaces. Altogether, c.p. maps, or equivalently Hilbert bimodules (also called correspondences by Connes [C82]) provide a key “global tool” in the study of II$_1$ factors.

2.2. Subalgebras and the basic construction. The study of subalgebras of a II$_1$ factor $M$ is an important part of the theory of von Neumann algebras, one of the most interesting aspects of which is Jones far reaching theory of subfactors ([J83], [J90]). For us here, the consideration of subalgebras of $M$ is mostly in relation to recovering the initial construction of $M$. For instance, if $\theta: L^\infty(X) \rtimes \Gamma \simeq L^\infty(Y) \rtimes \Lambda$ is an isomorphism, then we need to relate the positions of $P = \theta(L^\infty(X))$ (resp. $P = \theta(L\Gamma)$) and $N = L^\infty(Y)$ (resp. $N = L\Lambda$) inside $M = L^\infty(Y) \rtimes \Lambda$. 
If \((M, \tau)\) is a finite von Neumann algebra then any von Neumann subalgebra \(N\) of \(M\) is finite, with \(\tau|_N\) its faithful normal trace. The closure of \(N\) in the Hilbert space \(L^2(M)\) is clearly isomorphic to \(L^2(N)\) and a Radon–Nikodym type theorem shows that the orthogonal projection \(e_N\) of \(L^2(M)\) onto \(L^2(N) \subset L^2(M)\) takes \(M\) (as a subspace of \(L^2(M)\)) onto \(N\). The restriction of \(e_N\) to \(M\), denoted \(E_N\), gives a \(\tau\)-preserving projection of \(M\) onto \(N\). Moreover \(E_N(M_+) = N_+\) and \(E_N\) is \(N\)-bilinear, i.e. \(E_N\) is a conditional expectation of \(M\) onto \(N\). Moreover, \(E_N\) is the unique expectation which preserves \(\tau\).

When viewed as operators on the Hilbert space \(L^2(M)\), \(x \in M\) and \(e_N\) satisfy the relations: (a) \(e_N x e_N = E_N(x) e_N\); (b) \(x \in N\) iff \([x, e_N] = 0\). Let \((M, e_N)\) denote the von Neumann algebra generated in \(B(L^2(M))\) by \(M\) and \(e_N\). Since we have \(\forall \{x(e_N(L^2(M))) | x \in M\} = L^2(M)\), from (a), (b) it follows that \(\text{span} Me_N M\) is a \(*\)-algebra with support equal to 1 in \(B(L^2(M))\). Thus, \((M, e_N) = \overline{\text{sp}}^N \{x e_N y | x, y \in M\} \). Also, \((M, e_N) = (J_M N J_M)^t, e_N(M, e_N) e_N = N e_N\), implying that there are projections \(p_n \nearrow N\) in \((M, e_N)\) such that \(p_n(M, e_N)p_n\) is a finite von Neumann algebra. Thus, \((M, e_N)\) is a semifinite von Neumann algebra and it is finite iff \(\text{dim}_N L^2(M) < \infty\) (in the sense explained in 1.6). This is the Jones basic construction for \(P \subset M\) ([J83]). The algebra \((M, e_N)\) is endowed with a densely defined trace \(\text{Tr}\) by \(\text{Tr}(\Sigma_i x_i e_N y_i) = \Sigma_i \tau(x_i y_i)\), for \(x_i, y_i\) finite sets of elements in \(M\). One denotes \(L^2((M, e_N), \text{Tr})\) the completion of \(\text{sp} Me_N M\) in the norm \(\|x\|_{\text{Tr}} = \text{Tr}(x^* x)^{1/2}, x \in \text{sp} Me_N M\).

Any Hilbert subspace of \(L^2(M)\) which is invariant under multiplication to the right by elements in \(N\) is a right Hilbert \(N\)-module (i.e. a left \(N^{op}\) module). If \(\mathcal{H} \subset L^2(M)\) is a Hilbert subspace and \(f\) is the orthogonal projection onto \(\mathcal{H}\) then \(\mathcal{H} N = \mathcal{H}\) (i.e. \(\mathcal{H}\) is a right \(N\)-module) iff \(f\) lies in \((M, e_N)\). The right Hilbert \(N\)-module \(\mathcal{H} \subset L^2(M)\) is invariant to multiplication from the left by a von Neumann subalgebra \(P \subset M\), i.e. \(P \mathcal{H} \subset \mathcal{H}\), iff \(f \in P' \cap (M, e_N)\). Although all subalgebras we consider have infinite Jones index, the idea of viewing \(L^2(M)\), as well as subspaces \(\mathcal{H} \subset L^2(M)\) with \(P \mathcal{H} N = \mathcal{H}\), as \(P - N\) Hilbert bimodules, and the use of the basic construction as framework, came from developments in the theory of subfactors (e.g. [PiP86], [P86], [P94], [P97]).

3. Prototype vNE and OE rigidity statements

While all \(\text{II}_1\) factors (resp. equivalence relations) arising from ergodic actions of amenable groups look alike, in the non-amenable case the situation is very complex and rigidity phenomena were already detected at early stages of the subject ([MvN43], [D63], [Mc70], [C75], etc). Our aim in the rest of the paper is to investigate more “extreme” such rigidity phenomena, where for certain “small classes” of group actions the reverse of the implications “conjugacy ⇒ OE ⇒ vNE” hold true as well. Typically, we fix a class of source group actions \(\Gamma \curvearrowright (X, \mu)\) and a class of target actions \(\Lambda \curvearrowright (Y, \nu)\), each of them characterized by a set of suitable assumptions, then attempt
to show that the isomorphism of their group measure space algebras (vNE) entails
isomorphism of the groups, or orbit equivalence of the actions (OE) or, ideally, the
following type of statement:

(3.1). Under the given conditions on the source $\Gamma \curvearrowright X$ and target $\Lambda \curvearrowright Y$, if
$\theta : L^\infty(\Lambda) \rtimes \Gamma \simeq (L^\infty(Y) \rtimes \Lambda)^t$, then $t = 1$ and there exist a unitary element
$u \in \mathcal{U}(L^\infty(Y) \rtimes \Lambda)$, $\gamma \in \text{Hom}(\Lambda, \mathbb{T})$ and isomorphisms $\Delta : X \simeq Y$, $\delta : \Gamma \simeq \Lambda$
implementing a conjugacy of the actions, such that $\theta = \text{Ad}(u) \circ \theta^\gamma \circ \theta^{\Delta, \delta}$, where
$\theta^\gamma$ is the automorphism of $L^\infty(Y) \rtimes \Lambda$ implemented by $\gamma$ and $\theta^{\Delta, \delta} : L^\infty(X) \rtimes \Gamma \simeq L^\infty(Y) \rtimes \Lambda$ the algebra isomorphism implemented by the conjugacy.

When the context concerns free ergodic actions, we call (3.1) a vNE strong rigidity
statement. While we do indeed obtain such results, other results will only go as far as
showing that there exists a unitary element in the target algebra $u \in (L^\infty(Y) \rtimes \Lambda)^t$
such that $\text{Ad}(u) \circ \theta$ takes $L^\infty(X)$ onto $L^\infty(Y)^t$, a type of result we call vNE/OE
rigidity.

Note that this latter statement is stronger than just showing vNE $\Rightarrow$ OE for the
specific classes of group actions involved. Indeed, this implication would only require
proving there exists an automorphism $\theta_0$ of the target factor such that $\theta_0 \circ \theta$ takes
$L^\infty(X)$ onto $L^\infty(Y)$. While the vNE/OE version of (3.1) requires the $\theta_0$ to be
inner! If the groups $\Gamma, \Lambda$ in (3.1) are amenable, when by ([C76]) the resulting group
measure space factors are all isomorphic to $R$, there always exists an automorphism
$\theta_0$ taking $L^\infty(X)$ onto $L^\infty(Y)$, by ([CFW81]), but there are uncountably many ways
of decomposing $R$ as $L^\infty(X_i) \rtimes Z$, with $Z \curvearrowright X_i$ isomorphic actions, without the
Cartan subalgebras $L^\infty(X_i) \subset R$ being unitarily conjugated in $R$ (cf. [FM77]).

The vNE/OE rigidity results can be further complemented with OE rigidity results
from ergodic theory (e.g. [G01], [Fu99a], [MoSh02]), to recuperate the isomorphism
class of the group, or derive that $t = 1$. Taking the same action $\Gamma \curvearrowright X$ as source
and target gives information about $\text{Out}(M) = \text{Aut}(M)/\text{Int}(M)$ and $\mathcal{F}(M)$ for $M = L^\infty(X) \rtimes \Gamma$.

If from the hypothesis of (3.1) we can only derive $\Gamma \simeq \Lambda$, then one calls it a
vNE rigidity result. The group algebra case of such a rigidity statement, with the
assumptions on both groups to have property (T), corresponds to Connes Rigidity
Conjecture ([C82]):

(3.2). If $\Gamma, \Lambda$ are ICC property (T) groups and $L\Gamma \simeq L\Lambda$ then $\Gamma \simeq \Lambda$

The case when $X$ is a single point set of (3.1) then becomes the following stronger
form of Connes’s conjecture (see [J00]):

(3.2'). If $\Gamma$ is a property (T) group, $\Lambda$ an arbitrary ICC group and $\theta : L\Gamma \simeq (L\Lambda)^t$, then $t = 1$ and there exist a unitary $u \in \mathcal{U}(L\Lambda)$, an isomorphism $\delta : \Gamma \simeq \Lambda$ and
$\gamma \in \text{Hom}(\Lambda, \mathbb{T})$ such that $\theta = \text{Ad}(u) \circ \theta^\gamma \circ \theta^{\delta}$, where $\theta^\gamma$ is the automorphism of $L\Lambda$
implemented by $\gamma$ and $\theta^{\delta} : L\Gamma \simeq L\Lambda$ the isomorphism implemented by $\delta$.

Note that although (3.2') assumes property (T) only on the source group $\Gamma$, giving
the statement a “superrigidity” flavor, the property (T) for $\Lambda$ is automatic from the
isomorphism $L^\Gamma \simeq (L\Lambda)\',$ due to results in ([CJ85]). The case $\Gamma = \Lambda$ in (3.2') amounts to showing that $\text{Out}(L^\Gamma) \simeq \text{Hom}(\Gamma, \mathbb{T}) \times \text{Out}(\Gamma)$ and $\mathcal{F}(L^\Gamma) = \{1\}$. Connes’ breakthrough rigidity result ([C80]), leading to his conjecture (3.2), shows that both groups are countable, being a verification “up to countable classes” of the formulas. To this date, the only other insight into Connes rigidity conjecture are the results of Connes–Jones, showing that $L(\text{SL}(n, \mathbb{Z})), \, n \geq 3,$ cannot be embedded into $L(\text{SL}(2, \mathbb{Z}))(\text{[CJ85]}),$ and of Cowling–Haagerup, showing that if $\Gamma_n$ are lattices in $\text{Sp}(n, 1)$ and $L(\Gamma_n) \subset L(\Gamma_m)$ then $n \leq m$ ([CoH89]).

If the isomorphism $\theta$ in (3.1) comes from a stable OE of free ergodic actions (so $\theta(L^\infty(X)) = (L^\infty(Y))'$ by hypothesis), then (3.1) amounts to deriving conjugacy from OE, a statement labeled OE strong rigidity in ([Fu99b], [MoSh02]). The “ideal” such statement is when there are no restrictions at all on the “target” side, in which case it qualifies as OE superrigidity result. If only the isomorphism of the groups is derived, it is called OE rigidity. This type of result already appeared in early 80s, in pioneering work of Zimmer ([Z80], [Z84]). Thus, using his celebrated cocycle superrigidity theorem, itself a generalization of Margulis Superrigidity, he proved that free ergodic m.p. actions of the groups $\text{SL}(n, \mathbb{Z}), \, n = 2, 3, \ldots,$ are orbit inequivalent for different $n$’s. Other OE rigidity results followed ([M82], [GeGo88]). By late 90s OE superrigidity phenomena started to unveil in the work of Furman, who added new ideas to the approach in ([Z91]) to derive that, more than just being rigid, actions of higher rank lattices such as $\text{SL}(n, \mathbb{Z}) \curvearrowright \mathbb{T}^n, \, n \geq 3,$ are in fact OE superrigid, i.e. any orbit equivalence between such an action and an arbitrary free m.p. action of a discrete group $\Lambda$ comes from a conjugacy ([Fu99a, Fu99b]). Another important development on the OE side came with the work of Gaboriau who introduced a series of OE numerical-invariants for equivalence relations, allowing him to show that free m.p. actions of the free groups $\mathbb{F}_n$ are OE inequivalent for different $n \geq 1$ ([G00, G01]). A new set of OE superrigidity results was then established by Monod–Shalom, for doubly ergodic actions of products of word-hyperbolic groups ([MoS02]; see [Mo06], [S05] for survey articles).

These OE rigidity results were obtained by using a multitude of techniques, but all in measure theoretic framework. By 2001, vNE/OE rigidity started to emerge as well ([P01b]). Combined with ([G00]), they led to the first vNE rigidity results, where isomorphism of groups could be deduced from isomorphism of group measure space algebras, and factors with trivial fundamental group could be exhibited ([P01b]; see Section 7). Shortly after, vNE strong rigidity results of the form (3.1) were proved by using exclusively II$_1$ factor framework ([P03], [P04a]; see Section 8). They provided completely new OE superrigidity results as well, obtained this time with von Neumann algebra methods ([P04a], [P05]; see Section 9; also [V06] for a combined presentation of these vNE and OE results).
4. Proving rigidity “up to countable classes”

Before discussing the “precise” rigidity results mentioned above, we explain a method for deriving vNE and OE rigidity statements “up to countable classes”, which grew out of Connes’ initial rigidity paper ([C80]). Thus, by using the separability of the Hilbert space $L^2(M)$ of a II$_1$ factor $M$ and the observation that two copies of the left regular representation $\lambda_1, \lambda_2$ of $\Gamma$ into $M$ that are sufficiently close on a set of generators of $\Gamma$ can be intertwined in $M$, it was shown in ([P86]) that in fact all II$_1$ factors of the form $M = L^\infty(X) \rtimes \Gamma$, with $\Gamma$ a property (T) group, have countable fundamental group. Moreover, if the generators of a property (T) II$_1$ subfactor $N_1$ of a separable II$_1$ factor $M$ are almost contained into another subfactor $N_2 \subset M$, then a “corner” of $N_1$ can be unitarily conjugated into $N_2$. By separability of $M$ this showed that $M$ contains at most countably many property (T) subfactors up to stable isomorphism ([P86]).

These are typical examples of what we call separability arguments, leading to rigidity statements “up to countable classes”. They perfectly illustrate the power of the II$_1$ factor framework. Such arguments were revived a few years ago, leading to new applications ([P01b], [Hj02], [Oz02], [GP03]). Thus, Hjorth proved that an infinite property (T) group $\Gamma$ has uncountably many non-OE actions ([Hj02]). Since by ([CW80], [Sc81]) any non-amenable, non(T) group has at least two non-OE free ergodic m.p. actions, this shows that any non-amenable group has at least two non-OE actions (in fact even non-vNE). His proof starts by noticing that a property (T) group $\Gamma$ has uncountably many non-conjugate actions $\sigma_i$ (using Gaussian actions to produce the family). If there exist only countably many equivalence relations, then there must be uncountably many $\sigma_i$ with same OE class $\mathcal{R}_\Gamma$. The $\sigma_i$’s give copies $\lambda_i$ of the left regular representations in the normalizer of $L^\infty(X)$ in $L(\mathcal{R}_\Gamma)$. As in ([P86]), by separability there exist $i \neq j$ such that $\lambda_i$ and $\lambda_j$ can be intertwined by some $b \neq 0$ in $M = L(\mathcal{R}_\Gamma)$. Additional work shows that $b$ can be “pushed” into the normalizer of $L^\infty(X)$, implying that $\sigma_i, \sigma_j$ are conjugate, contradiction.

Another illustration is Ozawa’s proof ([Oz02]) that there exists no separable II$_1$ factor $M$ containing isomorphic copies of any separable II$_1$ factor (not-necessarily with same unit as $M$): By a theorem of Gromov there exists a property (T) group $\Gamma$ with uncountably many non-isomorphic simple quotients $\Gamma_i$. Assuming there exists a separable II$_1$ factor $M$ with $L(\Gamma_i) \subset M$ for all $i$, by the same separability argument as above for $\lambda_i$’s the left regular representation of $\Gamma_i$, but all viewed as representations of the group $\Gamma$, one gets an intertwiner between $\lambda_i, \lambda_j$ for some $i \neq j$. This implies $\Gamma_i \simeq \Gamma_j$, contradiction.

In this same vein, let us note that by using a theorem of Shalom in ([Sh00]), showing that any property (T) group is a quotient of a finitely presented property (T) group (only countably many of which exist), separability arguments as above show that Connes rigidity conjecture (3.2) does hold true “up to countable classes”, i.e. the functor $\Gamma \mapsto L\Gamma$ on ICC property (T) groups is (at most) countable to 1. Indeed, because if $M = L\Gamma_i$ for uncountably many non-isomorphic groups $\Gamma_i$, then
by ([Sh00]) we may assume they are all quotients of the same property (T) group \( \Gamma \), and the previous separability argument gives a contradiction. Similarly one can prove that the strong rigidity conjecture (3.2') holds true “modulo countable classes”.

On the OE side, the same argument shows that there are at most countably many mutually measure equivalent (ME) property (T) groups (recall from [Fu1] that \( \Gamma \) is ME to \( \Lambda \) if there exist free ergodic m.p. actions \( \Gamma \actson X, \Lambda \actson Y \) which are stably OE). In other words, the following holds true “modulo countable classes”: If two property (T) groups are measure equivalent then they are virtually isomorphic.

A separability argument was also used to prove that free groups have uncountably many OE inequivalent actions, in ([GP03]): One starts by showing that for all \( F_n \actson X \) free, with one generator acting ergodically, there exists an increasing “continuous” family of sub-equivalence relations \( R_{F_n,t} \subset R_{F_n,0} \), \( 0 < t \leq 1 \), each one implemented by a free ergodic m.p. action of \( F_n \). Taking the initial \( F_n \)-action to be the restriction to \( F_n \subset SL(2, \mathbb{Z}) \) of the natural action \( SL(2, \mathbb{Z}) \actson \mathbb{T}^2 = \mathbb{Z}^2 \) and using the rigidity of this action (see 5.3), it follows from ([P01b]) that \( R_{F_n,t} \) are rigid for \( t \geq c \), for some \( c < 1 \). Then a separability argument is used to show that \( R_{F_n,t}, t \in [c, 1] \) (in fact even the II1 factors \( L(R_{F_n,t}) \)) are mutually non-isomorphic modulo countable classes.

Thus, separability arguments can be used to prove rigidity results in many situations, often without too much work, but they give the answer only “up to countable classes”. However, such arguments brought up the following simple fact, specific to II1 factor framework, which is useful in proving “precise” rigidity results as well: If a group \( \Gamma \) has property (T), then all its representations into a II1 factor are isolated. More precisely, if \( M \) is a II1 factor, \( (F, \varepsilon) \) gives the critical neighborhood of the trivial representation of \( \Gamma \) and \( \pi_i : \Gamma \to \mathcal{U}(p_iMp_i), i = 1, 2 \), satisfy \( \|\pi_1(h) - \pi_2(h)\|_2 < \varepsilon\|p_1p_2\|_2 \) for all \( h \in F \), then there exists a non-zero partial isometry \( v \) in \( M \) such that \( \pi_1(g)v = v\pi_2(g) \) for all \( g \in \Gamma \).

5. Techniques for intertwining subalgebras

Let \( \theta : L^\infty(X) \times \Gamma \simeq L^\infty(Y) \times \Lambda \) be an isomorphism of II1 factors associated with free ergodic m.p. actions \( \Gamma \actson X, \Lambda \actson Y \), as in (3.1). Denote by \( M \) the target factor \( L^\infty(Y) \times \Lambda \), with \( \{v_h\}_h \) its canonical unitaries, while \( u_g \) denotes the canonical unitaries in the source factor \( L^\infty(X) \times \Gamma \). For simplicity, we identify \( L^\infty(X) \times \Gamma \) with \( M \) via \( \theta \). Proving a statement like (3.1) means finding a unitary \( u \in M \) that conjugates \( P = L^\infty(X) \) onto \( N = L^\infty(Y) \), and possibly \( \{u_g\}_g \) into \( \{Tv_h\}_h \) (simultaneously!).

This is difficult even if we somehow know that \( P, N \) are uniformly close one to another, but careful averaging techniques can be used to derive the desired conclusion. However, not being allowed “countable error”, as in Section 4, there is no reason an isomorphism \( \theta \) would take one structure close to the other, even on finite sets. This fact constitutes a major obstacle in getting “precise” vNE rigidity results. Moreover,
the Connes–Jones example ([CJ82]), where a group of the form $\Gamma = \Gamma_0 \times \Gamma_1$, with $\Gamma_0$ property (T) and $\Gamma_1$ an infinite product of non-commutative groups, is shown to have two non-OE free ergodic actions that give the same von Neumann algebra, suggests that vNE rigidity may in fact not occur.

Such problems were overcome in recent years due to a combination of two new ideas and sets of techniques, that we call deformation/rigidity and intertwining subalgebras (cf. [P01b], [P03], [P04a]).

The intertwining technique establishes some efficient criteria for deciding whether two von Neumann subalgebras $P, N$ of a II$_1$ factor $M$ can be conjugated one into the other by a unitary element in $M$, or more generally if one can find $b \in M$ such that $pPpb \subset bN$, for some $p \in \mathcal{P}(P)$ with $pb \neq 0$. If such an “intertwiner” $b$ exists, we write $P \prec_M N$. Of equal importance in this problemmatic are the techniques for evaluating relative commutants $P' \cap M$ and normalizers $N(P) = \{u \in \mathcal{U}(M) \mid uPu^* = P\}$ of subalgebras $P \subset M$, which we view as part of the theory of “intertwining subalgebras”.

The first criteria for whether $P \prec_M N$ and for estimating $P' \cap M$, $\mathcal{N}(P)$” appeared in ([P83]; see also [P91]), but for particular classes of factors $M$ and subalgebras. The general criteria below, which give several equivalent characterizations of $P \prec_M N$, is due to insight gained during 1983–1997 in the study of subalgebras of finite Jones index in ([PiP86], [P86], [P91], [P94], [P97]):

**Theorem 5.1** ([P01b], [P03]). Let $(M, \tau)$ be a finite von Neumann algebra and $P, N \subset M$ von Neumann subalgebras. The following are equivalent:

(i) $P \prec_M N$.

(ii) There exists a Hilbert $P - N$ bimodule $\mathcal{H} \subset L^2(M)$ such that $\dim \mathcal{H}_N < \infty$.

(iii) There exists a non-zero projection $f \in P' \cap \langle M, e_N \rangle$ such that $\text{Tr}(f) < \infty$.

(iv) There exist projections $p \in P, q \in N$ a unital isomorphism $\psi : pPp \rightarrow qNq$ (not necessarily onto) and a partial isometry $v \in M$ such that $vv^* \in pPp' \cap pMp, v^*v \in \psi(pPp)' \cap qMq$ and $xv = v\psi(x)$ for all $x \in pPp$.

Moreover, non-(i) is equivalent to:

(v) For all $a_1, \ldots, a_n \in M$ and for all $\epsilon > 0$ there exists $u \in \mathcal{U}(P)$ such that $\|E_N(a_iua_j)\|_2 \leq \epsilon$ for all $i, j$.

This is the “core” result in the series of criteria which constitute the intertwining subalgebras techniques.

Condition (v) is very useful as a starting point in contradiction arguments. It is also useful in order to get some information about elements in the algebra $P$, in case one knows that $P$ cannot satisfy $P \prec_M N$, for instance because it cannot be embedded into $N$ (e.g. if say $N$ is abelian and $P$ is type II$_1$).
Condition (iv) is of course the one we seek when we expect $P$ to be unitary
congjugated into $N$. It is however non-trivial to get from (iv) a unitary $u$ with $uP^* \subset N$, because one cannot apriori control the relative commutant of the image of the
isomorphism $\psi$ (of which we only know it exists). This is solved on a case by case
basis, by arguments in the spirit of ([P83]). It is in fact condition (v) that allows
controlling the relative commutant of the algebra $P$, in many situations.

An important case when the relative commutants and normalizers can be accurately
estimated is if $M = L^\infty(Y) \rtimes \Delta$ comes from a free mixing action $\Delta \ltimes Y$. Thus,
if one denotes $N = L\Delta$ and take a diffuse subalgebra $Q \subset N$, then $Q' \cap M \subset N$, in
fact all the normalizer of $Q$ in $M$ is contained in $N$. This implies that whenever $\psi, v$ are as in (iv) then $v^*v \in N$ and further work gives the unitary $u$ ([P03]). Other
situations when this can be resolved is if $M = N \boxtimes N_0 = P \boxtimes P_0$ ([OzP04]; see
also 6.6 below), or if $M$ is a free product $M = N \ast N_0$ ([Oz04], [IPeP05]).

For general vNE rigidity problems it is particularly important to deal with the case
when both $P, N$ are maximal abelian in $M$ (Cartan subalgebras). In this case one
can overcome the “relative commutant issue” altogether, and get from (iv) a unitary
element that conjugates $P$ onto $N$ ([P01b]). However, the proof of the (3.1)-type
vNE strong rigidity result in ([P03], [P04a]; see Section 8) will only use the criterion
for conjugating Cartan subalgebras after first showing that $L\Delta, L\Delta$ can be unitary
conjugate onto each other, by using 5.1 and deformation/rigidity. Then $L\Delta \prec_M L\Delta$
is shown to imply $L^\infty(X)$ unitary conjugate to $L^\infty(Y)$, under no other assumptions
but some good mixing conditions on the actions (see [P04a]). The proof of this
implication does use a lot 5.1 and the criterion for conjugating Cartan subalgebras,
but combined with lengthy, hard asymptotic analysis in the ultrapower factor $M^{\omega}$. It
is the most difficult result in this series of intertwining techniques. One then proves that
$L\Delta \prec_M L\Delta$ and $L^\infty(X) \prec_M L^\infty(Y)$ implies there exists $u \in \mathcal{U}(M)$ that conjugates
simultaneously $L^\infty(X)$ onto $L^\infty(Y)$ and $L\Delta$ onto $L\Delta$, which in turn implies $\text{Ad} u$
takes $\{u_g\}_g$ into scalar multiples of $\{v_h\}_h$ as well.

Specific intertwining results can be obtained when the unit ball of $P$ is “almost
contained” in a subalgebra $N$ of $M$, i.e. $\|E_N(x) - x\|_2 \leq \varepsilon$ for all $x \in P, \|x\| \leq 1$, for
some small $\varepsilon > 0$. A pioneering such result appeared in ([Ch79]), where the basic
construction framework $\langle M, e_N \rangle$ was for the first time used. Theorem 5.1 does cover
also such cases, as $P$ almost contained in $N$ trivially implies $P' \cap \langle M, e_N \rangle$ has finite
non-zero projections. A detailed analysis of how to get from this a unitary conjugacy
is carried out in ([P01b], [PSS04]), using subfactor methods.

6. Deformation and rigidity in II$_1$ factors

As the discussion in the previous section shows, in order to recapture the building
data of a group measure space factor, or at least part of it, it is sufficient to fit into one
of the equivalent conditions of the criteria for intertwining subalgebras. For instance,
to prove (3.1)-type results it is sufficient, by Section 5, to obtain finite dimensional
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$L^\infty(X) - L^\infty(Y)$ and $L\Gamma - L\Lambda$ Hilbert bimodules in $M = L^\infty(X) \rtimes \Gamma = L^\infty(Y) \rtimes \Lambda$.

Our strategy for producing such finite dimensional bimodules is to use deformability properties of the target group action and rigidity properties of the source group action. The method, which we call deformation/rigidity, works only when both conditions are met, taking a concrete technical form on a case by case basis. So first of all we need to single out classes of group actions whose associated factors satisfy both rigidity and deformability properties.

It is the II$_1$ factor framework that makes this approach possible, as these algebras are particularly well adapted to deformations: by automorphisms, c.p. maps, completely bounded maps, etc. For us here, by a deformation of the identity id$_M$ of a II$_1$ factor $M$, we mean a sequence $\phi_n$ of subunital, subtracial, c.p. maps on $M$ such that $\lim_n \|\phi_n(x) - x\|_2 = 0$ for all $x \in M$. The maps $\phi_n$ of the deformations will frequently be automorphisms, but also conditional expectations and c.p. maps coming from positive definite functions on the group (for factors coming from group actions). The purpose of deformations is to reveal some “pole of rigidity” of the factor, i.e. a subalgebra $P$ that has a rigid position (in a sense or another) inside $M$. This roughly means that any deformation $\phi_n$ (often from a pre-assigned family of c.p. maps) must converge to $id_P$ on the unit ball of $P$.

In order for the deformations to reveal the position of $P$ relative to $N$, besides $P \subset M$ being rigid we need $M$ to have “many” $N$-bilinear deformations, i.e. $M$ to be in some sense deformable (“soft”) relative to $N$. In the end, we want that “$\phi_n \approx id_P$ on $(P)_1$” gives enough information so that, after some additional work, one gets from it a $P - N$ Hilbert bimodule $H \subset L^2(M)$ with $\dim H_N < \infty$. The “additional work” required may be minimal in some cases, like in examples 6.1, 6.6 and Section 7, or it may represent a substantial part of the argument, like in Example 6.2 and the results in Section 8–10. Moreover, the deformation/rigidity may require first an embedding of $M$ into a larger II$_1$ factor $\tilde{M}$, then taking deformations of $\tilde{M}$ (e.g. by automorphisms, like in Sections 8–10). We illustrate this general strategy with a number of concrete situations where it has been be applied, postponing to the next sections the exact statement of the applications. The generic II$_1$ factor $M$ involved in each situation is $M = L^\infty(X) \rtimes \Gamma = L^\infty(Y) \rtimes \Lambda$, as in (3.1), with the subalgebras $P, N \subset M$ being either $P = L^\infty(X), N = L^\infty(Y)$, or $P = L\Gamma, N = L\Lambda$.

6.1. Haagerup deformation and relative property (T) ([P01b]). A II$_1$ factor $M$ has property H (Haagerup property) relative to $N$ if there exists a deformation of $id_M$ with subunital subtracial $N$-bilinear c.p. maps $\{\phi_n\}_n$ which are compact relative to $N$, i.e. for all $\{x_k\}_k \subset M$ with $E_N(x_k^*x_n) \leq 1$ and $\lim_k \|E_N(x_k^*x_n)\|_2 = 0$ for all $m$, one has $\lim_m \|\phi_n(x_m)\|_2 = 0$ (cf. [Cho83] for the case $N = \mathbb{C}$, [Bo93] in general). For subalgebras of the form $N \subset M = N \rtimes \Lambda$, this is equivalent to $\Lambda$ having the Haagerup approximation property ([H79]), i.e. there exist positive definite functions $\psi_n$ on $\Lambda$ that tend pointwise to $1_\Gamma$ and vanish at $\infty$ ($\psi_n \in c_0(\Lambda)$). The typical (non-amenable) example of groups with this property are the free groups $\mathbb{F}_n$ ([H79]), but...
all discrete subgroups in $\text{SU}(n, 1)$, $\text{SO}(n, 1)$ have the property as well (see [CaH85]; also [CCJJV01] for a survey.)

An inclusion $P \subset M$ is rigid (or has the relative property (T)) if any deformation of $\text{id}_M$ with subunital subtracial c.p. maps of $M$ tends uniformly to $\text{id}_P$ on the unit ball of $(P)_1$ ([P01b]). For subalgebras of the form $P = LH \subset LG = M$, where $H \subset G$ are discrete groups, the rigidity of $LH \subset LG$ is equivalent to the relative property (T) of the inclusion $H \subset G$, as considered in ([K67], [Ma82]). (N.B. This property requires that unitary representations of $G$ which almost contain the trivial representation of $G$ must contain the trivial representation of $H$.) A well known example is the inclusion of groups $\mathbb{Z}^2 \subset \mathbb{Z}^2 \rtimes \text{SL}(2, \mathbb{Z})$ ([K67], [Ma82]), more generally $\mathbb{Z}^2 \subset \mathbb{Z}^2 \rtimes \Gamma$ for any $\Gamma \subset \text{SL}(2, \mathbb{Z})$ non-amenable ([Bu91]).

With these concepts in hand, let us prove the result in ([P01b]), showing that if $P, N \subset M$ are so that $P \subset M$ is rigid and $M$ has property $H$ relative to $N$ then $P \prec_M N$. Indeed, since $M$ has $N$-bilinear subunital subtracial c.p. maps $\phi$ that are compact relative to $N$ and close to $\text{id}_M$, such $\phi$ follow uniformly close to $\text{id}_M$ on $(P)_1$. If $P \not\preceq_M N$ then by 5.1 one can construct recursively $u_k \in \mathcal{U}(P)$ such that $\lim_k \|E_N(u_k^*u_m)\|_2 = 0$ for all $m$. Thus, $\lim_k \|\phi_n(u_k)\|_2 = 0$ for all $n$ by compactness of $\phi_n$, while for large (but fixed) $k$ one has $\phi_k(u_n) \approx u_n$ uniformly in $n$, contradiction.

6.2. Malleability as source of intertwiners. Loosely speaking, a malleable deformation of a II$_1$ factor $M$ over a subalgebra $N \subset M$ is an embedding of $M$ in a larger II$_1$ factor $\tilde{M}$ and a continuous path $\alpha_t$ of automorphisms of $\tilde{M}$ such that $N$ is fixed by $\alpha_t$ for all $t$, with $\alpha_0 = \text{id}$ and $\alpha_1(M \ominus N) \perp (M \ominus N)$ as (pre)Hilbert spaces. More generally, one can merely require the automorphism $\alpha_1$ satisfying the above conditions to be in the connected component of $\text{id}_{\tilde{M}}$ in $\text{Aut}_N(M) = \{\rho \in \text{Aut}(M) \mid N \subset \tilde{M}^\rho\}$. The interest of such deformations is that if $P \subset M$ is a subalgebra for which there exists $b \in \tilde{M}$ non-zero with $Pb \subset b\alpha_1(P)$ (i.e. $P \prec_M \alpha_1(P)$) and the intertwiner $b$ can be shown to belong to the $M$-bimodule $L^2(\text{spM}\alpha_1(M))$, then $P \prec_M N$, more precisely a reinterpretation of $b$ as an element in the $M$-bimodule $L^2((M, e_N), \text{Tr})$ produces a (non-zero) finite dimensional $P - N$ bimodule, which by 5.1 means $P \prec_M N$.

Thus, such deformations can be used to obtain unitary conjugacy between subalgebras of $M$, provided one can show that the continuous path $\alpha_t(P)$ in $\tilde{M}$ produces an intertwiner between $P$ and $\alpha_t(P)$. If the path is uniformly continuous on $P$ then by the remarks at the end of Sections 4 and 5 one can find intertwiners between $\alpha_t(P)$ and $\alpha_{t+d}(P)$, for “incremental” $dt$, then try to patch them. To have uniform continuity and do the patching certain assumptions must be made, as explained below.

6.3. Malleability and property (T) ([P01a], [P03], [P04a]). Malleability properties and their importance in studying group actions and algebras were discovered in (2.1 of [P01a]), inspired by some considerations in (4.3.2 of [P86]). The formal way the concept is defined in (2.1 in [P01a] and 1.4, 1.5 in [P03]) is as follows: An
action $\Lambda \leftrightsquigarrow (B, \tau)$ is malleable if there exist an embedding $B \subset \tilde{B}$ with an action $\Lambda \leftrightsquigarrow \tilde{B}$ extending $\Lambda \leftrightsquigarrow B$, and a continuous path $\alpha_t$ of automorphisms of $\tilde{B}$ commuting with the $\Lambda$-action, such that $\alpha_0 = \text{id}_{\tilde{B}}$, $\alpha_1(B) \perp B$ (in the sense of [P83]) and $\tilde{B} = spB\alpha_1(B)$. In case $B = L^\infty(Y)$ this amounts to $\tilde{B} \simeq L^\infty(Y) \otimes L^\infty(Y)$ with $\Lambda \leftrightsquigarrow L^\infty(Y) \otimes L^\infty(Y)$ the “double” action. Such deformations $\alpha_t$ implement automorphisms of $\tilde{M} \overset{\text{def}}{=} \tilde{B} \rtimes \Lambda$, still denoted $\alpha_t$, so this does fit into the general framework 6.2 for $M = B \times \Lambda$, $N = L\Lambda$. Moreover, the condition $spB\alpha_1(B)$ dense in $\tilde{B}$ implies $spM\alpha_1(M)$ dense in $\tilde{M}$, insuring that any intertwiner of $P, \alpha_1(P)$ in $M$ produces an intertwiner of $P, N$ in $M$.

Examples of actions satisfying the malleability condition are all generalized Bernoulli actions $\Lambda \leftrightsquigarrow \tau^I$, corresponding to some action of $\Lambda$ on a countable set $I$, and the non-commutative Bernoulli and Bogoliubov actions on the hyperfinite $\Pi_1$ factor $R$ ([P01a], [P03]). It was recently noticed in ([Fu06]) that Gaussian actions are malleable as well (see [CW81] or [CCJJV01] for the definition of such actions).

More “lax” conditions for malleable deformations, where $spB\alpha_1(B)$ is no longer required dense in $\tilde{B}$, were considered in (4.2 of [P03]) and (6.1 of [P01a]). In such cases, an element $b$ intertwining $P$ into $\alpha_1(P)$ can be shown to belong to $L^2(spM\alpha_1(M))$ whenever some appropriate relative weak mixing condition of $\Lambda \leftrightsquigarrow \tilde{B}$ wrt $\Lambda \leftrightsquigarrow L^2(spB\alpha_1(B))$ holds true (e.g. 4.2.1 in [P03], 2.9 in [P05], 6.1 in [P01a]). All generalized Bernoulli actions $\Lambda \leftrightsquigarrow (B_0, \tau_0)^I$, with $B_0$ an arbitrary finite, AFD (equivalently amenable, by [C76]) von Neumann algebra, have malleable deformations satisfying the relative weak mixing requirement. Same for the “free Bernoulli actions” $\Lambda \leftrightsquigarrow (B_0, \tau_0)^{\ast I} = \ast_{i \in I}(B_0, \tau_0)$, with AFD base ($B_0, \tau_0$) (cf. 6.1 in [P01a]).

Typically, if $\Lambda \leftrightsquigarrow B$ is a malleable action as above, or more generally $M$ is malleable over $N$, corresponding to $M = B \times \Lambda$, $N = L\Lambda$, the rigidity condition required on the subalgebra $P \subset M$ is the relative property (T) as defined in 6.1. If $P = L\Gamma$, where $\Gamma \leftrightsquigarrow X$ is another action with $M = L^\infty(Y) \rtimes \Lambda = L^\infty(X) \rtimes \Gamma$ as in (3.1), one requires that $\Gamma$ itself has property (T). By rigidity, $\alpha_t(P)$ and $\alpha_{t+\text{d}t}(P)$ are then uniformly close, for “incremental” $\text{d}t$, so there is a non-zero intertwiner between them (for groups, this is trivial by the observations in Section 4). Patching these intertwiners gives an intertwiner between $P$ and $\alpha_1(P)$, which from the above shows that $P = L\Gamma$ can be intertwined into $N = L\Lambda$. But there are actually big difficulties in doing the “patching”, as the intertwiners are a priori partial isometries and not unitaries, so when gluing them repeatedly we may end up getting $0$. The malleable deformations with a symmetry, called s-malleable, were introduced in (2.1, 6.1 of [P01a], 1.4 of [P03]) to overcome this issue. All above examples carry natural such symmetry, and so do the “free”-deformations found in ([IPeP05]). In turn, much less than property (T) for $\Gamma$ is enough to obtain an intertwiner between $L\Gamma$ and $L\Lambda$ through this argument. Thus, if the $\Lambda$-action is mixing then it is sufficient that $\Gamma$ has an infinite subgroup $H \subset \Gamma$ with the relative property (T) and some weak normality condition, for instance existence of a chain of normal inclusions from $H$ to $\Gamma$ ($H$ is $w$-normal in $\Gamma$).
6.4. Malleability in free product algebras. A malleable deformation was also used in ([P01a]) to prove a cocycle rigidity result for actions of property (T) groups \( \Gamma \) on \( B = L^2\Gamma \simeq L^2\infty \), by free Bernoulli shifts. Inspired by (4.3.2 of [P86]) it gives an explicit construction of an action \( \alpha \) of \( \mathbb{R} \) on \( \tilde{B} = B \ast B \) which commutes with the double action of \( \Gamma \) on \( B \) and checks \( \alpha_1(B \ast \mathbb{C}) = \mathbb{C} \ast B \). The cocycle rigidity is proved by using the general scheme 6.2, with \( M = B \times \Gamma \), \( \tilde{M} = \tilde{B} \times \Gamma \), \( N = L\Gamma \) and the natural extension to \( \tilde{M} \) of the deformation \( \alpha_1 \). But this malleable deformation no longer satisfies the “tight” generating condition \( sp_B \alpha_1(B) \) dense in \( \tilde{B} \), and “descending” the intertwiner between \( B \), \( \alpha_1(B) \) from \( \tilde{B} \) to \( L^2(\alpha_1(B)) \) requires more work.

Another malleable deformation in free product framework was discovered in ([IPeP05]), but for the acting group rather than for the action. Thus, let \( \Gamma = \Gamma_1 \ast \Gamma_2 \ast (B, \tau) \) and denote \( M = B \times \Gamma \), \( \tilde{M} = B \times (\Gamma \ast F_2) \), with \( F_2 \) acting trivially on \( B \). Then \( M \) can also be viewed as the amalgamated free product \((B \ast \Gamma_1 \ast \mathbb{Z}) \ast_B (B \ast \Gamma_2 \ast \mathbb{Z})\).

If \( u_1 \in L(\mathbb{Z} \ast 1) \subset L(F_2) \), \( u_2 \in L(1 \ast \mathbb{Z}) \subset L(F_2) \) are the canonical generating unitaries and \( h_j = h^*_j \) are so that \( exp(ih_1) = u_j \), then \( h_j \) commute with \( B \). Thus \( \alpha_i = Ad(exp(it h_1)) \ast_B Ad(exp(it h_2)) \) implements an action of \( \mathbb{R} \) on \( \tilde{M} \) leaving \( B \) fixed and satisfying \( \alpha_1 = Ad(u_1) \ast Ad(u_2) \), \( \alpha_1(L\Gamma) = u_1L\Gamma_1u_1^\ast \ast u_2L\Gamma_2u_2^\ast \perp L\Gamma \).

6.5. A general notion of rigidity for subalgebras. The above considerations justify considering the following:

**Definition 6.5.1** ([P04b]). Let \( M \) be a II\( _1 \) factor, \( P \subset M \) a von Neumann subalgebra and \( \mathcal{L} \) a family of subunital subtracial c.p. maps of \( M \). We say that the inclusion \( Q \subset M \) is rigid with respect to (wrt) \( \mathcal{L} \) if given any deformation of \( id_M \) by c.p. maps \( \phi_n \in \mathcal{L} \) we have \( \| \phi_n(x) - x \|_2 \to 0 \) uniformly for \( x \in (P)_1 \).

Note that the rigidity of \( P \subset M \) as defined in 6.1 amounts to condition 6.5.1 for \( \mathcal{L} \) the family of all subunital subtracial c.p. maps on \( M \), the particular case \( P = M \) of which amounts to the Conne–Jones definition of property (T) for the II\( _1 \) factor \( M \) ([CJ85]). Also, the malleability/rigidity arguments above only used the rigidity of the inclusion \( P \subset M \) wrt \( \mathcal{L} = \{ \alpha_i \}_i \subset \text{Aut}(\tilde{M}) \), where \( \alpha \) is the malleable deformation.

Besides its rôle in deformation/rigidity approach to proving statements such as (3.1), the idea of defining various notions of rigidity for inclusions of algebras \( P \subset M \) has other applications as well. Thus, if the family \( \mathcal{L} \) has an abstract description, depending only on the isomorphism class of \( P \subset M \), then the rigidity of \( P \subset M \) wrt \( \mathcal{L} \) is, of course, an isomorphism invariant for \( P \subset M \). This point of view gives rise to useful applications to OE ergodic theory. For instance, a new OE invariant for a free ergodic m.p. action \( \Gamma \ast X \) (more generally for equivalence relations \( \mathcal{R}_\Gamma \)) was defined in ([P01b]) by requiring that the inclusion \( L^\infty(X) \subset L^\infty(X) \ast \Gamma \) (resp \( L^\infty(X) \subset L(\mathcal{R}_\Gamma) \)) is rigid (see also [PeP04]). From 6.1 it follows that if \( \Gamma \subset \text{SL}(2, \mathbb{Z}) \) is non-amenable then \( \Gamma \ast \mathbb{T}^2 = \mathbb{T}^2 \) has this property. More examples were constructed in ([Va05]). This notion of relative property (T) for free ergodic actions played an important rôle in the proof that free groups have uncountably many OE-inequivalent
actions in ([GP03]). Another particular case of 6.5.1 recovers a concept considered in ([An87], [P86]): A II₁ factor \( M \) has the property (T) relative to a subalgebra \( P \subset M \) (or \( P \) is co-rigid in \( M \)) if \( M \subset M \) is rigid wrt the family of all subunital subtracial \( P \)-bilinear c.p. maps on \( M \). Again, by the definition, this notion is an isomorphism invariant for the inclusion \( P \subset M \), so in case \( P = \mathcal{L}\infty(Y) \subset L\infty(Y) \rtimes \Lambda = M \), it gives an OE invariant for the free action \( \Lambda \rtimes Y \). For such inclusions, it is shown in ([P86]) that co-rigidity is equivalent to the property (T) of \( \Lambda \).

6.6. Example ([P04c]). We end this discussion with a simple but very suggestive example related to definition 6.5.1: Let \( M \) be a II₁ factor of the form \( M = Q \otimes R \), where \( R \) is the hyperfinite II₁ factor and \( Q \) is a non(\( \Gamma \)) II₁ factor ([MvN43]). Let \( \mathcal{L} \) be the family of all conditional expectations onto non(\( \Gamma \)) II₁ subfactors \( P \subset M \) with the property that \( P \cap M \simeq R \) and \( M = P \vee (P \cap M) \). It is easy to see that \( Q \subset M \) is rigid wrt \( \mathcal{L} \). Recovering the building data means in this case to show that if \( M = P_0 \otimes R_0 \) is another decomposition with \( P_0 \) non(\( \Gamma \)) and \( R_0 \simeq R \) then there exists a unitary element \( u \in M \) such that \( uP_0u^* = Q', uR_0u^* = R^{1/2} \), for some \( t > 0 \), where the identification \( Q \otimes R = Q' \otimes R^{1/2} \) is self-explanatory. To prove this, one takes \( P_n = P_0 \otimes M_{2^n \times 2^n}(\mathbb{C}) \) where \( M_{2^n \times 2^n}(\mathbb{C}) \not\simeq R_0 \) and apply the rigidity of \( Q \subset M \) with respect to the deformation \( E_{P_n} \) to conclude that for a large enough \( n \), the unit ball of \( Q \) is almost contained in \( P_n \). By the intertwining criteria 5.1, there exists \( u \in \mathcal{U}(M) \) that conjugates \( Q \) into \( P_n \), which from the split-off conditions implies the result.

Similarly, one can show that if \( M \) is a II₁ factor with \( Q \subset M \) a von Neumann algebra such that \( \{ \text{Ad}(u) \mid u \in \mathcal{U}(Q) \} \) has spectral gap wrt \( Q' \cap M \) (i.e. there exist \( u_1, \ldots, u_n \in \mathcal{U}(Q) \) and \( c > 0 \) such that \( \Sigma_i \| u_i x u_i^* - x \|_2 \geq c \| x \|_2 \) for all \( x \in Q' \cap M^{1/2} \)), then \( Q' \cap M \subset M \) is rigid wrt \( \mathcal{L} = \text{Aut}(M) ([P06]) \).

7. vNE/OE rigidity from relative property (T) and H

We formally state here the result discussed in 6.1, which uses Haagerup-type deformation of the acting group and relative property (T) of the action. This is a typical vNE/OE rigidity result, in the terminology established in (3.1), as it shows that for a certain class of group measure space II₁ factors, any algebra isomorphism comes from an orbit equivalence of the actions, modulo perturbation by an inner automorphism.

**Theorem 7.1** ([P01b]). Let \( \Gamma \rtimes (X, \mu) \), \( \Lambda \rtimes (Y, \nu) \) be ergodic (not necessarily free) m.p. actions and assume \( L\infty(X) \subset L(\mathcal{R}_\Gamma) \) is rigid while \( L(\mathcal{R}_\Lambda) \) has property H relative to \( L\infty(Y) \). If \( \theta: L(\mathcal{R}_\Gamma) \simeq L(\mathcal{R}_\Lambda) \) is an algebra isomorphism then there exists \( u \in \mathcal{U}(L(\mathcal{R}_\Lambda)) \) such that \( \text{Ad}(u)(\theta(L\infty(X))) = L\infty(Y) \).

The next corollary lists some concrete examples when the assumptions of 7.1 are satisfied.
Corollary 7.2. Let $\Gamma \subset \text{SL}(2, \mathbb{Z})$ be a non-amenable subgroup and $\Gamma \curvearrowright \mathbb{T}^2 = \hat{\mathbb{T}}^2$ the action induced by the restriction to $\Gamma$ of the $\text{SL}(2, \mathbb{Z})$ action on $\mathbb{Z}^2$. Let $\Lambda \curvearrowright (Y, \nu)$ be a free ergodic m.p. action of a group $\Lambda$ having Haagerup’s compact approximation property, e.g. $\Lambda \subset \text{SL}(2, \mathbb{Z})$. If $\theta : L^\infty(X) \rtimes \Gamma \simeq (L^\infty(Y) \rtimes \Lambda)^1$, then there exists a unitary element $u$ in the target algebra such that $\text{Ad}(u) \circ \theta$ takes $L^\infty(X)$ onto $L^\infty(Y)^1$.

It is easy to check that both the rigidity of a Cartan inclusion $A \subset M$ and the property $H$ of $M$ relative to $A$ are stable to amplifications. Thus, the class $H$ of factors with Cartan subalgebras satisfying both conditions is stable to amplifications. By 7.1, given an HT factor $M$ there exists a unique equivalence relation $\mathcal{R}_M^{HT}$ associated to its unique (up to conjugacy) HT Cartan subalgebra. Thus, for the factors in this class, all OE invariants for $\mathcal{R}_M^{HT}$ are isomorphism invariants for the factor $M$ and $\mathcal{F}(\mathcal{R}_M^{HT}) = \mathcal{F}(M)$. In particular, since Gaboriau showed in ([G00], [G01]) that the equivalence relation of any free ergodic action $\mathbb{F}_n \curvearrowright X$, $2 \leq n < \infty$, has trivial fundamental group and that for different $n$’s the $\mathbb{F}_n$-actions are OE-inequivalent, we derive:

Corollary 7.3. 1°. If $\Gamma \subset \text{SL}(2, \mathbb{Z})$ is finitely generated nonamenable group then the factor $M = L(\mathbb{Z}^2 \rtimes \Gamma) = L^\infty(\mathbb{T}^2) \rtimes \Gamma$ has trivial fundamental group, $\mathcal{F}(M) = \{1\}$.

2°. If $\mathbb{F}_n \subset \text{SL}(2, \mathbb{Z})$ is some embedding of the free group with $n$ generators, then the $\text{II}_1$ factors $L(\mathbb{Z}^2 \rtimes \mathbb{F}_n) = L^\infty(\mathbb{T}^2) \rtimes \mathbb{F}_n$ are mutually non-isomorphic, $2 \leq n \leq \infty$.

Corollary 7.3 gave the first examples of $\text{II}_1$ factors with trivial fundamental group ([P01b]). In particular, this solved a longstanding problem of Kadison (Problem 3 in [Ka67]), asking whether there exist $\text{II}_1$ factors $M$ with the property that $M_{n \times n}(M) \not\cong M$ for all $n \geq 2$. By 7.3, the group factor $LG$, arising from the arithmetic group $G = \mathbb{Z}^2 \rtimes \text{SL}(2, \mathbb{Z})$, does satisfy this property, in fact $\mathcal{F}(LG) = \{1\}$. The corollary also gives the first examples of non-isomorphic group measure space factors associated with actions $\mathbb{F}_n \curvearrowright X$ of free groups $\mathbb{F}_n$ with different number of generators, $n = 2, 3, \ldots$. It is an open problem whether $L\mathbb{F}_n \not\cong L\mathbb{F}_m$ for $n \neq m$, despite remarkable progress in the study of free group factors through Voiculescu’s free probability theory ([Vo90], [Vo94]). Using these techniques, it was shown in ([R94], [Dy93]) that “$L\mathbb{F}_n$, $2 \leq n \leq \infty$, are all non-isomorphic” $\iff$ “two of them are non-isomorphic” $\iff$ “$\mathcal{F}(L\mathbb{F}_n) \neq \mathbb{R}_+^n$ for some $2 \leq n < \infty$” $\iff$ “$\mathcal{F}(L\mathbb{F}_n) = \{1\}$ for all $2 \leq n < \infty$”. The same techniques have led to the proof that $\mathbb{Q} \subset \mathcal{F}(L\mathbb{F}_\infty)$ in ([Vo90]) and finally $\mathcal{F}(L\mathbb{F}_\infty) = \mathbb{R}_+^\infty$ in ([R94]).

8. vNE strong rigidity from property (T) and malleability

We now state rigidity results obtained by using malleability of actions as “deformability property” and the property (T) of the acting group as the “rigidity property”, discussed in 6.3. These statements are exactly of the type (3.1). They are the first vNE Strong Rigidity results pertaining to von Neumann algebras.
The source groups $\Gamma$ considered below are required to be ICC and to have infinite $w$-normal subgroups $H \subset \Gamma$ with the relative property (T). Examples are all the ICC property (T) groups and the groups $\mathbb{Z}^2 \rtimes \Gamma_0$, with $\Gamma_0 \subset \text{SL}(2, \mathbb{Z})$ non-amenable (cf. [K67], [Ma82], [Bu91]; see [Va05] for more examples). If $\Gamma$ satisfies the property (e.g. $\Gamma$ ICC with property (T)), then $\Gamma \rtimes H'$ satisfies the property as well for all $H'$ ICC.

**Theorem 8.1** ([P03], [P04a]). Assume $\Gamma$ is ICC and has an infinite normal subgroup with the relative property (T). Let $\Delta$ be an arbitrary ICC group and $\Lambda \curvearrowright (Y, \nu)$ a Bernoulli action, or more generally a free, relative weak mixing quotient of a Bernoulli $\Lambda$-action.

If $\theta : L^\infty(Z) \times \Gamma \simeq (L^\infty(Y) \rtimes \Delta)^t$ is an isomorphism of $\Pi_1$ factors, for some $0 < t \leq 1$, then $t = 1$ and $\theta$ is of the form $\theta = \text{Ad}(u) \circ \theta^\nu \circ \theta^\Delta,$ where: $u$ is a unitary element in $L^\infty(Z) \rtimes \Lambda; \theta^\nu \in \text{Aut}(L^\infty(Y) \rtimes \Delta)$ is implemented by some $\gamma \in \text{Hom}(\Lambda, \mathbb{T}); \theta^\Delta : L^\infty(X) \times \Gamma \simeq L^\infty(Y) \rtimes \Delta$ is implemented by isomorphisms $\Delta : (X, \mu) \simeq (Y, \nu), \delta : \Gamma \simeq \Lambda$ which give a conjugacy of $\Gamma \curvearrowright X, \Lambda \curvearrowright Y.$

More generally, the above statement holds true for target actions $\Lambda \curvearrowright Y$ that are relative weak mixing quotients of actions that are s-malleable and clustering. An action $\Lambda \curvearrowright (Y, \nu)$ is a quotient of an action $\Lambda \curvearrowright (Y', \nu')$ if there exists a $\Lambda$-invariant m.p. surjection $(Y', \nu') \rightarrow (Y, \nu)$, equivalently a $\Lambda$-invariant m.p. embedding $L^\infty(Y) \subset L^\infty(Y').$ The quotient is relative weak mixing if there exists $g_n \rightarrow \infty$ in $\Lambda$ such that $\lim_n \|E_{L^\infty(Y)}(xg_n(y))\|_2 = 0$ for all $x, y \in L^\infty(Y'),$ with $y \perp L^\infty(Y)$ (cf. Furstenberg and Zimmer). The clustering condition is a certain multi-mixing condition which is satisfied, like s-malleability, by all Bernoulli actions.

The proof of this result is in three parts: The malleability of $\Lambda \curvearrowright Y$ combined with the rigidity assumption on $\Gamma$ allows a deformation/rigidity argument in $M = L^\infty(Y \times X) \rtimes \Delta.$ Taking $t = 1,$ $M = L^\infty(Y) \rtimes \Lambda = L^\infty(X) \rtimes \Gamma$ for simplicity, this gives rise to a non-zero $L \Gamma - L \Lambda$ Hilbert bimodule $\mathcal{H} \subset L^2(M)$ which is finite dimensional as a right $L \Lambda$-module. Using intertwining technique, from $\mathcal{H}$ one gets a unitary element $u \in M$ that conjugates $L \Gamma$ into $L \Lambda.$ The second part of the proof uses this information to derive that $L^\infty(X)$ can be unitarily conjugated onto $L^\infty(Y),$ by using ultrapower algebra techniques, “asymptotic analysis” of Fourier expansions and 5.1 (repeatedly). The final part of the proof consists in showing that if both the Cartan subalgebras and the group algebras can be (separately) conjugated by unitaries, then there exists a unitary that conjugates $L^\infty(X)$ onto $L^\infty(Y)$ and carries the canonical unitaries of the source factor onto scalar multiples of the canonical unitaries of the target factor.

It has been recently shown in ([P06]) that in fact 8.1 holds true for any group of the form $\Gamma = H H'$ with $H$ non-amenable and $H'$ infinite (e.g. $\Gamma$ non-amenable with infinite center, or $\Gamma = H \times H'$), and even for groups $\Gamma$ that have a non-amenable subgroup $H$ whose centralizer is infinite and $w$-normal in $\Gamma.$

Taking the source and target group actions to satisfy both sets of conditions, and taking into account that a factor arising from the Bernoulli $\Gamma$-action with diffuse base
is the same as the group factor of the wreath product \( \mathbb{Z} : \Gamma \), from 8.1 we derive a positive answer to a wreath product version of Connes’ rigidity conjecture (3.2):

**Corollary 8.2.** Let \( \Gamma_i \) be an ICC group having an infinite normal subgroup with the relative property \( \mathcal{P} \) and denote \( G_i = \mathbb{Z} : \Gamma_i \) the corresponding wreath product, \( i = 0, 1 \). Then \( LG_0 \cong LG_1^1 \) implies \( t = 1 \), \( G_0 \cong G_1 \) and \( \Gamma_0 \cong \Gamma_1 \). In particular, all such factors have trivial fundamental group.

We mention that (6.4 and 7.13 in [PV06]) provides a class \( \mathcal{W} \) of “generalized” wreath product groups for which a \(^{(3.2')}\)-type statement (i.e. a version of the strong Connes rigidity conjecture) holds true, i.e. any isomorphism \( \theta : LG_1 \cong LG_2^1 \), \( G_1, G_2 \in \mathcal{W} \), entails \( t = 1 \) and \( \theta = \text{Ad}(u) \circ \theta_\gamma \circ \theta_\delta \), for some \( \gamma \in \text{Hom}(G_2, \mathbb{T}) \) and \( \delta : G_1 \cong G_2 \). In particular, if \( G \in \mathcal{W} \) then \( \text{Out}(LG) = \text{Hom}(G, \mathbb{T}) \rtimes \text{Out}(G) \).

Arguments similar to the ones used in the first part of the proof of 8.1 allow showing that for any countable subgroup \( S \subset \mathbb{R}_+^* \) there exist \( \Pi_1 \) factors and equivalence relations from ergodic m.p. actions of countable groups which have \( S \) as fundamental group.

**Theorem 8.3** ([P03]). Let \( S \subset \mathbb{R}_+^* \) be a countable subgroup and \( \{s_n\}_n \subset S \) a set of generators. Let \( \Gamma \) be an ICC group having an infinite \( w \)-normal subgroup with the relative property \( \mathcal{T} \). For each \( n \), let \( \mu_n \) be the probability measure on \( \{0, 1\} \) satisfying \( \mu_n(\{0\})/\mu_n(\{1\}) = s_n \) and let \( \delta_n \) be the equivalence relation on \( \{0, 1\} \) given by \( (t_g)_g \sim (t_g')_g \) iff there exists a finite subset \( F \subset \Gamma \) such that \( t_g = t_g' \) for all \( g \in \Gamma \setminus F \) and \( \Pi_{g \in F} \mu_0(t_g) = \Pi_{g \in F} \mu_0(t_g') \). Let \( \mathcal{R}_0 \) be the product of the equivalence relations \( \delta_n \) on the product probability space \( (X, \mu) = \Pi_n(\{0, 1\}, \mu_n)^\Gamma \) and \( \mathcal{R} \) be the equivalence relation generated by \( \mathcal{R}_0 \) and the Bernoulli \( \Gamma \)-action \( \Gamma \rhd X \) (which leaves \( \mathcal{R}_0 \) invariant). If \( \mathcal{F}(L(\Gamma)) = \{1\} \), for instance if \( \Gamma = H \rtimes \Gamma_0 \) with \( \Gamma_0 \subset \text{SL}(2, \mathbb{Z}) \) finite index subgroup (cf. 7.3), then \( \mathcal{F}(L(\mathcal{R})) = \mathcal{F}(\mathcal{R}) = S \).

A construction similar to 8.3 can be used to prove that in fact any subgroup \( S \subset \mathbb{R}_+^* \) can be realized as the fundamental group of a non-separable \( \Pi_1 \) factor ([P03]), solving completely a problem raised by Murray–von Neumann in ([MvN43]). This construction of concrete equivalence relations \( \mathcal{R} \) with arbitrary countable fundamental group, obtained through \( \Pi_1 \) factor methods, is completely new for OE theory as well.

When applied to isomorphisms \( \theta \) coming from an OE \( \mathcal{R} \) \( \cong (\mathcal{R}_\Lambda)^\Gamma \), 8.1 becomes an OE strong rigidity result. In fact, one can even derive an OE Strong Rigidity for embeddings of equivalence relations:

**Theorem 8.4** ([P04a]). Let \( \Gamma \rhd X, \Lambda \rhd Y \) be as in 8.1. If \( \Delta : (X, \mu) \cong (Y, \nu) \) takes each \( \Gamma \)-orbit into a \( \Lambda \)-orbit then there exist a subgroup \( \Lambda_0 \subset \Lambda \) and \( \alpha \in [\Lambda] \) such that \( \alpha \circ \Delta \) conjugates \( \Gamma \rhd X, \Lambda_0 \rhd Y \).
9. Cocycle superrigidity from property (T) and malleability

If in Theorem 8.4 we take \( \Gamma \) to have property (T) and \( \Delta \) to give an orbit equivalence of \( \Gamma \Join X, \Lambda \Join Y \), and use that property (T) is an OE invariant, then the statement becomes an OE Strong Rigidity where all conditions are on one side, a type of result labelled “OE superrigidity” in Section 3. In fact, if we assume all conditions are say on the side of the source group action \( \Gamma \Join X \), then the deformation/rigidity arguments in the proof of 8.1 get simplified considerably, allowing us to prove a cocycle superrigidity result from which the OE superrigidity is a mere consequence.

To state the result, recall that if \( V \) is a Polish group then a \( V \)-valued measurable (left) cocycle for \( \Gamma \Join X \) is a measurable map \( w: \Gamma \times X \to V \) satisfying \( w(g_1, g_2 t) w(g_2, t) = w(g_1 g_2, t) \) for all \( g_1, g_2 \in \Gamma, t \in X \). Cocycles \( w, w' \) are equivalent if there is a measurable \( u: X \to V \) such that \( w'(g, t) = u(g t) w(g, t) u(t)^{-1} \) for all \( g, t \) (a.e.). Note that \( w \) is independent of \( t \in X \) iff it is a group morphism \( \Gamma \to V \).

A Polish group \( V \) is of finite type if it is isomorphic to a closed subgroup of the group of unitary elements \( U(N) \) of a finite von Neumann algebra \( N \) (equivalently of a \( \Pi_1 \) factor). We denote by \( U_{\text{fin}} \) the class of Polish groups of finite type. All countable discrete groups and all separable compact groups are of finite type. But by ([KaSi82]) a connected locally compact group \( V \) is of finite type iff \( V = K \times V \) with \( K \) compact and \( V \simeq \mathbb{R}^n \).

**Theorem 9.1 (P05).** Assume \( \Gamma \) has an infinite \( \omega \)-normal subgroup \( H \) with the relative property (T) and that \( \Gamma \Join (X,\mu) = (X_0,\mu_0)^I \) is a generalized Bernoulli action with \( |H_i| = \infty \) for all \( i \in I \).

Then \( \Gamma \Join X \) is \( U_{\text{fin}} \)-cocycle superrigid, i.e. for all \( V \in U_{\text{fin}} \), any \( V \)-valued cocycle for \( \Gamma \Join X \) is equivalent to a group morphism \( \Gamma \to V \). Moreover, same is true if \( \Gamma \Join X \) is a relative weak mixing quotient of an action satisfying these conditions.

The above statement actually holds true for all malleable actions which are weak mixing on the subgroup \( H \), and for all relative weak mixing quotients of such actions. The proof uses a version of the general deformation/rigidity argument explained in 6.2, in the group measure space von Neumann algebra \( M = L^\infty(X) \overline{\otimes} V \rtimes \Gamma \), where \( V \) is a \( \Pi_1 \) factor with \( \overline{\mathcal{U}(V)} \subset \mathcal{U}(V) \) and \( \Gamma \Join L^\infty(X) \overline{\otimes} V \) is the product of the action \( \Gamma \Join L^\infty(X) \) and the trivial action of \( \Gamma \) on \( V \). Also, the larger algebra \( \tilde{M} \) in which we perform the deformation is \( (L^\infty(X) \overline{\otimes} V \overline{\otimes} L^\infty(X)) \rtimes \Gamma \). We use the observation that a measurable function \( w: \Gamma \times X \to \mathcal{U}(V) \) is a cocycle for \( \Gamma \Join X \) iff the \( g \mapsto u'_g = w_g u_g \) is a representation of the group \( \Gamma \) in \( M \), where \( u_g \) denote the canonical unitaries in \( M \), and \( w_g = w(g, \cdot) \). With the notations in 6.2, the algebra \( N \) corresponds to \( L \tilde{M} \otimes V \) while \( P \) corresponds to the von Neumann algebra generated by \( u'_g, g \in \Gamma \). Due to the more concrete form of this set-up, the deformation/rigidity argument in \( \tilde{M} \) gives in fact an intertwiner of the \( \Gamma \)-representations \( u'_g \) and \( \alpha_1(u'_g) \), which lies in \( L^\infty(X) \overline{\otimes} V \overline{\otimes} L^\infty(X) \). After the usual “re-interpretation” of this intertwiner, we get \( u \in \mathcal{U}(L^\infty(X) \otimes V) \) such that \( uu'_g u^* \in 1 \otimes V \rtimes \Gamma \). This means
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$uw_h(u)^* \in V$, so we have untwisted $w$ as a $\mathcal{U}(V)$-valued cocycle for $H \curvearrowright X$. But then it follows automatically untwisted as a $V$-valued cocycle, due to the weak mixing property. Applying the $w$-normality of $H \subseteq \Gamma$ and the weak mixing property again, it follows untwisted on all $\Gamma$.

The II$_1$ factor framework is used again to show that if a group action $\Gamma \curvearrowright X$ is cocycle superrigid then it is OE superrigid, i.e. any OE $\Delta: X \simeq Y$ of this action with an arbitrary free action $\Lambda \curvearrowright Y$ comes from a conjugacy. More precisely, let $w = w_\Lambda: \Gamma \times X \to \Lambda$ be the Zimmer cocycle associated to $\Lambda$, which to $t \in X$, $g \in \Gamma$ assigns the unique (by freeness) $h \in \Lambda$ such that $\Delta(gt) = h\Delta(t)$ ([Z80], [Z84]). Since $w$ takes values in $\Lambda$, which is discrete and thus in the class $\mathcal{U}_{\text{fin}}$, by 9.1 it can be untwisted. The II$_1$ factor setting allows to re-interpret the “untwister” of this cocycle as a natural “conjugator” of the two actions, thus showing that cocycle superrigidity with arbitrary discrete targets implies OE superrigidity:

**Theorem 9.2 ([P05]).** Let $\Gamma \curvearrowright X$ be a free, weakly mixing, cocycle superrigid action, e.g. an action as in 9.1. Assume $\Gamma$ has no finite normal subgroups. Let $\Lambda \curvearrowright (Y, \nu)$ be an arbitrary free ergodic m.p. action and $\Delta: \mathcal{R}_\Gamma \simeq \mathcal{R}_\Lambda$ an orbit equivalence, for some $t > 0$.

Then $n = 1/t$ is an integer and there exist a subgroup $\Lambda_0 \subset \Lambda$ of index $[\Lambda : \Lambda_0] = n$, a subset $Y_0 \subset Y$ of measure $\nu(Y_0) = 1/n$ fixed by $\Lambda_0 \curvearrowright Y$, an automorphism $\alpha \in [\Lambda]$ and a group isomorphism $\delta: \Gamma \simeq \Lambda_0$ such that $\alpha \circ \Delta$ takes $X$ onto $Y_0$ and conjugates the actions $\Gamma \curvearrowright X$, $\Lambda_0 \curvearrowright Y_0$.

In fact, 9.1 even implies the superrigidity of embeddings of $\mathcal{R}_\Gamma$ into equivalence relations $\mathcal{R}_\Lambda$ of arbitrary free ergodic actions (in the spirit of 8.4), as well as for morphisms of $\mathcal{R}_\Gamma$ onto $\mathcal{R}_\Lambda$ that are bijective on each orbit, i.e. for local OE morphisms (see [P05] for details). Theorem 9.1 also shows that the $\mathbb{T}$-valued first cohomology group $H^1(\mathcal{R}_\Gamma)$ of a Bernoulli $\Gamma$-action is equal to $\text{Hom}(\Gamma, \mathbb{T})$, thus recovering a result from ([P01a], [PSa03]). This implies that given any abelian group $L$ one can construct free quotients of Bernoulli $\Gamma$-actions with first cohomology group $H^1(\mathcal{R}_\Gamma) = \text{Hom}(\Gamma, \mathbb{T}) \times L$ (cf. [P04b]). Thus, any group $\Gamma$ with an infinite $w$-normal subgroup with the relative property (T) has uncountably many “concrete” non-OE free ergodic m.p. actions. Another application of 9.1 shows that the equivalence relations $\mathcal{R}$ described in the statement of 8.3 have the property that for all $t > 0$, $\mathcal{R}'$ cannot be implemented by a free ergodic action of a group (5.10 in [P05]). The first examples of equivalence relations with this property were found in ([Fu99b]).

The Cocycle Superrigidity 9.1 was recently used in ([Fu06]) to show that if $\Gamma, \Lambda$ are lattices in a higher rank semisimple Lie group $\mathfrak{g}$ then the action $\Gamma \curvearrowright \mathfrak{g}/\Lambda$ cannot be realized as a quotient of a Bernoulli $\Gamma$-action, more generally of a $s$-malleable weak mixing action. Also, 9.1 was used in ([Th06]) to answer some open problems in descriptive set theory, showing for instance that the universal countable Borel equivalence relation $E_\infty$ cannot be implemented by a free action of a countable group. Moreover, a new $\mathcal{U}_{\text{fin}}$-cocycle superrigidity result was obtained in ([P06]), by combining malleability with spectral gap rigidity (see final comment in 6.6 above).
It shows that if $\Gamma \acts X$ is a generalized Bernoulli action and $H \subset \Gamma$ is a subgroup such that $H \acts X$ has spectral gap (thus $H$ is automatically non-amenable) then any $\mathcal{P}$-valued cocycle for $\Gamma \acts X$, where $\mathcal{P} \in \mathcal{U}_{\text{fin}}$, can be untwisted on the centralizer $H'$ of $H$ in $\Gamma$. Thus, if $H'$ is $w$-normal in $\Gamma$ (e.g. $\Gamma = H \times H'$) and $H' \acts X$ is weak mixing then the cocycle follows untwisted on all $\Gamma$. In particular, such $\Gamma \acts X$ are OE superrigid. This adds to the rigidity phenomena involving product groups discovered in recent years in ergodic theory, Borel equivalence relations and $\Pi_1$ factors (e.g. [MoS02], [MoS04], [OzP04], [HjKe05]).

10. Bass–Serre type rigidity for amalgamated free products

The malleable deformation explained in the second part of 6.4 is used in ([IPeP05]) to prove a series of rigidity results, through the deformation/rigidity approach. These results can be viewed as von Neumann algebra versions of the “subgroup theorems” and “isomorphism theorems” for amalgamated free products of groups in Bass–Serre theory. The main “subalgebra theorem” shows that, under rather general conditions, any rigid von Neumann subalgebra $Q \subset M = M_1 \ast_B M_2$ can be conjugated by an inner automorphism of $M$ into either $M_1$ or $M_2$. For simplicity, we only formulate the result in the case $M = (B \times \Gamma_1) \ast_B (B \times \Gamma_2) = B \times (\Gamma_1 \ast \Gamma_2)$.

**Theorem 10.1** ([IPeP05]). Let $\Gamma \acts (B, \tau)$ be an action of a group $\Gamma = \Gamma_1 \ast \Gamma_2$ on a finite von Neumann algebra $(B, \tau)$ and denote $M_i = B \rtimes \Gamma_i$, $i = 1, 2$, $M = B \rtimes \Gamma = M_1 \ast_B M_2$. Let $Q \subset M$ be a rigid inclusion. Assume no corner $qQq$ of $Q$ can be embedded into $B$ and that the normalizer of $Q$ in $M$ generates a factor $P$. Then there exists a unique $i \in \{1, 2\}$ such that $uQu^* \subset M_i$ for some $u \in \mathcal{U}(M)$, which also satisfies $uPu^* \subset M_i$.

Taking the action $\Gamma \acts B$ in 10.1 to come from an action on a probability space, the theorem can be used to prove Bass–Serre type vNE and OE rigidity results for actions of free products of groups, as follows:

**Theorem 10.2** ([IPeP05]). Let $\Gamma_i, \Lambda_j, 1 \leq i \leq n \leq \infty, 1 \leq j \leq m \leq \infty$, be ICC groups having normal, non virtually abelian subgroups with the relative property (T). Denote $\Lambda = \Lambda_1 \ast \cdots \Lambda_n \ast \cdots$ and let $\Gamma \acts (X, \mu), \Lambda \acts (Y, \nu)$ be free m.p. actions, ergodic on each $\Gamma_i, \Lambda_j, i, j \geq 1$. Denote $M = L^\infty(X) \rtimes \Gamma, N = L^\infty(Y) \rtimes \Lambda, M_i = L^\infty(X) \rtimes \Gamma_i \subset M, N_j = L^\infty(Y) \rtimes \Lambda_j \subset N$ the corresponding group measure space factors. If $\theta: M \simeq N^t$ is an isomorphism, for some $t > 0$, then $m = n$ and there exists a permutation $\pi$ of indices $j \geq 1$ and unitaries $u_j \in M_i^t$ such that $\text{Ad}(u_j)(\theta(M_j)) = N^t_{\pi(j)}$, $\text{Ad}(u_j)(\theta(L^\infty(X))) = (L^\infty(Y))^t$ for all $j \geq 1$. In particular, $\mathcal{R}_\Gamma \simeq \mathcal{R}_\Lambda$ and $\mathcal{R}_\Gamma \simeq \mathcal{R}_{\Lambda_{\pi(j)}}$ for all $j \geq 1$.

In particular, taking the isomorphism $\theta$ between the group measure space factors in 10.2 to come from an orbit equivalence of the actions, one gets the following converse to a result in ([G05]):
Corollary 10.3. Let $\Gamma_i, \Lambda_j$, $1 \leq i \leq n \leq \infty$, $1 \leq j \leq m \leq \infty$, $\Gamma \curvearrowright (X, \mu)$, $\Lambda \curvearrowright (Y, \nu)$ be as in 10.2. If $\mathcal{R}_\Gamma \simeq \mathcal{R}_\Lambda^t$, then $n = m$ and there exists a permutation $\pi$ of the set of indices $i \geq 1$ such that $\mathcal{R}_{\Gamma_i} \simeq \mathcal{R}_{\Lambda_{\pi(i)}}^t$ for all $i \geq 1$.

In turn, applying 10.1 to $\Gamma$-actions on the hyperfinite $\text{II}_1$ factor $B = R$ and using results from ([P90]) one can prove:

Theorem 10.4 ([IPeP05]). 1°. For any $\Gamma_0 = \text{SL}(n_0, \mathbb{Z})$, $n_0 \geq 2$ and any group $\Gamma_1$ having an infinite normal subgroup with the relative property (T) there exist properly outer actions $\Gamma_0 \ast \Gamma_1 \curvearrowright R$ such that:

(a) $R \subset R \rtimes \Gamma_0$ is a rigid inclusion;

(b) $\Gamma_1 \curvearrowright R$ is a non-commutative Bernoulli action, i.e. $R$ can be represented as $R = \overline{\bigoplus_{g \in \Gamma_1} (M_{n \times n}(\mathbb{C}), \text{tr})}_g$, $n \geq 2$, with $\Gamma_1$ acting on it by Bernoulli shifts;

(c) $\Gamma_1 \subset \text{Out}(R)$ is freely independent with respect to the normalizer $\mathcal{N}_0$ of $\Gamma_0$ in $\text{Out}(R)$.

2°. If $\Gamma_0 \ast \Gamma_1 \curvearrowright R$ is an action as in 1° and $M = R \rtimes (\Gamma_0 \ast \Gamma_1)$, then $\mathcal{F}(M) = \{1\}$ and $\text{Out}(M) = \text{Hom}(\Gamma_0, \mathbb{T}) \times \text{Hom}(\Gamma_1, \mathbb{T})$. In particular, given any separable compact abelian group $K$, there exist free actions of $\Gamma = \text{SL}(3, \mathbb{Z}) \ast (\text{SL}(3, \mathbb{Z}) \times \mathbb{K})$ on $R$ such that $M = R \rtimes \Gamma$ satisfies $\mathcal{F}(M) = \{1\}$ and $\text{Out}(M) = K$.

Part 2° of the above theorem gives the first examples of $\text{II}_1$ factors with calculable outer automorphism group, in particular of factors with trivial outer automorphism group, thus answering in the affirmative a well known problem posed by Connes in 1973. However, since the proof of part 1° uses a Baire category argument, 10.4.2° is actually an existence result. By using a refinement of techniques in ([P03], [P04a]) and results from ([Oz04]), some concrete examples of group measure space factors with trivial outer automorphism group were recently constructed in ([PV06]) from generalized Bernoulli actions of $\Gamma = \text{SL}(4, \mathbb{Z}) \rtimes \mathbb{Z}^4$ on $(X, \mu) = ((0, 1], \mu_0)^{\Gamma/\Gamma_0}$, with $\Gamma_0$ a certain abelian subgroup of $\Gamma$ and $\mu_0(0) \neq \mu_0(1)$. In fact, ([PV06]) gives also concrete examples of factors $M$ with $\text{Out}(M)$ any prescribed finitely generated group.

Note that when applied to the case $B = \mathbb{C}$, 10.1 becomes a von Neumann algebra analogue of Kurosh’s classical theorem for free products of groups, similar to Ozawa’s pioneering result of this type in ([Oz04]; see also his paper in these proceedings), but covering a different class of factors and allowing amplifications. For instance, if $M_i = \mathcal{L} \Gamma_i$, $2 \leq i \leq n$, $L \Lambda_j$, $2 \leq j \leq m$, are factors from ICC groups having infinite normal subgroups with relative property (T), then $M_1 \ast M_2 \ast \cdots \ast M_m \overset{\theta}{\simeq} (N_1 \ast N_2 \ast \cdots \ast N_m)^\theta_i$ implies $m = n$ and $\theta(M_i)$ inner conjugate to $N_i^\theta_i$ for all $i$, after some permutation of indices. When combined with results in ([DyR00]) and to the fact that $P = \mathcal{L}(\mathbb{Z}^2 \rtimes \text{SL}(2, \mathbb{Z}))$ has trivial fundamental group ([P01b]), this can be used to show that for all subgroups $S = \{s_j\}_j \subset \mathbb{R}_+^*$, $M = \ast_j P^{s_j}$ has fundamental
group equal to $S$. This provides a completely new class of factors $M$ with $\mathcal{F}(M)$ an arbitrary subgroup $S \subset \mathbb{R}_+^*$, than the ones in ([P03]). Indeed, by Voiculescu’s striking result in ([V94], cf. also [Sh04]) the factors $*_{P_j} P_j$ have no Cartan subalgebras, while the ones in ([P03]) arise from equivalence relations.
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1. Introduction

The cardiovascular system has the task of supplying the human organs with blood. Its main components are the heart, the arteries and the veins. The so-called large (systemic) circulation brings oxygenated blood from the left ventricle via the aorta to the various organs through the arterial system, then brings it back through the venous system and the vena cava to the right atrium.

The small circulation is the one between the heart and the lungs. Blood is pumped from the right ventricle via the pulmonary artery to the lungs at a peak pressure of about 4 kPa. Venous blood enters the pulmonary system, gets oxygenated and returns to the left heart atrium (see Figure 1). In the past decade, the application of mathematical models, seconded by the use of efficient and accurate numerical algorithms, has made impressive progress in the interpretation of the circulatory system functionality, in both physiological and pathological situations, as well as in the perspective of providing patient specific design indications to surgical planning.

This has called for the development of a new field of applied mathematics: however, although many substantial achievements have been made in the field of modeling, mathematical and numerical analysis, and scientific computation, where a variety of new concepts and mathematical techniques have been introduced, most of the difficulties are still on the ground and represent major challenges for the years to come.
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The main impulse to develop this field of study is the increasing demand from the medical community for scientifically rigorous and quantitative investigations of cardiovascular diseases, which are responsible today for about the 40% of deaths in industrialized societies. The 3/4 of them are related to atherosclerosis, which manifests as, e.g., stroke, myocardial infarction or peripheral vascular diseases. For example, in vascular surgery, arterial bypass grafting is a common practice to treat coronary artery and peripheral vascular diseases. Nonetheless, over 50% of coronary artery bypass grafts fail within 10 years and more than 25% of infra-inguinal grafts within 5 years (see [9], [31], [96]). The principal cause is neo-intimal hyperplasia that may degenerate in atherosclerosis. A better understanding of local haemodynamics, like the detection of regions of low wall shear stress and of high residence time for blood particles, is of utmost importance to assess its correlation with atherogenesis ([11]).

The vascular system is highly complex and able to regulate itself: an excessive decrease in blood pressure will cause the smaller arteries (the arterioles) to contract and the heart rate to increase, whereas an excessive blood pressure is counter-reacted by a relaxation of the arterioles (which causes a reduction of the periphery resistance to the flow) and a decrease of the heart beat. Yet, it may happen that some pathological conditions develop. For example, the arterial wall may become more rigid, due to illness or excessive smoking habits, fat may accumulate in the arterial walls causing a reduction of the vessel section (a stenosis) and eventually an aneurysm may develop. The consequence of these pathologies on the blood field as well as the possible outcome of a surgical intervention to cure them may be studied by numerical simulations, that are less invasive than \textit{in-vivo} investigation, and far more accurate and flexible than \textit{in-vitro} experiments. Numerical models require patient’s data (the
initial and boundary conditions for the PDE systems, as well as geometrical data to characterize the shape of the computational domain) that can be generated by radiological acquisition through, e.g., computer tomography, magnetic resonance, doppler anemometry, etc. Besides their employment in medical research, numerical models of vascular flows can provide a virtual experimental platform to be used as training system. For instance, a technique now currently used to cure a stenosis is angioplasty, which consists of inflating a balloon positioned in the stenotic region by the help of a catheter. The balloon should squash the stenosis and approximately restore the original lumen area. The success of the procedure depends, among other factors, on the sensitivity of the surgeon and his ability of placing the catheter in the right position. A training system which couples virtual reality techniques with the simulation of the flow field around the catheter, the balloon and the vessel walls, employing geometries extracted from real patients, could well serve as training bed for new vascular surgeons. A similar perspective could provide specific design indications for the realization of surgical operations. For instance, numerical simulations could represent a tool for the design of new prototypes, or for devising prosthetic devices by the help of shape optimization theory. In particular, shape optimization has been used for minimizing the downstream vorticity in coronary by-pass grafts (see [1], [76], [85]). These numerical investigations can help the surgeon in understanding how the different surgical solutions may affect blood circulation and guide the choice of the most appropriate procedure for a specific patient. In such “virtual surgery” environments, the outcome of alternative treatment plans for the individual patient can be foreseen by simulations, yielding a new paradigm of the clinical practice which is referred to as “predictive medicine” (see [92]).

In this presentation we will address some of the most basic models that are used to describe blood flow dynamics in local arterial environments (Section 2) and to predict the vessel wall deformation in compliant arteries (Section 3). Then we will introduce appropriate geometrical multiscale models that integrate three-dimensional, one-dimensional and zero-dimensional models for the simulation of blood circulation in the whole arterial tree (Section 4). Finally, in Section 5 we consider the problem of modeling biochemical processes occurring across the several layers of the arterial wall.

2. Mathematical models for local blood flow dynamics

The mathematical equations of fluid dynamics are the key components of haemodynamics modeling. Rigorously speaking, blood is not a fluid but a suspension of particles in a fluid called plasma, which is made of water for the 90–92%, proteins (like serum albumin, globulins and fibrinogen) for the 7% and inorganic constituents for the rest. The most important blood particles are red cells, white cells and platelets. Red cells (erythrocytes) are responsible for the exchange of oxygen and carbon-dioxide with the cells. They are about 4–6·10^6 biconcave disks per mm^3 and provide the
45% of blood volume; they are made by the 65% of water, the 3% of membrane components, and around the 32% by haemoglobin.

White cells (leukocytes), play a major role in the human immune system: they are (roughly) spherical, and are $4 \cdot 11 \cdot 10^3$ per mm$^3$. Platelets (thrombocytes) are the main responsible for blood coagulation: they are rounded or oval disks and there are $3 \cdot 5 \cdot 10^5$ per mm$^3$.

Rheological models in smaller arterioles and capillaries should account for the presence of blood cells since their size becomes comparable to that of the vessel. In this section, however, we will bound our investigation to flow in large and medium sized vessels.

The principal quantities which describe blood flow are the velocity $u$ and pressure $P$. Knowing these fields allows the computation of the stresses to which an arterial wall is subjected due to the blood movement. When addressing fluid-structure interaction problems (see Section 3), the displacement of the vessel wall due to the action of the flow field is another quantity of relevance. Pressure, velocity and vessel wall displacement will be functions of time and the spatial position. Accounting for temperature variation may be relevant in some particular context, for instance in the hyperthermia treatment, where some drugs are activated through an artificial localized increase in temperature (see [47], [28]). Temperature may also have a notable influence on blood properties, in particular on blood viscosity. Yet, this aspect is relevant only in the flow through very small arterioles/veins and in the capillaries, a subject which is covered only partially in these notes. Another aspect related with blood flow modeling is the chemical interaction with the vessel wall, which is relevant both for the physiology of the blood vessels and for the development of certain vascular diseases. Not mentioning the potential relevance of such investigation for the study of the propagation/absorption of pharmaceutical chemicals. A short account will be given in Section 5.

A major feature of blood flow is represented by its pulsatility. With some approximation one may think the blood flow to be periodic in time. Yet, this is usually true only for relatively short periods, since the various human activities require to change the amount of blood sent to the various organs. The cardiac cycle features two distinct phases. The systolic phase, when the heart pumps the blood into the arterial system, is characterized by the highest flow rate. The diastolic phase is when the heart is filling up with the blood coming from the venous system and the aortic valve is closed. Figure 2 illustrates a typical flow rate curve of a large artery during the cardiac cycle. Pulsatility induces flow reversal which manifests near arterial walls, a phenomenon that can enhance the appearance of stenoses in specific vascular districts, like the carotid bifurcation (see Figure 3).

To simplify our presentation, in this section we will introduce the flow equations in a “truncated” blood vessel like the one illustrated in Figure 4, which is representative of a small portion of the arterial system. We will make the further assumption that the vessel is rigid, thus the flow domain, denoted by $\Omega$, is independent of time. (This unphysical restriction will be removed in next section where we will specifically
address the interaction between blood flow and arterial wall deformation. If we denote by $\rho = \rho(x, t)$ the blood density and by $u = u(x, t)$ the blood velocity, the principle of conservation of mass yields the continuity equation

$$\frac{\partial}{\partial t} \rho + \text{div}(\rho u) = 0 \quad \text{for } x \in \Omega, \ t > 0 \tag{1}$$

where $\frac{\partial}{\partial t}$ is the partial derivative w.r.t. $t$, while $\text{div} u = \sum_{i=1}^{3} \partial_{x_i} u_i$ is the spatial divergence of the vector field $u$.

In large and medium size vessels the blood density can be assumed to be constant, then from (1) we derive the kinematic constraint

$$\text{div}(u) = 0 \quad \text{in } \Omega, \tag{2}$$

which in view of the Euler expansion formula implies flow incompressibility.
On the other hand, the principle of conservation of momentum, which states that body forces, applied surface forces and internal “cohesion” forces must be in equilibrium, writes

$$\rho \frac{D\mathbf{u}}{Dt} - \text{div}(\mathbf{T}) = \rho \mathbf{f} \quad \text{for } x \in \Omega, \; t > 0,$$

where $\frac{D\mathbf{u}}{Dt} = \partial_t \mathbf{u} + (\mathbf{u} \cdot \nabla)\mathbf{u}$ is the fluid acceleration ($\nabla$ is the spatial gradient), $\mathbf{f}$ is the specific body force (e.g., $\mathbf{f} = -g e_3$ where $e_3$ represents the unit vector in the vertical direction and $g$ the gravitational acceleration), while $\mathbf{T}$ is the Cauchy stress tensor (see [3] and [86]). The system (2),(3) can be closed by using a constitutive law that relates the Cauchy stress to kinematic quantities (velocity and pressure), and which is peculiar to the specific rheological behavior of the fluid under consideration. In large and medium size vessel, blood behaves as a Newtonian incompressible fluid, where we have

$$\mathbf{T} = -P \mathbf{I} + 2\mu D(\mathbf{u});$$

where $P$ is a scalar function (the pressure), $\mathbf{I}$ is the identity matrix, $\mu$ is the dynamic viscosity, $D(\mathbf{u}) = \frac{1}{2}(\nabla \mathbf{u} + \nabla \mathbf{u}^T)$ is the strain rate tensor, $D_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)$, $i, j = 1, \ldots, 3$. Then (3) becomes

$$\partial_t \mathbf{u} + (\mathbf{u} \cdot \nabla)\mathbf{u} + \nabla p - 2 \text{div}(\nu D(\mathbf{u})) = \mathbf{f}$$

where $p = \frac{P}{\rho}$ is a scaled pressure and $\nu = \frac{\mu}{\rho}$ is the kinematic viscosity. More in general, $\nu$ may depend on kinematic quantities. Several models have been proposed in this respect, as we will see later in this section.
The Navier–Stokes system of continuity and momentum equations must be closed by initial conditions on velocity, say \( u = u_0 \) for \( x \in \Omega \) and \( t = 0 \), and boundary conditions on the domain boundary, for all \( t > 0 \). Mathematically admissible boundary conditions are of either Dirichlet or Neumann type

\[
\begin{align*}
    u &= g \text{ on } \Gamma_D, \quad T \cdot n &= \varphi \text{ on } \Gamma_N,
\end{align*}
\]

respectively, where \( n \) is the unit outward normal vector on \( \partial \Omega \), \( \Gamma_D \cup \Gamma_N = \partial \Omega \), and either \( \Gamma_D \) or \( \Gamma_N \) may be empty. The conditions to apply are normally driven by physical considerations. For instance, for a viscous fluid \( (\mu > 0) \), we have to impose the homogeneous Dirichlet condition \( u = 0 \) at a solid fixed boundary, like the vessel wall \( \Gamma_w \) in Figure 4. When we will consider the coupled problem between fluid and vessel wall, \( \Gamma_w \) will deform, hence the homogeneous Dirichlet condition will be replaced by \( u = w \), where \( w \) is the (unknown) wall velocity. When dealing with an artificial boundary, that is a boundary which truncates the space occupied by the fluid (for computational reasons) like the sections \( \Gamma_{\text{in}} \) and \( \Gamma_{\text{out}} \) in Figure 4, the choice of appropriate conditions is often more delicate and should in any case guarantee the well-posedness of the resulting differential problem.

We anticipate the fact (without providing the proof) that this choice of boundary conditions, with the hypothesis that at \( \Gamma_{\text{out}} \) the velocity satisfies everywhere the condition \( u \cdot n > 0 \), is sufficient to guarantee that the solution of the Navier–Stokes problem exists and is continuously dependent from the data (initial solution, boundary conditions, forcing terms), provided that the initial data and the forcing term be sufficiently small.

Unfortunately, the homogeneous Neumann condition is rather unphysical for the case of a human vessel. As a matter of fact, it completely neglects the presence of the remaining part of the circulatory system. The issue of devising appropriate boundary conditions on artificial boundaries of deformable arteries is still open and is the subject of active research. A possibility is provided by coupling the Navier–Stokes equations on a specific portion of the artery with reduced models, which are able to represent, although in a simplified way, the presence of the remaining part of the circulatory system. Techniques of this type has been used and analyzed in [32], [33]. An account will be given in Section 4. Normally, on arterial sections like \( \Gamma_{\text{in}} \) and \( \Gamma_{\text{out}} \) only “averaged” data are available (mean velocity and mean pressure instead of a vector condition like that in (6)), which are therefore insufficient for a “standard” treatment of the mathematical problem. One has thus to devise alternative formulations for the boundary conditions which, on one hand, reflect the physics and exploit the available data and, on the other hand, permit to formulate a mathematically well posed problem. In these notes we will not investigate this particular aspect, which is however illustrated and analyzed in [34], [97], [98].

Now we will make some considerations on the behavior of blood flow. Most often, it is laminar. Characteristic values of the Reynolds number, \( \text{Re} = \frac{\rho U L}{\mu} \), where \( U \) is a representative mean flow velocity and \( L \) is a linear length of the vessel at hand, are given in Table 1. In normal physiological situations, the values of the Reynolds
number reached in the cardiovascular system do not allow the formation of full scale turbulence. Some flow instabilities may occur only at the exit of the aortic valve and

Table 1. Some representative values of velocity, vessel size, average Reynolds numbers, cross-sectional area and thickness of blood vessels.

<table>
<thead>
<tr>
<th>Vessel</th>
<th>Number</th>
<th>Diameter [cm]</th>
<th>Area [cm²]</th>
<th>Wall thickness [cm]</th>
<th>Velocity [cm/s]</th>
<th>Average Reynolds number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aorta</td>
<td>1</td>
<td>2.5</td>
<td>4.5</td>
<td>0.2</td>
<td>48</td>
<td>3400</td>
</tr>
<tr>
<td>Arteries</td>
<td>159</td>
<td>0.4</td>
<td>20</td>
<td>0.1</td>
<td>45</td>
<td>500</td>
</tr>
<tr>
<td>Arterioles</td>
<td>400</td>
<td>0.005</td>
<td>5.7 · 10⁷</td>
<td>0.002</td>
<td>5</td>
<td>0.7</td>
</tr>
<tr>
<td>Capillaries</td>
<td>4500</td>
<td>0.0008</td>
<td>1.6 · 10¹⁰</td>
<td>0.0001</td>
<td>0.2</td>
<td>140</td>
</tr>
<tr>
<td>Venules</td>
<td>4000</td>
<td>0.002</td>
<td>1.3 · 10⁹</td>
<td>0.0002</td>
<td>0.2</td>
<td>0.01</td>
</tr>
<tr>
<td>Veins</td>
<td>40</td>
<td>0.5</td>
<td>200</td>
<td>0.05</td>
<td>10</td>
<td>140</td>
</tr>
<tr>
<td>Vena cava</td>
<td>18</td>
<td>3</td>
<td>0.15</td>
<td>3300</td>
<td>38</td>
<td>3300</td>
</tr>
</tbody>
</table>

limited to the systolic phase. In this region the Reynolds number may reach the value of few thousands only for the portion of the cardiac cycle corresponding to the peak systolic velocity, however, there is not enough time for a full turbulent flow to develop.

When departing from physiological conditions, there are several factors that may induce transition from laminar to turbulent flows. For instance, the increase of flow velocity because of physical exercise, or due to the presence of a stenotic artery or a prosthetic implant such as a shunt, may induce an increase of the Reynolds number and lead to turbulence. Smaller values of blood viscosity also raise the Reynolds number; this may happen in the presence of severe anemia, when the hematocrit drops sharply (and so does the viscosity).

The rheological behavior of blood flow is complex to describe, and is still a subject of investigation. Nonetheless, a few peculiar phenomena are worth being mentioned. Red blood cells tend to aggregate by attaching each other side by side (resembling stacks of coins) forming rouleaux. Under shear stress, red blood cells can deform into a variety of shapes (for instance they become ellipsoids) without modifying their volume or surface area. Both aggregation and deformability affect the rheological properties of blood flow, and, particularly, blood viscosity at low shear rates and its sedimentation velocity.

In general terms, blood is a non-Newtonian fluid. At low shear rates, viscoelastic effects become relevant. In small capillaries, at small Reynolds and Womersley number, viscous effects become predominant, whereas inertial forces become negligible. The Womersley number is defined as \( \alpha = R(\omega/\nu)^{1/2} \), where \( R \) is the radius, \( \omega \) is the angular frequency of the oscillatory motion and \( \nu \) is the kinematic viscosity. Below a critical vessel caliber (about 1 mm), blood viscosity becomes dependent on the vessel radius and decreases very sharply. This is known as Fahraeus–Lindquist effect: red
blood cells move to the central part of the capillary whereas the plasma stay in contact with the vessel wall. This layer of plasma facilitates the motion of the red cells, thus causing a decrease of the apparent viscosity. High shear rate and increased blood cell deformation are further important factors that explain viscoelastic behavior.

Some blood diseases may severely alter the rheological behavior of blood. For instance thalassemia causes red blood cells to become less deformable. In leukemia there is an increased number of poorly deformable white blood cells. In hypertension the hematocrit increases leading to a significant high blood viscosity with elevated total plasma protein, albumin, globulin and fibrinogen. See [56].

To account for these phenomena we have to abandon the Newtonian law (4). In generalized Newtonian fluids, the viscosity $\mu$ is assumed to depend on the shear rate $\dot{\gamma}$, a measure of the rate of shear deformation. For a simple shear flow in a straight channel (see Figure 5), $\dot{\gamma} = U/h$ is just the gradient of velocity. More in general, $\dot{\gamma} = \sqrt{2tr(D(u))^2}$.

A simple model is given by the so-called Power-Law where $n$ is named the power-law index. The flow is shear thinning if $n < 1$ and shear thickening if $n > 1$. (Shear thinning fluids are those for which viscosity decreases as the shear rate increases.) The Prandtl–Eyring model, $\mu(\dot{\gamma}) = \mu_0\sinh^{-1}(\lambda \dot{\gamma})/\lambda \dot{\gamma}$ where $\lambda$ is a material constant, the Powell–Eyring model, $\mu(\dot{\gamma}) = \mu_\infty + (\mu_0 - \mu_\infty)\sinh^{-1}(\lambda \dot{\gamma})/\lambda \dot{\gamma}$, the Cross-model $\mu(\dot{\gamma}) = \mu_\infty + (\mu_0 - \mu_\infty)/(1 + (\lambda \dot{\gamma})^2)^{1/2}$, the Carreau model $\mu(\dot{\gamma}) = \mu_\infty + (\mu_0 - \mu_\infty)/(1 + (\lambda \dot{\gamma})^2)^{(1-n)/2}$, represent other noticeable examples of generalized Newtonian models.

Blood is in general modeled as a shear thinning, nonlinear viscoelastic flow. More complicated models are the shear thinning generalized Oldroyd-B models, where $T = -PI + \tau$ and $\tau$ satisfies the differential problem

$$\tau + \lambda_1[(\nabla u)\tau - \tau(\nabla u^T)] = \mu(D(u))D(u) + \lambda_2[D(u) - (\nabla u)D(u) - D(u)(\nabla u^T)]$$

where $\lambda_1, \lambda_2$ are material constants that characterize the model. For a discussion on rheological properties of blood flow we refer, e.g., to [12], [38], [39], [94], [57]. For a more thorough mathematical analysis of Oldroyd-B models see, e.g., [102], [4], [83], [68], [40], [41], [71].
3. Mathematical models for local blood-flow dynamics in compliant vessels

In human physiology, the arterial walls deform under the action of the flow field. This aspect is relevant especially for large or even relatively large vessels, whereas in arterioles and capillaries the movement of the wall may be considered negligible. In the aorta, for example, the radius may vary in a range of 5% to 10% between diastole and systole. This is quite a large displacement, which affects the flow field. The fluid wall interaction problem is the responsible for the propagation of pulse pressure waves. Indeed, no propagative phenomena would otherwise occur in an incompressible fluid like blood. This interaction problem is a particular instance of the more general fluid-structure interaction (FSI) problem (the solid structure being here the vessel wall). It is indeed a rather complex one, since the time scales associated to the interaction phenomena are two orders of magnitude greater than those associated to the bulk flow field.

The vascular wall has a very complex nature; devising an accurate model for its mechanical behavior is rather difficult. Its structure is indeed formed by many layers with different mechanical characteristics [38], [48]. The most important are the endothelium (of about 2 microns, with anti-adhesive function), the tunica intima (of 10 microns, made of connective tissue), the internal elastic lamina, of 2 microns, [48].
the media (of about 300 microns, with structural functions) and the adventitia, where
the vasa vasorum stand (see Figure 7). Unfortunately, experimental results obtained
by specimens are only partially significant. Indeed, the vascular wall is a living tissue
with the presence of muscular cells which contribute to its mechanical behavior. It
may then be expected that the dead tissue used in the laboratory will have different
mechanical characteristics than the living one. Moreover, the arterial mechanics
depends also on the type of the surrounding tissues, an aspect almost impossible to
reproduce in a laboratory. It is the role of mathematical modeling to find reasonable
simplifying assumptions by which major physical characteristics remain present, yet
the problem becomes amenable to numerical analysis and computational solution.

The geometry of a portion of an artery where no branching is present may be
described by using a curvilinear cylindrical coordinate system $\left( r, \theta, z \right)$ with the cor-
responding base unit vectors $e_r$, $e_\theta$, and $e_z$, where $e_r$ is aligned with the axis of the
artery, as shown in Figure 10. (In this figure, $R$ indicates the radius of the lumen.)
Clearly, the vessel structure may be studied using full three dimensional models,
which may also account for its multilayered nature. However, it is common prac-
tice to resort to simplified 2D or even 1D mechanical models in order to reduce the
overall computational complexity when the final aim is to study the coupled fluid-
structure problem. A 2D model may be obtained by either resorting to a shell-type
description or considering longitudinal sections ($\theta = \text{const.}$) of the vessels. In the
first case we exploit the fact that the effective wall thickness is relatively small to
reduce the whole structure to a surface. A rigorous mathematical derivation (for the
linear case) may be found in [15]. In the second case we neglect the variations of

Figure 7. The vessel wall is formed by many layers made of tissues with different mechanical
characteristics. Image taken from “Life: the Science of Biology” by W.K. Purves et al., fourth
the stresses in the circumferential direction. In this way we are able to eliminate all
terms containing derivatives with respect to $\theta$ in the equations and we may consider
each plane $\theta = \text{const.}$ independently. The resulting displacement field will depend
only parametrically on $\theta$. If, in addition, we assume that the problem has an axial
symmetry (which implies the further assumption of a straight axis) the dependence
on $\theta$ is completely neglected. In this case, also the fluid would be described by a 2D
axi-symmetric model (see [25]).

The simplest models, called 1D models, are derived by making the same assump-
tion on the wall thickness made for the shell model, yet starting from a 2D model. The
structure will then be represented by a line on a generic longitudinal section. Even
with all these simplifying assumptions an accurate model of the vessel wall mechanics
is rather complex.

A three-dimensional model that describes the complete coupled system made of
the equations of blood flow and those for the vessel wall deformation can be derived
by adopting a coupled Eulerian–Lagrangian approach (differently to what done in
Section 2 where the vessel walls were considered as being rigid).

With this purpose, we denote by $\hat{\Omega}$ a reference domain (corresponding, e.g., to
a specific portion of an arterial vessel at rest, or else at an initial time). We write
$\hat{\Omega} = \hat{\Omega}^s \cup \hat{\Omega}^f$, where $\hat{\Omega}^f$ is the portion of the domain occupied by the fluid (i.e.
the lumen) while $\hat{\Omega}^s$ corresponds to the portion of the solid vessel wall (see Figure 9
for a two dimensional representation). In a given time interval $[0, T]$ the domain
deformation is described through a couple of functions:

$$L^s : \hat{\Omega}^s \times [0, T] \rightarrow \Omega^s(t), \quad A^f : \hat{\Omega}^f \times [0, T] \rightarrow \Omega^f(t),$$

where $\Omega^s(t)$ denotes the domain occupied by the solid (the vessel wall) and $\Omega^f(t)$ that
occupied by the fluid at time $t$. The computational domain in which we aim at solving
the coupled fluid-wall problem at time $t$ is then $\Omega(t)$ s.t. $\hat{\Omega}(t) = \hat{\Omega}^s(t) \cup \hat{\Omega}^f(t)$. Note
that the boundary $\partial \Omega(t)$ of $\Omega(t)$ is made of a physical boundary (the external surface of the vessel wall, that has deformed) plus a virtual boundary (the vertical walls in the domain of Figure 9) that has not changed its position from its reference state. In fact, $L^s$ is the Lagrangian transformation of the solid domain: the domain displacement is described by the law $\eta(\hat{x}, t) = L^s(\hat{x}, t) - \hat{x}$ for all $\hat{x} \in \hat{\Omega}^s$, and the velocity of any point $\hat{x}$, given by $\partial_t L^s(\hat{x}, t) = \partial_t \eta(\hat{x}, t)$, is denoted by $\dot{\eta}(\hat{x}, t)$.

Within the fluid domain $\Omega^f(t)$, $A^f$ is a transformation such that $A^f|_{\Gamma^i} = L^s|_{\Gamma^i}$ but which otherwise does not follow the material trajectories. The set of transformation $\{L^s, A^f\}$ is in fact an Arbitrary Lagrangian Eulerian transformation (ALE) that, at each time $t$, is capable to retrieve the actual position of the computational domain $\Omega(t)$ starting from the reference domain $\hat{\Omega}$. Let us denote by

$$ F^s(\hat{x}, t) = \nabla_{\hat{x}} L^s(\hat{x}, t) = I + \nabla_{\hat{x}} \eta(\hat{x}, t) \quad \text{and} \quad F^f(\hat{x}, t) = \nabla_{\hat{x}} A^f(\hat{x}, t) $$

the gradients of the two maps, called the deformation tensors, and by

$$ J^s(\hat{x}, t) = \det F^s(\hat{x}, t) \quad \text{and} \quad J^f(\hat{x}, t) = \det F^f(\hat{x}, t) $$

their determinants. The fluid domain velocity is denoted by $\hat{w}(\hat{x}, t) = \partial_t A^f(\hat{x}, t)$. Note that, still referring to the case depicted in Figure 9, on the vertical (virtual) boundaries it is $\hat{w} \cdot \mathbf{n} = 0$, whereas on $\hat{\Gamma}$ we have $\hat{w} = \dot{\eta}$.

The structural deformation can be modeled in many different ways, as we have anticipated at the beginning of this section. Here we will consider the following model

$$ \rho^s \frac{\partial^2 \eta}{\partial t^2} - \text{div}_\hat{x}(F^s \Sigma^s) = 0 \quad \text{in} \quad \hat{\Omega}^s, \ t > 0 $$

where $\Sigma^s$ is the second Piola–Kirchoff stress tensor. It depends on the Green-St.Venant strain tensor $E = \frac{1}{2}((F^s)^T F^s - I)$, according to a constitutive law characteristic of the solid structure at hand. Typically, $\Sigma^s = \frac{\partial \Psi}{\partial E}$, where $\Psi$ is the density
of a given elastic energy. Finally, $\rho^s$ is the density of the structure in the reference configuration. By combining this equation with the Navier–Stokes equations (2)–(3) for the fluid we end up with the following coupled fluid-structure problem, for all $t > 0$:

$$
\hat{w} = H(\hat{\eta}|\hat{\Gamma}) \quad \text{in} \quad \hat{\Omega}^f, \quad w = \hat{w} \circ (A^f)^{-1},
$$

(7)

$$
\rho^f \frac{\partial \mathbf{u}}{\partial t} + \rho^f (\mathbf{u} - \mathbf{w}) \cdot \nabla \mathbf{u} + \text{div}(T^f) = \rho^f \mathbf{f} \quad \text{in} \quad \Omega^f(t),
$$

(8)

$$
\text{div}(\mathbf{u}) = 0 \quad \text{in} \quad \Omega^f(t),
$$

(9)

$$
\rho^s \frac{\partial^2 \eta}{\partial t^2} - \text{div}_\mathbf{\hat{n}} (F^s \Sigma^s) = 0 \quad \text{in} \quad \hat{\Omega}^s,
$$

(10)

$$
\mathbf{u} = \hat{\eta} \circ (L^s)^{-1} \quad \text{on} \quad \Gamma(t),
$$

(11)

$$
F^s \Sigma^s \cdot \hat{\mathbf{n}}^s = J^f T^f \cdot (F^f)^{-T} \cdot \hat{\mathbf{n}} \quad \text{on} \quad \hat{\Gamma},
$$

(12)

where $\hat{\mathbf{n}}^s$ denotes the outward unit vector on $\hat{\Gamma}$, $\frac{\partial}{\partial t}$ represents the ALE time derivative (see [75]) and $H(.)$ denotes any continuous extension operator from $\hat{\Gamma}$ to the fluid domain $\hat{\Omega}^f$ (for instance the harmonic extension, or else the extension by the linear elasticity operator).

This coupled problem needs to be completed with the initial conditions on $\mathbf{u}$, $\eta$ and $\hat{\eta}$ as well as by suitable boundary conditions on $\partial \Omega^s(t) \setminus \Gamma(t)$ and $\partial \Omega^f(t) \setminus \Gamma(t)$.

At the best of our knowledge, a complete mathematical analysis of the coupled fluid-structure problem (7)–(12) is not available yet. In the steady case, for small enough applied forces, existence of regular solutions is proven in [44]. In the unsteady case, local solvability in time is proven in the simple case where the structure is a collection of rigid moving bodies in [45]. See also [27]. Formulations based on optimal control on simpler models have been investigated, e.g., in [55], [72], [66], [67], [103], [104].

As previously mentioned, simpler models than (10) can be adopted to describe the vessel deformation. Of special interest are models based on a single spatial coordinate, the one along the longitudinal axis, which usually describes the radial deformation of the vessel wall. These models are based on the following further simplifying assumptions.

**Small thickness and plain stresses.** The vessel wall thickness $h$ is sufficiently small to allow a shell-type representation of the vessel geometry. In addition, we will also suppose that it is constant in the reference configuration. The vessel structure is subjected to plain stresses.

**Cylindrical reference geometry and radial displacements.** The reference vessel configuration is described by a circular cylindrical surface with straight axes. Indeed, this assumption may be partially dispensed with, by assuming that the reference configuration is “close” to that of a circular cylinder. The model here derived may be supposed valid also in this situation. The displacements are only in the radial direction.
Small deformation gradients. We assume that the deformation gradients are small, so that the structure basically behaves like a linear elastic solid and $\frac{\partial R}{\partial \theta}$ and $\frac{\partial R}{\partial z}$ remain uniformly bounded during the motion.

\textbf{Incompressibility.} The vessel wall tissue is incompressible, i.e. it maintains its volume during the motion. This is a reasonable assumption since biological tissues are indeed nearly incompressible.

Under the above assumptions we can derive the following one dimensional model that describes the radial displacement $\eta = \eta e_r$ of the arterial wall (see [75]):

$$\rho_0 \frac{\partial^2 \eta}{\partial t^2} - a \frac{\partial^2 \eta}{\partial z^2} + b \eta - c \frac{\partial^3 \eta}{\partial t \partial z^2} = g, \quad 0 < z < L, \ t > 0, \quad (13)$$

where $z$ denotes the longitudinal space coordinate (aligned along the vessel axis), $L$ the length of the vessel at rest, while $a$, $b$ and $c$ are suitable coefficients which depend on material properties. Precisely:

$$a = \frac{\sigma_z}{h}, \quad b = \frac{E}{(1 - \varsigma^2)R_0^2},$$

while $c$ is a positive coefficient that accounts for viscoelastic effects, $R_0$ is the radius of the cylindrical vessel at rest and $h$ is the thickness of the vessel wall at rest, $\varsigma$ is the Poisson ratio, $E$ is the Young modulus, while $\sigma_z$ is the magnitude of the longitudinal stress.

The first term in (13) models the inertia, the second one the shear, the third one the elasticity, the fourth one the viscoelastic damping. Finally, $g$ accounts for the forcing terms.

When the one-dimensional wall model (13) is used instead of (10), the coupled fluid-structure model is made of equations (7)–(9), plus the equilibrium equation (13) where the source term $g$ is the projection along the radial direction of the normal stress of the fluid on the right hand side of (12), that is $g = J^f T^f \cdot (F^f)^{-T} \cdot \hat{n}^s \cdot e_r$; the equation (11) now reads $u \circ A^f = \dot{\eta} e_r$ on $\hat{\Gamma}$.

When supplemented by suitable boundary and initial conditions, this coupled system satisfies an a priori estimate stating that the kinematic energy of the fluid plus the elastic energy of the 1D vessel is controlled by the initial data and the source term (see [75]). A result of existence of strong solutions in the case of periodic conditions in space is given in [5].

The numerical solution of a coupled fluid-structure nonlinear problem like (7)–(12) (or that discussed above based on the one dimensional model (13) for the radial vessel deformation) poses many challenges. After space discretization (e.g. by the finite element method, see [77]) one obtains a coupled nonlinear algebraic system.

Since the density of the structure is comparable to that of the fluid, the stability of numerical simulations of fluid-structure interactions relies heavily on the accuracy in solving the nonlinear coupled problem at each time step [23], [59], [60], [70], [88].
Ideally, implicit schemes should be used as they would guarantee energy conservation (up to the dissipation terms) and therefore numerical stability. This is outlined on a simplified fluid-structure interaction problem in [13], where implicit and staggered algorithms are analyzed by taking into account the so-called added-mass effect. In particular it is shown that numerical instabilities may occur when using loosely coupled time-advancing schemes. To account for the nonlinear coupling between fluid and structure, common strategies rely on fixed point methods [14]. Several ad-hoc variants have been proposed, including steepest descent algorithms in [88], Aitken-like acceleration formulas [63], [64], and transpiration boundary conditions [23] to avoid the computation of the fluid matrices at each sub-iteration. Yet, in general, these methods are slow, and in some cases may even fail to converge [70], [13], [25].

A more radical approach consists of using Newton based methods, owing to their potentially faster convergence [25], [29], [46], [61]. However, since they demand the evaluation of the Jacobian associated to the fluid-solid coupled state equations, a critical step is the evaluation of the cross Jacobian [93], which expresses the sensitivity of the fluid state to solid motions. This evaluation can be made inexactly, either by resorting to finite difference approximation of derivatives (see, e.g., [93]), or by barely replacing the tangent operator of the coupled system with a simpler one [42], [43]. However, either approximation may seriously compromise the convergence rate.

Acceleration techniques using Krylov spaces have been proposed in [26], [46], [62]. A Newton method with exact Jacobian has been investigated both mathematically and numerically in [29].

Methods based on a fractional-step solution of the coupled system are proposed in [30]. In this case, the coupling conditions (11) and (12) are not exactly enforced. The diffusion term of the momentum equations are advanced first from the time step \( t^n \) to \( t^{n+1} = t^n + \delta t \) (\( \delta t > 0 \) being the time-step), and the normal component of the continuity equation (11) is imposed; then the equation for the solid structure (10) is coupled with the projection step of the Navier–Stokes equations, and the stress continuity equation (12) is enforced.

Another strategy is mutated from domain decomposition techniques (see [78]) and is proposed in [24]. The global coupled problem (7)–(12) is reduced to a (generally nonlinear) interface equation, the so-called pseudo-differential Steklov–Poincaré equation, where the only unknown is the displacement of the interface separating the fluid and the structure. At any time-step, after space discretization, the aim is to exploit the physically decoupled structure of the original problem, in such a way that the solution is obtained through a sequence of independent solves involving each subproblem separately.

A preliminary approach in this direction can be found in [88], [65], where the coupling between Stokes equations and a linearized shell model is considered. The analysis of the Steklov–Poincaré operators associated to the fluid and shell models is developed, and a Richardson scheme in which the shell operator acts as preconditioner is proposed and tested. Another instance is presented by Mok and Wall [63], who proposed an iterative substructuring method requiring, at each step, the independent
solution of a fluid and a structure subproblem, supplemented with suitable Dirichlet or Neumann boundary conditions on the interface.

As it was observed, one of the advantages of the Steklov–Poincaré approach is that the whole problem is reduced to an equation involving only interface variables. In this respect, it can be regarded as a special instance of heterogeneous domain decomposition, arising whenever in the approximation of certain physical phenomena two (or more) different kinds of boundary value problems hold within two disjoint subregions of the computational domain (see, e.g., [78]). The key to efficiency is to set up convenient preconditioners for the discretized Steklov–Poincaré equation, as done in [24]. In Figure 10 we plot the numerical simulation of the wall deformation of a straight cylindrical vessel at two different time-instants of the cardiac beat. The gray scales indicate pressure iso-values. In Figure 11 the same kind of simulation is reported for a carotid artery. Arrows indicate the blood velocity field.

Figure 10. Pressure wave propagation in a straight vessel (simulation by G. Fourestey).

Figure 11. (From [24]). Structure deformation of a carotid artery and velocity at time \( t = 10 \) ms (left) and \( t = 20 \) ms (right).
4. Modeling the whole circulatory system

So far we have shown how to set-up mathematical models to simulate local phenomena. In fact, a change of perspective is necessary if we want to investigate processes that occur on the vascular tree at large: instances include the propagation of the pressure pulse from heart to periphery, the self-regulation process that governs the dynamics of blood solutes (oxygen, drugs, etc.), the aging effects on the arterial elasticity, the overload on the heart induced by the implant of an endovascular prosthesis, the regulating processes that the body activates to contrast severe changes in external conditions, etc.

Modeling these processes requires to integrate multiple scales in space and time, and to account for the correlation between actions and reactions in different cardiovascular compartments.

The simulation of a large part of the circulatory system by solving the three-dimensional Navier–Stokes equations everywhere would require the availability of a large set of morphological data (quite difficult to obtain), not to mention the computational costs that would be out of reach. On the other hand, the richness of detail intrinsic to a 3D model may not be necessary when one is primarily interested in the simulation of global flow features. Rather, suitable hierarchies of reduced models, made of networks of 1D pipes and lumped parameter circuits carrying different level of detail, can be developed to provide sufficiently reliable answers to our questions.

By exploiting the fact that, at least locally, an artery is a quasi-cylindrical vessel and that blood flows mainly in the axial direction, we build a simplified model that neglects the transversal components of the velocity, assumes that the wall deforms along the radial direction only, and describes the fluid-structure interaction blood flow problem in terms of two scalar functions: the measure $A(z, t)$ of a generic axial section $A(z)$ of the vessel and the mean flux $Q(z, t) = \int_A u_z d\sigma$. Here, $z$ indicates the axial coordinate (see Figure 12, left). Under simplifying, yet realistic, hypotheses the following one dimensional (1D) model is obtained [75]:

\[
\begin{align*}
\frac{\partial A}{\partial t} + \frac{\partial Q}{\partial z} &= 0, \\
\frac{\partial Q}{\partial t} + \frac{\partial A}{\partial \rho} \frac{\partial p}{\partial A} - \alpha \bar{u}^2 \frac{\partial A}{\partial z} + 2 \alpha \bar{u} \frac{\partial Q}{\partial z} + K_R \left( \frac{Q}{A} \right) Q &= 0, \\
& \quad z \in (0, L), \ t > 0 \quad (14)
\end{align*}
\]

which describes the flow of a Newtonian fluid in a compliant straight cylindrical pipe of length $L$. Here, $\bar{u}_z = A^{-1} \int_A u_z d\sigma$ is the mean axial velocity and $\alpha = (A \bar{u}^2)^{-1} \int_A u_z^2 d\sigma$ is the Coriolis coefficient. The pressure is assumed to be function of $A$ according to a constitutive law that specifies the mechanical behavior of the vascular tissue. Different models can be obtained by choosing different pressure-area laws. Finally, $K_R$ is a parameter accounting for the viscosity of the fluid. For the analysis of the hyperbolic system (14) see [75] and [10].

In this simple (and most popular) one dimensional model the vessel mechanics is overly simplified. In practice, it is reduced to an algebraic relationship between the
mean axial pressure (more precisely the average intra-mural pressure) and the area of the lumen. However, one may also account for other mechanical properties such as viscoelasticity, longitudinal pre-stress, wall inertia. In the latter case, the relation between pressure and vessel area is governed by a differential equation. Yet, it is still possible, at a price of some simplifications, to recover again a system of two partial differential equations [35], [33]. By so doing, the wall inertia introduces an additional dispersive term, while viscoelasticity contributes with a dissipation term. The treatment of these additional terms is problematic as further boundary conditions would be required. However, for physiological situations inertia and viscoelastic effects are not very important. Further improvements account for tapering and curvature (the latter cannot be neglected in arterial vessels such as the coronaries, the aortic arch, etc.). The model becomes fairly more involved, an account is given, e.g., in [54], [84]. At some extent, the arterial system in its entirety can be regarded as a network of 1D pipes, each of these being modeled by the hyperbolic system (14) (or its variants that account for curved vessels), supplemented by suitable matching conditions at the branching or bifurcation points (like in Figure 12, right) ensuring mass and energy conservation (see [75]). Its mathematical investigation would require the analysis of nonlinear hyperbolic systems on networks (see, e.g., [19], [53]).

The resulting network of one dimensional hyperbolic models are very well suited to describe the propagation of waves (the pulse), a phenomenon generated by the interaction between blood flow and compliant vessel wall and intrinsically related to the elastic properties of the arteries. In Figure 13 we report some snapshots of the numerical solution obtained by simulating with 1D models the application of a prosthesis at the abdominal bifurcation to cure an aneurysm. Figures on the top represents the case of an endo-prosthesis made with material softer that the vascular tissue. On the bottom the case where the prosthesis is stiffer. The presence of a strong back-reflection in the latter case is evident. When the reflected wave reaches the

Figure 12. Left: Representation of an arterial cylindrical segment. Right: Sketch of a bifurcation
Peripheral circulation in smaller arteries and capillaries may be accounted as well by lumped parameter models.

Here, a further simplification in the mathematical description of the circulation relies on the subdivision of the vascular system into compartments, according to criteria suited for the problem at hand. The blood flow as well as the other quantities of interest are described in each compartment by a set of parameters, typically the average flux and pressure in the compartment, depending only on time. The mathematical model is then made of a system of algebraic and ordinary differential equations in time that govern the dynamics of each compartment and their mutual coupling. Often, these models are called (with a little abuse of notation) 0D models (“zero” because there is no space variability any longer). In this way, large parts of the circulation system (if not all) can be modeled. The level of detail can be varied according to the problem needs.

A useful way of representing lumped parameter models of the circulation is based
on the analogy with electric networks, where the flow rate is represented by the electric current and pressure by the voltage. The equations coupling the different compartments are given by the Kirchhoff balance laws, which derive from the continuity of mass and pressure. The effects on blood dynamics due to the vascular compliance is here represented by means of capacitances. Similarly, inductances and resistances represent the inertial terms and the effect of blood viscosity, respectively (see e.g. [37] and references therein). Figure 15 illustrates different electrical schemes that may be used to describe blood flow in a passive compartment. Exploiting the same analogy, it is also possible to devise a lumped parameter representation of the heart. Since, as stated in [69], Chapter 13, left ventricle and arterial circulation represent two mechanical units that are joined together to form a coupled biological system, we need to couple the 1D model with a model of the heart (or at least of the left ventricle), for instance a lumped parameter model. The opening of the aortic valve is driven by the difference between the ventricular and the aortic pressure, $P_v$ and $P_a$, while the closing is governed by the flux. The electric analog of each ventricle is given in Figure 16 where the presence of heart valves has been taken into account by diodes which allow the current flow in one direction only. A simple ordinary differential equation that accounts for this dynamics reads $\frac{d}{dt}(C(t)P_v(t)) = -M_Q(t)$, where $Q$ represents the incoming flow rate, and $M_Q$ is the action exerted by the contraction of the cardiac muscle. Precisely, $M_Q = \frac{dV_0}{dt}$, $V_0$ being the reference volume that changes in time because of the variation of the length of the muscle fibers. The action
of the aortic valve is described by setting $Q = 0$ when $P_a > P_v$, $P_a = P_v - RQ$ if $Q > 0$. For more details about this model, see [37]. More sophisticated ODE models are available, such as the visco-elasto-plastic model in [7].

From a mathematical standpoint, a general representation of lumped parameters models is a Differential-Algebraic-Equations (DAE) system in the form

$$\frac{dy}{dt} = B(y, z, t) \quad t \in (0, T]$$

$$G(y, z) = 0$$

supplemented with the initial condition $y|_{t=t_0} = y_0$. Here, $y$ is the vector of state variables while $z$ are the other variables of the network which do not appear as time derivative, $G$ is a set of algebraic equations that derive from Kirchhoff laws. If $\frac{dG}{dz}$ is nonsingular, then by the implicit function theorem the DAE system (15) can be
formulated in terms of solely. By coupling together schemes like those illustrated in Figure 15 for the different compartments and schemes like that in Figure 16 (or more sophisticated ones) to model the blood supply from heart it is possible to derive a lumped parameter model of the whole circulatory system. An example is provided by the four-compartment model illustrated in Figure 17, which comprises a lumped description of heart, lungs, arterial and venous circulation. Unfortunately, the parameters that govern the model, like resistances and compliances, can hardly be obtained from measurements or other means. In fact the circulatory system ensures a correct blood supply to organs and tissues in very diverse situations, at rest as well as after a long run. This is possible thanks to self regulating mechanisms. One of such mechanisms ensures that the arterial pressure is maintained within a physiological range (about 90–100 mmHg). Indeed, if pressure falls below this range, the oxygenation of the peripheral tissues would be seriously affected; on the other hand, a high arterial pressure would induce vascular diseases and heart overload. This regulation mechanism is called baroreflex effect and is described, for instance, in [49] and [52]. The elements of the feedback baroreceptor loop are a set of baroreceptors located in the carotid arteries and the aortic arch, which transmit impulses to the brain at a rate increasing with the arterial pressure, the parasympathetic nervous system, which is excited by the activity of baroreceptors and can slow down the heart rate, and the sympathetic nervous system, which is inhibited by the baroreceptors and can increase the heart rate. It controls also the venous pressure and the systemic resistance.

Another ingredient of the self-regulating capabilities of the arterial system is the so called chemoreflex effect, a mechanism able to induce capillaries dilation and opening when an increment of oxygen supply is required by the organs, for instance during heavy exercise.

Chemoreflex and baroreflex effects can be included in the differential models presented so far through another coupled ODE system that models these feedback mechanisms (see, e.g., [21], [20] and the references therein).
Being able to adopt equations in different geometrical dimensions (3D, 1D and 0D, as we have illustrated thus far) provides tremendous new opportunities for modeling the circulatory system, but, at the same time, poses severe mathematical challenges. Multiscale geometrical systems can be set-up using 3D models of the type (7)–(12) to provide a complete description of the flow-field and 3D vessel deformation in specific districts (such as, e.g., the carotid bifurcation, the aortic arch, a stenosed coronary artery) combined with a network of 1D models like (14), one for every compliant vessel apt at providing average values of flow-rate and pressure on each vessel axial section. The rest of the system – the heart, the venous system, the capillary bed, the small circulation – may be accounted for by either prescribing appropriate “boundary” conditions at the terminal vessels or, more realistically, by adopting 0D lumped parameter (ODE) models capable of describing the feedback effects due to peripheral circulation. With this approach, difficulties arising from the treatment of boundary conditions for 3D model (mentioned in Section 2) are naturally handled.

From a mathematical standpoint, the use of such a geometrical multiscale model calls for the set up of matching conditions between the various submodels. These conditions should ensure the conservation of mass and stresses at the interfaces between heterogeneous submodels. This is not obvious to achieve, since the submodels live in spaces of different dimensions, are made of equations of different type and number, and feature different kind of unknown variables. Furthermore, the multiple geometrical models coupled with the continuity conditions at interfaces should hopefully define a globally well-posed mathematical problem.

The analysis of the complete system is very difficult, though. Partial results are available on the coupling of 3D and 0D models, and of 1D and 0D, see [33], [32], [81]. An account is given in [37].

So far, we have described the heart ventricle functionality by a simple 0D model. Clearly, this is an overly simplified approach. In fact, the development of a mathematical model for describing the electrical, mechanical and biochemical function of the heart and its coupling with the ventricular blood dynamics is tremendously challenging.

The changes in the electrical potential across the muscle cell outer membrane triggers the myocardium, whose contraction prompts ejection of blood from the ventricles. Electric current flows into a cell, raises the potential and initiates the wave propagation along the cells, which are connected by gap junction proteins. The entire myocardium is activated within 50 ms and the mechanical contraction lasts for about 300 ms.

From a numerical perspective, the difficulty is represented by the need of coupling efficiently large deformation mechanics, electrical excitation and wave propagation, turbulent flow fields, which feature different characteristic spatial and temporal scales. Moreover, the electric activity of the heart influences the activation function of 1D network models like the one in Figure 13 that could be used for the systemic circulation. Reciprocally, the pressure pulse that is modeled by 1D network interacts with the cardiac electrodynamics.
Tremendous progress has been made though in the past two decades. The immersed boundary method was introduced by Charles Peskin in his Ph.D thesis in 1972 in order to study the fluid dynamics of heart valves, and it was then extended to become a three-dimensional model of the whole heart (see [73] and the references therein). According to Peskin, “the philosophy of the immersed boundary method is to blur the distinction between fluid dynamics and elasticity”. This is accomplished by inserting in the right hand side of the momentum equation (5) a forcing term \( F(x, t) = \int_{\Omega_{1s}} f(\hat{x}, t) \delta(x - X(\hat{x}, t)) d\hat{x} \) representing the forces acting on the blood flow because of the presence of a solid structure (a valve, or the cardiac fibers). The vector \( f \) denotes the density distribution of forces (whose expression depends on the mathematical model adopted to describe the structural deformation), \( \delta \) is a Dyrac function, \( X \) describes the motion of the solid structure (like \( L^s \) in Section 3), and is related to the fluid velocity \( u \) by the Lagrangian relation \( \partial_t X(\hat{x}, t) = u(X(\hat{x}, t), t), \hat{x} \in \Omega^t, t > 0 \). Both the Eulerian and the Lagrangian variables are employed.

The development of a global cardiac model using finite elements for finite deformation mechanics equations is proposed in [87]. An anatomically based description using finite element shape functions is given, then governing equations are proposed to relate material properties to tissue behavior.

Cardiac tissue is made of discrete cells but it can be modeled as a continuum. For instance, the bidomain model (see, e.g., [17], [16]) consists of two interpenetrating domains that represent cells (intracellular domain) and the space surrounding the cells (extracellular domain). These two domains are assumed to co-exist at all points in the computational domain. The tissue microstructure is accounted for in the activation model through the extra-and-intra-cellular conductivity tensors. From the mathematical viewpoint, this macroscopic representation of the cardiac tissue by a reaction-diffusion system of partial differential equations can be rigorously derived by a homogeneization procedure [2], [6].

The development of realistic models for heart functioning is however far from being achieved, due to the tremendous complexity of this physical system and the induced computational complexity of the associated numerical models.

5. Mathematical models for biochemical processes

Besides the biochemical and electrical processes described so far, mathematical models can be set up to describe the transport, diffusion and absorption of biomedical components (such as oxygen, nutrients, drugs, low density lipoproteins (LDL), etc.) in the blood stream and through the different layers of the arterial wall. Numerical simulation of biochemical processes can in fact explain biochemical modifications produced by alterations in blood flow field like those occurring at outer wall of bifurcations, inner wall of curved vessels, in anastomotic junctions (as in a coronary by-pass) and stenotic arteries.
The dynamics of solutes in arteries, like dissolved gases (such as $O_2$) or macromolecules (such as albumin or LDL) is indeed strongly affected by the blood flow dynamics. The local transfer of mass between blood and arterial walls is functional to the transport of nutrients to cells and the removal of metabolic wastes, yet it also affects the accumulation of potentially atherogenic molecules. For instance the accumulation in the intima of LDL occurs at zones of low and oscillating wall shear stress, which seem to be correlated with the tendency to intima thickening.

The basic step for the modeling of mass transfer is the set up of a mathematical model which describes the filtration of plasma and the transfer of chemicals from the lumen to the arterial wall. The blood flow into the arterial lumen is governed by the Navier–Stokes equations (2), (5), while the filtration across the tissue layers constituting the wall can be described by a Darcy type model,

$$
\bar{u} = -\frac{K_D}{\mu} \nabla P \quad \text{with} \; \text{div}(\bar{u}) = 0,
$$

where $\bar{u}$ is the volume-averaged velocity, $P$ is the pressure, $K_D$ is the (Darcy) wall permeability, $\mu$ is the dynamic viscosity. On the other side, the dynamics of chemicals is generally governed by a system of advection-diffusion equations. Precisely, applying the mass conservation principle on a generic control volume, we obtain the following equation

$$
\partial_t \bar{c} + \text{div} (-D \nabla \bar{c} + \gamma \bar{u} \bar{c} / \varepsilon) = 0,
$$

where $\bar{c}$ is the volume-averaged concentration, $D$ is the diffusivity of the chemical species at hand, $0 \leq \varepsilon \leq 1$ is the porosity of the considered medium; the case $\varepsilon = 1$ represents the pure fluid phase. Collisions of large molecules with the structure of the porous tissue layer result in a reduced convective transport, a phenomenon that is accounted for by using the hindrance coefficient $0 < \gamma \leq 1$.

In the simplest wall-free model, the fluid dynamics and the mass transport in the arterial lumen are described by the Navier–Stokes equations (2), (5) and the advection-diffusion equation (17). At the interface between the lumen and the arterial wall (the endothelium) appropriate conditions for the volume flux ($J_v$) and the mass flux ($J_s$) are assumed:

$$
u_l \cdot n_l = J_v \quad \text{on} \; \Gamma, \quad (-D_l \nabla c_l + \nu_l c_l) \cdot n_l = J_s \quad \text{on} \; \Gamma.
$$

In this case the values of $J_v$ and $J_s$ are provided by experimental data ([8], [99], [95], [91]). More realistic models are the fluid-wall model and the multilayer model, both requiring suitable matching conditions describing the flux of fluid ($J_v$) and the flux of chemicals ($J_s$) between two solutions (denoted by $i = 1, 2$) separated by a semi-permeable membrane across which concentrations and fluid pressure are different, see [51], [50]. In the case of just one solute, denoting with $\delta p = p_1 - p_2$ and $\delta c = c_1 - c_2$ the driving forces across the membrane, the interface equations originally proposed
by Kedem–Katchalsky read as follows,

\[ J_v(P_1, P_2, c_1, c_2) = L_P (\delta P - \delta \pi) \]
\[ J_s(c_1, c_2, P_1, P_2) = \Pi \delta c + s f(c_1, c_2) J_v, \]

(18)
(19)

where \( T \) is the absolute temperature, while \( s \) (the sieving coefficient), \( L_P \) (the hydraulic conductivity) and \( \Pi \) (the permeability), \( R \) (the gas constant) are phenomenological coefficients.

In their original theory Kedem and Katchalsky provide \( J_v \) and \( J_s \) in the case of two compartments filled with a free fluid. When taking into account two heterogeneous porous media (like two continuous wall layers) permeated by solutions of different concentrations and pressures, the driving forces are still \( \delta P \) and \( \delta c \) (where \( c \) in the case of porous media represents the concentration in the fluid phase), however the phenomenological coefficients now depend on the porosity of each medium and we will call them effective coefficients, denoted with \( L_P, \Pi, s \) respectively. This theoretical characterization is a very challenging task, see e.g. [18], [89], [90], [22]. An approach that allows a direct estimation of the effective coefficients is proposed in [74].

To define the mathematical problems describing the mass transfer from the lumen to the arterial wall, we label with \( i = 1 \) the physical quantities associated with the free fluid and with \( i = 2 \) the ones corresponding to the porous medium, and denote by \( \Gamma \) the interface between these media. Then, the fluid dynamics is governed by eqs. (2), (5) in \( \Omega_1 \), eq. (16) in \( \Omega_2 \), and the following conditions at the interface:

\[ u_1 \cdot n_1 = \tilde{u}_2 \cdot n_1 \text{ and } \tilde{u}_2 \cdot n_1 = J_v \text{ on } \Gamma. \]

(20)

Finally, we observe that in the free fluid (corresponding to a porosity \( \varepsilon_1 = 1 \)) the velocity of the fluid phase is equivalent to the volume averaged one. Thanks to this identification the volume averaged velocity can be referred to as \( \bar{u}_i \) in both domains. The concentration \( \tilde{c}_i \) of a given chemical is governed by the following problem,

\[ \delta \tilde{c}_i + \text{div} (-D_i \nabla \tilde{c}_i + \gamma_i \bar{u}_i \tilde{c}_i/\varepsilon_i) + r_i \tilde{c}_i = 0, \]
\[ \text{in } \Omega_i, \ i = 1, 2, \]

\[ (-D_1 \nabla \tilde{c}_1 + \gamma_1 \bar{u}_1 \tilde{c}_1/\varepsilon_1) \cdot n_1 = \Pi_{\text{eff}} (\tilde{c}_1/\varepsilon_1 - \tilde{c}_2/\varepsilon_2) + f(\tilde{c}_1/\varepsilon_1, \tilde{c}_2/\varepsilon_2) J_v \text{ on } \Gamma, \]
\[ (-D_2 \nabla \tilde{c}_2 + \gamma_2 \bar{u}_2 \tilde{c}_2/\varepsilon_2) \cdot n_2 = -[\Pi_{\text{eff}} (\tilde{c}_1/\varepsilon_1 - \tilde{c}_2/\varepsilon_2) + f(\tilde{c}_1/\varepsilon_1, \tilde{c}_2/\varepsilon_2) J_v] \text{ on } \Gamma, \]

(21)

where the Kedem–Katchalsky equation (19) has been rewritten in terms of the volume averaged concentration. Finally, we observe that the multilayer model is described by a set of equations similar to (20) and (21). Precisely, its fluid dynamics part is obtained by adding to problem (20) a further domain, describing the intima, that will be coupled to the lumen and the media prescribing that the normal velocity across
the interface between these domains is continuous and equal to the flux $J_v$, defined in (18). Analogously, the extension of equation (21) to the multilayer case features a third advection-diffusion equation defined in the intima and coupled to the rest of the system by imposing that the total flux of chemical (namely $(-D\nabla\bar{c} + \gamma\bar{u}\bar{c}/\varepsilon) \cdot n$) is continuous across the interfaces and equal to $J_s$, defined in (19).

Besides their interest for bio-medical applications, (20) and (21) represent a difficult system of nonlinear partial differential equations whose analysis has been specifically addressed in [105], [79], [80]. Irregularities in the flow field across the arterial wall influence the concentration distribution within the wall. Figure 18 displays the concentration contours in the wall of the two different wall models at selected locations in the expanding region of the stenosis. We observe that the perturbations in the velocity field in the intima and the media affect the concentrations as well. For example in the media, the concentration in the region of high filtration velocities is slightly higher than the average value, while it is lower than the average in correspondence of low filtration velocities. More analysis and numerical simulations can be found in [105], [74]. Systems like those introduced in this section can also be applied to the modeling of biochemical processes arising from the control of peritoneal dialysis [107], drug eluting materials [106], and artificial blood oxygenators [58].

Figure 18. (From [74]). Concentration contours provided by the fluid-wall model (left) and the multilayer model (right). In the latter case, the presence of the intima is put into evidence.
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Conformally invariant scaling limits: an overview and a collection of problems

Oded Schramm

Abstract. Many mathematical models of statistical physics in two dimensions are either known or conjectured to exhibit conformal invariance. Over the years, physicists proposed predictions of various exponents describing the behavior of these models. Only recently have some of these predictions become accessible to mathematical proof. One of the new developments is the discovery of a one-parameter family of random curves called stochastic Loewner evolution or SLE. The SLE curves appear as limits of interfaces or paths occurring in a variety of statistical physics models as the mesh of the grid on which the model is defined tends to zero.

The main purpose of this article is to list a collection of open problems. Some of the open problems indicate aspects of the physics knowledge that have not yet been understood mathematically. Other problems are questions about the nature of the SLE curves themselves. Before we present the open problems, the definition of SLE will be motivated and explained, and a brief sketch of recent results will be presented.
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1. Introduction

In the past several years, many predictions from physics regarding the large-scale behavior of random systems defined on a lattice in two dimensions have become accessible to mathematical study and proof. Of central importance is the asymptotic conformal invariance of these systems. It turns out that paths associated with these random configurations often fall into a one-parameter family of conformally invariant random curves called stochastic Loewner evolutions, or SLE. We start by motivating SLE through a simple mathematical model of percolation. After giving the definition of SLE, we present a narrative of recent developments. However, since there are good surveys on the subject in the literature [94], [36], [21], [52], [95], this introductory part of the paper will be short and cursory. The rest of the paper will consist of an annotated list of open problems in the subject.
1.1. Motivation and definition of SLE. To motivate SLE, we now discuss percolation. More specifically, we define one particular model of percolation in two dimensions. Fix a number $p \in [0, 1]$. Let $\omega$ be a random subset of the set of vertices in the triangular grid $TG$, where for vertices $v \in V(TG)$ the events $v \in \omega$ are independent and have probability $p$. In percolation theory one studies the connected components (a.k.a. clusters) of the random subgraph of $TG$ whose vertex set is $\omega$ and whose edges are the edges in $TG$ connecting two elements of $\omega$. Equivalently, one may study the connected components of the set of white hexagons in Figure 1, where each hexagon in the hexagonal grid dual to $TG$ represents a vertex of $TG$ and hexagons corresponding to vertices in $\omega$ are colored white. The reasons for considering this dual representation are that the figures come out nicer and that it makes some important definitions more concise.

![Figure 1. Site percolation on the triangular grid as represented by colored hexagons.](image)

The above percolation model is site (or vertex) percolation on the triangular grid. Likewise, there is a bond (or edge) model, where one considers a random subgraph of a grid whose vertex set is the set of all vertices of the grid, but where each edge of the grid is in the percolation subgraph with probability $p$, independently. Additionally, there are various percolation models which are not based on a lattice. Some of these will be discussed in later sections.

There is an important value $p_c$ of the parameter $p$, which is the threshold for the existence of an unbounded cluster and is called the critical value of $p$. The actual value of $p_c$ varies depending on the particular percolation model. For site percolation on the triangular grid, as well as for bond percolation on the square grid, we have $p_c = 1/2$. This is a theorem of Kesten [43], based on earlier work by Harris [33], Russo [78] and Seymour and Welsh [84]. The underlying reason for this nice value of $p_c$ is a duality which these two models have, though the precise form of the duality they exhibit is
different. For bond percolation on the triangular grid \( p_c = 2 \sin(\pi/18) \) [98], while for site percolation on the square grid there is not even a prediction for the value of \( p_c \), though rigorous and experimental estimates exist. As \( p \) increases beyond \( p_c \), the large scale behavior of percolation undergoes a rapid change. This is perhaps the mathematically simplest model of a phase transition. From now on, we will focus our attention on critical percolation, that is, percolation with \( p = p_c \), which is in many ways the most interesting value of \( p \).

We now define and discuss the percolation interface curve indicated in Figure 2. Consider a bounded domain \( D \) in the plane \( \mathbb{R}^2 = \mathbb{C} \) whose boundary is a simple closed curve. Let \( \partial_+ \subset \partial D \) be a proper arc on the boundary of \( D \). Given \( \varepsilon > 0 \) we may consider the collection of hexagons in a hexagonal grid of mesh \( \varepsilon \) which intersect \( D \).

Each of these hexagons which meets \( \partial_+ \) we color white, each of the hexagons which meet \( \partial D \) but not \( \partial_+ \) we color black, and each of the hexagons contained in \( D \) we color white or black with probability \( 1/2 \), independently. In addition to white clusters (connected components of white hexagons) sometimes, black clusters are also considered. Percolation theory is the study of connected components of random sets, such as these clusters.

![Figure 2. The interface associated with percolation.](image)

For simplicity, we assume that \( \partial D \) is sufficiently smooth and \( \varepsilon \) is sufficiently small so that the union of hexagons intersecting \( \partial D \) but not \( \partial_+ \) is connected. There is a unique (random) path \( \beta \), which is the common boundary of the white cluster meeting \( \partial_+ \) and the black cluster meeting \( \partial D \).

The law \( \mu_{D,\partial_+,-\varepsilon} \) of \( \beta \) is a probability measure on the space of closed subsets of \( \overline{D} \) with the Hausdorff metric. Smirnov [87] proved that as \( \varepsilon \downarrow 0 \) the measure...
\[ \mu_{D, \partial, \epsilon} \] converges weakly to a measure \( \mu_{D, \partial} \), and that \( \mu \) is conformally invariant, in the following sense. If \( f: \overline{D} \to \overline{D'} \subset \mathbb{R}^2 \) is a homeomorphism that is analytic in \( D \), then the push forward of \( \mu_{D, \partial} \) under \( f \) is \( \mu_{f(D), f(\partial)} \). In other words, if \( \epsilon \) is small, then \( f(\beta) \) is a good approximation for the corresponding path defined using a hexagonal grid of mesh \( \epsilon \) in \( f(D) = D' \). This type of conformal invariance was believed to hold for many “critical” random systems in two dimensions. However, the only previous result establishing conformal invariance for a random scaling limit is Lévy’s theorem [64] stating that for two-dimensional Brownian motion, the scaling limit of simple random walk on \( \mathbb{Z}^2 \), is conformally invariant up to a time-change.

Smirnov’s proof is very beautiful, and the result is important, but describing the proof will throw us too far off course (since for this paper percolation is just an example model, not the primary topic). The interested reader is encouraged to consult [12], [30], [70], [45] for background in percolation and highlights of percolation theory. An elegant simplification of parts of Smirnov’s proof has been discovered by Vincent Beffara [11]. A more detailed version of other parts of Smirnov’s argument appears in [19].

Though this was not the original inspiration, we will now use Smirnov’s result to motivate the definition of SLE. By conformal invariance, we may venture to understand \( \beta \) in the domain of our choice. The simplest situation turns out to be when \( D = \mathbb{H} \) is the upper half plane and \( \partial_+ \) is the positive real ray \( \mathbb{R}_+ \), as in Figure 3.

![Figure 3. The percolation interface in the upper half plane.](image)

(Though this domain \( D \) is unbounded, that does not cause any problems.) We may consider the discrete path \( \beta \) as a simple path \( \beta: [0, T) \to \mathbb{H} \) starting near 0 and satisfying \( \lim_{t \to T} |\beta(t)| = \infty \) (where \( T \) is finite or infinite).

We would like to learn about \( \beta \) by understanding the one-parameter family of conformal maps \( g_t \) mapping \( \mathbb{H} \setminus \beta([0, t]) \) onto \( \mathbb{H} \). To facilitate this, we must first
recall a few basic facts and discuss Loewner’s theorem. At this point, assume only that $\beta$ is a simple path in $\mathbb{H}$ with $\beta(0) \in \mathbb{R}$ and $\beta(t) \notin \mathbb{R}$ for $t > 0$. The existence of the conformal maps $g_t: \mathbb{H} \setminus \beta([0, t]) \rightarrow \mathbb{H}$ is guaranteed by Riemann’s mapping theorem. However, $g_t$ is not unique. In order to choose a specific $g_t$ for every $t$, we first require that $g_t(\infty) = \infty$. Schwarz reflection in the real axis implies that $g_t$ is analytic in a neighborhood of $\infty$, and therefore admits a power series representation in $1/z$,

$$g_t(z) = a_1 z + a_0 + a_{-1} z^{-1} + a_{-2} z^{-2} + \cdots,$$

valid for all $z$ sufficiently large. Since $g_t$ maps the real line near $\infty$ into the real line, it follows that $a_j \in \mathbb{R}$ for all $j$, and because $g_t: \mathbb{H} \setminus \beta([0, t]) \rightarrow \mathbb{H}$, we find that $a_1 > 0$. We now pick a specific $g_t$ by imposing the so-called hydrodynamic normalization at $\infty$, namely $a_1 = 1$ and $a_0 = 0$. This can clearly be achieved by post-composing with a map of the form $z \mapsto az + b$, $a > 0$, $b \in \mathbb{R}$.

The coefficients $a_j$ of the series expansion of $g_t$ are now functions of $t$. It is not hard to verify that $a_{-1}(t)$ is a continuous, strictly increasing function of $t$. Clearly, $g_0(z) = z$ and hence $a_{-1}(0) = 0$. We may therefore reparametrize $\beta$ so as to have $a_{-1}(t) = 2t$ for all $t > 0$. This is called the half-plane capacity parametrization of $\beta$. With this parametrization, a variant of Loewner’s theorem [65] states that the maps $g_t$ satisfy the differential equation

$$\frac{dg_t(z)}{dt} = \frac{2}{g_t(z) - W(t)}, \quad (1)$$

where $W(t) := g_t(\beta(t))$ is called the Loewner driving term. A few comments are in order.

1. Although $g_t$ is defined in $\mathbb{H} \setminus \beta([0, t])$, it does extend continuously to $\beta(t)$, and therefore $W(t)$ is well defined.

2. If $z = \beta(s)$ for some $s$, then (1) makes sense only as long as $t < s$. That is to be expected. The domain of definition of $g_t$ is shrinking as $t$ increases. A point $z$ falls out of the domain of $g_t$ at the first time $\tau = \tau_z$ such that $\liminf_{t \nearrow \tau} g_t(z) - W(t) = 0$.

3. The main point here is that information about the path $\beta$ is encoded in $W(t)$, which is a path in $\mathbb{R}$.

4. The proof of (1) is not too hard. In [53, Theorem 2.6] a proof (of a generalization) may be found.

We now return to the situation where $\beta$ is the percolation interface chosen according to $\mu_{\mathbb{H}, \mathbb{R}^+, \varepsilon}$, parametrized by half-plane capacity. It is easy to see that in this case $T = \infty$. Fix some $s > 0$. Suppose that we examine the colors of only those hexagons that are necessary to determine $\beta([0, s])$. This can be done by sequentially testing the hexagons adjacent to $\beta$ starting from $\beta(0)$ as follows. Each time the already
determined arc of $\beta$ meets a hexagon whose color has not yet been examined, we test the color (which permits us to extend the determined initial arc of $\beta$ by at least one segment), until $\beta([0, s])$ has been determined. See Figure 4.

Figure 4. Initial segment of interface.

Now comes the main point. Let $D_s$ be the unbounded component of the collection of hexagons of undetermined color in $\mathbb{H}$, and let $\partial^+_s$ be the subset of $\partial D_s$ lying on the boundary of hexagons of determined color white. Then the distribution of the continuation $\beta([s, \infty))$ of the interface given $\beta([0, s])$ is $\mu_{D_s, \partial^+_s, \varepsilon}$. By Smirnov’s theorem, if $G: D_s \to \mathbb{H}$ is the conformal map satisfying the hydrodynamic normalization, then the image under $G$ of $\mu_{D_s, \partial^+_s, \varepsilon}$ is close to $\mu_{\mathbb{H}, G(\partial^+_s), \varepsilon}$. (Actually, to justify this, one needs a slightly stronger “uniform” version of Smirnov’s theorem. But here we want to convey the main ideas, and do not bother about being entirely precise.) Now, since $D_s$ approximates $\mathbb{H} \setminus \beta([0, s])$, it follows that $G$ is very close to $g_s$ and $G(\partial^+_s)$ is close to $[W(s), \infty) = [g_s(\beta(s)), \infty)$. Therefore, in the limit as $\varepsilon \searrow 0$, we have for $\beta$ sampled according to $\mu_{\mathbb{H}, \mathbb{R}^+}$ that the distribution of $g_s \circ \beta([s, \infty))$ (which is the conformal image of the continuation of the path) is $\mu_{\mathbb{H}, \mathbb{R}^+}$ translated by $W(s)$.

The Loewner driving term of the path $t \mapsto g_s \circ \beta(s+t)$ is $W(s+t)$, because $g_{s+t} \circ g_s^{-1}$ maps $\mathbb{H} \setminus g_s(\beta([s, s+t]))$ onto $\mathbb{H}$. The conclusion of the previous paragraph therefore implies that given $(W(t) : t \in [0, s])$ the distribution of the continuation of $W$ is identical to the original distribution of $W$ translated to start at $W(s)$. This is a very strong property. Indeed, for every $n \in \mathbb{N}$ and $t > 0$ we may write $W(t) = \sum_{i=0}^{n-1} (W(jt/n) - W((j-1)t/n))$, which by the above is a sum of $n$ independent identically distributed random variables. If we assume that the variance of $W(t)$ is finite, then it is also the sum of the variances of the summands. By the central limit theorem, $W(t)$ is therefore a Gaussian random variable. By symmetry, $W(t)$ has the same distribution as $-W(t)$, and so $W(t)$ is a centered Gaussian. It now easily follows that there is some constant $\kappa \geq 0$ such that $W(t)$ has the same distribution as $B(\kappa t)$, where $B$ is one-dimensional Brownian motion starting at $B(0) = 0$. Using results from the theory of stochastic processes (e.g., the characterization of continuous martingales as time-changed Brownian motion), the same conclusion can be reached.
while replacing the assumption that $W(t)$ has finite variance with the continuity of $W(t)$ in $t$.

We have just seen that Smirnov’s theorem implies that the Loewner driving term of a sample from $\mu_{H,\mathbb{R}_+}$ is $B(\kappa t)$ for some $\kappa \geq 0$. This should serve as adequate motivation for the following definition from [79].

**Definition 1.1.** Fix some $\kappa \geq 0$, and let $g_t$ be the solution of Loewner’s equation (1) satisfying $g_0(z) = z$ with $W(t) = B(\kappa t)$, where $B$ is standard one-dimensional Brownian motion starting at $B(0) = 0$. Then $(g_t : t \geq 0)$ is called chordal stochastic Loewner evolution with parameter $\kappa$ or SLE$_\kappa$.

Of course, SLE$_\kappa$ is a random one-parameter family of maps; the randomness is entirely due to the Brownian motion.

It has been proven [76], [59] that with probability 1 there is a (unique) random continuous path $\gamma(t)$ such that for each $t \geq 0$ the domain of definition of $g_t$ is the unbounded component of $\mathbb{H} \setminus \gamma([0, t])$. The path is given by $\gamma(t) = g_t^{-1}(W(t))$, but proving that $g_t^{-1}(W(t))$ is well defined is not easy. It is also known [76] that a.s. $\gamma(t)$ is a simple path if and only if $\kappa \leq 4$ and is space-filling if and only if $\kappa \geq 8$. Sometimes the path $\gamma$ itself is called SLE$_\kappa$. This is not too inconsistent, because $g_t$ can be reconstructed from $\gamma([0, t])$ and vice versa.

If $D$ is a simply connected domain in the plane and $a, b \in \partial D$ are two distinct points (or rather prime ends), then chordal SLE from $a$ to $b$ in $D$ is defined as the image of $\gamma$ under a conformal map from $\mathbb{H}$ to $D$ taking $0$ to $a$ and $\infty$ to $b$. Though the map is not unique, the choice of the map does not effect the law of the SLE in $D$. This follows from the easily verified fact that up to a rescaling of time, the law of the SLE path is invariant under scaling by a positive real constant, as is the case for Brownian motion.

The reason for calling the SLE “chordal” is that it connects two boundary points of a domain $D$. There is another version of SLE, which connects a boundary point to an interior point, called radial SLE. Actually, there are a few other variations, but they all have similar definitions and analogous properties.

1.2. A historical narrative. In this subsection we list some works and discoveries related to SLE and random scaling limits in two dimensions. The following account is not comprehensive. Some of the topics not covered here are discussed in Wendelin Werner’s [97] contribution to this ICM proceedings. We start by very briefly discussing the historical background.

In the survey paper [49], Langlands, Pouliot and Saint-Aubin present a collection of intriguing predictions from statistical physics. They have discussed these predictions and some simulation data with Aizenman, which prompted him to conjecture that the critical percolation crossing probabilities are asymptotically conformally invariant (see [49]). This means that the probability $Q_\epsilon(D, \partial_1, \partial_2)$ that there exists a critical percolation cluster in a domain $D \subset \mathbb{C}$ connecting two boundary arcs $\partial_1$ and $\partial_2$ on a lattice with mesh $\epsilon$ has a limit $Q(D, \partial_1, \partial_2)$ as $\epsilon \searrow 0$ and that the limit is conformally
invariant, namely, \( Q(D, \partial_1, \partial_2) = Q(f(D), f(\partial_1), f(\partial_2)) \) if \( f \) is a homeomorphism from \( \bar{D} \) to \( \bar{f(D)} \) that is conformal in \( D \). This led John Cardy [20] to propose his formula (involving hypergeometric functions) for the asymptotic crossing probability in a rectangle between two opposite edges. The survey [49] highlighted these predictions and the role of the conjectured conformal invariance in critical percolation, as well as several other statistical physics models in two dimensions.

Prior to SLE there were attempts to use compositions of conformal slit mappings and even Loewner’s equation in the study of diffusion limited aggregation (DLA). DLA is a random growth process, which produces a random fractal and is notoriously hard to analyse mathematically. (See [100], [4] for a definition and discussion of DLA.) Makarov and Carleson [22] used Loewner’s equation to study a much simplified deterministic variant of DLA, which is not fractal, and Hastings and Levitov [34] have used conformal mapping techniques for a non-rigorous study of more realistic versions of DLA. Given that the fractals produced by DLA are not conformally invariant, it is not too surprising that it is hard to faithfully model DLA using conformal maps. Harry Kesten [44] proved that the diameter of the planar DLA cluster after \( n \) steps grows asymptotically no faster than \( n^{2/3} \), and this appears to be essentially the only theorem concerning two-dimensional DLA, though several very simplified variants of DLA have been successfully analysed.

The original motivation for SLE actually came from investigating the Loop-erased random walk (a.k.a. LERW), which is a random curve introduced by Greg Lawler [51]. Consider some bounded simply-connected domain \( D \) in the plane. Let \( G = G(D, \varepsilon) \) be the subgraph of a square grid of mesh \( \varepsilon \) that falls inside \( D \) and let \( V_\partial \) be the set of vertices of \( G \) that have fewer than 4 neighbors in \( D \). Suppose that \( 0 \in D \), and let \( o \) be some vertex of \( G \) closest to \( 0 \). Start a simple random walk on \( G \) from \( o \) (at each step the walk jumps to any neighbor of the current position with equal probability). We keep track of the trajectory of the walk at each step, except that every time a loop is created, it is erased from the trajectory. The walk terminates when it first reaches \( V_\partial \), and the loop-erased random walk from \( o \) to \( V_\partial \) is the final trajectory. See Figure 5, where \( D \) is a disk.

The LERW is intimately related to the uniform spanning tree. In particular, if we collapse \( V_\partial \) to a single vertex \( v_\partial \) and take a random spanning tree of the resulting projection of \( G \), where each possible spanning tree is chosen with equal probability, then the unique path in the tree joining \( o \) to \( v_\partial \) (as a set of edges) has precisely the same law as the LERW from \( o \) to \( V_\partial \) [74]. This is not a particular property of the square grid, the corresponding analog holds in an arbitrary finite graph. In the other direction, there is a marvelous algorithm discovered by David Wilson [99] which builds the uniform spanning tree by successively adding loop-erased random walks. The survey [66] is a good window into the beautiful theory of uniform spanning trees and forests.

Using sophisticated determinant calculations and Temperley’s bijection between the collection of spanning trees and a certain collection of dimer tilings (which is
special to the planar setting), Richard Kenyon [39], [41], [40] was able to calculate several properties of the LERW. For example, it was shown that the variance of the winding number of the above LERW in $G(D, \varepsilon)$ is $(2 + o(1)) \log(1/\varepsilon)$ as $\varepsilon \searrow 0$, and that the growth exponent for the number of edges in a LERW is $5/4$.

In [79] it was shown that if the limit of the law of the LERW as $\varepsilon \searrow 0$ exists and is conformally invariant, then it is a radial SLE$_2$ path, when parametrized by capacity. (See subsection 2.1 for a description of two alternative topologies on spaces of probability measures on curves, for which this convergence may be stated.) In broad strokes, the reason why it should be an SLE path is basically the same as the argument presented above for the percolation interface. Two important properties of the percolation interface scaling limit were crucial in the above argument: conformal invariance and the following Markovian property. If we condition on an initial segment of the path, the remainder is an instance of the path in the domain slitted by the initial segment starting from the endpoint of the initial segment. Conformal invariance was believed to hold for the LERW scaling limit, while the Markovian property does hold for the reversal of the LERW.

The identification of the correct value of the parameter $\kappa$ as 2 is based on Kenyon’s calculated LERW winding variance growth rate and a calculation of the variance of the winding number of the radial SLE$_\kappa$ path truncated at distance $\varepsilon$ from the interior target point. The latter grows like $(\kappa + o(1)) \log(1/\varepsilon)$.

It was also conjectured in [79] that the percolation interface discussed above converges to SLE$_6$. The identification of the parameter $\kappa$ as 6 in this case was based on Cardy’s formula [20] and the verification that the corresponding formula holds for SLE$_\kappa$ if and only if $\kappa = 6$.

The percolation interface satisfies the following locality property. The evolution of the path (given its past) does not depend on the shape of the domain away from
the current location of the endpoint of the path. Though this is essentially obvious, it should be noted that other interesting paths (such as the LERW scaling limit) do not satisfy locality.

Another process that clearly satisfies locality is Brownian motion. Greg Lawler and Wendelin Werner [61], [62] studied the intersection exponents of planar Brownian motion and the relations between them. An example of an intersection exponent is the unique number $\xi(1, 1)$ such that the probability that the paths of two independent Brownian motions started at distance 1 apart within the unit disk $\mathbb{U}$ and stopped when they first hit the circle $R \partial \mathbb{U}$ do not intersect one another is $R^{-\xi(1, 1)+o(1)}$ as $R \to \infty$. At the time, there were conjectures [27] for the values of many of these exponents, which were rational numbers, but only two of these could be proved rigorously (not accidentally, those had values 1 and 2). These exponents encode many fundamental properties of Brownian motion. For example, Lawler [50] showed that the dimension of the outer boundary of planar Brownian motion stopped at time $t = 1$, say, is $2(1 - \alpha)$ for a certain intersection exponent $\alpha$. Lawler and Werner [61], [62] have proved certain relations between the intersection exponents, and have shown that any process which like Brownian motion satisfies conformal invariance and a certain version of the locality property necessarily has intersection exponents that are very simply related to the Brownian exponents.

Since SLE$_6$ was believed to be the scaling limit of the percolation interface, it should satisfy locality. It is also conformally invariant by definition. Thus, the Brownian exponents should apply to SLE$_6$. Indeed, in a series of papers [53], [54], [55] Lawler, Werner and the present author proved the conjectured values of the Brownian exponents by calculating the corresponding exponents for SLE$_6$ (and using the previous work by Lawler and Werner). Very roughly, one can say that the reason why the exponents of SLE are easier to calculate than the Brownian exponents is that the SLE path, though it may hit itself, does not cross itself. Thus, the outer boundary of the SLE path is drawn essentially in chronological order.

Later [58] it became clear that the relation between SLE$_6$ and Brownian motion is even closer than previously apparent: the outer boundary of Brownian motion started from 0 and stopped on hitting the unit circle $\partial \mathbb{U}$ has the same distribution as the outer boundary of a variant of SLE$_6$.

Lennart Carleson observed that, assuming conformal invariance, Cardy’s formula is equivalent to the statement that $Q(D, \partial_1, \partial_2) = \text{length}(\partial_2)$ when $D$ is an equilateral triangle of sidelength 1, $\partial_1$ is its base, and $\partial_2 \subset \partial D$ is a line segment having the vertex opposite to $\partial_1$ as one of its endpoints. Smirnov [87] proved Carleson’s form of Cardy’s formula for critical site percolation on the triangular lattice (that is, the same percolation model we have described above) and showed that crossing probabilities between two arcs on the boundary of a simply connected domain are asymptotically conformally invariant. As a corollary, Smirnov concluded that the scaling limit of the percolation interface exists and is equal to the SLE$_6$ path. This connection enabled proving many conjectures about this percolation model. For example, the prediction [24], [73] that the probability that the cluster of the origin has diameter larger
than $R$ decays like

$$P[\text{the origin is in a cluster of diameter } \geq R] = R^{-5/48 + o(1)} \quad (2)$$

as $R \to \infty$ was proved [56]. This value $5/48$ is an example of what is commonly referred to as a critical exponent. Building on earlier work by Kesten and others, as well as on Smirnov’s theorem and SLE, Smirnov and Werner [88] were able to determine many useful percolation exponents. Julien Dubédat [25] has used SLE to prove Watts’ [92] formula for the asymptotic probability that in a given rectangle there are both a white horizontal and vertical crossing (for the above percolation model at $p = p_c = 1/2$).

The next process for which conformal invariance and convergence to SLE was established is the LERW [59]. Contrary to Smirnov’s proof for percolation, where convergence to SLE was a consequence of conformal invariance, in the case of the LERW the proof establishes conformal invariance as a consequence of the convergence to SLE$_2$. More specifically, the argument in [59] proceeds by considering the Loewner driving term of the discrete LERW (before passing to the limit) and proving that the driving term converges to an appropriately time-scaled Brownian motion. The same paper also shows that the uniform spanning tree scaling limit is conformally invariant, and the Peano curve associated with it (essentially, the boundary of a thickened uniform spanning tree) converges to SLE$_8$. Another difference between the results of [87] and [59] is that while the former is restricted to site percolation on the triangular lattice, the results in [59] are essentially lattice independent. Figure 5 above shows a fine LERW, which gives an idea of what an SLE$_2$ looks like. Likewise, Figure 6 shows a sample of an initial segment of the uniform spanning tree Peano curve in a rectangular domain. Note that the curve is space filling, as is SLE$_8$.

![Figure 6. An initial segment of the uniform spanning tree Peano path.](image-url)
Meanwhile, Gady Kozma [47] came up with a different proof that the LERW scaling limit exists. Although Kozma’s proof does not identify the limit, it has the advantage of generalizing to three dimensions [48].

There are two discrete models for which convergence to SLE$_4$ has been established by Scott Sheffield and the present author. These models are the harmonic explorer [80] and the interface of the discrete Gaussian free field [81]. The discrete and continuous Gaussian free fields (a.k.a. the harmonic crystal) play an important role in the heuristic physics analysis of various statistical physics models. The discrete Gaussian free field is a probability measure on real valued functions defined on a graph, often a piece of a lattice. If, for example, the graph is a triangulation of a domain in the plane, an interface is a curve in the dual graph separating vertices where the function is positive from vertices where the function is negative. See [85] or [81] for further details, and see Figure 7 for a simulation of the harmonic explorer, and therefore an approximation of SLE$_4$.

Sheffield also announced work in progress connecting the Gaussian free field with SLE$_\kappa$ for other values of $\kappa$. The basic idea is that while SLE$_4$ may be thought of as a curve solving the equation $h = 0$, where $h$ is the Gaussian free field, for other $\kappa$, the SLE$_\kappa$ curve may be considered as a solution of

$$c \text{ winding}(\gamma(0, t)) = h(\gamma(t)),$$

where $c$ is a constant depending on $\kappa$. When $\kappa = 4$, the corresponding constant $c$ is zero, which reduces to the setting of [81]. Alternatively, (3) can be heuristically written as $c \gamma'(s) = \exp(i h(\gamma(t)))$, where $s$ is the length parameter of $\gamma$. However, we stress that it is hard to make sense of these equations, for the Gaussian free field...
is not a smooth function (in fact, it is not even a function but rather a distribution). Likewise, the SLE path is not rectifiable and its winding at most points is infinite.

As mentioned above, there are several different variants of SLE in simply connected domains: chordal, radial, as well as a few others, which we have not mentioned. These variants are rather closely related to one another \[83\]. There are also variants defined in the multiply-connected setting \[101\], \[6\], \[5\], \[7\]. One motivation for this study comes from statistical physics models, which are easy to define on multiply connected domains. Since one can easily vary the boundary conditions on different boundary components of the domain, it is clear that there is often more than one reasonable choice for the definition of the SLE path.

Finally, we mention an intriguing connection between Brownian motion and SLE for \(\kappa \in (8/3, 4)\). There is the notion of the Brownian loop soup \[63\], which is a Poisson measure on the space of Brownian motion loops. According to \[93\], the boundaries of clusters of a sample from the loop soup measure with intensity \(c\) are SLE\(_\kappa\)-like paths, where \(\kappa = \kappa(c) \in (8/3, 4)\). The proof is to appear in a future joint work of Sheffield and Werner.

The above account describes some of the highlights of the developments in the field in the past several years. The rest of the paper will be devoted to a description of some problems where we hope to see some future progress. Some of these problems are obvious to anyone working in the field (though the solution is not obvious), while others are borrowed from several different sources. A few of the problems appear here for the first time. The paper \[76\] contains some additional problems.

2. Random processes converging to SLE

As we have seen, paths associated with several random processes have been proved to converge to various SLE paths. However, the list of processes where the convergence is expected but not proved yet is longer. This section will present questions of this sort, most of which have previously appeared in the literature.

The strategy of the proofs of convergence to SLE in the papers \[59\], \[80\], \[81\] is very similar. In these papers, a collection of martingales with respect to the filtration given by the evolution of the curve is used to gain information about the Loewner driving term of the discrete curve. Although such a proof is also possible for the percolation interface (using Cardy’s formula), this technique was not available at the time, and Smirnov used instead an argument which uses the independence properties of percolation in an essential way and is therefore not likely to be applicable to many other models. Thus, it seems that presently the most promising technique is the martingale technique from \[59\].

2.1. Notions of convergence. To be precise, we must describe the meaning of these scaling limits. In fact, there are at least two distinct reasonable notions of convergence, which we now describe. Suppose that \(\gamma_n\) are random paths in the closed upper half
plane \( \overline{\mathbb{H}} \) starting from 0. Consider the one-point compactification \( \hat{\mathbb{C}} = \mathbb{C} \cup \{ \infty \} \) of \( \mathbb{C} = \mathbb{R}^2 \), which may be thought of as the sphere \( S^2 \). The law of \( \gamma_n \) may be thought of as a Borel probability measure on the Hausdorff space of closed nonempty subsets of \( \hat{\mathbb{C}} \). Since that Hausdorff space is compact, the space of Borel probability measures on it is compact with respect to weak convergence of measures [26]. We may say that \( \gamma_n \) converges in the Hausdorff sense to a random set \( \gamma \subseteq \overline{\mathbb{H}} \cup \{ \infty \} \) if the law of \( \gamma_n \) converges weakly to the law of \( \gamma \). A similar definition applies to curves in the closure of a bounded domain \( D \subset \mathbb{C} \). The above stated instances of convergence to SLE hold with respect to this notion. However, in the case of convergence to SLE\(_8\), this does not mean very much, for SLE\(_8\) fills up the domain.

The second notion of convergence is stronger. Suppose that each \( \gamma_n \) is a.s. continuous with respect to the half-plane capacity parametrization from \( \infty \). (This holds, in particular, if \( \gamma_n \) is a.s. a (continuous) simple path.) If \( d \) is a metric on \( \hat{\mathbb{C}} = \mathbb{C} \cup \{ \infty \} \) compatible with its topology, then we may consider the metric
\[
d^*(\beta_1, \beta_2) := \sup_{t \in [0, \infty)} d(\beta_1(t), \beta_2(t))
\]
on the space of continuous paths defined on \([0, \infty)\). We may say that \( \gamma_n \) converges to a random path \( \gamma \) weakly-uniformly if the law of \( \gamma_n \) converges weakly to the law of \( \gamma \) in the space of Borel measures with respect to the metric \( d^* \). This implies Hausdorff convergence. Since \( d^* \) is finer than the Hausdorff metric, there are more functions from the space of paths to \( \mathbb{R} \) that are continuous with respect to \( d^* \) than with respect to the Hausdorff metric. Consequently, weakly-uniform convergence is stronger than Hausdorff convergence. In all the results stated above saying that some random path converges to SLE, the convergence is weakly-uniform when the paths are parametrized by capacity or half-plane capacity (depending on whether the convergence is to radial or chordal SLE, respectively).

In the following, when we ask for convergence to SLE, we will mean weakly-uniform convergence. However, weaker nontrivial forms of convergence would also be very interesting.

### 2.2. Self avoiding walk.

Let \( G \) be either the square, the hexagonal or the triangular grid in the plane, positioned so that 0 is some vertex in \( G \). For \( n \in \mathbb{N} \) consider the uniform measures on all self avoiding \( n \)-step walks in \( G \) that start at 0 and stay in the upper half plane. It has been shown in [60] that when \( G = \mathbb{Z}^2 \) the limiting measure as \( n \to \infty \) exists. (The same proof probably applies for the other alternatives for \( G \), provided that \( G \) is positioned so that horizontal lines through vertices in \( G \) do not intersect the relative interior of edges of \( G \) which they do not contain.)

**Problem 2.1** ([60]). Let \( \gamma \) be a sample from the \( n \to \infty \) limit of the uniform measure on \( n \)-step self avoiding paths in the upper half plane described above. Prove that the limit as \( s \searrow 0 \) of the law of \( s \gamma \) exists and that it is SLE\(_{8/3}\).

The convergence may be considered with respect to either of the two topologies discussed in subsection 2.1.
In [60] some consequences of this convergence are indicated, as well as support for the conjecture.

There are some indications that the setting of the hexagonal lattice is easier: the rate of growth of the number of self avoiding paths on the hexagonal grid is predicted [72] to be \((2 + \sqrt{2} + o(1))^{n/2}\); no such prediction exists for the square grid or triangular lattice.

In dimensions \(d > 4\) Takashi Hara and Gordon Slade [32] proved that the scaling limit of self-avoiding random walk is Brownian motion. This is also believed to be the case for \(d = 4\). See [67] for references and further background on the self-avoiding walk.

### 2.3. Height models.

There is a vast collection of height model interfaces that should converge to SLE\(_4\). The one theorem in this regard is the convergence of the interface of the Gaussian free field [81]. This was motivated by Kenyon’s theorem stating that the domino tiling height function converges to the Gaussian free field [42] and by Kenyon’s conjecture that the double domino interface converges to SLE\(_4\) (see [76] for a statement of this problem).

The domino height function is a function on \(\mathbb{Z}^2\) associated with a domino tiling (see [42]). Its distribution is roughly (ignoring boundary issues) the uniform measure on functions \(h: \mathbb{Z}^2 \to \mathbb{Z}\) such that \(h(0,0) = 0\),

\[
h(x, y) \mod 4 = \begin{cases} 
0 & x, y \text{ even}, \\
1 & x \text{ odd } y \text{ even}, \\
2 & x, y \text{ odd}, \\
3 & x \text{ even } y \text{ odd}, 
\end{cases}
\]

and \(|h(z) - h(z')| \in \{1, 3\}\) if \(|z - z'| = 1\), \(z, z' \in \mathbb{Z}^2\).

Let \(D\) be a bounded domain in the plane whose boundary is a simple path in the triangular lattice, say. Let \(\partial_+\) and \(\partial_-\) be complementary arcs in \(\partial D\) such that the two common endpoints of these arcs are midpoints of edges. Consider the uniform measure on functions \(h\) taking odd integer values on vertices in \(\overline{D}\) such that \(h = 1\) on \(\partial_+\), \(h = -1\) on \(\partial_-\), and \(|h(v) - h(u)| \in \{0, 2\}\) for neighbors \(v, u\). We may extend such a function \(h\) to \(\overline{D}\) by affine interpolation within each triangle, and this interpolation is consistent along the edges. There is then a unique connected path \(\gamma\) that is the connected component of \(h^{-1}(0)\) that contains the two endpoints of each of the two arcs \(\partial _\pm\).

**Problem 2.2.** Is it true that the path \(\gamma\) tends to SLE\(_4\)? Does the law of \(h\) converge to the Gaussian free field?

The convergence we expect for \(h\) is in the same sense as in [42].

Note that if we restrict in the above the image of \(h\) to be \(\{1, -1\}\), we obtain critical site percolation on the triangular grid, and the limit of the corresponding interface is in this case SLE\(_6\).
Now suppose that \((D, \partial_+, \partial_-)\) is as above. Let \(\lambda \in (0, 1/2]\) be some constant and consider the uniform measure on functions \(h\) taking real values on vertices in \(\overline{D}\) such that \(h = \lambda\) on \(\partial_+\), \(h = -\lambda\) on \(\partial_-\) and \(|h(v) - h(u)| \leq 1\) for every edge \([v, u]\).

**Problem 2.3.** Is it true that for some value of \(\lambda\) the corresponding interface converges to SLE\(_4\)? Does the law of \(h\) converge in some sense to the Gaussian free field?

In the case of the corresponding questions for the discrete Gaussian free field, there is just one constant \(\lambda\) such that the interface converges to SLE\(_4\). For other choices of \(\lambda\) the interface converges to a well-known variant of SLE\(_4\) [81].

There are some restricted classes of height models for which convergence to the Gaussian free field is known [71]. It may still be very hard to prove that the corresponding interface converges to SLE\(_4\). One interesting problem of this sort is the following.

**Problem 2.4 ([81]).** If we project the Gaussian free field onto the subspace spanned by the eigenfunctions of the Dirichlet Laplacian with eigenvalues in \([-r, r]\) and add the harmonic function with boundary values \(\pm \lambda\) on \(\partial_{\pm}\), does the corresponding interface converge to SLE\(_4\) as \(r \to \infty\) when \(\lambda\) is chosen appropriately?

The problem is natural, because the Gaussian free field is related to the Dirichlet Laplacian. In particular, the projections of the field onto the spaces spanned by eigenfunctions with eigenvalues in two disjoint intervals are independent.

### 2.4. The Ising, FK, and O(n) loop models

The Ising model is a fundamental physics model for magnetism. Consider again a domain \(D\) adapted to the triangular lattice and a partition \(\partial D = \partial_+ \cup \partial_-\) as in subsection 2.3. Now consider a function \(h\) that take the values \(\pm 1\) on vertices in \(\overline{D}\) such that \(h\) is 1 on \(\partial_+\) and -1 on \(\partial_-\). On the collection of all such functions we put a probability measure such that the probability for a given \(h\) is proportional to \(e^{-2\beta k}\), where \(\beta\) is a parameter and \(k\) is the number of edges \([v, u]\) such that \(h(v) \neq h(u)\). This is known as the Ising model and the value associate to a vertex is often called a spin. It is known that the critical value \(\beta_c\) (which we do not define here in the context of the Ising model) for \(\beta\) satisfies \(e^{2\beta} = \sqrt{3}\) (see [69], [35]). Again, the interface at the critical \(\beta = \beta_c\) is believed to converge to an SLE path, this time SLE\(_3\). For \(\beta \in (0, \beta_c)\) fixed, the interface should converge to SLE\(_6\). Note that when \(\beta = 0\), the model is again identical to critical site percolation on the triangular grid, and the interface does converge to SLE\(_6\).

**Problem 2.5.** Prove that when \(\beta = \beta_c\), the interface converges to SLE\(_3\) and when \(\beta \in (0, \beta_c)\) to SLE\(_6\).

When \(\beta > \beta_c\) we do not expect convergence to SLE, and do not expect conformal invariance. The interface scaling limit is in this case a straight line segment if the domain is convex [75] (see also [29]).

The Fortuin–Kasteleyn [28] (FK) model (a.k.a. the random cluster model) is a probability measure on the collection of all subsets of the set of edges \(E\) of a finite
graph $G = (V, E)$. In the FK model, the measure of each $\omega \subseteq E$ is proportional to $\left(\frac{p}{(1 - p)}\right)^{|\omega|} q^c$, where $q > 0$ and $p \in (0, 1)$ are parameters, $|\omega|$ is the cardinality of $\omega$, and $c$ is the number of connected components of the subgraph $(V, \omega)$. The FK model is very closely related to the well known Potts model [8], which is a generalization of the Ising model. Many questions about the Potts model can be translated to questions about the FK model and vice versa.

On the grid $\mathbb{Z}^2$, when $p = \sqrt{q/(1 + \sqrt{q})}$ the FK model satisfies a form of self-duality.

**Problem 2.6** ([76]). Prove that when $q \in (0, 4)$ and $p = \sqrt{q/(1 + \sqrt{q})}$, the interface of the FK model on $\mathbb{Z}^2$ with appropriate boundary conditions converges to SLE$_\kappa$, where $\kappa = 4 \pi / \cos^{-1}(-\sqrt{q}/2)$. (See [76] for further details.)

The $O(n)$ loop model on a finite graph $G = (V, E)$ is a measure on the collection of subgraphs of $G$ where the degree of every vertex in the subgraph is 2. (The subgraph does not need to contain all the vertices.) The probability of each such subgraph is proportional to $x^e n^c$, where $c$ is the number of connected components, $e$ is the number of edges in the subgraph, and $x, n > 0$ are parameters. When $n$ is a positive integer, the $O(n)$ loop model is derived from the $O(n)$ spin model, which is a measure on the set of functions which associate to every vertex a unit vector in $\mathbb{R}^n$.

In order to pin down a specific long path in the $O(n)$ loop model, we pick two points on the boundary of the domain and require that in the random subgraph the degrees of two boundary vertices near these two points be 1, while setting the degrees of all other boundary vertices to 0, say. Then the measure is supported on configurations with one simple path and a collection of loops.

Now we specialize to the hexagonal lattice. Set $x_c(n) := (2 + \sqrt{2 - n})^{-1/2}$, which is the conjectured critical parameter [72].

**Problem 2.7** ([36]). Prove that when $n \in [0, 2]$ and $x = x_c(n)$ (respectively, $x > x_c(n)$) the scaling limit of the path containing the two special boundary vertices is chordal SLE$_\kappa$, where $\kappa \in [8/3, 4]$ (respectively, $\kappa \in [4, 8]$) and $n = -2 \cos(4 \pi / \kappa)$.

When $x < x_c(n)$, we expect the scaling limit to be a straight line segment (if the domain is convex). The fact that at $n = 1$ we get the same limits as for the Ising model is no accident. It is not hard to see that the $O(1)$ loop measure coincides with the law of boundaries of Ising clusters. See [36] for further details.

Similar conjectures should hold in other lattices. However, the values of the critical parameters are expected to be different.

### 2.5. Lattice trees

We now present an example of a discrete model where we suspect that perhaps conformal invariance might hold. However, we do not presently have a candidate for the scaling limit.

Fix $n \in \mathbb{N}_+$, and consider the collection of all trees contained in the grid $G$ that contain the origin and have $n$ vertices. Select a tree $T$ from this measure, uniformly at random.
Problem 2.8. What is the growth rate of the expected diameter of such a tree? If we rescale the tree so that the expected (or median) diameter is 1, is there a limit for the law of the tree as \( n \to \infty \)? What are its geometric and topological properties? Can the limit be determined?

It would be good to be able to produce some pictures. However, we presently do not know how to sample from this measure.

Problem 2.9. Produce an efficient algorithm which samples lattice trees approximately uniformly, or prove that such an algorithm does not exist.

See [86] for background on lattice trees and for results in high dimensions and [17] for an analysis of a related continuum model.

2.6. Percolation interface. It is natural to try to extend the understanding of percolation at \( p_c \) to percolation at a parameter \( p \) tending to \( p_c \). One possible framework is as follows. Fix a parameter \( q \in (0, 1) \). Suppose that in Figure 3 with small mesh \( \varepsilon > 0 \) we choose \( p(\varepsilon) \) so that the probability to have a left to right crossing of white hexagons in some fixed \( 1 \times 1 \) square in the upper half plane is \( q \) at percolation parameter \( p = p(\varepsilon) \). The corresponding interface will still be an unbounded path starting at 0, but its distribution will be different from the interface at \( p = 1/2 \) if \( q \neq 1/2 \).

Thus, it is natural to ask

Problem 2.10 (Lincoln Chayes (personal communication)). What is the scaling limit of the interface as \( \varepsilon \downarrow 0 \) and \( p = p(\varepsilon) \) if \( q \neq 1/2 \) is fixed?

This problem is also very closely related to a problem formulated by F. Camia, L. Fontes and C. Newman [18].

Site percolation on the triangular lattice is only one of several different models for percolation in the plane. Among discrete models, widely studied is bond percolation on the square grid. As for site percolation on the triangular lattice, the critical probability is again \( p_c = 1/2 \).

At present, Smirnov’s proof does not work for bond percolation on the square grid. The proof uses the invariance of the model under rotation by \( 2\pi/3 \). Thus, the following problem presents itself.

Problem 2.11. Prove Smirnov’s theorem for critical bond percolation on \( \mathbb{Z}^2 \).

Some progress on this problem has been reported by Vincent Beffara [9].

There are other natural percolation models which have been studied. Among them we mention Voronoi percolation and the boolean model. In Voronoi percolation one has two independent Poisson point processes in the plane, \( W \) and \( B \), with intensities \( p \) and \( 1 - p \), respectively. Let \( \hat{W} \) be the closure of the set of points in \( \mathbb{R}^2 \) closer to \( W \) than to \( B \), and let \( \hat{B} \) be the closure of the set of points closer to \( B \). The set \( \hat{W} \) is a sample from Voronoi percolation at parameter \( p \). Some form of conformal invariance was proved for Voronoi percolation [14], but the version proved does not imply convergence
to SLE. It is neither stronger nor weaker than the conformal invariance proved by Smirnov. Notable recent progress has been made for Voronoi percolation by Bollobás and Riordan [15], who established the very useful Russo–Seymour–Welsh theorem, as well as $p_c = 1/2$ for Voronoi percolation.

**Problem 2.12.** Prove Smirnov’s theorem for Voronoi percolation.

The boolean percolation model (a.k.a. continuum percolation) can be defined by taking a Poisson set of points $W \subset \mathbb{R}^2$ of intensity 1 and letting $\hat{W}$ be the set of points in the plane at distance at most $r$ from $W$. Here, $r$ is the parameter of the model. (Alternatively, one may fix $r = 1$, say, and let the intensity of the Poisson process be the parameter, but this is essentially the same, by scaling.) The Russo–Seymour–Welsh theorem is known for this model [1], [77], but the critical value of the parameter has not been identified. A nice feature which the model shares with Voronoi percolation is invariance under rotations.

**Problem 2.13.** Prove Smirnov’s theorem for boolean percolation.

### 3. Critical exponents

The determination of critical exponents has been one motivation to prove conformal invariance for discrete models. For example, den Nijs and Nienhuis predicted [24], [73] that the probability that the critical percolation cluster of the origin has diameter larger than $R$ is $R^{-5/48+o(1)}$ as $R \to \infty$. Likewise, the probability that a given site in the square $[-R, R]^2$ is pivotal for a left-right crossing of the square $[-2R, 2R]^2$ was predicted to be $R^{-5/4+o(1)}$. (Here, pivotal means that the occurrence or non-occurrence of a crossing would be modified by flipping the status of the site.) These and other exponents were proved for site percolation on the triangular grid using Smirnov’s theorem and SLE [56], [88]. The determination of the exponents is very useful for the study of percolation.

Richard Kenyon [39] calculated by enumeration techniques involving determinants the asymptotics of the probability that an edge belongs to a loop-erased random walk. The probability decays like $R^{-3/4+o(1)}$ when the distance from the edge to the endpoints of the walk is $R$. However, Kenyon’s estimate is much more precise; he shows that, in a specific domain, $R^{3/4}$ times the probability is bounded away from zero and infinity, and in fact estimates the probability as $f R^{-3/4} (1 + o(1))$ as $R \to \infty$, where $f$ is an explicit function of the position of the edge.

Thus, it is natural to ask for such precise estimates for the important percolation events as well. Namely,

**Problem 3.1.** Improve the estimates $R^{-5/48+o(1)}$ and $R^{-5/4+o(1)}$ mentioned above (as well as other similar estimates) to more precise formulas. It would be especially nice to obtain estimates that are sharp up to multiplicative constants.
In addition to the case of the loop-erased random walk mentioned above, estimates up to constants are known for events involving Brownian motions [57].

The difficulty in getting more precise estimates is not in the analysis of SLE. Rather, it is due to the passage between the discrete and continuous setting. Consequently, the above problem seems to be related to the following.

**Problem 3.2.** Obtain reasonable estimates for the speed of convergence of the discrete processes which are known to converge to SLE.

There are still critical exponents which do not seem accessible via an SLE analysis. For example, we may ask

**Problem 3.3.** Calculate the number $\alpha$ such that on the event that there is a left-right crossing in critical percolation in the square $[0, R]^2$, the expected length of the shortest crossing is $R^{\alpha + o(1)}$.

Ziff [102] predicts an exponent which is related to this $\alpha$, but it seems that there is currently no prediction for the exact value of $\alpha$.

### 4. Quantum gravity

Consider the uniform measure $\mu_n$ on equivalence classes of $n$-vertex triangulations of the sphere, where two triangulations are considered equivalent if there is a homeomorphism of the sphere taking one to the other. One may view a sample from this measure with the graph metric as a random geometry on the sphere. Such models go under the name “quantum gravity” in physics circles. One may also impose statistical physics models on such random triangulations. For example, the sample space may include such a triangulation (or rather, equivalence class of triangulations) together with a map $h$ from the vertices to $\{-1, 1\}$. The measure of such a pair may be taken proportional to $a^k$, where $k$ is the number of edges $[v, u]$ in the triangulation for which $h(v) \neq h(u)$ and $a > 0$ is a parameter. Thus, we are in effect considering a triangulation weighted by the Ising model partition function. (The partition function is in this case the sum of all the weights of such functions $h$ on the given triangulation.) Likewise, one may weight the triangulation by other kinds of partition functions.

In some cases it is easier to make a heuristic analysis of such statistical physics models in the quantum gravity world than in the plane. The enigmatic KPZ formula of Knizhnik, Polyakov and Zamolodchikov [46] was used in physics to predict properties of statistical physics in the plane from the corresponding properties in quantum gravity. Basically, the KPZ formula is a formula relating exponents in quantum gravity to the corresponding exponents in plane geometry.

To date, there has been progress in the mathematical (as well as physical) understanding of the statistical physics in the plane as well as in quantum gravity [2], [3], [16]. However, there is still no mathematical understanding of the KPZ formula. In fact, the author’s understanding of KPZ is too weak to even state a concrete problem.
However, we may ask about the scaling limit of $\mu_n$. There has been significant progress lately describing some aspects of the geometry of samples from $\mu_n$ [2], [23]. In particular, it has been shown by Chassaing and Schaeffer [23] that if $D_n$ is the graph-metric diameter of a sample from $\mu_n$, then $D_n/n^{-1/4}$ converges in law to some random variable in $(0, \infty)$. However, the scaling limit of samples from $\mu_n$ is not known. On the collection of compact metric spaces, we may consider the Gromov–Hausdorff distance $d_{GH}(X, Y)$, which is the infimum of the Hausdorff distance between subsets $X^*$ and $Y^*$ in a metric space $Z^*$ over all possible triples $(X^*, Y^*, Z^*)$ such that $Z^*$ is a metric space, $X^*, Y^* \subset Z^*$, $X$ is isometric with $X^*$ and $Y$ is isometric with $Y^*$. Let $X_n$ be a sample from $\mu_n$, considered as a metric space with the graph metric scaled by $n^{-1/4}$, and let $\mu_n^*$ denote the law of $X_n$.

**Problem 4.1.** Show that the weak limit $\lim_{n \to \infty} \mu_n^*$ with respect to the Gromov–Hausdorff metric exists. Determine the properties of the limit.

Note that [68] proves convergence of samples from $\mu_n$, but the metric used there on the samples from $\mu_n$ is very different and consequently a solution of Problem 4.1 does not seem to follow.

5. Noise sensitivity, Fourier spectrum, and dynamical percolation

The indicator function of the event of having a percolation crossing in a domain between two arcs on the boundary is a boolean function of boolean variables. Some fundamental results concerning percolation are based on general theorems about boolean functions. (One can mention here the BK inequality, the Harris-FKG inequality and the Russo formula. See, e.g. [30].) Central to the theory of boolean functions is the Fourier expansion. Basically, if $\beta : \{-1, 1\}^n \to \mathbb{R}$ is any function of $n$ bits, the Fourier–Walsh expansion of $\beta$ is

$$f(x) = \sum_{S \subseteq [n]} \hat{f}(S) \chi_S(x),$$

where $\chi_S(x) = \prod_{j \in S} x_j$ for $S \subseteq [n] = \{1, \ldots, n\}$. When we consider $\{-1, 1\}^n$ with the uniform probability measure, the collection $\{\chi_S : S \subseteq [n]\}$ forms an orthonormal basis for $L^2(\{-1, 1\}^n)$. (Often other measures are also considered.) If we suppose that $\|\beta\|_2 = 1$ (in particular, this holds if $f : \{-1, 1\}^2 \to \{-1, 1\}$), then the Parseval identity gives $\sum_{S \subseteq [n]} \hat{f}(S)^2 = 1$. Thus, we get a probability measure $\mu_f$ on $2^{[n]} = \{S : S \subseteq [n]\}$ which $\mu_f(S) = \hat{f}(S)^2$. The map $S \mapsto \mu_f$, assigning to each $S \subseteq [n]$, its cardinality pushes forward the measure $\mu_f$ to a measure $\mu_f$ on $\{0, 1, \ldots, n\}$. This measure $\mu_f$ may be called the Fourier spectrum of $f$. The Fourier spectrum encodes important information about $f$, and quite a bit of research on the subject exists [37]. For instance, one can read off from $\mu_f$ the sensitivity of $f$ to noise (see [13]).
When \( f \) is a percolation crossing function (i.e., 1 if there is a crossing, \(-1\) otherwise), the corresponding index set \([n]\) is identified with the collection of relevant sites or bonds, depending if it is a site or bond model. Though there is some partial understanding of the Fourier spectrum of percolation \([82]\), the complete picture is unclear. For example, if the domain is approximately an \( \ell \times \ell \) square in the triangular lattice, then for the indicator function \( f_\ell \) of a crossing in critical site percolation it is known \([82]\) that for every \( \alpha < 1/8 \)

\[
\hat{\mu}_{f_\ell}([1, \ell^{\alpha}]) \to 0
\]

as \( \ell \to \infty \). This is proved using the critical exponents for site percolation as well as an estimate for the Fourier coefficients of general functions (based on the existence of an algorithm computing the function which is unlikely to examine any specific input variable). On the other hand, using the percolation exponents one can show that (4) fails if \( \alpha > 3/4 \). This is based on calculating the expected number of sites pivotal for a crossing (i.e., a change of the value of the corresponding input variable would change the value of the function) as well as showing that the second moment is bounded by a constant times the square of the expectation. The expected number of pivotals is known \([88]\) to be \( \ell^{3/4+o(1)} \) as \( \ell \to \infty \). It is reasonable to conjecture that (4) holds for every \( \alpha < 3/4 \).

**Problem 5.1.** Is it true that \( \lim_{\ell \to \infty} \hat{\mu}_{f_\ell}([\ell^{\alpha_1}, \ell^{\alpha_2}]) = 1 \) if \( \alpha_1 < 3/4 < \alpha_2 \)? Determine the asymptotic behavior of \( \hat{\mu}_{f_\ell}([\ell^{\alpha_1}, \ell^{\alpha_2}]) \) as \( \ell \to \infty \) for arbitrary \( 0 \leq \alpha_1 < \alpha_2 \leq 2 \).

Estimates on the Fourier coefficients of percolation crossings (in an annulus) play a central part in the proof \([82]\) that dynamical percolation has exceptional times. Dynamical percolation (introduced in \([31]\)) is a model in which at each fixed time one sees an ordinary percolation configuration, but the random bits determining whether or not a site (or bond) is open undergo random independent flips at a uniform rate, according to independent Poisson processes. The main result of \([82]\) is that dynamical critical site percolation on the triangular lattice has exceptional times at which there is an infinite percolation component. These set of times are necessarily of zero Lebesgue measure. A better understanding of the Fourier coefficients may lead to sharper results about dynamical percolation, such as the determination of the dimension of exceptional times. Some upper and lower bounds for the dimension are known \([82]\).

One would hope to understand the measure \( \mu_f \) geometrically. Gil Kalai (personal communication) has suggested the problem of determining the scaling limit of \( \mu_f \). More specifically, the Fourier index set \( S \) for critical percolation crossing of a square is naturally identified with a subset of the plane. If we rescale the square to have edge length 1 while refining the mesh, then \( \mu_f \) may be thought of as a probability measure on the Hausdorff space \( \mathcal{H} \) of closed subsets of the square. It is reasonable to expect that \( \mu_f \) converges weakly to some probability measure \( \mu \) on \( \mathcal{H} \). We really do not know what samples from \( \mu \) look like. Could it be that \( \mu \) is supported on singletons? Alternatively, is it possible that \( \mu[S = \text{entire square}] = 1 \)? Is \( S \) a Cantor set \( \mu \)-a.s.?
Problem 5.2 (Gil Kalai, personal communication). Prove that the limiting measure $\mu$ exists and determine properties of samples from $\mu$.

Kalai suspects (personal communication) that the set $S$ is similar to the set of pivotal sites (which is a.s. a Cantor set in the scaling limit). This is supported by the easily verified fact that $P[i \in S] = P[i \text{ pivotal}]$ and $P[i, j \in S] = P[i, j \text{ pivotal}]$ hold for arbitrary boolean functions. Examples of functions where the scaling limit of $S$ has been determined are provided by Tsirelson [90], [91].

One may try to study a scaling limit of dynamical percolation. Consider dynamical critical site percolation on a triangular lattice of mesh $\varepsilon$, where the rate at which the sites flip is $\lambda > 0$. We choose $\lambda = \lambda(\varepsilon)$ so that the correlation between having a left-right crossing of a fixed square at time 0 and at time 1 is $1/2$, say. Noise sensitivity of percolation [13] shows that $\lim_{\varepsilon \downarrow 0} \lambda(\varepsilon) = 0$ and the results of [82] imply that $\lambda(\varepsilon) = \varepsilon^{O(1)}$ and $\varepsilon = \lambda(\varepsilon)^{O(1)}$ for $\varepsilon \in (0, 1]$. It is not hard to invent (several different) notions in which to take the limit of dynamical percolation as $\varepsilon \downarrow 0$.

Problem 5.3. Prove that the scaling limit of dynamical critical percolation exists. Prove that correlations between crossing events at different times $t_1 < t_2$ decay to zero as $t_2 - t_1 \rightarrow \infty$ and that a change in a crossing event becomes unlikely if $t_2 - t_1 \rightarrow 0$.

Since the correlation between events occurring at different times can be expressed in terms of the Fourier coefficients [13], [82], it follows that the second statement in Problem 5.3 is very much related to strong concentration of the measure $\tilde{\mu}_{f_\ell}$, in the spirit of Problem 5.1.

Because of the dependence of $\lambda$ on $\varepsilon$, it is not reasonable to expect the dynamical percolation scaling limit to be invariant under maps of the form $f \times \text{identity}$, where $f: D \rightarrow D'$ is conformal and the identity map is applied to the time coordinate. In particular, in the case where $f(z) = az, a > 0$, one should expect dynamical percolation to be invariant under the map $f \times (t \mapsto a^\beta t)$, where $\beta := -\lim_{\varepsilon \downarrow 0} \log \lambda(\varepsilon)/\log \varepsilon$ (and this limit is expected to exist). It is not too hard to see that $\beta = 3/4$ if the answer to the first question in Problem 5.1 is yes.

This suggests a modified form of conformal invariance for dynamical percolation. Suppose that $F(z, t)$ has the form $F(z, t) = (f(z), g(z, t))$, where $f: D \rightarrow D'$ is conformal and $g$ satisfies $\partial_t g(z, t) = |f'(z)|^\beta$, with the above value of $\beta$. Is dynamical percolation invariant under such maps? If such invariance is to hold, it would be in a “relativistic” framework, in which one does not consider crossings occurring at a specific time slice, but rather inside a space-time set. It is not clear if one can make good sense of that.

6. LERW and UST

The loop-erased random walk and the uniform spanning tree are models where very detailed knowledge exists. They may be studied using random walks and electrical
network techniques, and in the two-dimensional setting also by SLE as well as domino tiling methods. (See [66] and the references cited there.) However, some open problems still remain.

One may consider the random walk in a fine mesh lattice in the unit disk, which is stopped when it hits the boundary of the disk. The random walk converges to Brownian motion while its loop-erasure converges to SLE$_2$. It is therefore reasonable to expect that the law of the pair (random walk, its loop-erasure) converges to a coupling of Brownian motion and SLE$_2$. (If not, a subsequential limit will converge.)

**Problem 6.1.** In this coupling, is the SLE$_2$ determined by the Brownian motion?

It seems that this question occurred to several researchers independently, including Wendelin Werner (personal communication).

Of course, one cannot naively loop-erase the Brownian motion path, because there is no first loop to erase and there are cases where the erasure of one loop eliminates some of the other loops.

It is also interesting to try to extend some of the understanding of probabilistic statistical physics models beyond the planar setting to higher genus. The following problem in this direction was proposed by Russell Lyons (personal communication).

Consider the uniform spanning tree on a fine square grid approximation of a torus. There is a random graph dual to the tree, which consists of the dual edges perpendicular to primal edges not in the tree. It is not hard to see that this random dual of the tree contains precisely three edge-simple closed paths (i.e., no repeating edges), and that these paths are not null-homotopic.

**Problem 6.2.** Determine the distribution of the triple of homotopy classes containing these three closed paths.

The problem would already be interesting for a square torus, but one could hope to get the answer as a function of the geometry of the torus.

7. **Non-discrete problems**

In this section we mention some problems about the behavior of SLE itself, which may be stated without relation to any particular discrete model.

The parametrization of the SLE path by capacity is very convenient for many calculations. However, in some situations, for example when you consider the reversal of the path, this parametrization is not so useful. It would be great if we had an understanding of a parametrization by a kind of Hausdorff measure. Thus we are led to

**Problem 7.1.** Define a Hausdorff measure on the SLE path which is $\sigma$-finite.

We would expect the measure to be a.s. finite on compact subsets of the plane.
That the Hausdorff dimension of the SLE path is \(\min\{2, 1 + \kappa/8\}\) has been established by Vincent Beffara [10]. When \(\kappa < 8\) (in which case the path has zero area), we expect the \(\sigma\)-finite Hausdorff measure to be the Hausdorff measure with respect to the gauge function \(\phi(r) = r^d \log \log (1/r)\), where \(d = 1 + \kappa/8\) is the Hausdorff dimension. This is based on past experience with similar random paths [89]. However, in order to prove that this Hausdorff measure is \(\sigma\)-finite, one should probably find alternative constructions of the measure. In the case \(\kappa \leq 4\), where the SLE path is a simple path a.s., one could try to use conformal maps from the unit disk to the two components in the complement of the curve in the upper half plane. If \(f\) is such a map, it might be possible to show that the limit of the length measure of the image of the circle \(r \partial U\), rescaled appropriately, has a limit as \(r \to 1\). Another approach, which was discussed by Tom Kennedy [38], would be to study the \(\alpha\)-variation of the SLE path, though this seems hard to handle.

One may also consider other measures of growth for the SLE path. For example, when \(\kappa > 4\), we may study the area of the SLE hull. It would be interesting to study the various relations between different measures of growth.

It is also natural to ask what kind of sets are visited by the SLE path. More precisely:

**Problem 7.2.** Fix \(\kappa < 8\). Find necessary or sufficient conditions on a deterministic compact set \(K \subset \mathbb{H}\) to satisfy \(\mathbb{P}\{K \cap \gamma \neq \emptyset\} > 0\), where \(\gamma\) is the SLE\(_\kappa\) path.

The case \(K \subset \mathbb{R}\) is of particular interest.

When \(\kappa = 8/3\) and \(\mathbb{H} \setminus K\) is simply connected, there is a simple explicit formula [58] for \(\mathbb{P}\{\gamma \cap K \neq \emptyset\}\). It is not clear if such formulas are also available for other values of \(\kappa\). Wendelin Werner [96] proved the existence of a random collection of SLE\(_{8/3}\)-like loops with some wonderful properties. In particular, the expected number of loops which separate two boundary components of an annulus is conformally invariant, and therefore a function of the conformal modulus of the annulus. However, this function is not known explicitly.

Many of the random interfaces which are known or believed to converge to SLE are reversible, in the sense that the reversed path has the same law as the original path (with respect to a slightly modified setup). This motivates the following problem from [76].

**Problem 7.3.** Let \(\gamma\) be the chordal SLE\(_\kappa\) path, where \(\kappa \leq 8\). Prove that up to reparametrization, the image of \(\gamma\) under inversion in the unit circle (that is, the map \(z \mapsto 1/\bar{z}\)) has the same law as \(\gamma\) itself.

The reason that we restrict to the case \(\kappa \leq 8\) is that this is false when \(\kappa > 8\) (as will be proved in a forthcoming joint paper with Steffen Rohde). Indeed, there are no known models from physics that are believed to be related to SLE\(_\kappa\) when \(\kappa > 8\). Sheffield (personal communication) expects that at least in the case \(\kappa < 4\) Problem 7.3 can be answered by studying the relationship between the Gaussian free field and SLE.
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Increasing and decreasing subsequences and their variants
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Abstract. We survey the theory of increasing and decreasing subsequences of permutations. Enumeration problems in this area are closely related to the RSK algorithm. The asymptotic behavior of the expected value of the length of the longest increasing subsequence of a permutation $w$ of $1,2,\ldots,n$ was obtained by Vershik–Kerov and (almost) by Logan–Shepp. The entire limiting distribution of $\text{is}(w)$ was then determined by Baik, Deift, and Johansson. These techniques can be applied to other classes of permutations, such as involutions, and are related to the distribution of eigenvalues of elements of the classical groups. A number of generalizations and variations of increasing/decreasing subsequences are discussed, including the theory of pattern avoidance, unimodal and alternating subsequences, and crossings and nestings of matchings and set partitions.
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1. Introduction

Let $S_n$ denote the symmetric group of all permutations of $[n] := \{1,2,\ldots,n\}$. We write permutations $w \in S_n$ as words, i.e., $w = a_1a_2\ldots a_n$, where $w(i) = a_i$. An increasing subsequence of $w$ is a subsequence $a_{i_1}\ldots a_{i_k}$ satisfying $a_{i_1} < \cdots < a_{i_k}$, and similarly for decreasing subsequence. For instance, if $w = 5642713$, then 567 is an increasing subsequence and 543 is a decreasing subsequence. Let $\text{is}(w)$ (respectively, $\text{ds}(w)$) denote the length (number of terms) of the longest increasing (respectively, decreasing) subsequence of $w$. If $w = 5642713$ as above, then $\text{is}(w) = 3$ (corresponding to 567) and $\text{ds}(w) = 4$ (corresponding to 5421 or 6421). A nice interpretation of increasing subsequences in terms of the one-person card game patience sorting is given by Aldous and Diaconis [4]. Further work on patience sorting was undertaken by Burstein and Lankham [33], [34], [35]. Connections between patience sorting and airplane boarding times were found by Bachmat et al. [12], [13] and between patience sorting and disk scheduling by Bachmat [11].

The subject of increasing and decreasing subsequences began in 1935, and there has been much recent activity. There have been major breakthroughs in understanding
the distribution of \( \text{is}(w) \), \( \text{ds}(w) \), and related statistics on permutations, and many unexpected and deep connections have been obtained with such areas as representation theory and random matrix theory. A number of excellent survey papers have been written on various aspects of these developments, e.g., [4], [40], [60], [108], [115]; the present paper will emphasize the connections with combinatorics.

In Section 2 we give some basic enumerative results related to increasing/decreasing subsequences and show their connection with the RSK algorithm from algebraic combinatorics. The next two sections are devoted to the distribution of \( \text{is}(w) \) for \( w \in \mathfrak{S}_n \), a problem first raised by Ulam. In Section 3 we deal with the expectation of \( \text{is}(w) \) for \( w \in \mathfrak{S}_n \), culminating in the asymptotic formula of Logan–Shepp and Vershik–Kerov. We turn to the entire limiting distribution of \( \text{is}(w) \) in Section 4. The main result is the determination of this limiting distribution by Baik, Deift, and Johansson to be a (suitably scaled) Tracy–Widom distribution. The Tracy–Widom distribution originally arose in the theory of random matrices, so the result of Baik et al. opens up unexpected connections between increasing/decreasing subsequences and random matrices.

Much of the theory of increasing/decreasing subsequences of permutations in \( \mathfrak{S}_n \) carries over to permutations in certain subsets of \( \mathfrak{S}_n \), such as the set of involutions. This topic is discussed in Section 5. In particular, analogues of the Baik–Deift–Johansson theorem were given by Baik and Rains. In Section 6 we explain how the previous results are related to the distribution of eigenvalues in matrices belonging to the classical groups.

The remaining three sections are concerned with analogues and extensions of increasing/decreasing subsequences of permutations. Section 7 deals with pattern avoidance, where increasing/decreasing subsequence are replaced with other “patterns.” In Section 8 we consider unimodal and alternating subsequences of permutations, and in Section 9 we replace permutations with (complete) matchings. For matchings the role of increasing and decreasing subsequences is played by crossings and nestings.

Acknowledgment. I am grateful to Percy Deift, Persi Diaconis, Craig Tracy and Herb Wilf for providing some pertinent references.

2. Enumeration and the RSK algorithm

The first result on increasing and decreasing subsequences is a famous theorem of Erdős and Szekeres [43].

**Theorem 1.** Let \( p, q \geq 1 \). If \( w \in \mathfrak{S}_{pq+1} \), then either \( \text{is}(w) > p \) or \( \text{ds}(w) > q \).

This result arose in the context of the problem of determining the least integer \( f(n) \) so that any \( f(n) \) points in general position in the plane contain an \( n \)-element subset \( S \) in convex position (i.e., every element of \( S \) is a vertex of the convex hull of \( S \)). A recent
survey of this problem was given by Morris and Soltan [77]. Seidenberg [92] gave an exceptionally elegant proof of Theorem 1 based on the pigeonhole principle which has been reproduced many times, e.g., Gardner [46, Ch. 11, §7]. For a mathematical game based on Theorem 1, see the papers [2], [55].

Theorem 1 is best possible in that there exists $w \in \mathfrak{S}_{pq}$ with $\text{is}(w) = p$ and $\text{ds}(w) = q$. Schensted [89] found a quantitative strengthening of this result based on his rediscovery of an algorithm of Robinson [84] which has subsequently become a central algorithm in algebraic combinatorics. To describe Schensted’s result, let $\lambda = (\lambda_1, \lambda_2, \ldots)$ be a partition of $n \geq 0$, denoted $\lambda \vdash n$ or $|\lambda| = n$. Thus $\lambda_1 \geq \lambda_2 \geq \cdots \geq 0$ and $\sum \lambda_i = n$. The (Young) diagram of a partition $\lambda$ is a left-justified array of squares with $\lambda_i$ squares in the $i$th row. For instance, the Young diagram of $(3, 2, 2)$ is given by

A standard Young tableau (SYT) of shape $\lambda \vdash n$ is obtained by placing the integers $1, 2, \ldots, n$ (each appearing once) into the squares of the diagram of $\lambda$ (with one integer in each square) such that every row and column is increasing. For example, an SYT of shape $(3, 2, 2)$ is given by

$$
\begin{array}{ccc}
1 & 3 & 6 \\
2 & 5 \\
4 & 7 \\
\end{array}
$$

Let $f^\lambda$ denote the number of SYT of shape $\lambda$. The quantity $f^\lambda$ has a number of additional combinatorial interpretations [99, Prop. 7.10.3]. It also has a fundamental algebraic interpretation which suggests (via equation (9) below) a close connection between representation theory and increasing/decreasing subsequences. Namely, the (complex) irreducible representations $F^\lambda$ of $\mathfrak{S}_n$ are indexed in a natural way by partitions $\lambda \vdash n$, and then

$$f^\lambda = \dim F^\lambda. \quad (1)$$

In particular (by elementary representation theory),

$$\sum_{\lambda \vdash n} (f^\lambda)^2 = n!. \quad (2)$$

See Section 6 for more on the connections between increasing/decreasing subsequences and representation theory. MacMahon [74, p. 175] was the first to give a formula for $f^\lambda$ (in the guise of counting “lattice permutations” rather than SYT), and later Frame, Robinson, and Thrall [45] simplified MacMahon’s formula, as follows. Let $u$ be a square of the diagram of $\lambda$, denoted $u \in \lambda$. The hook length $h(u)$ of (or
at) \( u \) is the number of squares directly to the right or directly below \( u \), counting \( u \) itself once. For instance, if \( \lambda = (3, 2, 2) \) then the hook lengths are given by

\[
\begin{array}{ccc}
5 & 4 & 1 \\
3 & 2 \\
2 & 1 \\
\end{array}
\]

The hook-length formula of Frame, Robinson, and Thrall asserts that if \( \lambda \vdash n \), then

\[
f_\lambda = \frac{n!}{\prod_{u \in \lambda} h(u)}. \tag{3}
\]

For instance,

\[
f^{(3,2,2)} = \frac{7!}{5 \cdot 4 \cdot 1 \cdot 3 \cdot 2 \cdot 2 \cdot 1} = 21.
\]

The RSK algorithm gives a bijection between \( S_n \) and pairs \((P, Q)\) of SYT of the same shape \( \lambda \vdash n \). This algorithm is named after Gilbert de Beauregard Robinson, who described it in a rather vague form [84, §5] (subsequently analyzed by van Leeuwen [70, §7]), Craige Schensted [89], and Donald Knuth [65]. For further historical information see [99, Notes to Ch. 7]. The basic operation of the RSK algorithm is row insertion, i.e., inserting an integer \( i \) into a tableau \( T \) with distinct entries and with increasing rows and columns. (Thus \( T \) satisfies the conditions of an SYT except that its entries can be any distinct integers, not just \( 1, 2, \ldots, n \).) The process of row inserting \( i \) into \( T \) produces another tableau, denoted \( T \leftarrow i \), with increasing rows and columns. If \( S \) is the set of entries of \( T \), then \( S \cup \{i\} \) is the set of entries of \( T \leftarrow i \). We define \( T \leftarrow i \) recursively as follows.

- If the first row of \( T \) is empty or the largest entry of the first row of \( T \) is less than \( i \), then insert \( i \) at the end of the first row.
- Otherwise, \( i \) replaces (or bumps) the smallest element \( j \) in the first row satisfying \( j > i \). We then insert \( j \) into the second row of \( T \) by the same procedure.

For further details concerning the definition and basic properties of \( T \leftarrow i \) see e.g. [88, Ch. 3], [99, §7.11].

Let \( w = a_1a_2\ldots a_n \in S_n \), and let \( \emptyset \) denote the empty tableau. Define

\[
P_i = P_i(w) = (\cdots ((\emptyset \leftarrow a_1) \leftarrow a_2) \leftarrow \cdots \leftarrow a_i).
\]

That is, we start with the empty tableau and successively row insert \( a_1, a_2, \ldots, a_i \). Set \( P = P(w) = P_n(w) \). Define \( Q_0 = \emptyset \), and once \( Q_{i-1} \) is defined let \( Q_i = Q_i(w) \) be obtained from \( Q_{i-1} \) by inserting \( i \) (without changing the position of any of the entries of \( Q_{i-1} \)) so that \( Q_i \) and \( P_i \) have the same shape. Set \( Q = Q(w) = Q_n(w) \),
and finally define the output of the RSK algorithm applied to \( w \) to be the pair \( (P, Q) \), denoted \( w \xrightarrow{\text{rsk}} (P, Q) \). For instance, if \( w = 31542 \in S_5 \), then we obtain

\[
P_1(w) = 3, \quad P_2(w) = \frac{1}{3}, \quad P_3(w) = \frac{1}{3}, \quad P_4(w) = \frac{1}{3}45, \quad P_5(w) = \frac{1}{3}45.
\]

It follows that

\[
Q = \frac{1}{3}45.
\]

**Note.** By a theorem of Schützenberger [90], [99, §7.13] we have

\[
Q(w) = P(w^{-1}), \tag{4}
\]

so we could have in fact taken this formula as the definition of \( Q(w) \).

If \( w \xrightarrow{\text{rsk}} (P, Q) \) and \( P, Q \) have shape \( \lambda \), then we also call \( \lambda \) the *shape* of \( w \), denoted \( \lambda = \text{sh}(w) \). The *conjugate* partition \( \lambda' = (\lambda'_1, \lambda'_2, \ldots) \) of \( \lambda \) is the partition whose diagram is the transpose of the diagram of \( \lambda \). Equivalently, \( j \) occurs exactly \( \lambda_j - \lambda_{j+1} \) times as a part of \( \lambda' \). The *length* \( \ell(\lambda) \) is the number of (nonzero) parts of \( \lambda \), so \( \ell(\lambda) = \lambda'_1 \). The fundamental result of Schensted [89] connecting RSK with increasing and decreasing subsequences is the following.

**Theorem 2.** Let \( w \in S_n \), and suppose that \( \text{sh}(w) = \lambda \). Then

\[
is(w) = \lambda_1, \tag{5}
\]

\[
ds(w) = \lambda'_1. \tag{6}
\]

Equation (5) is easy to prove by induction since we need only analyze the effect of the RSK algorithm on the first row of the \( P_i \)'s. On the other hand, equation (6) is based on the following symmetry property of RSK proved by Schensted. If \( w = a_1 a_2 \ldots a_n \) then let \( w^r = a_n \ldots a_2 a_1 \), the *reverse* of \( w \). We then have

\[
w \xrightarrow{\text{rsk}} (P, Q) \implies w^r \xrightarrow{\text{rsk}} (P^r, \text{evac}(Q)^t), \tag{7}
\]

where \( ^t \) denotes transpose and \( \text{evac}(Q) \) is a certain tableau called the *evacuation* of \( Q \) (first defined by Schützenberger [91]) which we will not define here. Equation (7) shows that if \( \text{sh}(w) = \lambda \), then \( \text{sh}(w^r) = \lambda' \). Since clearly \( \text{is}(w^r) = \text{ds}(w) \), equation (6) follows from (5).

Theorem 2 has several immediate consequences. The first corollary is the Erdős–Szekeres theorem (Theorem 1), for if \( \text{sh}(w) = \lambda \), \( \text{is}(w) \leq p \), and \( \text{ds}(w) \leq q \), then \( \lambda_1 \leq p \) and \( \lambda'_1 \leq q \). Thus the diagram of \( \lambda \) is contained in a \( q \times p \) rectangle, so \( |\lambda| \leq pq \). By the same token we get a quantitative statement that Theorem 1 is best possible.
**Corollary 3.** The number of permutations \( w \in S_{pq} \), where say \( p \leq q \), satisfying \( \text{is}(w) = p \) and \( \text{ds}(w) = q \) is given by

\[
(f^{(pq)})^2 = \left( \frac{(pq)!}{1!^2 \cdots p^p(p+1)^p \cdots q^q(q+1)^{q-1} \cdots (p+q-1)!} \right)^2,
\]

where \((p^q)\) denotes the partition with \( q \) parts equal to \( p \).

**Proof.** Let \( \lambda = \text{sh}(w) \). If \( \text{is}(w) = p \) and \( \text{ds}(w) = q \), then \( \lambda_1 = p \) and \( \lambda'_1 = q \). Since \( \lambda \vdash pq \), we must have \( \lambda = (pq) \). The number of \( v \in S_n \) with a fixed shape \( \mu \) is just \( (f^{\mu})^2 \), the number of pairs \((P, Q)\) of SYT of shape \( \mu \). Hence the left-hand side of equation (8) follows. The right-hand side is then a consequence of the hook-length formula (3).

An interesting result concerning the extremal permutations in the case \( p = q \) in Corollary 3 was obtained by Romik [85, Thm. 5]. It can be stated informally as follows. Pick a random permutation \( w \in S_{p^2} \) satisfying \( \text{is}(w) = \text{ds}(w) = p \). Let \( P_w \) be the \( p^2 \times p^2 \) permutation matrix corresponding to \( w \), drawn in the plane so that its corners occupy the points \((\pm 1, \pm 1)\). Then almost surely as \( p \to \infty \) the limiting curve enclosing most of the 1’s in \( P_w \) is given by

\[
\{(x, y) \in \mathbb{R}^2 : (x^2 - y^2)^2 + 2(x^2 + y^2) = 3\}.
\]

See Figure 1. In particular, this curve encloses a fraction \( \alpha = 0.94545962 \ldots \) of the entire square with vertices \((\pm 1, \pm 1)\). The number \( \alpha \) can be expressed in terms of elliptic integrals as

\[
\alpha = 2 \int_0^1 \frac{1}{\sqrt{(1-t^2)(1-(t/3)^2)}} dt - \frac{3}{2} \int_0^1 \frac{1-(t/3)^2}{1-t^2} dt.
\]

Compare with the case of any \( w \in S_n \), when clearly the limiting curve encloses the entire square with vertices \((\pm 1, \pm 1)\). For further information related to permutations \( w \in S_{p^2} \) satisfying \( \text{is}(w) = \text{ds}(w) = p \), see the paper [80] of Pittel and Romik.

Clearly Corollary 3 can be extended to give a formula [99, Cor. 7.23.18] for the number

\[
g_{pq}(n) = \# \{ w \in S_n : \text{is}(w) = p, \ \text{ds}(w) = q \},
\]

namely,

\[
g_{pq}(n) = \sum_{\lambda \vdash n, \ \lambda_1 = p, \ \lambda'_1 = q} (f^{\lambda})^2.
\]

The usefulness of this formula may not be readily apparent, but Theorem 7 below is an example of its utility.
3. Expectation of $\text{is}(w)$

A further application of Theorem 2 concerns the distribution of the function $\text{is}(w)$ as $w$ ranges over $\mathfrak{S}_n$. The problem of obtaining information on this distribution was first raised by Ulam [109, §11.3] in the context of Monte Carlo calculations. In particular, one can ask for information on the expectation $E(n)$ of $\text{is}(w)$ for $w \in \mathfrak{S}_n$, i.e.,

$$E(n) = \frac{1}{n!} \sum_{w \in \mathfrak{S}_n} \text{is}(w).$$

Ulam mentions the computations of E. Neighbor suggesting that $E(n)$ is about $1.7 \sqrt{n}$. Numerical experiments by Baer and Brock [14] suggested that $E(n) \sim 2 \sqrt{n}$ might be closer to the truth. The Erdős–Szekeres theorem (Theorem 1) implies immediately that $E(n) \geq \sqrt{n}$, since

$$\frac{1}{2} (\text{is}(w) + \text{is}(w')) \geq \sqrt{\text{is}(w) \text{is}(w')} = \sqrt{\text{is}(w) \text{ds}(w)} \geq \sqrt{n}.$$

Hammersley [56] was the first person to seriously consider the question of estimating $E(n)$. He showed that if

$$c = \lim_{n \to \infty} \frac{E(n)}{\sqrt{n}},$$

Figure 1. The curve $(x^2 - y^2)^2 + 2(x^2 + y^2) = 3.$
then \( c \) exists and satisfies
\[
\frac{\pi}{2} \leq c \leq e.
\]
He also gave a heuristic argument that \( c = 2 \), in agreement with the experiments of Baer and Brock.

The next progress on Ulam’s problem was based on Schensted’s theorem (Theorem 2). It follows from this result that
\[
E(n) = \frac{1}{n!} \sum_{\lambda \vdash n} \lambda_1 (f^\lambda)^2. \tag{10}
\]
Now the RSK algorithm itself shows that
\[
n! = \sum_{\lambda \vdash n} (f^\lambda)^2, \tag{11}
\]
in agreement with (2). Since the number of terms in the sum on the right-hand side of (11) is very small compared to \( n! \), the maximum value of \( f^\lambda \) for \( \lambda \vdash n \) is close to \( \sqrt{n!} \). Let \( \lambda^n \) be a value of \( \lambda \vdash n \) for which \( f^\lambda \) is maximized. Then by (10) we see that a close approximation to \( E(n) \) is given by
\[
E(n) \approx \frac{1}{n!} (\lambda^n)_1 (f^{\lambda^n})^2 \\
\approx (\lambda^n)_1.
\]
This heuristic argument shows the importance of determining the partition \( \lambda^n \) maximizing the value of \( f^\lambda \) for \( \lambda \vdash n \).

We are only really interested in the behavior of \( \lambda^n \) as \( n \to \infty \), so let us normalize the Young diagram of any partition \( \lambda \) to have area one. Thus each square of the diagram has length \( 1/\sqrt{n} \). Let the upper boundary of (the diagram of) \( \lambda \) be the \( y \)-axis directed to the right, and the left boundary be the \( x \)-axis directed down. As \( n \to \infty \) it is not unreasonable to expect that the boundary of the partition \( \lambda^n \) will approach some limiting curve \( y = \Psi(x) \). If this curve intersects the \( x \)-axis at \( x = b \), then it is immediate that
\[
c := \lim_{n \to \infty} \frac{E(n)}{\sqrt{n}} \geq b.
\]
We cannot be sure that \( b = c \) since conceivably the first few parts of \( \lambda^n \) are much larger than the other parts, so these parts would “stretch out” the curve \( y = \Psi(x) \) along the \( x \)-axis.

It was shown independently by Vershik–Kerov [110] and Logan–Shepp [71] that \( y = \Psi(x) \) indeed does exist and is given parametrically by
\[
x = y + 2 \cos \theta, \\
y = \frac{2}{\pi} (\sin \theta - \theta \cos \theta),
\]
for $0 \leq \theta \leq \pi$. See Figure 2, where we have placed the coordinate axes in their customary locations.

Logan–Shepp and Vershik–Kerov obtain the curve $\Psi(x)$ as a solution to a variational problem. If $(x, y)$ is a point in the region $A$ enclosed by the curve and the coordinate axes, then the (normalized) hook-length at $(x, y)$ is $f(x) - y + f^{-1}(y) - x$. By equation (3) we maximize $f^k$ by minimizing $\prod_{u \in \lambda} h(u)$. Hence in the limit we wish to minimize $I(f) = \iint_{A} \log(f(x) - y + f^{-1}(y) - x) \, dx \, dy$, subject to the normalization $\iint_{A} dx \, dy = 1$. It is shown in [71] and [110] that $f = \Psi$ is the unique function minimizing $I(f)$ (and moreover $I(\Psi) = -1/2$).

**Note.** If we extend the curve $y = \Psi(x)$ to include the $x$-axis for $x \geq 2$ and the $y$-axis for $y \geq 2$, and then rotate it $45^\circ$ counterclockwise, then we obtain the curve

$$\Omega(x) = \begin{cases} \frac{2}{\pi} (x \arcsin(x/2) + \sqrt{4 - x^2}), & |x| \leq 2, \\ |x|, & |x| \geq 2. \end{cases}$$

This form of the limiting curve is more convenient for some purposes [62], [63], [64], such as surprising connections with the separation of zeros of orthogonal polynomials.

We see immediately from the equations for $\Psi(x)$ that it intersects the $x$-axis at $x = 2$, so $c \geq 2$. By a simple but clever use of the RSK algorithm Vershik and Kerov show in their paper that $c \leq 2$, so we conclude that

$$E(n) \sim 2\sqrt{n}.$$ (12)
Different proofs that $E(n) \sim 2\sqrt{n}$ were later given by Aldous and Diaconis [4], Groeneboom [51], Johansson [58], and Sepäläinen [93]. The proof of Aldous and Diaconis is based on an interacting particle process for which the number of particles remaining after $n$ steps has the same distribution as $is_n$. Their proof is known in the language of statistical physics as a *hydrodynamic limit* argument. See [5, §3] for a brief survey.

We should remark that the curve $y = \Psi(x)$ is not merely the limiting curve for the partition *maximizing* $f^{\lambda}$; it is also the limiting curve for the *typical* shape of a permutation $w \in \mathfrak{S}_n$. A remarkable refinement of this fact is due to Kerov [57], [61], [64, §0.3.4], who shows that the deviation of a Young diagram from the expected limit converges in probability to a certain Gaussian process. A different kind of refinement is due to Borodin, Okounkov, and Olshanski [31, Thm. 1], who obtain more detailed local information about a typical shape $\lambda$ than is given by $\Psi(x)$.

4. Distribution of is$(w)$

A major breakthrough in understanding the behavior of is$(w)$ was achieved in 1999 by Baik, Deift, and Johansson [15]. They determined the entire limiting distribution of is$(w)$ as $n \to \infty$. It turns out to be given by the (suitably scaled) Tracy–Widom distribution, which had first appeared in connection with the distribution of the largest eigenvalue of a random hermitian matrix.

To describe these results, write is$_n$ for the function is : $\mathfrak{S}_n \to \mathbb{Z}$. Let $u(x)$ denote the unique solution to the nonlinear second order differential equation

$$u''(x) = 2u(x)^3 + xu(x), \quad (13)$$

subject to the condition

$$u(x) \sim -\frac{e^{-\frac{2}{3}x^{3/2}}}{2\sqrt{\pi}x^{1/4}}, \quad \text{as } x \to \infty.$$ 

Equation (13) is known as the *Painlevé II equation*, after Paul Painlevé (1863–1933). Painlevé completely classified differential equations (from a certain class of second order equations) whose “bad” singularities (branch points and essential singularities) were independent of the initial conditions. Most of the equations in this class were already known, but a few were new, including equation (13).

Now define the *Tracy–Widom distribution* to be the probability distribution on $\mathbb{R}$ given by

$$F(t) = \exp \left( - \int_{-\infty}^{\infty} \frac{u(x)^2}{2} \, dx \right). \quad (14)$$

It is easily seen that $F(t)$ is indeed a probability distribution, i.e., $F(t) \geq 0$ and $\int_{-\infty}^{\infty} F'(t) \, dt = 1$. We can now state the remarkable results of Baik, Deift, and Johansson.
Theorem 4. We have for random (uniform) $w \in \mathcal{S}_n$ and all $t \in \mathbb{R}$ that

$$
\lim_{n \to \infty} \operatorname{Prob}\left( \frac{\text{is}_n(w) - 2\sqrt{n}}{n^{1/6}} \leq t \right) = F(t).
$$

The above theorem is a vast refinement of the Vershik–Kerov and Logan–Shepp results concerning $E(n)$, the expectation of $\text{is}(w)$. It gives the entire limiting distribution (as $n \to \infty$) of $\text{is}_n(w)$. Baik, Deift, and Johansson also determine all the limiting moments of $\text{is}_n(w)$. In particular, we have the following formula for the variance $\operatorname{Var}(\text{is}_n)$ of $\text{is}_n$ as $n \to \infty$.

Corollary 5. We have

$$
\lim_{n \to \infty} \frac{\operatorname{Var}(\text{is}_n)}{n^{1/3}} = \int t^2 \, dF(t) - \left( \int t \, dF(t) \right)^2 = 0.8131947928 \ldots,
$$

and

$$
\lim_{n \to \infty} \frac{E(n) - 2\sqrt{n}}{n^{1/6}} = \int t \, dF(t) = -1.7710868074 \ldots.
$$

Note that equation (15) may be rewritten

$$
E(n) = 2\sqrt{n} + \alpha n^{1/6} + o(n^{1/6}),
$$

where $\alpha = \int t \, dF(t)$, thereby giving the second term in the asymptotic behavior of $E(n)$.

We will say only a brief word on the proof of Theorem 4, explaining how combinatorics enters into the picture. Some kind of analytic expression is needed for the distribution of $\text{is}_n(w)$. Such an expression is provided by the following result of Ira Gessel [47], later proved in other ways by various persons; see [15, §1] for references. Define

$$
u_k(n) = \# \{ w \in \mathcal{S}_n : \text{is}_n(w) \leq k \},
$$

$$
U_k(x) = \sum_{n \geq 0} \frac{\nu_k(n)x^{2n}}{n!^2}, \quad k \geq 1,
$$

$$
I_i(2x) = \sum_{n \geq 0} \frac{x^{2n+i}}{n!(n+i)!}, \quad i \in \mathbb{Z}.
$$

The function $I_i$ is the hyperbolic Bessel function of the first kind of order $i$. Note that $I_i(2x) = I_{-i}(2x)$. 

Theorem 6. We have
\[ U_k(x) = \det (I_{i-j}(2x))_{i,j=1}^k. \]

Example 1. We have (using \(I_1 = I_{-1}\))
\[ U_2(x) = \begin{vmatrix} I_0(2x) & I_1(2x) \\ I_1(2x) & I_0(2x) \end{vmatrix} = I_0(2x)^2 - I_1(2x)^2. \]

From this expression it is easy to deduce that
\[ u_2(n) = \frac{1}{n+1} \binom{2n}{n}, \quad (17) \]
a Catalan number. This formula for \(u_2(n)\) was first stated by Hammersley [56] in 1972, with the first published proofs by Knuth [67, §5.1.4] and Rotem [86]. There is a more complicated expression for \(u_3(n)\) due to Gessel [47, §7], [99, Exer. 7.16(e)], namely,
\[ u_3(n) = \frac{1}{(n+1)^2(n+2)} \sum_{j=0}^n \binom{2j}{j} \binom{n+1}{j+1} \binom{n+2}{j+2}, \quad (18) \]
while no “nice” formula for \(u_k(n)\) is known for fixed \(k > 3\). It is known, however, that \(u_k(n)\) is a P-recursive function of \(n\), i.e., satisfies a linear recurrence with polynomial coefficients [47, §7]. For instance,
\[
(n + 4)(n + 3)^2 u_4(n) = (20n^3 + 62n^2 + 22n - 24)u_4(n - 1) - 64n(n - 1)^2u_4(n - 2),
\]
\[
(n + 6)^2(n + 4)^2 u_5(n) = (375 - 400n - 843n^2 - 322n^3 - 35n^4)u_5(n - 1) + (259n^2 + 622n + 45)(n - 1)^2u_5(n - 2) - 225(n - 1)^2(n - 2)^2u_5(n - 3).
\]

A number of conjectures about the form of the recurrence satisfied by \(u_k(n)\) were made by Bergeron, Favreau, and Krob [23], reformulated in [24] with some progress toward a proof.

Gessel’s theorem (Theorem 6) reduces the theorem of Baik, Deift, and Johansson to “just” analysis, viz., the Riemann–Hilbert problem in the theory of integrable systems, followed by the method of steepest descent to analyze the asymptotic behavior of integrable systems. For further information see the survey [40] of Deift mentioned above.

The asymptotic behavior of \(s_n(w)\) (suitably scaled) turned out to be identical to the Tracy–Widom distribution \(F(t)\) of equation (14). Originally the Tracy–Widom distribution arose in connection with the Gaussian Unitary Ensemble (GUE). GUE is
a certain natural probability density on the space of all $n \times n$ hermitian matrices $M = (M_{ij})$, namely,  

$$Z_n^{-1} e^{-\text{tr}(M^2)} dM,$$

where $Z_n$ is a normalization constant and

$$dM = \prod_i dM_{ii} \cdot \prod_{i<j} d(\text{Re } M_{ij})d(\text{Im } M_{ij}).$$

Let the eigenvalues of $M$ be $\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_n$. The following result marked the eponymous appearance [106] of the Tracy–Widom distribution:

$$\lim_{n \to \infty} \text{Prob}( (\alpha_1 - \sqrt{2n}) \sqrt{2n^{1/6}} \leq t ) = F(t).$$

(19)

Thus as $n \to \infty$, is_n(w) and $\alpha_1$ have the same distribution (after scaling).

It is natural to ask, firstly, whether there is a result analogous to equation (19) for the other eigenvalues $\alpha_k$ of the GUE matrix $M$, and, secondly, whether there is some connection between such a result and the behavior of increasing subsequences of random permutations. A generalization of (19) to all $\alpha_k$ was given by Tracy and Widom [106] (expressed in terms of the Painlevé II function $u(x)$). The connection with increasing subsequences was conjectured in [15] and proved independently by Borodin–Okounkov–Olshanski [31], Johannson [59], and Okounkov [78], after first being proved for the second largest eigenvalue by Baik, Deift, and Johansson [16]. Given $w \in S_n$, define integers $\lambda_1, \lambda_2, \ldots$ by letting $\lambda_1 + \cdots + \lambda_k$ be the largest number of elements in the union of $k$ increasing subsequences of $w$. For instance, let $w = 247951368$. The longest increasing subsequence is 24568, so $\lambda_1 = 5$. The largest union of two increasing subsequences is 24791368 (the union of 2479 and 1368), so $\lambda_1 + \lambda_2 = 8$. (Note that it is impossible to find a union of length 8 of two increasing subsequences that contains an increasing subsequence of length $\lambda_1 = 5$.) Finally $w$ itself is the union of the three increasing subsequences 2479, 1368, and 5, so $\lambda_1 + \lambda_2 + \lambda_3 = 9$. Hence $(\lambda_1, \lambda_2, \lambda_3) = (5, 3, 1)$ (and $\lambda_i = 0$ for $i > 3$). Readers familiar with the theory of the RSK algorithm will recognize the sequence $(\lambda_1, \lambda_2, \ldots)$ as the shape $\text{sh}(w)$ as defined preceding Theorem 2, a well-known result of Curtis Greene [50], [99, Thm. A1.1.1]. (In particular, $\lambda_1 \geq \lambda_2 \geq \cdots$, a fact which is by no means obvious.) The result of [31], [59], [78] asserts that as $n \to \infty$, $\lambda_k$ and $\alpha_k$ are equidistributed, up to scaling. In particular, the paper [78] of Okounkov provides a direct connection, via the topology of random surfaces, between the two seemingly unrelated appearances of the Tracy–Widom distribution in the theories of random matrices and increasing subsequences. A very brief explanation of this connection is the following: a surface can be described either by gluing together polygons along their edges or by a ramified covering of a sphere. The former description is related to random matrices via the theory of quantum gravity, while the latter can be formulated in terms of the combinatorics of permutations.
We have discussed how Gessel’s generating function $U_k(x)$ for $u_k(n)$ is needed to find the limiting distribution of $s_n$. We can also ask about the behavior of $u_k(n)$ itself for fixed $k$. The main result here is due to Regev [82].

**Theorem 7.** For fixed $k$ and for $n \to \infty$ we have the asymptotic formula

$$u_k(n) \sim 1! 2! \cdots (k-1)! \left( \frac{1}{\sqrt{2\pi}} \right)^{k-1} \left( \frac{1}{2} \right)^{(k^2-1)/2} k^{k^2/2} \frac{k^2}{n(k^2-1)/2}.$$

**Idea of proof.** From the RSK algorithm we have

$$u_k(n) = \sum_{\lambda \vdash n \atop \ell(\lambda) \leq k} (f^\lambda)^2. \quad (20)$$

Write $f^\lambda$ in terms of the hook-length formula, factor out the dominant term from the sum (which can be determined via Stirling’s formula), and interpret what remains in the limit $n \to \infty$ as a $k$-dimensional integral. This integral turns out to be a special case of Selberg’s integral (e.g., [7, Ch. 8]), which can be explicitly evaluated. \hfill \Box

An immediate corollary of Theorem 7 (which can also be easily proved directly using RSK) is the formula

$$\lim_{n \to \infty} u_k(n)^{1/n} = k^2. \quad (21)$$

## 5. Symmetry

Previous sections dealt with properties of general permutations in $S_n$. Much of the theory carries over for certain classes of permutations. There is a natural action of the dihedral group $D_4$ of order 8 on $S_n$, best understood by considering the permutation matrix $P_w$ corresponding to $w \in S_n$. Since $P_w$ is a square matrix, $D_4$ acts on $P_w$ as the usual symmetry group of the square. In particular, reflecting through the main diagonal transforms $P_w$ to its transpose $P_w^t = P_{w^{-1}}$. Reflecting about a horizontal line produces $P_{w^r}$, where $w^r$ is the reverse of $w$ as used in equation (7). These two reflections generate the entire group $D_4$.

Let $G$ be a subgroup of $D_4$, and let

$$G_n = \{ w \in S_n : \sigma \cdot w = w \ \text{for all} \ \sigma \in G \}.$$ 

Most of the results of the preceding sections can be carried over from $S_n$ to $G_n$. The general theory is due to Baik and Rains [17], [18], [19]. Moreover, for certain $G$ we can add the condition that no entry of $P_w$ equal to 1 can be fixed by $G$, or more strongly we can specify the number of 1’s in $P_w$ fixed by $G$. For instance, if $G$ is the group of order 2 generated by reflection through the main diagonal, then we are specifying the number of fixed points of $w$. For convenience we will consider here only two special
cases, viz., (a) $G$ is the group of order 2 generated by reflection through the main diagonal. In this case $\mathcal{G}_n^G = \{ w \in \mathcal{S}_n : w^2 = 1 \}$, the set of involutions in $\mathcal{S}_n$, which we also denote as $\mathcal{I}_n$. (b) The modification of (a) where we consider fixed-point free involutions only. Write $\mathcal{I}_n^*$ for this set, so $\mathcal{I}_n^* = \emptyset$ when $n$ is odd.

The RSK algorithm is well-behaved with respect to inversion, viz., it follows from equation (4) that if $w \xrightarrow{\text{rsk}} (P, Q)$ then $w^{-1} \xrightarrow{\text{rsk}} (Q, P)$. Hence

\[ w^2 = 1 \quad \text{if and only if} \quad P = Q. \tag{22} \]

Let

\[ y_k(n) = \# \{ w \in \mathcal{I}_n : \text{is}_n(w) \leq k \}. \]

By Schensted’s theorem (Theorem 2) we conclude

\[ y_k(n) = \sum_{\lambda \vdash n \atop \lambda_1 \leq k} f^\lambda, \]

the “involution analogue” of (20). From this formula or by other means one can obtain formulas for $y_k(n)$ for small $k$ analogous to (17) and (18). In particular (see [99, Exer. 7.16(b)] for references),

\[
\begin{align*}
y_2(n) &= \binom{n}{n/2}, \\
y_3(n) &= \sum_{i=0}^{\lfloor n/2 \rfloor} \binom{n}{2i} C_i, \\
y_4(n) &= C_{\lfloor (n+1)/2 \rfloor} C_{\lceil (n+1)/2 \rceil}, \\
y_5(n) &= 6 \sum_{i=0}^{\lfloor n/2 \rfloor} \binom{n}{2i} C_i \frac{(2i + 2)!}{(i + 2)! (i + 3)!},
\end{align*}
\]

where as usual $C_i$ is a Catalan number.

The RSK algorithm is also well-behaved with respect to fixed points of involutions. It was first shown by Schützenberger [90, p. 127], [99, Exer. 7.28(a)] that if $w^2 = 1$ and $w \xrightarrow{\text{rsk}} (P, P)$, then the number of fixed points of $w$ is equal to the number of columns of $P$ of odd length. Let

\[
\begin{align*}
v_{2k}(n) &= \# \{ w \in \mathcal{I}_n^* : \text{ds}(w) \leq 2k \}, \\
z_k(n) &= \# \{ w \in \mathcal{I}_n^* : \text{is}(w) \leq k \}.
\end{align*}
\]

(It is easy to see directly that if $w \in \mathcal{I}_n^*$ then ds(w) is even, so there is no need to deal
with \( v_{2k+1}(n) \). It follows that

\[
v_{2k}(n) = \sum_{\lambda \vdash n, \lambda_1 \leq k} f^{2\lambda'},
\]

\[
z_k(n) = \sum_{\lambda \vdash n, \lambda_1 \leq k} f^{2\lambda'},
\]

where \( 2\lambda' = (2\lambda'_1, 2\lambda'_2, \ldots) \), the general partition with no columns of odd length.

Note that for fixed-point free involutions \( w \in \mathcal{I}_n^* \) we no longer have a symmetry between \( \text{is}(w) \) and \( \text{ds}(w) \), as we do for arbitrary permutations or arbitrary involutions.

There are also “involution analogues” of Gessel’s determinant (Theorem 6). Equations (23) and (24) below were first obtained by Gessel [47, §6], equation (25) by Goulden [48], and equations (26) and (27) by Baik and Rains [17, Cor. 5.5]. Let

\[
Y_k(x) = \sum_{n \geq 0} y_k(n) \frac{x^n}{n!},
\]

\[
V_{2k}(x) = \sum_{n \geq 0} v_{2k}(n) \frac{x^n}{n!},
\]

\[
Z_k(x) = \sum_{n \geq 0} z_k(n) \frac{x^n}{n!}.
\]

Write \( I_i = I_i(2x) \).

**Theorem 8.** We have

\[
Y_{2k}(x) = \det(I_{i-j} + I_{i+j-1})_{i,j=1}^k,
\]

\[
Y_{2k+1}(x) = e^x \det(I_{i-j} - I_{i+j})_{i,j=1}^k,
\]

\[
V_{2k}(x) = \det(I_{i-j} - I_{i+j})_{i,j=1}^k,
\]

\[
Z_{2k}(x) = \frac{1}{4} \det(I_{i-j} + I_{i+j-2})_{i,j=1}^k + \frac{1}{2} \det(I_{i-j} - I_{i+j})_{i,j=1}^{k-1},
\]

\[
Z_{2k+1}(x) = \frac{1}{2} e^x \det(I_{i-j} - I_{i+j-1})_{i,j=1}^k + \frac{1}{2} e^{-x} \det(I_{i-j} + I_{i+j-1})_{i,j=1}^k.
\]

Once we have the formulas of Theorem 8 we can use the techniques of Baik, Deift, and Johansson to obtain the limiting behavior of \( \text{ds}(w) \) for \( w \in \mathcal{I}_n \) and \( w \in \mathcal{I}_n^* \). These results were first obtained by Baik and Rains [18], [19].

**Theorem 9.** (a) We have for random (uniform) \( w \in \mathcal{I}_n \) and all \( t \in \mathbb{R} \) that

\[
\lim_{n \to \infty} \text{Prob} \left( \frac{i\text{is}(w) - 2\sqrt{n}}{n^{1/6}} \leq t \right) = F(t)^{1/2} \exp \left( \frac{1}{2} \int_t^\infty u(s)ds \right),
\]
where $F(t)$ denotes the Tracy–Widom distribution and $u(s)$ the Painlevé II function.

(By (22) we can replace $is_n(w)$ with $ds_n(w)$.)

(b) We have for random (uniform) $w \in \mathbb{J}_{2n}^1$ and all $t \in \mathbb{R}$ that

$$\lim_{n \to \infty} \text{Prob}\left(\frac{ds_{2n}(w) - 2\sqrt{2n}}{(2n)^{1/6}} \leq t\right) = F(t)^{1/2} \exp\left(\frac{1}{2} \int_t^\infty u(s)ds\right).$$

(c) We have for random (uniform) $w \in \mathbb{J}_{2n}^2$ and all $t \in \mathbb{R}$ that

$$\lim_{n \to \infty} \text{Prob}\left(\frac{is_{2n}(w) - 2\sqrt{2n}}{(2n)^{1/6}} \leq t\right) = F(t)^{1/2} \cosh\left(\frac{1}{2} \int_t^\infty u(s)ds\right).$$

There are orthogonal and symplectic analogues of the GUE model of random hermitian matrices, known as the GOE and GSE models. The GOE model replaces hermitian matrices with real symmetric matrices, while the GSE model concerns hermitian self-dual matrices. (A $2n \times 2n$ complex matrix is hermitian self-dual if is composed of $2 \times 2$ blocks of the form $\begin{bmatrix} a+bi & c+di \\ -c+di & a-bi \end{bmatrix}$ which we identify with the quaternion $a + bi + cj + dk$, such that if we regard the matrix as an $n \times n$ matrix $M$ of quaternions, then $\overline{M}_{ij} = M_{ij}$ where the bar is quaternion conjugation.) The limiting distribution of $ds_{2n}(w)$ for $w \in \mathbb{J}_{2n}^1$ coincides (after scaling) with the distribution of the largest eigenvalue of a random real symmetric matrix (under the GOE model), while the limiting distribution of $is_{2n}(w)$ for $w \in \mathbb{J}_{2n}^2$ coincides (after scaling) with the distribution of the largest eigenvalue of a random hermitian self-dual matrix (under the GSE model) [107].

6. Connections with the classical groups

In equation (9) we expressed $g_{pq}(n)$, the number of permutations $w \in \mathfrak{S}_n$ satisfying $is(w) = p$ and $ds(w) = q$, in terms of the degrees $f^\lambda$ of irreducible representations of $\mathfrak{S}_n$. This result can be restated via Schur–Weyl duality as a statement about the distribution of eigenvalues of matrices in the unitary group $U(n)$. The results of Section 5 can be used to extend this statement to other classical groups.

Let $U(k)$ denote the group of $k \times k$ complex unitary matrices. For a function $f : U(k) \to \mathbb{C}$, let $E(f)$ denote expectation with respect to Haar measure, i.e.,

$$E(f) = \int_{M \in U(k)} f(M) dM,$$

where $\int$ is the Haar integral. The following result was proved by Diaconis and Shahshahani [42] for $n \geq k$ and by Rains [81] for general $k$. Note that if $M$ has eigenvalues $\theta_1, \ldots, \theta_k$ then

$$|\text{tr}(M)^n|^2 = (\theta_1 + \cdots + \theta_k)^n(\bar{\theta}_1 + \cdots + \bar{\theta}_k)^n.$$
Theorem 10. We have \( E( |\text{tr}(M)^n|^2 ) = u_k(n) \), where \( u_k(n) \) is defined in equation (16).

Proof. The proof is based on the theory of symmetric functions, as developed e.g. in [72] or [99, Ch. 7]. If \( f(x_1, \ldots, x_k) \) is a symmetric function, then write \( f(M) \) for \( f(\theta_1, \ldots, \theta_k) \), where \( \theta_1, \ldots, \theta_k \) are the eigenvalues of \( M \in U(k) \). The Schur functions \( s_\lambda \) for \( \ell(\lambda) \leq k \) are the irreducible characters of \( U(k) \), so by the orthogonality of characters we have for partitions \( \lambda, \mu \) of length at most \( k \) that
\[
\int_{M \in U(k)} s_\lambda(M) s_{\mu}(M) dM = \delta_{\lambda\mu}.
\] (28)

Now \( \text{tr}(M)^n = p_1(M)^n \), where \( p_1(x_1, \ldots, x_k) = x_1 + \cdots + x_k \). The symmetric function \( p_1(x_1, \ldots, x_k)^n \) has the expansion [72, Exam. 1.5.2], [99, Cor. 7.12.5]
\[
p_1(x_1, \ldots, x_k)^n = \sum_{\lambda \vdash n, \ell(\lambda) \leq k} f_\lambda s_\lambda(x_1, \ldots, x_k),
\]
where \( f_\lambda \) is the number of SYT of shape \( \lambda \) as in Section 2. (This formula is best understood algebraically as a consequence of the Schur–Weyl duality between \( \mathfrak{S}_n \) and \( U(k) \) [99, Ch. 7, Appendix 2], although it can be proved without any recourse to representation theory.) Hence from equation (28) we obtain
\[
E( |\text{tr}(M)^n|^2 ) = \int_{M \in U(k)} p_1(M)^n \overline{p_1(M)}^n dM
\]
\[
= \sum_{\lambda \vdash n, \ell(\lambda) \leq k} (f_\lambda)^2.
\]
Comparing with equation (20) completes the proof.

Many variations of Theorem 10 have been investigated. For instance, we can replace \( \text{tr}(M)^n \) by more general symmetric functions of the eigenvalues, such as \( \text{tr}(M^m)^n \), or we can replace \( U(k) \) with other classical groups, i.e., \( O(k) \) and \( \text{Sp}(2k) \). For further information, see Rains [81].

7. Pattern avoidance

In this and the following two sections we consider some generalizations of increasing and decreasing subsequences of permutations. In this section and the next we look at other kinds of subsequences of permutations, while in Section 9 we generalize the permutations themselves.

We have defined \( u_k(n) \) to be the number of permutations in \( \mathfrak{S}_n \) with no increasing subsequence of length \( k + 1 \). We can instead prohibit other types of subsequences of a fixed length, leading to the currently very active area of pattern avoidance.
Given \( v = b_1 \ldots b_k \in \mathcal{S}_k \), we say that a permutation \( w = a_1 \ldots a_n \in \mathcal{S}_n \) avoids \( v \) if it contains no subsequence \( a_{i_1} \ldots a_{i_k} \) in the same relative order as \( v \), i.e., no subsequence \( a_{i_1} \ldots a_{i_k} \) satisfies the condition:

For all \( 1 \leq r < s \leq k \), \( a_{i_r} < a_{i_s} \iff b_r < b_s \).

Thus a permutation \( w \) satisfies \( is(w) < k \) if and only if it is \( 12 \ldots k \)-avoiding, and similarly satisfies \( ds(w) < k \) if and only if it is \( k(k-1) \ldots 1 \)-avoiding. What can be said about the set \( \mathcal{S}_n(v) \) of permutations \( w \in \mathcal{S}_n \) that are \( v \)-avoiding? In particular, when are there formulas and recurrences for \( \mathcal{S}_n(v) \) similar to those of Theorem 6 and Example 1?

The vast subject of pattern avoidance, as a generalization of avoiding long increasing and decreasing subsequences, began in 1968 with Knuth [66, Exer. 2.2.1.5]. He showed in connection with a problem on stack sorting that \( \mathcal{S}_n(312) \) is the Catalan number \( C_n \). (See also [99, Exer. 6.19(ff)].) By obvious symmetries this result, together with equation (17), shows that \( \mathcal{S}_n(v) = C_n \) for all \( v \in \mathcal{S}_3 \). A fundamental paper directly connecting 321-avoiding and 231-avoiding permutations was written by Simion and Schmidt [94].

Wilf first raised the question of investigating \( \mathcal{S}_n(v) \) for \( v \in \mathcal{S}_k \) when \( k \geq 4 \). Here is a brief summary of some highlights in this burgeoning area. For further information, see e.g. [30, Chs. 4, 5] and the special issue [9]. Call two permutations \( u, v \in \mathcal{S}_k \) equivalent, denoted \( u \sim v \), if \( \mathcal{S}_n(u) = \mathcal{S}_n(v) \) for all \( n \). Then there are exactly three equivalence classes of permutations \( u \in \mathcal{S}_4 \). One class contains 1234, 1243, and 2143 (and their trivial symmetries), the second contains 3142 and 1342, and the third 1324. The values of \( \mathcal{S}_n(1234) \) are given by equation (18) and of \( \mathcal{S}_n(1342) \) are given by the generating function

\[
\sum_{n \geq 0} \mathcal{S}_n(1342)x^n = \frac{32x}{1 + 20x - 8x^2 - (1 - 8x)^{3/2}},
\]

a result of Bóna [28]. The enumeration of 1324-avoiding permutations in \( \mathcal{S}_n \) remains open.

Let us mention one useful technique for showing the equivalence of permutations in \( \mathcal{S}_k \), the method of generating trees introduced by Chung, Graham, Hoggatt and Kleiman [38] and further developed by West [111], [112], [113] and others. Given \( u \in \mathcal{S}_k \), the generating tree \( T_u \) is the tree with vertex set \( \bigcup_{n \geq 1} \mathcal{S}_n(u) \), and with \( y \) a descendent of \( w \) if \( w \) is a subsequence of \( y \) (an actual subsequence, not the pattern of a subsequence). For many pairs \( u, v \in \mathcal{S}_k \) we have \( T_u \cong T_v \), showing in particular that \( \mathcal{S}_n(u) = \mathcal{S}_n(v) \) for all \( n \), i.e., \( u \sim v \). In many cases in fact the two trees will have no automorphisms, so the isomorphism \( T_u \rightarrow T_v \) is unique, yielding a canonical bijection \( \mathcal{S}_n(u) \rightarrow \mathcal{S}_n(v) \). A unique isomorphism holds for instance when \( u = 123 \) and \( v = 132 \). Figure 3 shows the first four levels of the trees \( T_{123} \cong T_{132} \), labelled by elements of both \( T_{123} \) and \( T_{132} \) (boldface). This tree can also be defined recursively by the condition that the root has two children, and if vertex \( x \) has \( k \) children, then
the children of \( x \) have 2, 3, \ldots, \( k+1 \) children. For further information about trees defined in a similar recursive manner, see Banderier et al. [20].

![Generating Tree for \( \mathcal{S}_n(123) \) and \( \mathcal{S}_n(132) \).](image)

Figure 3. The generating tree for \( \mathcal{S}_n(123) \) and \( \mathcal{S}_n(132) \).

Given \( v \in \mathcal{S}_k \), let

\[
F_v(x) = \sum_{n \geq 0} s_n(v)x^n.
\]

It is not known whether \( F_v(x) \) is always algebraic or even the weaker condition of being \( D \)-finite, which is equivalent to \( s_n(v) \) being \( P \)-recursive [96], [99, §6.4]. A longstanding conjecture, known as the Stanley–Wilf conjecture, stated that for all \( v \in \mathcal{S}_k \) there is a \( c > 1 \) such that \( s_n(v) < c^n \). In this case \( L_v := \lim_{n \to \infty} s_n(v)^{1/n} \) exists and satisfies \( 1 < L_v < \infty \) [8]. For instance, equation (21) asserts that \( L_{12\ldots k} = (k-1)^2 \).

The Stanley–Wilf conjecture was proved by Marcus and Tardos [76] by a surprisingly simple argument. It is known that for \( k \geq 4 \) the permutation \( 12\ldots k \) neither maximizes nor minimizes \( L_v \) for \( v \in \mathcal{S}_k \) [3], but it is not known which permutations do achieve the maximum or minimum.

An interesting aspect of pattern avoidance was considered by Albert [1]. Let \( X \) be a finite subset of \( \mathcal{S}_2 \cup \mathcal{S}_3 \cup \cdots \), and let \( s_n(X) \) denote the number of permutations \( w \in \mathcal{S}_n \) avoiding all permutations \( v \in X \). We say that \( X \) is proper if it does not contain both the identity permutation \( 12\ldots j \) for some \( j \) and the “reverse identity” \( k\ldots21 \) for some \( k \). It is easy to see (using Theorem 1) that \( X \) is proper if and only if \( s_n(X) > 0 \) for all \( n \geq 1 \). For \( w \in \mathcal{S}_n \) let \( is^X(w) \) be the length of the longest subsequence of \( w \) avoiding all \( v \in X \), and let \( E_X(n) \) denote the expectation of \( is^X(w) \) for uniform \( w \in \mathcal{S}_n \), so

\[
E_X(n) = \frac{1}{n!} \sum_{w \in \mathcal{S}_n} is^X(w).
\]

Albert then makes the following intriguing conjecture.

**Conjecture 11.** If \( X \) is proper then

\[
\lim_{n \to \infty} s_n(X)^{1/n} = \frac{1}{4} \left( \lim_{n \to \infty} \frac{E_X(n)}{\sqrt{n}} \right)^2.
\]

(29)
Increasing and decreasing subsequences and their variants 565

Consider for instance the case $X = [21]$. Then $s_n(X) = 1$ for all $n \geq 1$, so the left-hand side of (29) is 1. On the other hand, $is^X(w) = is(w)$, so the right-hand side is also 1 by equation (12). More generally, Albert proves Conjecture 11 for $X = \{12 \ldots k\}$ and hence (by symmetry) for $X = \{k \ldots 21\}$ [1, Prop. 4].

Let us mention that permutations avoiding a certain pattern $v$ or a finite set of patterns have arisen naturally in a variety of contexts. For instance, an elementary result of Tenner [104] asserts that the interval $[0, w]$ in the Bruhat order of $S_n$ is a boolean algebra if and only if $w$ is 321 and 3412-avoiding, and that the number of such permutations $w$ is the Fibonacci number $F_{2n-1}$. The Schubert polynomial $\mathcal{S}_w$ is a single monomial if and only if $w$ is 132-avoiding [73, p. 46]. All reduced decompositions of $w \in S_n$ are connected by the Coxeter relations $s_i s_j = s_j s_i$ (i.e., $s_i s_{i+1} s_i$ does not appear as a factor in any reduced decomposition of $w$) if and only if $w$ is 321-avoiding [25, Thm. 2.1]. Vexillary permutations may be defined as those permutations $w$ such that the Schubert polynomial $\mathcal{S}_w$ is a single Schur function or equivalently, whose Schubert polynomial $\mathcal{S}_w$ is a flag Schur function (or multi-Schur function). They turn out to be the same as 2143-avoiding permutations [73, (1.27)(iii), (7.24)(iii)], first enumerated by West [111, Cor. 3.17], [112, Cor. 3.11]. Similarly, permutations $w \in S_n$ for which the Schubert variety $\Omega_w$ in the complete flag variety $GL(n, \mathbb{C})/B$ is smooth are those permutations that are 4231 and 3412-avoiding (implicit in Ryan [87], based on earlier work of Lakshmibai, Seshadri, and Deodhar, and explicit in Lakshmibai and Sandhya [69]). The enumeration of such “smooth permutations” in $S_n$ is due to Haiman [29], [52], [99, Exer. 6.47], viz.,

$$\sum_{n \geq 0} \mathcal{S}_n(4231, 3412) x^n = \frac{1}{1 - x - \frac{x^2}{1-x} \left(\frac{2x}{1+x-(1-x)C(x)} - 1\right)},$$

where $C(x) = \sum_{n \geq 0} C_n x^n = (1 - \sqrt{1-4x})/2x$. See Billey and Lakshmibai [26] for further information. As a final more complicated example, Billey and Warrington [27] show that a permutation $w \in S_n$ has a number of nice properties related to the Kazhdan–Lusztig polynomials $P_{x,w}$ if and only if $w$ avoids 321, 46718235, 46781235, 56718234, and 56781234. These permutations were later enumerated by Stankova and West [95]. A database of “natural occurrences” of pattern avoidance can be found at a website [105] maintained by B. Tenner.

The subjects of pattern avoidance and increasing/decreasing subsequences can be considered together, by asking for the distribution of $is(w)$ or $ds(w)$ where $w$ ranges over a pattern-avoiding class $\mathcal{S}_n(v)$. (For that matter, one can look at the distribution of $is(w)$ or $ds(w)$ where $w$ ranges over any “interesting” subset of $\mathcal{S}_n$.) For instance, Reifegerste [83, Cor. 4.3] shows that for $k \geq 3$,

$$\#\{w \in \mathcal{S}_n(231) : is(w) < k\} = \frac{1}{n} \sum_{i=1}^{k-1} \binom{n}{i} \binom{n}{i-1},$$

(30)
a sum of Narayana numbers [99, Exer. 6.36]. Note that the left-hand side of (30) can also be written as \( \#\{w \in S_n(231, 12\ldots k)\} \), the number of permutations in \( S_n \) avoiding both 231 and 12\ldots k. Asymptotic results were obtained by Deutsch, Hildebrand, and Wilf [41] for the distribution of \( is(w) \) when \( v = 231, 132, \) and 321. Their result for \( v = 132 \) is the following.

**Theorem 12.** For \( w \in S_n(132) \) the random variable \( is(w) \) has mean \( \sqrt{\pi n} + O(n^{1/4}) \) and standard deviation \( \sqrt{\pi (\frac{3}{4} - 1)} \sqrt{n} + O(n^{1/4}) \). Moreover, for any \( t > -\sqrt{\pi} \) we have

\[
\lim_{n \to \infty} \text{Prob} \left( \frac{is(w) - \sqrt{\pi n}}{\sqrt{n}} \leq t \right) = \sum_{j \in \mathbb{Z}} (1 - 2j^2(t + \sqrt{\pi})^2) e^{-(t+\sqrt{\pi})^2j^2}.
\]

The proof of Theorem 12 is considerably easier than its counterpart for \( w \in S_n \) (Theorem 4) because there is a relatively simple formula for the number \( f(n, k) \) of permutations \( w \in S_n(132) \) satisfying \( is(w) < k \), viz.,

\[
f(n, k) = 2 \sum_{i=\lceil -n/(k+1) \rceil}^{\lfloor (n+1)/(k+1) \rfloor} \left( \binom{2n}{n + i(k + 1)} - \frac{1}{4} \binom{2n + 2}{n + 1 + i(k + 1)} \right).
\]

A number of variations and generalizations of pattern-avoiding permutations have been investigated. In particular, we can look at patterns where some of the terms must appear consecutively. This concept was introduced by Babson and Steingrimsson [10] and further investigated by Claesson [39] and others. For instance, the generalized pattern 1–32 indicates a subsequence \( a_i a_j a_{j+1} \) of a permutation \( w = a_1a_2\ldots a_n \) such that \( a_i < a_{j+1} < a_j \). The hyphen in the notation 1–32 means that the first two terms of the subsequence need not be consecutive. The permutations in \( S_4 \) avoiding 1–32 are all \( C_4 = 14 \) permutations avoiding 132 (in the previous sense, so avoiding 1–3–2 in the present context) together with 2413. A typical result, due to Claesson [39, Props. 2 and 5], asserts that

\[
\#S_n(1–23) = \#S_n(1–32) = B(n),
\]

the number of partitions of the set \( [n] \) (a Bell number [98, §1.4]).

**8. Unimodal and alternating subsequences**

We briefly discuss two variations of increasing/decreasing subsequences of a different flavor from those considered above. There is considerable room for further work in this area.

Early work of Chung [37] and Steele [102] deals with \( k \)-unimodal subsequences. A sequence is \( k \)-unimodal if it is a concatenation of (at most) \( k + 1 \) monotone sequences. (In more traditional terminology, a sequence is \( k \)-unimodal if it has at most \( k + 1 \)
alternating runs [30, §1.2.]) Thus a 0-unimodal sequence is just an increasing or decreasing sequence, and every such sequence is k-unimodal for all k. The sequences 41235 and 24531 are 1-unimodal. Chung showed that every \( w \in \mathfrak{S}_n \) has a 1-unimodal subsequence of length \( \left\lceil \sqrt{2n + \frac{1}{4}} - \frac{1}{2} \right\rceil \), and that this result is best possible. Steele proved this conjecture and showed that \( c_k = 2\sqrt{k + 1} \) by deducing it from the monotone \((k = 0)\) case.

A sequence \( b_1b_2\ldots b_k \) of integers is alternating if
\[
b_1 > b_2 < b_3 > b_4 <\ldots b_k.
\]

For instance, there are five alternating permutations in \( \mathfrak{S}_4 \), viz., 2143, 3142, 4132, 3241, 4231. If \( E_n \) denotes the number of alternating permutations in \( \mathfrak{S}_n \), then a famous result of André [6], [99, §3.16] states that
\[
\sum_{n \geq 0} E_n \frac{x^n}{n!} = \sec x + \tan x.
\] (31)

The numbers \( E_n \) were first considered by Euler (using (31) as their definition) and are known as Euler numbers. Sometimes \( E_{2n} \) is called a secant number and \( E_{2n-1} \) a tangent number.

We can try to extend the main results on increasing/decreasing subsequences to alternating subsequences. In particular, given \( w \in \mathfrak{S}_n \) let \( \text{as}(w) = \text{as}_n(w) \) denote the length of the longest alternating subsequence of \( w \), and define
\[
b_k(n) = \#\{w \in \mathfrak{S}_n : \text{as}(w) \leq k\}.
\]

Thus \( b_1(n) = 1 \) (corresponding to the permutation \( 12\ldots n \)), \( b_k(n) = n! \) if \( k \geq n \), and \( b_n(n) - b_{n-1}(n) = E_n \). Note that we can also define \( b_k(n) \) in terms of pattern avoidance, viz., \( b_k(n) \) is the number of \( w \in \mathfrak{S}_n \) avoiding all \( E_{k+1} \) alternating permutations in \( \mathfrak{S}_{k+1} \).

Unlike the situation for \( u_k(n) \) (defined by (16)), there are “nice” explicit generating functions and formulas for \( b_k(n) \). The basic reason for the existence of such explicit results is the following (easily proved) key lemma.

Lemma 13. For any \( w \in \mathfrak{S}_n \), there exists an alternating subsequence of \( w \) of maximum length that contains \( n \).

From Lemma 13 it is straightforward to derive a recurrence satisfied by \( a_k(n) := b_k(n) - b_{k-1}(n) \), viz.,
\[
a_k(n) = \sum_{j=1}^{n} \binom{n-1}{j-1} \sum_{2r+s = k-1} (a_{2r}(j-1) + a_{2r+1}(j-1))a_s(n-j).
\] (32)
Now define
\[ B(x, t) = \sum_{k,n \geq 0} b_k(n) t^k x^n \frac{n!}{n!}. \]

It follows from the recurrence (32) (after some work [101]) that
\[ B(x, t) = \frac{1 + \rho + 2t e^{\rho x} + (1 - \rho) e^{2\rho x}}{1 + \rho - t^2 + (1 - \rho - t^2) e^{2\rho x}}, \]
where \( \rho = \sqrt{1 - t^2} \). Alternatively (as pointed out by M. Bóna), let \( G(n, k) \) denote the number of \( w \in \mathcal{S}_n \) with \( k \) alternating runs as defined at the beginning of this section. Then equation (33) is a consequence of the relation \( a_k(n) = \frac{1}{2} (G(n, k - 1) + G(n, k)) \) and known facts about \( G(n, k) \) summarized in [30, §1.2].

It can be deduced from equation (33) (shown with assistance from I. Gessel) that
\[ b_k(n) = \frac{1}{2^{k-1}} \sum_{i+2j\leq k \atop i \equiv k \mod 2} (-2)^j \binom{k-j}{(k+i)/2} \binom{n}{j} i^n. \]

For instance,
\[ b_1(n) = 1, \quad b_2(n) = 2^{n-1}, \quad b_3(n) = \frac{1}{4} (3^n - 2n + 3), \quad b_4(n) = \frac{1}{8} (4^n - (2n - 4)2^n). \]

From equation (33) it is also easy to compute the moments
\[ M_k(n) = \frac{1}{n!} \sum_{w \in \mathcal{S}_n} a_{s_n}(w)^k. \]

For instance,
\[ \sum_{n \geq 1} M_1(n) x^n = \frac{\partial B(x, t)}{\partial t} \bigg|_{t=1} = \frac{6x - 3x^2 + x^3}{6(1-x)^2}, \]
from which we obtain
\[ M_1(n) = \begin{cases} 1, & n = 1, \\ \frac{4n + 1}{6}, & n > 1. \end{cases} \]

Similarly the variance of \( a_{s_n}(w) \) is given by
\[ \text{Var}(a_{s_n}) = \frac{8}{45} n - \frac{13}{180}, \quad n \geq 4. \]

It is surprising that there are such simple explicit formulas, in contrast to the situation for \( i_{s_n}(w) \) (equation (10)).

It is natural to ask for the limiting distribution of \( a_{s_n} \), analogous to Theorem 4 for \( i_{s_n} \). The following result was shown independently by R. Pemantle [79] and H. Widom [114]. It can also be obtained by showing that the polynomials \( \sum_k a_k(n) t^k \) have (interlacing) real zeros, a consequence of the connection between \( a_k(n) \) and \( G(n, k) \) mentioned above and a result of Wilf [30, Thm. 1.41].
Theorem 14. We have for random (uniform) \( w \in \mathcal{S}_n \) and all \( t \in \mathbb{R} \) that

\[
\lim_{n \to \infty} \text{Prob} \left( \frac{a_{3n}(w) - 2n/3}{\sqrt{n}} \leq t \right) = G(t),
\]

where \( G(t) \) is Gaussian with variance \( 8/45 \):

\[
G(t) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{t\sqrt{45}/4} e^{-s^2} ds.
\]

For further information on longest alternating subsequences, see the paper [101].

9. Matchings

The subject of pattern containment and avoidance discussed in Section 7 provides one means to extend the concept of increasing/decreasing subsequences of permutations. In this section we will consider a different approach, in which permutations are replaced with other combinatorial objects. We will be concerned mainly with (complete) matchings on \([2n]\), which may be defined as partitions \( M = \{ B_1, \ldots, B_n \} \) of \([2n]\) into \( n \) two-element blocks \( B_i \). Thus \( B_1 \cup B_2 \cup \cdots \cup B_n = [2n] \), \( B_i \cap B_j = \emptyset \) if \( i \neq j \), and \( \#B_i = 2 \). (These conditions are not all independent.) Alternatively, we can regard a matching \( M \) as a fixed-point free involution \( w_M \) of \([2n]\), viz., if \( B_i = \{ a, b \} \) then \( w_M(a) = b \). We already considered increasing and decreasing subsequences of fixed-point free involutions in Section 5. In that situation, however, there is no symmetry interchanging increasing subsequences with decreasing subsequences. Here we consider two alternative statistics on matchings (one of which is equivalent to decreasing subsequences) which have the desired symmetry.

Write \( \mathcal{M}_n \) for the set of matchings on \([2n]\). We represent a matching \( M \in \mathcal{M}_n \) by a diagram of \( 2n \) vertices \( 1, 2, \ldots, 2n \) on a horizontal line in the plane, with an arc between vertices \( i \) and \( j \) and lying above the vertices if \( \{ i, j \} \) is a block of \( M \). Figure 4 shows the diagram corresponding to the matching

\[
M = \{ \{1, 5\}, \{2, 9\}, \{3, 10\}, \{4, 8\}, \{6, 7\} \}.
\]
Let $M \in \mathcal{M}_n$. A crossing of $M$ consists of two arcs $\{i, j\}$ and $\{k, l\}$ with $i < k < j < l$. Similarly a nesting of $M$ consists of two arcs $\{i, j\}$ and $\{k, l\}$ with $i < k < l < j$. The maximum number of mutually crossing arcs of $M$ is called the crossing number of $M$, denoted $\text{cr}(M)$. Similarly the nesting number $\text{ne}(M)$ is the maximum number of mutually nesting arcs. For the matching $M$ of Figure 4, we have $\text{cr}(M) = 3$ (corresponding to the arcs $\{1, 5\}$, $\{2, 9\}$, and $\{3, 10\}$), while also $\text{ne}(M) = 3$ (corresponding to $\{2, 9\}$, $\{4, 8\}$, and $\{6, 7\}$).

It is easy to see that $d_M(w_M) = 2 \cdot \text{ne}(M)$, where $w_M$ is the fixed-point free involution corresponding to $M$ as defined above. However, it is not so clear whether $\text{cr}(M)$ is connected with increasing/decreasing subsequences. To this end, define

$$f_n(i, j) = \# \{ M \in \mathcal{M}_n : \text{cr}(M) = i, \text{ne}(M) = j \}.$$ 

It is well-known that

$$\sum_j f_n(0, j) = \sum_i f_n(i, 0) = C_n.$$  

(36)

In other words, the number of matchings $M \in \mathcal{M}_n$ with no crossings (or with no nestings) is the Catalan number $C_n$. For crossings this result goes back to Errera [44], [99, Exer. 6.19(n,o)]; for nestings see [100]. Equation (36) was given the following generalization by Chen et al. [36].

**Theorem 15.** For all $i, j, n$ we have $f_n(i, j) = f_n(j, i)$.

Theorem 15 is proved by using a version of RSK first defined by the author (unpublished) and then extended by Sundaram [103]. Define an oscillating tableau of shape $\lambda \vdash n$ and length $k$ to be a sequence $\emptyset = \lambda^0, \lambda^1, \ldots, \lambda^k = \lambda$ of partitions $\lambda^i$ such that (the diagram of) $\lambda^{i+1}$ is obtained from $\lambda^i$ by either adding or removing a square. (Note that if we add a square each time, so $k = n$, then we obtain an SYT of shape $\lambda$.) Oscillating tableaux were first defined (though not with that name) by Berele [22] in connection with the representation theory of the symplectic group. Given a matching $M \in \mathcal{M}_n$, define an oscillating tableau $\Phi(M) = (\lambda^0, \lambda^1, \ldots, \lambda^{2n})$ of length $2n$ and shape $\emptyset$ as follows. Label the right-hand endpoints of the arcs of $M$ by $1, 2, \ldots, n$ from right-to-left. Label each left-hand endpoint with the same label as the right-hand endpoint. Begin with the empty tableau $T_0 = \emptyset$. Let $a_1, \ldots, a_{2n}$ be the sequence of labels, from left-to-right. Once $T_{i-1}$ has been obtained, define $T_i$ to be the tableau obtained by row-inserting $a_i$ into $T_{i-1}$ (as defined in Section 2) if $a_i$ is the label of a left-hand endpoint of an arc; otherwise $T_i$ is the tableau obtained by deleting $a_i$ from $T_{i-1}$. Let $\lambda^i$ be the shape of $T_i$, and set

$$\Phi(M) = (\emptyset = \lambda^0, \lambda^1, \ldots, \lambda^{2n} = \emptyset).$$
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See Figure 5 for an example. It is easy to see that $\Phi(M)$ is an oscillating tableau of length $2n$ and shape $\emptyset$. With a little more work it can be shown that in fact the map $M \mapsto \Phi(M)$ is a bijection from $\mathcal{M}_n$ to the set $\mathcal{O}_n$ of all oscillating tableaux of length $2n$ and shape $\emptyset$. As a consequence we have the enumerative formula

$$\#\mathcal{O}_n = (2n - 1)!! := 1 \cdot 3 \cdot 5 \ldots (2n - 1),$$

the number of matchings on $[2n]$. The key fact about the correspondence $\Phi$ for proving Theorem 15 is the following “oscillating analogue” of Schensted’s theorem (Theorem 2).

![Figure 5. A correspondence between matchings and oscillating tableaux.](image)

\textbf{Theorem 16.} Let $M \in \mathcal{M}_n$, and suppose that $\Phi(M) = (\lambda^0, \lambda^1, \ldots, \lambda^{2n})$. Then $\text{ne}(M)$ is equal to the most number of columns of any $\lambda^i$, while $\text{cr}(M)$ is equal to the most number of rows of any $\lambda^i$.

Theorem 15 is an easy consequence of Theorem 16. For let $\Phi(M)'$ be the oscillating tableau obtained by conjugating all the partitions in $\Phi(M)$, and let $M'$ be the matching satisfying $\Phi(M') = \Phi(M)'$. By Theorem 16 we have $\text{cr}(M) = \text{ne}(M')$ and $\text{ne}(M) = \text{cr}(M')$. Since the map $M \mapsto \Phi(M)$ is a bijection we have that the operation $M \mapsto M'$ is a bijection from $\mathcal{M}_n$ to itself that interchanges cr and ne, and the proof follows.

The above argument and equation (7) show that the operation $M \mapsto M'$ on matchings is a natural analogue of the operation of reversal on permutations. Unlike the case of permutations, we do not know a simple “direct” operation on matchings that interchanges cr with ne.

Let $\tilde{f}_n^\lambda$ denote the number of oscillating tableaux of shape $\lambda$ and length $n$, so $\tilde{f}_n^\lambda = 0$ unless $n \equiv |\lambda| \pmod{2}$. A generalization for $\tilde{f}_n^\lambda$ of the hook-length formula (equation (3)) is due to Sundaram [103, Lemma 2.2], viz.,

$$\tilde{f}_n^\lambda = \binom{n}{k} (n - k - 1)!! f^\lambda,$$
where \( \lambda \vdash k \) and where of course \( f^\lambda \) is evaluated by the usual hook-length formula (3). (Set \((-1)!! = 1 \) when \( n = k \).) Note that an oscillating tableau \((\lambda^0, \lambda^1, \ldots, \lambda^{2n})\) of shape \( \emptyset \) may be regarded as a pair \( (P, Q) \) of oscillating tableaux of the same shape \( \lambda = \lambda^n \) and length \( n \), viz.,

\[
P = (\lambda^0, \lambda^1, \ldots, \lambda^n),
\]
\[
Q = (\lambda^{2n}, \lambda^{2n-1}, \ldots, \lambda^n).
\]

Hence we obtain the following restatement of equation (37):

\[
\sum_{\lambda} (f^\lambda_n)^2 = (2n - 1)!!,
\]

where \( \lambda \) ranges over all partitions. (The partitions \( \lambda \) indexing a nonzero summand are those satisfying \( \lambda \vdash k \leq n \) and \( k \equiv n \pmod{2} \).)

Equation (38) suggests, in analogy to equations (1) and (2), a connection between \( \tilde{f}^\lambda_n \) and representation theory. Indeed, there is a \( \mathbb{C} \)-algebra \( \mathfrak{B}_n(x) \), where \( x \) is a real parameter, which is semisimple for all but finitely many \( x \) (and such that these exceptional \( x \) are all integers) and which has a basis that is indexed in a natural way by matchings \( M \in \mathfrak{M}_n \). In particular, \( \dim \mathfrak{B}_n(x) = (2n - 1)!! \). This algebra was first defined by Brauer [32] and shown to be the centralizer algebra of the action of the orthogonal group \( O(V) \) on \( V^\otimes n \) (the \( n \)th tensor power of \( V \)), where \( \dim V = k \) and \( x = k \). It is also the centralizer algebra of the action of the symplectic group \( \text{Sp}(2k) \) on \( V^\otimes n \), where now \( \dim V = 2k \) and \( x = -2k \). When \( \mathfrak{B}_n(x) \) is semisimple, its irreducible representations have dimension \( f^\lambda_n \), so we obtain a representation-theoretic explanation of equation (38). For further information see e.g. Barcelo and Ram [21, App. B6].

Because \( ds(w_M) = 2 \cdot ne(M) \) and because \( cr_n \) and \( ne_n \) have the same distribution by Theorem 15, the asymptotic distribution of \( cr_n \) and \( ne_n \) on \( \mathfrak{M}_n \) reduces to that of \( ds_{2n} \) on \( \mathcal{S}_{2n} \), which is given by Theorem 9(b). We therefore obtain the following result.

**Theorem 17.** We have for random (uniform) \( M \in \mathfrak{M}_n \) and all \( t \in \mathbb{R} \) that

\[
\lim_{n \to \infty} \mathbb{P} \left( \frac{ne_n(M) - \sqrt{2n}}{(2n)^{1/6}} \leq t \right) = F(t)^{1/2} \exp \left( \frac{1}{2} \int t \right) u(s) ds \right).
\]

The same result holds with \( \text{ne}_n \) replaced with \( cr_n \).

We can also consider the effect of bounding both \( \text{cr}(M) \) and \( \text{ne}(M) \) as \( n \to \infty \). The analogous problem for is\((w)\) and ds\((w)\) is not interesting, since by Theorem 1 there are no permutations \( w \in \mathfrak{S}_n \) satisfying \( \text{is}(w) \leq p \) and \( \text{ds}(w) \leq q \) as soon as \( n > pq \). Let

\[
h_{p,q}(n) = \#\{ M \in \mathfrak{M}_n : \text{cr}(M) \leq p, \text{ne}(M) \leq q \},
\]
\[
H_{p,q}(x) = \sum_{n \geq 0} h_{p,q}(n)x^n.
\]
It follows from the bijection $\Phi : \mathcal{M}_n \rightarrow \mathcal{O}_n$ and a simple application of the transfer-matrix method [98, §4.7] that $H_{p,q}(x)$ is a rational function of $x$ [36, §5]. For instance,

$$H_{1,1}(x) = \frac{1}{1-x}, \quad H_{1,2}(x) = \frac{1-x}{1-2x}, \quad H_{1,3}(x) = \frac{1-2x}{1-3x+x^2}$$

$$H_{2,2}(x) = \frac{1-5x+2x^2}{(1-x)(1-5x)}, \quad H_{2,3}(x) = \frac{1-11x+30x^2-23x^3+4x^4}{(1-x)(1-3x)(1-8x+4x^2)}$$

$$H_{3,3}(x) = \frac{1-24x+186x^2-567x^3+690x^4-285x^5+15x^6}{(1-x)(1-19x+83x^2-x^3)(1-5x+6x^2-x^3)^2}.$$ 

Christian Krattenthaler pointed out that $h_{p,q}(n)$ can be interpreted as counting certain walks in an alcove of the affine Weyl group $\tilde{C}_n$. It then follows from a result of Grabiner [49, (23)] that all reciprocal zeros of the denominator of $H_{p,q}(x)$ are of the form

$$2(\cos(\pi r_1/m) + \cdots + \cos(\pi r_j/m)),$$

where each $r_i \in \mathbb{Z}$ and $m = p + q + 1$. All these numbers for fixed $m$ belong to an extension of $\mathbb{Q}$ of degree $\phi(2m)/2$, where $\phi$ is the Euler phi-function. As a consequence, every irreducible factor (over $\mathbb{Q}$) of the denominator of $H_{p,q}(x)$ has degree dividing $\phi(2m)/2$.

Theorem 15 can be extended to objects other than matchings, in particular, arbitrary set partitions. (Recall that we have defined a matching to be a partition of $[2n]$ into $n$ 2-element blocks.) In this situation oscillating tableaux are replaced by certain sequences of partitions known as vacillating tableaux. See [36] for further details. Vacillating tableaux were introduced implicitly (e.g., [54, (2.23)]) in connection with the representation theory of the partition algebra $\mathcal{P}_n$, a semisimple algebra whose dimension is the Bell number $B(n)$. See Halverson and Ram [54] for a survey of the partition algebra. Vacillating tableaux and their combinatorial properties were made more explicit by Chen, et al. [36] and by Halverson and Lewandowski [53]. An alternative approach based on “growth diagrams” to vacillating tableaux and their nesting and matchings was given by Krattenthaler [68]. It remains open to find an analogue of Theorem 17 for the distribution of $cr(\pi)$ or $ne(\pi)$ (as defined in [36]) for arbitrary set partitions $\pi$.
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Abstract. A famous theorem of Szemerédi asserts that all subsets of the integers with positive upper density will contain arbitrarily long arithmetic progressions. There are many different proofs of this deep theorem, but they are all based on a fundamental dichotomy between structure and randomness, which in turn leads (roughly speaking) to a decomposition of any object into a structured (low-complexity) component and a random (discorrelated) component. Important examples of these types of decompositions include the Furstenberg structure theorem and the Szemerédi regularity lemma. One recent application of this dichotomy is the result of Green and Tao establishing that the prime numbers contain arbitrarily long arithmetic progressions (despite having density zero in the integers). The power of this dichotomy is evidenced by the fact that the Green–Tao theorem requires surprisingly little technology from analytic number theory, relying instead almost exclusively on manifestations of this dichotomy such as Szemerédi’s theorem. In this paper we survey various manifestations of this dichotomy in combinatorics, harmonic analysis, ergodic theory, and number theory. As we hope to emphasize here, the underlying themes in these arguments are remarkably similar even though the contexts are radically different.
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1. Introduction

In 1975, Szemerédi [53] proved the following deep and enormously influential theorem:

**Theorem 1.1 (Szemerédi’s theorem).** Let $A$ be a subset of the integers $\mathbb{Z}$ of positive upper density, thus $$\limsup_{N \to \infty} \frac{|A \cap [-N,N]|}{|[-N,N]|} > 0.$$ Here $|A|$ denotes the cardinality of a set $A$, and $[-N,N]$ denotes the integers between $-N$ and $N$. Then for any $k \geq 3$, $A$ contains infinitely many arithmetic progressions of length $k$.

Several proofs of this theorem are now known. The original proof of Szemerédi [53] was combinatorial. A later proof of Furstenberg [11], [13] used ergodic theory and has led to many extensions. A more quantitative proof of Gowers [19], [20] was based on Fourier analysis and arithmetic combinatorics (extending a much older

*The author is supported by a grant from the Packard foundation.
argument of Roth [50] handling the $k = 3$ case). A fourth proof by Gowers [21] and Rödl, Nagle, Schacht, and Skokan [46], [47], [48], [49] relied on the structural theory of hypergraphs. These proofs are superficially all very different (with each having their own strengths and weaknesses), but have a surprising number of features in common. The main difficulty in all of the proofs is that one \textit{a priori} has no control on the behaviour of the set $A$ other than a lower bound on its density; $A$ could range from being a very random set, to a very structured set, to something in between. In each of these cases, $A$ will contain many arithmetic progressions – but the \textit{reason} for having these progressions varies from case to case. Let us illustrate this by informally discussing some representative examples:

- (Random sets) Let $0 < \delta < 1$, and let $A$ be a random subset of $\mathbb{Z}$, which each integer $n$ lying in $A$ with an independent probability of $\delta$. Then $A$ almost surely has upper density $\delta$, and it is easy to establish that $A$ almost surely has infinitely many arithmetic progressions of length $k$, basically because each progression of length $k$ in $\mathbb{Z}$ has a probability of $\delta^k$ of also lying in $A$. A more refined version of this argument also applies when $A$ is \textit{pseudorandom} rather than random – thus we allow $A$ to be deterministic, but require that a suitable number of correlations (e.g. pair correlations, or higher order correlations) of $A$ are negligible. The argument also extends to sparse random sets, for instance one where $P(n \in A) \sim 1/\log n$.

- (Linearly structured sets) Consider a quasiperiodic set such as $A := \{n : \{\alpha n\} \leq \delta\}$, where $0 < \delta < 1$ is fixed, $\alpha$ is a real number (e.g. $\alpha = \sqrt{2}$) and $\{x\}$ denotes the fractional part of $x$. Such sets are “almost periodic” because there is a strong correlation between the events $n \in A$ and $n + L \in A$, thanks to the identity $\{\alpha(n + L)\} - \{\alpha n\} = \{\alpha L\} \mod 1$. An easy application of the Dirichlet approximation theorem (to locate an approximate period $L$ with $\{\alpha L\}$ small) shows that such sets still have infinitely many progressions of any given length $k$. Note that this argument works regardless of whether $\alpha$ is rational or irrational.

- (Quadratically structured sets) Consider a “quadratically quasiperiodic” set of the form $A := \{n : \{\alpha n^2\} \leq \delta\}$. If $\alpha$ is irrational, then this set has upper density $\delta$, thanks to Weyl’s theorem on equidistribution of polynomials. (If $\alpha$ is rational, one can still obtain some lower bound on the upper density.) It is not linearly structured (there is no asymptotic correlation between the events $n \in A$ and $n + L \in A$ as $n \to \infty$ for any fixed non-zero $L$), however it has quadratic structure in the sense that there is a strong correlation between the events $n \in A$, $n + L \in A$, $n + 2L \in A$, thanks to the identity

$$\{\alpha n^2\} - 2\{\alpha(n + L)^2\} + \{\alpha(n + 2L)^2\} = 2\{\alpha L^2\} \mod 1.$$ 

In particular $A$ does not behave like a random set. Nevertheless, the quadratic structure still ensures that $A$ contains infinitely many arithmetic progressions.
of any length $k$, as one first locates a “quadratic period” $L$ with $\{\alpha L^2\}$ small, and then for suitable $n \in A$ one locates a much smaller “linear period” $M$ with $\{\alpha LMn\}$ small. If this is done correctly, the progression $n, n + LM, \ldots, n + (k - 1)LM$ will be completely contained in $A$. The same arguments also extend to a more general class of quadratically structured sets, such as the “2-step nilperiodic” set $A = \{n: \lfloor \sqrt{2}n \rfloor \sqrt{3}n \leq \delta\}$, where $\lfloor x \rfloor$ is the greatest integer function.

• (Random subsets of structured sets) Continuing the previous example $A := \{n: \{\alpha n^2\} \leq \delta\}$, let $A'$ be a random subset of $A$ with each $n \in A$ lying in $A'$ with an independent probability of $\delta'$ for some $0 < \delta' < 1$. Then this set $A'$ almost surely has a positive density of $\delta\delta'$ if $\alpha$ is irrational. The set $A'$ almost surely has infinitely many progressions of length $k$, since $A$ already starts with infinitely many such progressions, and each such progression as a probability of $(\delta')^k$ of also lying in $A'$. One can generalize this example to random sets $\tilde{A}$ where the events $n \in \tilde{A}$ are independent as $n$ varies, and the probability $P(n \in \tilde{A})$ is a “quadratically almost periodic” function of $n$ such as $P(n \in \tilde{A}) = F(\{\alpha n^2\})$ for some nice (e.g. piecewise continuous) function $F$ taking values between 0 and 1; the preceding example is the case where $F(x) := \delta'1_{\delta < x}$. It is also possible to adapt this argument to (possibly sparse) pseudorandom subsets of structured sets, though one needs to take some care in defining exactly what “pseudorandom” means here.

• (Sets containing random subsets of structured sets) Let $A''$ be any set which contains the set $A'$ (or $\tilde{A}$) of the previous example. Since $A'$ contains infinitely many progressions of length $k$, it is trivial that $A''$ does also.

As the above examples should make clear, the reason for the truth of Szemerédi’s theorem is very different in the cases when $A$ is random, and when $A$ is structured. These two cases can then be combined to handle the case when $A$ is (or contains) a large (pseudo-)random subset of a structured set. Each of the proofs of Szemerédi’s theorem now hinge on a structure theorem which, very roughly speaking, asserts that every set of positive density is (or contains) a large pseudorandom subset of a structured set; each of the four proofs obtains a structure theorem of this sort in a different way (and in a very different language). These remarkable structural results – which include the Furstenberg structure theorem and the Szemerédi regularity lemma as examples – are of independent interest (beyond their immediate applications to arithmetic progressions), and have led to many further developments and insights. For instance, in [27] a “weighted” structure theorem (which was in some sense a hybrid of the Furstenberg structure theorem and the Szemerédi regularity lemma) was the primary new ingredient in proving that the primes $P := \{2, 3, 5, 7, \ldots\}$ contained arbitrarily long arithmetic progressions. While that latter claim is ostensibly a number-theoretical result, the method of proof in fact uses surprisingly little from number theory, being much closer in spirit to the proofs of Szemerédi’s theorem (and
in fact Szemerédi’s theorem is a crucial ingredient in the proof). This can be seen from the fact that the argument in [27] in fact proves the following stronger result:

**Theorem 1.2** (Szemerédi’s theorem in the primes [27]). Let $A$ be a subset of the primes $P$ of positive relative upper density, thus $\limsup_{N \to \infty} \frac{|A \cap [-N,N]|}{|P \cap [-N,N]|} > 0$. Then for any $k \geq 3$, $A$ contains infinitely many arithmetic progressions of length $k$.

This result was first established in the $k = 3$ case by Green [22], the key step again being a (Fourier-analytic) structure theorem, this time for subsets of the primes. The arguments used to prove this theorem do not directly address the important question of whether the primes $P$ (or any subset thereof) have any pseudorandomness properties (but see Section 5 below). However, the structure theorem does allow one to (essentially) describe any dense subset of the primes as a (sparse) pseudorandom subset of some unspecified dense set, which turns out to be sufficient (thanks to Szemerédi’s theorem) for the purpose of establishing the existence of arithmetic progressions.

There are now several expositions of Theorem 1.2; see for instance [42], [25], [55], [56], [37]. Rather than give yet another exposition of this result, we have chosen to take a broader view, surveying the collection of structural theorems which underlie the proof of such results as Theorem 1.1 and Theorem 1.2. These theorems have remarkably varied contexts – measure theory, ergodic theory, graph theory, hypergraph theory, probability theory, information theory, and Fourier analysis – and can be either qualitative (infinitary) or quantitative (finitary) in nature. However, their proofs tend to share a number of common features, and thus serve as a kind of “Rosetta stone” connecting these various fields. Firstly, for a given class of objects, one quantifies what it means for an object to be “(pseudo-)random” and an object to be “structured”. Then, one establishes a dichotomy between randomness and structure, which typically looks something like this:

If an object is not (pseudo-)random, then it (or some non-trivial component of it) correlates with a structured object.

One can then iterate this dichotomy repeatedly (e.g. via a stopping time argument, or by Zorn’s lemma), to extract out all the correlations with structured objects, to obtain a weak structure theorem which typically looks as follows:

If $A$ is an arbitrary object, then $A$ (or some non-trivial component of $A$) splits as the sum of a structured object, plus a pseudorandom error.

In many circumstances, we need to improve this result to a strong structure theorem:

If $A$ is an arbitrary object, then $A$ (or some non-trivial component of $A$) splits as the sum of a structured object, plus a small error, plus a very pseudorandom error.

When one is working in an infinitary (qualitative) setting rather than a finitary (quantitative) one – which is for instance the case in the ergodic theory approach – one works instead with an asymptotic structure theorem:
If $A$ is an arbitrary object, then $A$ (or some non-trivial component of $A$) splits as the sum of a “compact” object (the limit of structured objects), plus an infinitely pseudorandom error.

The reason for the terminology “compact” to describe the limit of structured objects is in analogy to how a compact operator can be viewed as the limit of finite rank operators; see [12] for further discussion.

In many applications, the small or pseudorandom errors in these structure theorems are negligible, and one then reduces to the study of structured objects. One then exploits the structure of these objects to conclude the desired application.

Our focus here is on the structure theorems related to Szemerédi’s theorem and related results such as Theorem 1.2; we will not have space to describe all the generalizations and refinements of these results here. However, these types of structural theorems appear in other contexts also, for instance the Komlós subsequence principle [40] in probability theory. The Lebesgue decomposition of a spectral measure into pure point, singular continuous, and absolutely continuous spectral components can also be viewed as a structure theorem of the above type. Also, the stopping time arguments which underlie the structural theorems here are also widely used in harmonic analysis, in particular obtaining fundamental decompositions such as the Calderón–Zygmund decomposition or the atomic decomposition of Hardy spaces (see e.g. [52]), as well as the tree selection arguments used in multilinear harmonic analysis (see e.g. [43]). It may be worth investigating whether there are any concrete connections between these disparate structural theorems.

2. Ergodic theory

We now illustrate the above general strategy in a number of contexts, beginning with the ergodic theory approach to Szemerédi’s theorem, where the dichotomy between structure and randomness is particularly clean and explicit. Informally speaking, the ergodic theory approach seeks to understand the set $A$ of integers by analyzing the asymptotic correlations of the shifts $A+n := \{a+n : a \in A\}$ (or of various asymptotic averages of these shifts), and treating these shifts as occurring on an abstract measure space. More formally, let $X$ be a measure space with probability measure $d\mu$, and let $T: X \to X$ be a bijection such that $T$ and $T^{-1}$ are both measure-preserving maps. The associated shift operator $T: f \mapsto f \circ T^{-1}$ is thus a unitary operator on the Hilbert space $L^2(X)$ of complex-valued square-integrable functions with the usual inner product $\langle f, g \rangle := \int_X f \overline{g} \ d\mu$. A famous transference result known as the Furstenberg correspondence principle1 shows that Szemerédi’s

---

1Morally speaking, to deduce Szemerédi’s theorem from Furstenberg’s theorem, one takes $X$ to be the integers $\mathbb{Z}$, $T$ to be the standard shift $n \mapsto n+1$, and $\mu$ to be the density $\mu(A) = \lim_{N \to \infty} \frac{|A \cap [-N,N]|}{2N+1}$. This does not quite work because not all sets $A$ have a well-defined density, however additional arguments (e.g. using the Hahn–Banach theorem) can fix this problem.
Theorem 2.1 (Furstenberg recurrence theorem [11]). Let $X$ and $T$ be as above, and let $f \in L^\infty(X)$ be any bounded non-negative function with $\int_X f \, d\mu > 0$. Then for any $k \geq 1$ we have

$$\liminf_{N \to \infty} E_{1 \leq n \leq N} \int_X f T^n f \cdots T^{(k-1)n} f \, d\mu > 0.$$ 

Here and in the sequel we use $E_{n \in I} a_n$ as a shorthand for the average $\frac{1}{|I|} \sum_{n \in I} a_n$.

When $k = 2$ this is essentially the Poincaré recurrence theorem; by using the von Neumann ergodic theorem one can also show that the limit exists (thus the lim inf can be replaced with a lim). The $k = 3$ case can be proved by the following argument, as observed in [12]. We need to show that

$$\liminf_{N \to \infty} E_{1 \leq n \leq N} \int_X f T^n f T^{2n} f \, d\mu > 0 \quad (1)$$

whenever $f$ is bounded, non-negative, and has positive integral.

The first key observation is that any sufficiently pseudorandom component of $f$ will give a negligible contribution to (1) and can be dropped. More precisely, let us call $f$ is linearly pseudorandom (or weakly mixing) with respect to the shift $T$ if we have

$$\lim_{N \to \infty} E_{1 \leq n \leq N} |\langle T^n f, f \rangle|^2 = 0. \quad (2)$$

Such functions are negligible for the purpose of computing averages such as those in (1); indeed, if at least one of $f, g, h \in L^\infty(X)$ is linearly pseudorandom, then an easy application of van der Corput’s lemma (which in turn is an application of Cauchy–Schwarz) shows that

$$\lim_{N \to \infty} E_{1 \leq n \leq N} \int_X f T^n g T^{2n} h \, d\mu = 0. \quad (3)$$

We shall refer to these types of results – that pseudorandom functions are negligible when averaged against other functions – as generalized von Neumann theorems.

In view of this generalized von Neumann theorem, one is now tempted to “quotient out” all the pseudorandom functions and work with a reduced class of “structured” functions. In this particular case, it turns out that the correct notion of structure is that of a linearly almost periodic function, which are in turn generated by the linear eigenfunctions of $T$. To make this more precise, we need the following dichotomy:

Lemma 2.2 (Dichotomy between randomness and structure). Suppose that $f \in L^\infty(X)$ is not linearly pseudorandom. Then there exists a linear eigenfunction $g \in L^\infty(X)$ of $T$ (thus $Tg = \lambda g$ for some $\lambda \in \mathbb{C}$) such that $\langle f, g \rangle \neq 0$. 


Remark 2.3. Observe that if $g$ is a linear eigenfunction of $T$ with $T g = \lambda g$, then $|\lambda| = 1$ and $\lim_{N \to \infty} E_{1 \leq n \leq N} \int_X g T^n \overline{g}^2 T^{2n} g \, d\mu = \int_X |g|^4$. Thus linear eigenfunctions can and do give nontrivial contributions to the expression in (1). One can view Lemma 2.2 as a converse to this observation.

The proof of this lemma follows easily from spectral theory and is omitted here. It has the following consequence. Let $Z_1$ be the $\sigma$-algebra generated by all the eigenfunctions of $T$, this is known as the Kronecker factor of $X$, and roughly speaking encapsulates all the “linear structure” in the measure preserving system. Given every function $f \in L^2(X)$, we have the decomposition $f = f_{U\perp} + f_U$, where $f_{U\perp} := E(f | Z_1)$ is the conditional expectation of $f$ with respect to the $\sigma$-algebra $Z_1$ (i.e. the orthogonal projection from $L^2(X)$ to the $Z_1$-measurable functions). By construction, $f_U := f - E(f | Z_1)$ is orthogonal to every eigenfunction of $T$, and is hence linearly pseudorandom by Lemma 2.2. In particular, we have established

**Proposition 2.4 (Asymptotic structure theorem).** Let $f$ be bounded and non-negative, with positive integral. Then we can split $^2 f = f_{U\perp} + f_U$, where $f_{U\perp}$ is bounded, non-negative, and $Z_1$-measurable (and thus approximable in $L^2$ to arbitrary accuracy by finite linear combinations of linear eigenfunctions), with positive integral, and $f_U$ is linearly pseudorandom.

This result is closely related to the Koopman–von Neumann theorem in ergodic theory. In the language of the introduction, it asserts (very roughly speaking) that any set $A$ of integers can be viewed as a (linearly) pseudorandom set where the “probability” $f_{U\perp}(n)$ that a given element $n$ lies in $A$ is a (linearly) almost periodic function of $n$.

Note that the linearly pseudorandom component $f_U$ of $f$ gives no contribution to (1), thanks to the generalized von Neumann theorem. Thus we may freely replace $f$ by $f_{U\perp}$ if desired; in other words, for the purposes of proving (1) we may assume without loss of generality that $f$ is measurable with respect to the Kronecker factor $Z_1$. In the notation of [14], we have just shown that the Kronecker factor is a characteristic factor for the recurrence in (1). (In fact it is essentially the universal factor for this recurrence, see [64], [39] for further discussion.)

We have reduced the proof of (1) to the case when $f$ is structured, in the sense of being measurable in $Z_2$. There are two ways to obtain the desired “structured recurrence” result. Firstly there is a “soft” approach, in which one observes that every $Z_1$-measurable square-integrable function $f$ is almost periodic, in the sense that for any $\varepsilon > 0$ there exists a set of integers $n$ of positive density such that $T^n f$ is within $\varepsilon$ of $f$ in $L^2(X)$; from this it is easy to show that $\int_X f T^n f T^{2n} f \, d\mu$ is close to $\int_X f^3$ for a set of integers $n$ of positive density, which implies (1). This almost periodicity can be verified by first checking it for polynomial combinations of linear eigenfunctions, and then extending by density arguments. There is also a “hard”
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2 The notation is from [27]; the subscript $U$ stands for “Gowers uniform” (pseudorandom), and $U\perp$ for “Gowers anti-uniform” (structured).
approach, in which one obtains algebraic and topological control on the Kronecker factor $\mathbb{Z}_1$. In fact, from a spectral analysis of $T$ one can show that $\mathbb{Z}_1$ is the inverse limit of a sequence of $\sigma$-algebras, on each of which the shift $T$ is isomorphic to a shift $x \mapsto x + \alpha$ on a compact abelian Lie group $G$. This gives a very concrete description of the functions $f$ which are measurable in the Kronecker factor, and one can establish (1) by a direct argument similar to that used in the introduction for linearly structured sets. This “hard” approach gives a bit more information; for instance, it can be used to show that the limit in (1) actually converges, so one can replace the $\liminf$ by a $\lim$.

It turns out that these arguments extend (with some non-trivial effort) to the case of higher $k$. For sake of exposition let us just discuss the $k = 4$ case, though most of the assertions here extend to higher $k$. We wish to prove that

$$\liminf_{N \to \infty} \mathbb{E}_{1 \leq n \leq N} \int_X f T^n f T^2n T^3n f d\mu > 0$$

whenever $f$ is bounded, non-negative, and has positive integral. Here, it turns out that we must strengthen the notion of pseudorandomness (and hence generalize the notion of structure); linear pseudorandomness is no longer sufficient to imply negligibility. For instance, let $f$ be a quadratic eigenfunction, in the sense that $Tf = \lambda f$, where $\lambda$ is no longer constant but is itself a linear eigenfunction, thus $T\lambda = c\lambda$ for some constant $c$. As an example, if $X = (\mathbb{R}/\mathbb{Z})^2$ with the skew shift $T(x, y) = (x + \alpha, y + x)$ for some fixed number $\alpha$, then the function $f(x, y) = e^{2\pi i y}$ is a quadratic eigenfunction but not a linear one. Typically such quadratic eigenfunctions will be linearly pseudorandom, but if $|\lambda| = |c| = 1$ (which is often the case) then we have the identity

$$\mathbb{E}_{1 \leq n \leq N} \int_X f T^n f T^2n f T^3n f d\mu = \int_X |f|^8 d\mu$$

and so we see that these functions can give non-trivial contributions to expressions such as (1). The correct notion of pseudorandomness is now quadratic pseudorandomness, by which we mean that

$$\lim_{H \to \infty} \lim_{N \to \infty} \mathbb{E}_{1 \leq n \leq N} \mathbb{E}_{1 \leq h \leq H} |\langle T^h f \bar{f}, T^n (T^h f \bar{f}) \rangle|^2 = 0.$$
Lemma 2.5 (Dichotomy between randomness and structure). Suppose that $f \in L^\infty(X)$ is not linearly pseudorandom. Then there exists a $\mathbb{Z}$-measurable function $g \in L^\infty(X)$ such that $\langle f, g \rangle \neq 0$.

which would imply

Proposition 2.6 (Asymptotic structure theorem). Let $f$ be bounded and non-negative, with positive integral. Then we can split $f = f_U + f_U^\perp$, where $f_U^\perp$ is bounded, non-negative, and $\mathbb{Z}_2$-measurable, with positive integral, and $f_U$ is quadratically pseudorandom.

This reduces the proof of (3) to that of $\mathbb{Z}_2$-measurable $f$. The existence of such a factor $\mathbb{Z}_2$ (which would be a characteristic factor for this average) is trivial to construct, as we could just take $\mathbb{Z}_2$ to be the entire $\sigma$-algebra, and it is in fact easy (via Zorn’s lemma) to show the existence of a "best" such factor, which embed into all other characteristic factors for this average (see [64]). Of course, for the concept of characteristic factor to be useful we would like $\mathbb{Z}_2$ to be smaller than this, and specifically for the functions in this factor to enjoy some structural properties. An obvious guess for $\mathbb{Z}_2$ would be the $\sigma$-algebra generated by all the linear and quadratic eigenfunctions, but this factor turns out to be a bit too small (see [14]; this is related to the example of the 2-step nilperiodic set in the introduction). A more effective candidate for $\mathbb{Z}_2$, analogous to the “soft” description of the Kronecker factor, is the space of all “quadratically almost periodic functions”. This concept is a bit tricky to define rigorously (see e.g. [13], [12], [54]), but roughly speaking, a function $f$ is linearly almost periodic if the orbit $\{T^n f : n \in \mathbb{Z}\}$ is precompact in $L^2(X)$ viewed as a Hilbert space, while a function $f$ is quadratically almost periodic if the orbit is precompact in $L^2(X)$ viewed as a Hilbert module over the Kronecker factor $L^\infty(\mathbb{Z}_1)$; this can be viewed as a matrix-valued (or more precisely compact operator-valued) extension of the concept of a quadratic eigenfunction. Another rough definition is as follows: a function $f$ is linearly almost periodic if $T^n f(x)$ is close to $f(x)$ for many constants $n$, whereas a function $f$ is quadratically almost periodic if $T^{n(x)} f(x)$ is close to $f(x)$ for a function $n(x)$ which is itself linearly almost periodic. It turns out that with this “soft” proposal for $\mathbb{Z}_2$, it is easy to prove Lemma 2.5 and hence Proposition 2.6, essentially by obtaining a “relative” version of the proof of Lemma 2.2. The derivation of (3) in this soft factor is slightly tricky though, requiring either van der Waerden’s theorem, or the color focusing argument used to prove van der Waerden’s theorem; see [11], [13], [12], [54].

More recently, a more efficient “hard” factor $\mathbb{Z}_2$ was constructed by Conze–Lesigne [7], Furstenberg–Weiss [14], and Host–Kra [38]; the analogous factors for
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3One can generalize this structure theorem to obtain similar characteristic factors $\mathbb{Z}_3, \mathbb{Z}_4$ for cubic pseudorandomness, quartic pseudorandomness, etc. Applying Zorn’s lemma, one eventually obtains the Furstenberg structure theorem, which decomposes any measure preserving system as a weakly mixing extension of a distal system, and thus decomposes any function as a distal function plus an “infinitely pseudorandom” error; see [13]. However this decomposition is not the most “efficient” way to prove Szemerédi’s theorem, as the notion of pseudorandomness is too strong, and hence the notion of structure too general. It does illustrate however that one does have considerable flexibility in where to draw the line between randomness and structure.
higher $k$ are more difficult to construct, but this was achieved by Host–Kra in [39], and also subsequently by Ziegler [64]. This factor yields more precise information, including convergence of the limit in (3). Here, the concept of a 2-step nilsystem is used to define structure. A 2-step nilsystem is a compact symmetric space $G/\Gamma$, with $G$ a 2-step nilpotent Lie group and $\Gamma$ a closed subgroup, together with a shift element $\alpha \in G$, which generates a shift $T(x\Gamma) := \alpha x\Gamma$. The factor $\mathbb{Z}_2$ constructed in these papers is then the inverse limit of a sequence of $\sigma$-algebras, on which the shift is equivalent to a 2-step nilsystem. This should be compared with the “hard” description of the Kronecker factor, which is the 1-step analogue of the above result.

Establishing the bound (3) then reduces to the problem of understanding the structure of arithmetic progressions $x\Gamma, \alpha x\Gamma, \alpha^2 x\Gamma, \alpha^3 x\Gamma$ on the nilsystem, which can be handled by algebraic arguments, for instance using the machinery of Hall–Petresco sequences [44].

The ergodic methods, while non-elementary and non-quantitative (though see [54]), have proven to be the most powerful and flexible approach to Szemerédi’s theorem, leading to many generalizations and refinements. However, it seems that a purely “soft” ergodic approach is not quite capable by itself of extending to the primes as in Theorem 1.2, though it comes tantalizingly close. In particular, one can use Theorem 2.1 and a variant of the Furstenberg correspondence principle to establish Theorem 1.2 when the set of primes $P$ is replaced by a random subset $\tilde{P}$ of the positive integers, with $n \in \tilde{P}$ with independent probability $1/\log n$ for $n > 1$; see [60]. Roughly speaking, if $A$ is a subset of $\tilde{P}$, the idea is to construct an abstract measure-preserving system generated by a set $\tilde{A}$, in which $\mu(T^{n_1} \tilde{A} \cap \cdots \cap T^{n_k} \tilde{A})$ is the normalized density of $(A+n_1) \cap \cdots \cap (A+n_k)$ for any $n_1, \ldots, n_k$. Unfortunately, this approach requires the ambient space $\tilde{P}$ to be extremely pseudorandom and does not seem to extend easily to the primes.

3. Fourier analysis

We now turn to a more quantitative approach to Szemerédi’s theorem, based primarily on Fourier analysis and arithmetic combinatorics. Here, one analyzes a set of integers $A$ finitarily, truncating to a finite setting such as the discrete integral $\mathbb{Z}/N\mathbb{Z}$, or the cyclic group $\mathbb{Z}/\mathbb{Z}$, and then testing the correlations of $A$ with linear phases such as $n \mapsto e^{2\pi i kn/N}$, quadratic phases $n \mapsto e^{2\pi i kn^2/N}$, or similar objects. This approach has lead to the best known bounds on Szemerédi’s theorem, though it has not yet been able to handle many of the generalizations of this theorem that can be treated by ergodic or graph-theoretic methods. In analogy with the ergodic arguments, the $k = 3$ case of Szemerédi’s theorem can be handled by linear Fourier analysis (as was done by Roth [50]), while the $k = 4$ case requires quadratic Fourier analysis (as was done by Gowers [19]), and so forth for higher order $k$ (see [20]). The Fourier analytic approach seems to be closely related to the theory of the “hard” characteristic
factors discovered in the ergodic theory arguments, although the precise nature of this relationship is still being understood.

It is convenient to work in a cyclic group \( \mathbb{Z}/N\mathbb{Z} \) of prime order. It can be shown via averaging arguments (see [63]) that Szemerédi’s theorem is equivalent to the following quantitative version:

**Theorem 3.1** (Szemerédi’s theorem, quantitative version). Let \( N > 1 \) be a large prime, let \( k \geq 3 \), and let \( 0 < \delta < 1 \). Let \( f : \mathbb{Z}/N\mathbb{Z} \to \mathbb{R} \) be a function with \( 0 \leq f(x) \leq 1 \) for all \( x \in \mathbb{Z}/N\mathbb{Z} \) and \( \mathbb{E}_{x \in \mathbb{Z}/N\mathbb{Z}} f(x) \geq \delta \). Then we have

\[
\mathbb{E}_{x, r \in \mathbb{Z}/N\mathbb{Z}} f(x) T^r f(x) \cdots T^{(k-1)r} f(x) \geq c(k, \delta)
\]

for some \( c(k, \delta) > 0 \) depending only on \( k \) and \( \delta \), where \( T^r f(x) := f(x + r) \) is the shift operator on \( \mathbb{Z}/N\mathbb{Z} \).

We remark that the Fourier-analytic arguments in Gowers [20] give the best known lower bounds on \( c(k, \delta) \), namely \( c(k, \delta) > 2^{-2^{k+9}} \) where \( c_k := 2^{2^{2k+9}} \). In the \( k = 3 \) case it is known that \( c(3, \delta) \geq \delta^{C/\delta^2} \) for some absolute constant \( C \), see [5]. A conjecture of Erdős and Turán [8] is roughly equivalent to asserting that \( c(k, \delta) > e^{C_k/\delta} \) for some \( C_k \). In the converse direction, an example of Behrend shows that \( c(3, \delta) \) cannot exceed \( e^{c \log^2(1/\delta)} \) for some small absolute constant \( c \), with similar results for higher values of \( k \); in particular, \( c(k, \delta) \) cannot be as large as any fixed power of \( \delta \). This already rules out a number of elementary approaches to Szemerédi’s theorem and suggests that any proof must involve some sort of iterative argument.

Let us first describe (in more “modern” language) Roth’s original proof [50] of Szemerédi’s theorem in the \( k = 3 \) case. We need to establish a bound of the form

\[
\mathbb{E}_{x, r \in \mathbb{Z}/N\mathbb{Z}} f(x) T^r f(x) T^{2r} f(x) \geq c(3, \delta) > 0
\]

(5)

when \( f \) takes values between 0 and 1 and has mean at least \( \delta \). As in the ergodic argument, we first look for a notion of pseudorandomness which will ensure that the average in (5) is negligible. It is convenient to introduce the *Gowers \( U^2(\mathbb{Z}/N\mathbb{Z}) \) uniformity norm* by the formula

\[
\|f\|_{U^2(\mathbb{Z}/N\mathbb{Z})}^4 := \mathbb{E}_{n \in \mathbb{Z}/N\mathbb{Z}} |\mathbb{E}_{x \in \mathbb{Z}/N\mathbb{Z}} f(x) T^n f(x) f(x)|^2,
\]

and informally refer to \( f \) as *linearly pseudorandom* (or *linearly Gowers-uniform*) if its \( U^2 \) norm is small; compare this with (2). The \( U^2 \) norm is indeed a norm; this can be verified either by several applications of the Cauchy–Schwarz inequality, or via the Fourier identity

\[
\|f\|_{U^2(\mathbb{Z}/N\mathbb{Z})}^4 = \sum_{\xi \in \mathbb{Z}/N\mathbb{Z}} |\hat{f}(\xi)|^4,
\]

where \( \hat{f}(\xi) := \mathbb{E}_{x \in \mathbb{Z}/N\mathbb{Z}} f(x) e^{-2\pi i x \xi / N} \) is the usual Fourier transform. Some further applications of Cauchy–Schwarz (or Plancherel’s theorem and Hölder’s inequality)
yields the generalized von Neumann theorem

\[ |E_{x,r \in \mathbb{Z}/N\mathbb{Z}, f_0(x)}T^r f_1(x)T^{2r} f_2(x)| \leq \min_{j=0,1,2} \|f_j\|_{U^2(\mathbb{Z}/N\mathbb{Z})} \tag{7} \]

whenever \( f_0, f_1, f_2 \) are bounded in magnitude by 1. Thus, as before, linearly pseudorandom functions give a small contribution to the average in (5), though now that we are in a finitary setting the contribution does not vanish completely.

The next step is to establish a dichotomy between linear pseudorandomness and some sort of usable structure. From (6) and Plancherel’s theorem we easily obtain the following analogue of Lemma 2.2:

**Lemma 3.2** (Dichotomy between randomness and structure). Suppose that the function \( f : \mathbb{Z}/N\mathbb{Z} \to \mathbb{C} \) is bounded in magnitude by 1 with \( \|f\|_{U^2(\mathbb{Z}/N\mathbb{Z})} \geq \eta \) for some \( 0 < \eta < 1 \). Then there exists a linear phase function \( \phi : \mathbb{Z}/N\mathbb{Z} \to \mathbb{R}/\mathbb{Z} \) (thus \( \phi(x) = \xi x / N + c \) for some \( \xi \in \mathbb{Z}/N\mathbb{Z} \) and \( c \in \mathbb{R}/\mathbb{Z} \)) such that \( |E_{x \in \mathbb{Z}/N\mathbb{Z}} f(x)e^{-2\pi i \phi(x)}| \geq \eta^2 \).

The next step is to iterate this lemma to obtain a suitable structure theorem. There are two slightly different ways to do this. Firstly there is the original density increment argument of Roth [50], which we sketch as follows. It is convenient to work on a discrete interval \([1, N/3]\), which we identify with a subset of \( \mathbb{Z}/N\mathbb{Z} \) in the obvious manner. Let \( f : [1, N/3] \to \mathbb{R} \) be a non-negative function bounded in magnitude by 1, and let \( \eta \) be a parameter to be chosen later. If \( f - E_{1 \leq x \leq N/3} f(x) \) is not linearly pseudorandom, in the sense that \( \|f - E_{1 \leq x \leq N/3} f(x)\|_{U^2(\mathbb{Z}/N\mathbb{Z})} \geq \eta \), then we apply Lemma 3.2 to obtain a correlation with a linear phase \( \phi \). An easy application of the Dirichlet approximation theorem then shows that one can partition \([1, N/3]\) into arithmetic progressions (of length roughly \( \eta^2 \sqrt{N} \)) on which \( \phi \) is essentially constant (fluctuating by at most \( \eta^2 / 100 \), say). A pigeonhole argument (exploiting the fact that \( f - E_{1 \leq x \leq N/3} f(x) \) has mean zero) then shows that on one of these progressions, say \( P \), \( f \) has significantly higher density than on the average, in the sense that \( E_{\chi \in P} f(x) \geq E_{x \in \mathbb{Z}/N\mathbb{Z}} f(x) + \eta^2 / 100 \). One can then apply an affine transformation to convert this progression \( P \) into another discrete interval \([1, \ldots, N'/3]\), where \( N' \) is essentially the square root of \( N \). One then iterates this argument until linear pseudorandomness is obtained (using the fact that the density of \( f \) cannot increase beyond 1), and one eventually obtains

**Theorem 3.3** (Local structure theorem). Let \( f : [1, N/3] \to \mathbb{R} \) be a non-negative function bounded by 1, and let \( \eta > 0 \). Then there exists a progression \( P \) in \([1, N/3]\) of length at least \( c(\eta)N^{c(\eta)} \) for some \( c(\eta) > 0 \), on which we have the splitting \( f = f_U + f_U \), where \( f_U := E_{\chi \in P} f(x) \geq E_{1 \leq x \leq N/3} f(x) \) is the mean of \( f \) on \( P \), and \( f_U \) is linearly pseudorandom in the sense that

\[ \|f_U\|_{U^2(\mathbb{Z}/M\mathbb{Z})} \leq \eta \]

where we identify \( P \) with a subset of a cyclic group \( \mathbb{Z}/M\mathbb{Z} \) of cardinality \( M \approx 3|P| \) in the usual manner.
More informally, any function will contain an arithmetic progression $P$ of significant size on which $f$ can be decomposed into a non-trivial structured component $f_U$ and a pseudorandom component $f_U$. In the language of the introduction, it is essentially saying that any dense set $A$ of integers will contain components which are dense pseudorandom subsets of long progressions. Once one has this theorem, it is an easy matter to establish Szemerédi’s theorem in the $k=3$ case. Indeed, if $A \subseteq \mathbb{Z}$ has upper density greater than $\delta$, then we can find arbitrarily large primes $N$ such that $|A \cap [1,N/3]| \geq \delta N/3$. Applying Theorem 3.3 with $\eta := \delta^3/100$, and $f$ equal to the indicator function of $A \cap [1,N/3]$, we can find a progression $P$ in $\{1, \ldots, N/3\}$ of length at least $c(\delta)N^{c(\delta)}$ on which $E_x \in P f(x) \geq \delta$ and $f - E_x \in P f(x)$ is linearly pseudorandom in the sense of Theorem 3.3. It is then an easy matter to apply the generalized von Neumann theorem to show that $A \cap P$ contains many arithmetic progressions of length three (in fact it contains $\gg \delta^3 |P|^3$ such progressions). Letting $N$ (and hence $|P|$) tend to infinity we obtain Szemerédi’s theorem in the $k=3$ case. An averaging argument of Varnavides [63] then yields the more quantitative version in Theorem 3.1 (but with a moderately bad bound for $c(3,\delta)$, namely $c(3,\delta) = 2^{-2C/\delta C}$ for some absolute constant $C$).

A more refined structure theorem was given in [23] (see also [35]), which was termed an “arithmetic regularity lemma” in analogy with the Szemerédi regularity lemma which we discuss in the next section. That theorem has similar hypotheses to Theorem 3.3, but instead of constructing a single progression on $P$ on which one has pseudorandomness, one partitions $[1, N/3]$ into many long progressions\footnote{Actually, for technical reasons it is more efficient to replace the notion of an arithmetic progression by a slightly different object known as a Bohr set; see [23], [35] for details.}, where on most of which the function $f$ becomes linearly pseudorandom (after subtracting the mean). A related structure theorem (with a more “ergodic” perspective) was also given in [56]. Here we give an alternate approach based on Fourier expansion and the pigeonhole principle. Observe that for any $f: \mathbb{Z}/N\mathbb{Z} \rightarrow \mathbb{C}$ and any threshold $\lambda$ we have the Fourier decomposition $f = f_U^\perp + f_U$, where the “structured” component $f_U^\perp := \sum_{\xi : |\hat{f}(\xi)| \geq \lambda} \hat{f}(\xi)e^{2\pi i x/\xi/N}$ contains all the significant Fourier coefficients, and the “pseudorandom” component $f_U := \sum_{\xi : |\hat{f}(\xi)| \leq \lambda} \hat{f}(\xi)e^{2\pi i x/\xi/N}$ contains all the small Fourier coefficients. Using Plancherel’s theorem one can easily establish

**Theorem 3.4 (Weak structure theorem).** Let $f: \mathbb{Z}/N\mathbb{Z} \rightarrow \mathbb{C}$ be a function bounded in magnitude by 1, and let $0 < \lambda < 1$. Then we can split $f = f_U^\perp + f_U$, where $f_U^\perp$ is the linear combination of at most $O(1/\lambda^2)$ linear phase functions $x \mapsto e^{2\pi i x/\xi/N}$, and $f_U$ is linearly pseudorandom in the sense that $\|f_U\|_{U^2(\mathbb{Z}/N\mathbb{Z})} \leq \lambda$. This theorem asserts that an arbitrary bounded function only has a bounded amount of significant linear Fourier-analytic structure; after removing this bounded amount of structure, the remainder is linearly pseudorandom.

This theorem, while simple to state and prove, has two weaknesses which make it unsuitable for such tasks as counting progressions of length three. Firstly, even
though \( f \) is bounded by 1, the components \( f_U, f_U \) need not be. Related to this, if \( f \) is non-negative, there is no reason why \( f_U, f_U \) should be non-negative also. Secondly, the pseudorandomness control on \( f \) is not very good when compared against the complexity of \( f_U \) (i.e. the number of linear exponentials needed to describe \( f_U \)). In practice, this means that any control one obtains on the structured component of \( f \) will be dominated by the errors one has to concede from the pseudorandom component. Fortunately, both of these defects can be repaired, the former by a Fejér summation argument, and the latter by a pigeonhole argument (which introduces a second error term \( f_S \), which is small in \( L^2 \) norm). More precisely, we have

**Theorem 3.5 (Strong structure theorem).** Let \( f : \mathbb{Z}/N\mathbb{Z} \to \mathbb{R} \) be a non-negative function bounded by 1, and let \( 0 < \varepsilon < 1 \). Let \( F : \mathbb{N} \to \mathbb{N} \) be an arbitrary increasing function (e.g. \( F(n) = 2^{2^n} \)). Then there exists an integer \( T = O_{F, \varepsilon}(1) \) and a decomposition \( f = f_U + f_S + f_U \), where \( f_U \) is the linear combination of at most \( T \) linear phase functions, \( f_U \) is linearly pseudorandom in the sense that \( \| f_U \|_{U^2(\mathbb{Z}/N\mathbb{Z})} = O(1/F(T)) \), and \( f_S \) is small in the sense that \( \| f_S \|_{L^2(\mathbb{Z}/N\mathbb{Z})} := (E_{n \in \mathbb{Z}/N\mathbb{Z}} |f_S(n)|^2)^{1/2} = O(\varepsilon) \). Furthermore, \( f_U, f_U \) are bounded in magnitude by 1. Also, \( f_U, f_U \) are non-negative with the same mean as \( f \). This theorem can be proven by adapting arguments from [26], [35], or [56]; we omit the details. Note that we have the freedom to set the growth function \( F \) arbitrarily fast in the above proposition; this corresponds roughly speaking to the fact that in the ergodic counterpart to this structure theorem (Proposition 2.4) the pseudorandom error \( f_U \) has asymptotically vanishing Gowers \( U^2 \) norm. One can view \( f_U \) as a “coarse” Fourier approximation to \( f \), and \( f_U + f_S \) as a “fine” Fourier approximation to \( f \); this perspective links this proposition with the graph regularity lemmas that we discuss in the next section.

Theorem 3.5 can be used to deduce the structure theorems in [23], [56], [35], while a closely related result was also established in [4]. It can also be used to directly derive the \( k = 3 \) case of Theorem 3.1, as follows. Let \( f \) be as in that proposition, and let \( \varepsilon := \delta^3/100 \). We apply Theorem 3.5 to decompose \( f = f_U + f_S + f_U \). Because \( f_U \) has only \( T \) Fourier exponentials, it is easy to see that \( f_U \) is almost periodic, in the sense that \( \| T^n f_U \|_{L^2(\mathbb{Z}/N\mathbb{Z})} \leq \varepsilon \) for at least \( \sigma(\varepsilon, T)N \) values of \( n \in \mathbb{Z}/N\mathbb{Z} \), for some \( \sigma(\varepsilon, T) > 0 \). For such values of \( n \), one can easily verify that

\[
E_{x \in \mathbb{Z}/N\mathbb{Z}} f_U(x) T^n f_U(x) T^{2n} f_U(x) \geq \delta^3/2.
\]

Because \( f_S \) is small, we can also deduce that

\[
E_{x \in \mathbb{Z}/N\mathbb{Z}} (f_U + f_S)(x) T^n (f_U + f_S)(x) T^{2n} (f_U + f_S)(x) \geq \delta^3/4
\]

for these values of \( n \). Averaging in \( n \) (and taking advantage of the non-negativity of \( f_U + f_S \)) we conclude that

\[
E_{x, n \in \mathbb{Z}/N\mathbb{Z}} (f_U + f_S)(x) T^n (f_U + f_S)(x) T^{2n} (f_U + f_S)(x) \geq \delta^3 \sigma(\varepsilon, T)/4.
\]
Adding in the pseudorandom error $f_U$ using the generalized von Neumann theorem (7), we conclude that

$$E_{x,n \in \mathbb{Z}/N\mathbb{Z}} f(x) T^n f(x) T^{2n} f(x) \geq \delta^3 \sigma(\varepsilon, T)/4 - O(1/F(T)).$$

If we choose $F$ to be sufficiently rapidly growing depending on $\delta$ and $\varepsilon$, we can absorb the error term in the main term and conclude that

$$E_{x,n \in \mathbb{Z}/N\mathbb{Z}} f(x) T^n f(x) T^{2n} f(x) \geq \delta^3 \sigma(\varepsilon, T)/8.$$

Since $T = O_F(1) = O_\delta(1)$, we obtain the $k = 3$ case of Theorem 3.1 as desired.

Roth’s original Fourier-analytic argument was published in 1953. But the extension of this Fourier argument to the $k > 3$ case was not achieved until the work of Gowers [19], [20] in 1998. For simplicity we once again restrict attention to the $k = 4$ case, where the theory is more complete. Our objective is to show

$$E_{x,r \in \mathbb{Z}/N\mathbb{Z}} f(x) T^r f(x) T^{2r} f(x) T^{3r} f(x) \geq c(4, \delta) > 0$$

whenever $f$ is non-negative, bounded by 1, and has mean at least $\delta$. There are some significant differences between this case and the $k = 3$ case (5). Firstly, linear pseudorandomness is not enough to guarantee that a contribution to (8) is negligible: for instance, if $f(x) := e^{2\pi i \xi x^2/N}$, then

$$E_{x,r \in \mathbb{Z}/N\mathbb{Z}} f(x) T^r f(x) T^{2r} f(x) T^{3r} f(x) = 1$$

despite $f$ being very linearly pseudorandom (the $U^2$ norm of $f$ is $N^{-1/4}$); compare this example with (4). One must now utilize some sort of “quadratic Fourier analysis" in order to capture the correct concept of pseudorandomness and structure. Secondly, the Fourier-analytic arguments must now be supplemented by some results from arithmetic combinatorics (notably the Balog–Szemerédi theorem, and results related to Freiman’s inverse sumset theorem) in order to obtain a usable notion of quadratic structure. Finally, as in the ergodic case, one cannot rely purely on quadratic phase functions such as $e^{2\pi i (\xi x^2 + \eta x)/N}$ to generate all the relevant structured objects, and must also consider generalized quadratic objects such as locally quadratic phase functions, 2-step nilsequences (see below), or bracket quadratic phases such as $e^{2\pi i \sqrt{2} \phi n \sqrt{3} n}$.

Let us now briefly sketch how the theory works in the $k = 4$ case. The correct notion of pseudorandomness is now given by the Gowers $U^3$ uniformity norm, defined by

$$\|f\|_{U^3(\mathbb{Z}/N\mathbb{Z})}^8 := E_{n \in \mathbb{Z}/N\mathbb{Z}} \|T^n f T^{2n} f T^{3n} f\|_{U^2(\mathbb{Z}/N\mathbb{Z})}^4.$$ 

This norm measures the extent to which $f$ behaves quadratically; for instance, if $f = e^{2\pi i P(x)/N}$ for some polynomial $P$ of degree $k$ in the finite field $\mathbb{Z}/N\mathbb{Z}$, then one can verify that $\|f\|_{U^3(\mathbb{Z}/N\mathbb{Z})} = 1$ if $P$ has degree at most 2, but (using the Weil
estimates) we have \( \| f \|_{U^3(\mathbb{Z}/N\mathbb{Z})} = O_k(N^{-1/16}) \) if \( P \) has degree \( k > 2 \). Repeated application of Cauchy–Schwarz then yields the generalized von Neumann theorem

\[
|E_{x,r \in \mathbb{Z}/N\mathbb{Z}} f_0(x)T^r f_1(x)T^{2r} f_2(x)T^{3r} f_3(x)| \leq \min_{0 \leq j \leq 3} \| f_j \|_{U^3(\mathbb{Z}/N\mathbb{Z})} \tag{9}
\]

whenever \( f_0, f_1, f_2, f_3 \) are bounded in magnitude by 1. The next step is to establish a dichotomy between quadratic structure and quadratic pseudorandomness in the spirit of Lemma 3.2. In the original work of Gowers [19], it was shown that a function which was not quadratically pseudorandom had local correlation with quadratic phases on medium-length arithmetic progressions. This result (when combined with the density increment argument of Roth) was already enough to prove (8) with a reasonable bound on \( c(4, \delta) \) (basically of the form \( 1/\exp(\exp(\delta^{-C})) \)); see [19], [20]. Building upon this work, a stronger dichotomy, similar in spirit to Lemma 2.5, was established in [29]. Here, a number of essentially equivalent formulations of quadratic structure were established, but the easiest to state (and the one which generalizes most easily to higher \( k \)) is that of a (basic) 2-step nilsequence, which can be viewed as a notion of “quadratic almost periodicity” for sequences. More precisely, a 2-step nilsequence a sequence of the form \( n \mapsto F(T^n x/\Gamma) \), where \( F \) is a Lipschitz function on a 2-step nilmanifold \( G/\Gamma \), \( x/\Gamma \) is a point in this nilmanifold, and \( T \) is a shift operator \( T : x/\Gamma \mapsto \alpha x/\Gamma \) for some fixed group element \( \alpha \in G \). We remark that quadratic phase sequences such as \( n \mapsto e^{2\pi i \alpha n^2} \) are examples of 2-step nilsequences, and generalized quadratics such as \( n \mapsto e^{2\pi i \lfloor \sqrt{2} n \rfloor \sqrt{3} n} \) can also be written (outside of sets of arbitrarily small density) as 2-step nilsequences.

**Lemma 3.6** (Dichotomy between randomness and structure [29]). Suppose that \( f : \mathbb{Z}/N\mathbb{Z} \to \mathbb{C} \) is bounded in magnitude by 1 with \( \| f \|_{U^3(\mathbb{Z}/N\mathbb{Z})} \geq \eta \) for some \( 0 < \eta < 1 \). Then there exists a 2-step nilsequence \( n \mapsto F(T^n x/\Gamma) \), where \( G/\Gamma \) is a nilmanifold of dimension \( O_\eta(1) \), and \( F \) is a bounded Lipschitz function \( G/\Gamma \) with Lipschitz constant \( O_\eta(1) \), such that \( |E_{1 \leq x \leq N} f(x)F(T^n x/\Gamma)| \geq c(\eta) \) for some \( c(\eta) > 1 \). (We identify the integers from 1 to \( N \) with \( \mathbb{Z}/N\mathbb{Z} \) in the usual manner.)

In fact the nilmanifold \( G/\Gamma \) constructed in [29] is of a very explicit form, being the direct sum of at most \( O_\eta(1) \) circles (which are one-dimensional), skew shifts (which are two-dimensional), and Heisenberg nilmanifolds (which are three-dimensional). The dimension \( O_\eta(1) \) is in fact known to be polynomial in \( \eta \), but the best bounds for \( c(\eta) \) are currently only exponential in nature. See [29] for further details and discussion.

The proof of Lemma 3.6 is rather lengthy but can be summarized as follows. If \( f \) has large \( U^3 \) norm, then by definition \( T^n f \bar{f} \) has large \( U^2 \) norm for many \( n \). Applying Lemma 3.2, this shows that for many \( n \), \( T^n f \bar{f} \) correlates with a linear phase function of some frequency \( \xi(n) \) (which can be viewed as a kind of “derivative” of the phase of \( f \) in the “direction” \( n \)). Some manipulations involving the Cauchy–Schwarz inequality then show that \( \xi(n) \) contains some additive structure (in that there are many quadruples
$n_1, n_2, n_3, n_4$ with $n_1 + n_2 = n_3 + n_4$ and $\xi(n_1) + \xi(n_2) = \xi(n_3) + \xi(n_4)$. Methods from additive combinatorics (notably the Balog–Szemerédi–Gowers theorem and Freiman's theorem, see e.g. [61]) are then used to “linearize” $\xi$, in the sense that $\xi(n)$ agrees with a (generalized) linear function of $n$ on a large (generalized) arithmetic progression. One then “integrates” this fact to conclude that $f$ itself correlates with a certain “anti-derivative” of $\xi(n)$, which is a (generalized) quadratic function on this progression. This in turn can be approximated by a 2-step nilsequence. For full details, see [29].

Thus, quadratic nilsequences are the only obstruction to a function being quadratically pseudorandom. This can be iterated to obtain structural results. The following “weak” structural theorem is already quite useful:

**Theorem 3.7** (Weak structure theorem [35]). Let $f : \mathbb{Z}/N\mathbb{Z} \to \mathbb{C}$ be a function bounded in magnitude by 1, and let $0 < \lambda < 1$. Then we can split $f = f_{U\perp} + f_U$, where $f_{U\perp}$ is a 2-step nilsequence given by a nilmanifold of dimension $O_\lambda(1)$ and by a bounded Lipschitz function $F$ with Lipschitz constant $O_\lambda(1)$, and $f_U$ is quadratically pseudorandom in the sense that $\|f_U\|_{U^3(\mathbb{Z}/N\mathbb{Z})} \leq \lambda$. Furthermore, $f_{U\perp}$ is non-negative, bounded by 1, and has the same mean as $f$.

This is an analogue of Theorem 3.4, and asserts that any bounded function has only a bounded amount of quadratic structure, with the function becoming quadratically pseudorandom once this structure is subtracted. It cannot be proven in quite the same way as in Theorem 3.4, because we have no “quadratic Fourier inversion formula” that decomposes a function neatly into quadratic components (the problem being that there are so many quadratic objects that such a formula is necessarily overdetermined). However, one can proceed by a finitary analogue of the ergodic theory approach, known as an “energy increment argument”. In the ergodic setting, one uses all the quadratic objects to create a $\sigma$-algebra $\mathcal{Z}_2$, and sets $f_{U\perp}$ to be the conditional expectation of $f$ with respect to that $\sigma$-algebra. In the finitary setting, it turns out to be too expensive to try to use all the 2-step nilsequences to create a $\sigma$-algebra. However, by adopting a more adaptive approach, selecting only those 2-step nilsequences which have some significant correlation with $f$ (or some component of $f$), one can obtain the above theorem; we omit the details.

It is likely that quantitative versions of this structure theorem will improve the known bounds on Szemerédi’s theorem in the $k = 4$ case; see [32], [33], [34]. A closely related version of this argument was also essential in establishing Theorem 1.2, see Section 5 below.

### 4. Graph theory

We now turn to the third major line of attack to Szemerédi’s theorem, based on graph theory (and hypergraph theory), and which is perhaps the purest embodiment of the strategy of exploiting the dichotomy between randomness and structure. For graphs,
the relevant structure theorem is the Szemerédi regularity lemma, which was developed in [53] in the original proof of Szemerédi’s theorem, and has since proven to have many further applications in graph theory and computer science; see [41] for a survey. More recently, the analogous regularity lemma for hypergraphs have been developed in [21], [46], [47], [48], [49], [58]. Roughly speaking, these very useful lemmas assert that any graph (binary relation) or hypergraph (higher order relation), no matter how complex, can be modelled effectively as a pseudorandom sub(hyper)graph of a finite complexity (hyper)graph. Returning to the setting of the introduction, the graph regularity lemma would assert that there exists a colouring of the integers into finitely many colours such that relations such as \( x - y \in A \) can be viewed approximately as pseudorandom relations, with the “probability” of the event \( x - y \in A \) depending only on the colour of \( x \) and \( y \).

The strategy of the graph theory approach is to abstract away the arithmetic structure in Szemerédi’s theorem, converting the problem to one of finding solutions to an abstract set of equations, which can be modeled by graphs or hypergraphs. As before, we first illustrate this with the simple case of the \( k = 3 \) case of Szemerédi’s theorem, which we will take in the form of Theorem 3.1. For simplicity we specialize to the case when \( f \) is the indicator function of a set \( A \) (which thus has density at least \( \delta \) in \( \mathbb{Z}/N\mathbb{Z} \)); it is easy to see (e.g. by probabilistic arguments) that this special case in fact implies the general case. The key observation is that the problem of locating an arithmetic progression of length three can be recast as the problem of solving three constraints in three unknowns, where each constraint only involves two of the unknowns. Specifically, if \( x, y, z \in \mathbb{Z}/N\mathbb{Z} \) solve the system of constraints

\[
\begin{align*}
y + 2z &\in A \\
-x + z &\in A \\
-2x - y &\in A
\end{align*}
\] (10)

then \( y + 2z, -x + z, -2x - y \) is an arithmetic progression of length three in \( A \). Conversely, each such progression comes from exactly \( N \) solutions to (10). Thus, it will suffice to show that there are at least \( c(3, \delta)N^3 \) solutions to (10). Note that we already can construct at least \( \delta N^3 \) “trivial solutions” to (10), in which \( y + 2z = -x + z = -2x + y \) is an element of \( A \). Furthermore, these trivial solutions \((x, y, z)\) are “edge-disjoint” in the sense that no two of these solutions share more than one value in common (i.e. if \((x, y, z)\) and \((x', y', z')\) are distinct trivial solutions then at most one of \( x = x', y = y', z = z' \) are true). It turns out that these trivial solutions automatically generate a large number of non-trivial solutions to (10) – without using any further arithmetic structure present in these constraints. Indeed, the claim now follows from the following graph-theoretical statement.

**Lemma 4.1** (Triangle removal lemma [51]). For every \( 0 < \delta < 1 \) there exists \( 0 < \sigma < 1 \) with the following property. Let \( G = (V, E) \) be an (undirected) graph with \( |V| = N \) vertices which contains fewer than \( \sigma N^3 \) triangles. Then it is possible to remove \( O(\delta N^2) \) edges from \( G \) to create a graph \( G' \) which contains no triangles whatsoever.
To see how the triangle removal lemma implies the claim, consider a vertex set \( V \) which consists of three copies \( V_1, V_2, V_3 \) of \( \mathbb{Z}/N\mathbb{Z} \) (so \(|V| = 3N|\)), and consider the tripartite graph \( G = (V, E) \) whose edges are of the form

\[
E = \{(y, z) \in V_2 \times V_3 : y + 2z \in A\} \cup \{(x, z) \in V_1 \times V_3 : -x + z \in A\} \cup \{(x, y) \in V_1 \times V_2 : -2x - y \in A\}.
\]

One can think of \( G \) as a variant of the Cayley graph for \( A \). Observe that solutions to (10) are in one-to-one correspondence with triangles in \( G \). Furthermore, the \( \delta N^2 \) trivial solutions to (10) correspond to \( \delta N^2 \) edge-disjoint triangles in \( G \). Thus to delete all the triangles one needs to remove at least \( \delta N^2 \) edges. Applying Lemma 4.1 in the contrapositive (adjusting \( N, \delta, \sigma \) by constants such as 3 if necessary), we see that \( G \) contains at least \( \sigma N^3 \) triangles for some \( \sigma = \sigma(\delta) > 0 \), and the claim follows.

The only known proof of the triangle removal lemma proceeds by a structure theorem for graphs known as the Szemerédi regularity lemma. In order to emphasize the similarities between this approach and the previously discussed approaches, we shall not use the standard formulation of this lemma, but instead use a more recent formulation from [57], [58] (see also [1], [45]), which replaces graphs with functions, and then obtains a structure theorem decomposing such functions into a structured (finite complexity) component, a small component, and a pseudorandom (regular) component. More precisely, we work with functions \( f : V \times V \to \mathbb{R} \); this can be thought of as a weighted, directed generalization of a graph on \( V \) in which every edge \((x, y)\) is assigned a real-valued weight \( f(x, y) \). The first step is to define a notion of pseudorandomness. For graphs, this concept is well understood. There are many equivalent formulations of this concept (see [6]), but we shall adopt one particularly close to the analogous concepts in previous sections, by introducing the Gowers \( \Box^2 \) cube norm as

\[
\|f\|_{\Box^2}^2 := \mathbb{E}_{x, y, x', y' \in V} f(x, y)f(x, y')f(x', y)f(x', y');
\]

when \( f \) is the incidence function of a graph, the right-hand side essentially counts the number of 4-cycles in that graph. Again, one can use the Cauchy–Schwarz inequality to establish that the \( \Box^2 \) norm is indeed a norm; alternatively, one can use spectral theory and observe that the \( \Box^2 \) norm is essentially the Schatten-von Neumann \( p \)-norm of \( f \) with \( p = 4 \). We refer to \( f \) as pseudorandom if its \( \Box^2 \) norm is small. By two applications of Cauchy–Schwarz we have the generalized von Neumann inequality

\[
|\mathbb{E}_{x, y, z \in V} f(x, y)g(y, z)h(z, x)| \leq \min(\|f\|_{\Box^2}, \|g\|_{\Box^2}, \|h\|_{\Box^2})
\]

whenever \( f, g, h \) are bounded in magnitude by 1 (note that this generalizes (5)).

The next step, as before, is to establish a dichotomy between pseudorandomness and structure. The analogue of Lemma 2.2 or Lemma 3.2 is

**Lemma 4.2 (Dichotomy between randomness and structure).** Suppose that \( f : V \times V \to \mathbb{R} \) is bounded in magnitude by 1 with \( \|f\|_{\Box^2(\mathbb{Z}/N\mathbb{Z})} \geq \eta \) for some \( 0 < \eta < 1 \).
Then there exists sets $A, B \subset V$ such that $|E_{x,y \in V} f(x,y) 1_A(x)1_B(y)| \geq \eta^4/4$. Here $1_A(x)$ denotes the indicator function of $A$ (thus $1_A(x) = 1$ if $x \in A$ and $1_A(x) = 0$ otherwise).

This lemma follows from an easy application of the pigeonhole principle and is omitted. One can iterate it (by an energy increment argument, as in Theorem 3.7) to obtain a weak version of the Szemerédi regularity lemma:

**Theorem 4.3** (Weak structure theorem [10]). Let $f : V \times V \to \mathbb{R}$ be a non-negative function bounded by 1, and let $\epsilon > 0$. Then we can decompose $f = f_{U\perp} + f_{U}$, where $f_{U\perp} = \mathbf{E}(f|Z \otimes Z)$, $Z$ is a $\sigma$-algebra of $V$ generated by at most $2/\epsilon$ sets, and $\|f_{U}\|_{L^2} \leq \epsilon$.

As with Theorem 3.4, the above theorem is too weak to be of much use, because the control one has on the pseudorandomness of $f_{U\perp}$ is fairly poor compared to the control on the complexity of $f_{U\perp}$. The following strong version of the regularity lemma is far more useful (compare with Theorem 3.5):

**Theorem 4.4** (Strong structure theorem [57]). Let $f : V \times V \to \mathbb{R}$ be a non-negative function bounded by 1, and let $\epsilon > 0$. Let $F : \mathbb{N} \to \mathbb{N}$ be an arbitrary increasing function (e.g. $F(n) = 2^{2n}$). Then there exists an integer $T = O_{F, \epsilon}(1)$ and a decomposition $f = f_{U\perp} + f_{S} + f_{U}$, where $f_{U\perp} = \mathbf{E}(f|Z \otimes Z)$, $Z$ is generated by at most $T$ sets in $V$, $f_{U}$ is pseudorandom in the sense that $\|f_{U}\|_{L^2} = O(1/F(T))$, and $f_{S}$ is small in the sense that $\|f_{S}\|_{L^2(V \times V)} := (\mathbf{E}_{x,y \in V}|f_{S}(x,y)|^2)^{1/2} = O(\epsilon)$.

Furthermore, $f_{U\perp}, f_{U}$ are bounded in magnitude by 1. Also, $f_{U\perp}$ and $f_{U\perp} + f_{S}$ are non-negative and bounded by 1.

One can view $f_{U\perp}$ as a “coarse” approximation to $f$, as it is measurable with respect to a fairly low-complexity $\sigma$-algebra, and $f_{U\perp} + f_{S} = \mathbf{E}(f|Z^{(u)} \otimes Z^{(u')})$ as a “fine” approximation to $f$, which is considerably more complex but is also a far better approximation to $f$, in fact the accuracy of the fine approximation exceeds the complexity of the coarse approximation by any specified growth function $F$. Also, the difference between the coarse and fine approximations is controlled by an arbitrarily small constant $\epsilon$.

Theorem 4.4 already easily implies the Szemerédi regularity lemma in its traditional formulation; see [57]. It also implies Lemma 4.1, similar to how Theorem 3.5 implies the $k = 3$ version of Szemerédi’s theorem; we omit the standard details.

As in the other two approaches, the above arguments extend (with some additional difficulties) to higher values of $k$. Again we restrict attention to the $k = 4$ case for simplicity. To locate a progression of length four in a set $A \subset \mathbb{Z}/N\mathbb{Z}$ is now equivalent to solving the system of constraints

$$
\begin{align*}
y + 2z + 3w & \in A \\
x + z + 2w & \in A \\
-2x - y + w & \in A \\
-3x - 2y - z & \in A.
\end{align*}
$$
This in turn follows from a hypergraph analogue of the triangle removal lemma. Define a 3-uniform hypergraph to be a pair \( H = (V, E) \) where \( V \) is a finite set of vertices and \( E \) is a finite set of unordered triplets \((x, y, z)\) in \( V \), which we refer to as the edges of \( H \). Define a tetrahedron in \( H \) to be a quadruple \((x, y, z, w)\) of vertices such that all four triplets \((x, y, z)\), \((y, z, w)\), \((z, w, x)\), \((w, x, y)\) are edges of \( H \).

**Lemma 4.5** (Tetrahedron removal lemma [9]). For every \( 0 < \delta < 1 \) there exists \( 0 < \sigma < 1 \) with the following property. Let \( H = (V, E) \) be a 3-uniform hypergraph graph with \( |V| = N \) vertices which contains fewer than \( \sigma N^4 \) tetrahedra. Then it is possible to remove \( O(\delta N^3) \) edges from \( H \) to create a hypergraph \( H' \) which contains no tetrahedra whatsoever.

Letting \( f \) be the indicator function of \( H \), we now have a situation where

\[
E_{x, y, z, w \in V} f(x, y, z) f(y, z, w) f(z, w, x) f(w, x, y) \leq \sigma
\]

and we need to remove some small components from \( f \) so that this average now vanishes completely. Again, the key step here is to obtain a structure theorem that decomposes \( f \) into structured parts, small errors, and pseudorandom errors. The notion of pseudorandomness is now captured by the Gowers \( \Box^3 \) cube norm, defined by

\[
\|f\|_{\Box^3}^8 := E_{x, y, z, x', y', z' \in V} f(x, y, z) \ldots f(x', y', z')
\]

where the product is over the eight values of \( f \) with first co-ordinate \( x \) or \( x' \), second co-ordinate \( y \) or \( y' \), and third co-ordinate \( z \) or \( z' \). In the case when \( f \) is the indicator function of a hypergraph \( H \), this norm essentially counts the number of octahedra present in \( H \). One can obtain a strong structure theorem analogous to Theorem 4.4, but with one significant difference. In Theorem 4.4, the structured component \( f_{U \perp}(x, y) \) can be broken up into a small number of components which are of the form \( 1_A(x)1_B(y) \). In the 3-uniform hypergraph analogue of Theorem 4.4, the structured component \( f_{U \perp}(x, y, z) \) will be broken up into a small number of components of the form \( 1_A(x, y)1_B(y, z)1_C(z, x) \). It turns out that in order to conclude the proof of Lemma 4.5, this structural decomposition is not sufficient by itself; one must also turn to the functions \( 1_A(x, y), 1_B(y, z), 1_C(z, x) \) generated by this structure theorem and decompose them further, essentially by invoking Theorem 4.4. This leads to some technical complications in the argument, although this approach to Szemerédi’s theorem is still the most elementary and self-contained. See [21], [46], [47], [48], [49], [58] for details.

5. The primes

Having surveyed the three major approaches to Szemerédi’s theorem, we now turn to the question of counting progressions in the primes (or in dense subsets of the primes). The major new difficulty here, of course, is that the primes have asymptotically zero
density rather than positive density, and even the most recent quantitative bounds on Szemerédi’s theorem (see the discussion after Theorem 3.1) are not strong enough by themselves to overcome the “thinness” of the primes. However, it turns out that the primes (and functions supported on the primes) are still within the range of applicability of structure theorems. For instance, to oversimplify dramatically, the structure theorem in [27] essentially\(^5\) represents the primes (or any dense subset of the primes) as a (sparse) pseudorandom subset of a set of positive density. Since sets of positive density already contain many progressions thanks to Szemerédi’s theorem, it turns out that enough of these progressions survive when passing to a pseudorandom subset that one can conclude Theorem 3.1.

Interestingly, Theorem 1.2 can be tackled by (quantitative) ergodic methods, by Fourier-analytic methods, and by graph-theoretic methods, with the three approaches leading to slightly different results. For instance, the establishment of infinitely many progressions of length three in the primes by van der Corput [62] was Fourier-analytic, as was the corresponding statement for dense subsets of the primes (i.e. the \(k = 3\) case of Theorem 1.2), proven 76 years later by Green [22]. The argument in [27] which proves Theorem 1.2 in full combines ideas from all three approaches, but is closest in spirit to the ergodic approach, albeit set in the finitary context of a cyclic group \(\mathbb{Z}/N\mathbb{Z}\) rather than on an infinitary measure space. The argument in [59], which shows that the Gaussian primes (or any dense subset thereof) contains infinitely many constellations of any prescribed shape, and can be viewed as a two-dimensional analogue of Theorem 1.2, was proven via the (hyper)graph-theoretical approach. Finally, a more recent argument in [30], [31], in which precise asymptotics for the number of progressions of length four in the primes are obtained, as well as a “quadratic pseudorandomness” estimate on a renormalized counting function for the primes, proceeds by returning back to the original Fourier-analytic approach, but now using quadratic Fourier-analytic tools (Lemma 3.6 and Theorem 3.7) rather than linear ones.

As mentioned in the introduction, these results are discussed in other surveys [42], [25], [55], [56], [37], and we will only sketch some highlights here. In all the results, the strategy is to try to isolate the “structured” component of the primes from the “pseudorandom” component. There is some obvious structure present in the primes; for instance, they are almost all odd, they are almost all coprime to three, and so forth. This obvious structure can be normalized away fairly easily. For instance, to remove the bias the primes have towards being odd, one can replace the primes \(P = \{2, 3, 5, \ldots \}\) with the renormalized set \(P_{2,1} := \{n : 2n + 1 \text{ prime}\} = \{1, 2, 3, 5, \ldots \}\). Each arithmetic progression in \(P_{2,1}\) clearly induces a corresponding progression in \(P\),

\(^5\)This is a gross oversimplification. The precise statement is that after eliminating obvious irregularities in the primes caused by small residue classes, and excluding a small and technical exceptional set, a normalized counting function on the primes can be decomposed as a bounded function (which is thus spread out over a set of positive density), plus a pseudorandom error. Ignoring the initial elimination of obvious irregularities and the exceptional set, and pretending the bounded function was the indicator function of a positive density set \(A\), one recovers the interpretation of the primes as a sparse pseudorandom subset of \(A\).
but the set \( P_{2,1} \) has no bias modulo 2. More generally, to reduce all the bias present in residue classes mod \( p \) for all \( p < w \) (where \( w \) is a medium-sized parameter to be chosen later), one can work with a set \( P_{W,b} := \{ n : Wn + b \text{ prime} \} \), where \( W \) is the product of all the primes less than \( w \) and \( 1 \leq b < W \) is a number coprime to \( W \). This “\( W \)-trick” allows for some technical simplifications.

Next, it is convenient not to work with the primes as a set, but rather as a renormalized counting function. One convenient choice is the von Mangoldt function \( \Lambda(n) \), defined as \( \log p \) if \( n \) is a power of a prime \( p \) and 0 otherwise. Actually, because of the \( W \)-trick, it is better to consider a renormalized von Mangoldt function such as \( \Lambda_{W,b}(n) := \frac{W}{\phi(W)} \Lambda(Wn + b) \), where \( \phi(W) \) is the Euler totient function of \( W \). The prime number theorem in arithmetic progressions asserts that the asymptotic average value of \( \Lambda_{W,b}(n) \) is equal to 1. To establish progressions of length \( k \) in the primes, it suffices to obtain a nontrivial lower bound for the asymptotic value of the average

\[
E_{1 \leq n, r \leq N} \Lambda_{W,b}(n) \Lambda_{W,b}(n + r) \ldots \Lambda_{W,b}(n + (k - 1)r).
\]  

(13)

In fact this quantity is conjectured to asymptotically equal 1 as \( W, N \to \infty \), with \( W \) growing much slower than \( N \) (a special case of the Hardy–Littlewood prime tuples conjecture); the intuition is that by removing all the bias present in the small residue classes, we have eliminated all the “obvious” structure in the primes, and the renormalized function \( \Lambda_{W,b} \) should now fluctuate pseudorandomly around its mean value 1. However, this conjecture has only been verified in the cases \( k = 3, 4 \) (leading to an asymptotic count for the number of progressions of primes of length \( k \) less than a large number \( N \)); for the cases \( k > 4 \) we only have a lower bound of \( c(k) \) for some small \( c(k) > 0 \).

Let us cheat slightly by pretending that \( \Lambda_{W,b} \) is a function on the cyclic group \( \mathbb{Z}/N\mathbb{Z} \) rather than on the integers \( \mathbb{Z} \); there are some minor technical truncation issues that need to be addressed to pass from one to the other but we shall ignore them here. In order to show that (13) is close to 1, an obvious way to proceed would be to establish some kind of pseudorandomness control on the deviation \( \Lambda_{W,b} - 1 \) from the mean, and then some sort of generalized von Neumann theorem to show that this deviation is negligible. Based on the experience with Szemerédi’s theorem, one would expect linear pseudorandomness to be the correct notion for \( k = 3 \), quadratic pseudorandomness for \( k = 4 \), and so forth. In the \( k = 3 \) case it is indeed a standard computation (using Vinogradov’s method, or a modern variant of that method such as the one based on Vaughan’s identity) to show that \( \Lambda_{W,b} - 1 \) is has small Fourier coefficients, which is a reasonable proxy for linear pseudorandomness; the point being that the \( W \)-trick has eliminated all the “major arcs” which would otherwise destroy the pseudorandomness. It then remains to obtain a generalized von Neumann theorem, similar to (7). In preceding sections, one was working with functions that were bounded (and hence square integrable), and one could obtain these theorems easily from Plancherel’s theorem. In the current setting, the \( L^2 \) estimates on \( \Lambda_{W,b} \) are unfavourable, and what one needs instead is some sort of \( L^p \) bound on the Fourier coefficients of \( \Lambda_{W,b} \) for some \( 2 < p < 3 \). This can be done by a more careful
application of Vinogradov’s method, but can also be achieved using harmonic analysis methods arising from restriction theory; see [22], [28]. The key new insight here is that while the Fourier coefficients of $\Lambda_{W,b}$ are difficult to understand directly, one can majorize $\Lambda_{W,b}$ pointwise by (a constant multiple of) a much better behaved function $\nu$ of comparable size, whose Fourier coefficients are much easier to obtain bounds for (indeed $\nu$ is essentially linearly pseudorandom once one subtracts off its mean, which is essentially 1). This “enveloping sieve” $\nu$ is essentially the Selberg upper bound sieve, and can be viewed as a “smoothed out” version6 of $\Lambda_{W,b}$. Restriction theory (related to the method of the large sieve) is then used to pass from Fourier control of $\nu$ to Fourier control of $\Lambda_{W,b}$.

A similar idea was used in [22], [28] to establish the $k = 3$ case of Theorem 1.2; we sketch the argument from [28] here as follows. The main objective is to establish a lower bound for expressions such as

$$E_{x,r\in \mathbb{Z}/N\mathbb{Z}} \Lambda_{W,b} 1_A(x) \Lambda_{W,b} 1_A(x + r) \Lambda_{W,b} 1_A(x + 2r) \quad (14)$$

for large sets $A$. Restriction theory still allows us to obtain good $L^p$ upper bound for the Fourier coefficients of $\Lambda_{W,b} 1_A$. This functions as a substitute for Plancherel’s theorem (which is not favourable here), and one can now obtain structure theorems such as Theorem 3.4 (and with some more effort, Theorem 3.5). This decomposes $\Lambda_{W,b} 1_A$ into some structured component $f_{U\perp}$ and a linearly pseudorandom component $f_{U}$. The generalized von Neumann theorem lets us dispose the contribution of $f_{U}$ to (14), so let us focus on $f_{U\perp}$. One can try to use the complexity bound on $f_{U\perp}$ (controlling the number of linear phases that comprise $f_{U\perp}$) to get some lower bound here, but this would require developing a strong structure theorem analogous to Theorem 3.5. It turns out that one can argue more cheaply, using a weaker structure theorem analogous to Theorem 3.4. The key observation is that because $\Lambda_{W,b} 1_A$ is dominated (up to a constant) by the enveloping sieve $\nu$, the structured component of $\Lambda_{W,b} 1_A$ (which is essentially a convolution of $\Lambda_{W,b} 1_A$ with a Fejér-like kernel) is pointwise dominated (up to a constant) by a corresponding structured component of $\nu$. But since $\nu$ is linearly pseudorandom after subtracting off its mean, the structured component of $\nu$ turns out to essentially be just the mean of $\nu$, which is bounded. We conclude that $f_{U\perp}$ is bounded, at which point one can just apply Szemerédi’s theorem (Theorem 3.1) directly to obtain a good lower bound on this contribution to (14), and one can now conclude the $k = 3$ case of Theorem 1.2.

The proof of Theorem 1.2 for general $k$ in [27] follows the same general strategy, but it is convenient to abandon the Fourier framework (which becomes quite complicated for $k > 3$) and instead take an approach which borrows ingredients from all three approaches, especially the ergodic theory approach. From the Fourier approach one borrows the Gowers uniformity norms $U^{k-2}(\mathbb{Z}/N\mathbb{Z})$, which are a convenient way to define the appropriate notion of pseudorandomness for counting progressions of

---

6What is essentially happening here is that we are viewing the primes not as a zero density subset of the integers, but as a positive density subset of a set of “almost primes” which can be controlled efficiently via sieve theory.
length $k$. One still needs an enveloping sieve $\nu$, but instead of using a Selberg-type sieve that enjoys good Fourier coefficient control, it turns out to be more convenient to use an enveloping sieve of Goldston and Yıldırım [15], [16], [17] which has good control on $k$-point correlations (indeed, it behaves pseudorandomly after subtracting off its mean, which is essentially 1).

The next step is a generalized von Neumann theorem to show that the contribution of pseudorandom functions are negligible. The fact that the functions involved are no longer bounded by 1, but are instead dominated by $\nu$, makes this theorem somewhat trickier to establish, however it can still be achieved by a number of applications of the Cauchy–Schwarz and taking advantage of the pseudorandomness properties of $\nu - 1$. This type of argument is inspired by certain “sparse counting lemmas” arising from the hypergraph approach, particularly from [21].

The main step, as in previous sections, is a structure theorem which decomposes $\Lambda_{W, b}$ (or $\Lambda_{W, b, 1_{A}}$) into a structured component and a pseudorandom component. In principle one could use higher order Fourier analysis (or the precise characteristic factors achieved in [39], [64]) to obtain this decomposition, but this looks rather difficult technically, though progress has been made in the $k = 4$ case. Fortunately, there is a “softer” approach in which one defines structure purely by duality; to oversimplify substantially, one defines a function to be structured if it is approximately orthogonal to all pseudorandom functions. One can then obtain a soft structural theorem in which the structural component is essentially a conditional expectation of the original function to a certain $\sigma$-algebra generated by certain special structured functions which are called “dual functions” in [27]. This $\sigma$-algebra (the finitary analogue of a characteristic factor) is not too tractable to work with, but somewhat miraculously, one can utilize the pseudorandomness properties of $\nu$ and a large number of applications of the Cauchy–Schwarz inequality to show that the conditional expectation of $\nu$ with respect to this $\sigma$-algebra remains bounded (outside of a small exceptional set, which turns out to have a negligible impact). Since $\Lambda_{W, b, 1_{A}}$ is pointwise dominated by a constant multiple of $\nu$, the structured component of $\Lambda_{W, b, 1_{A}}$ is similarly bounded and can thus be controlled using Szemerédi’s theorem. Combining this with the generalized von Neumann theorem to handle the pseudorandom component, one obtains Theorem 1.2.

The result for the Gaussian prime constellations is similar, but uses the Gowers cube norms $\boxtimes^{k-2}$ instead of the uniformity norms, and replaces Szemerédi’s theorem by a hypergraph removal lemma similar to Lemma 4.1 and Lemma 4.5; see [58], [59].

The arguments used to prove Theorem 1.2 give a lower bound for the expression (13), but do not compute its asymptotic value (which should be 1). As mentioned earlier, for $k = 3$ this can be achieved by the circle method. More recently, the $k = 4$ case has been carried out in [30], [31]; the same method in fact allows one to asymptotically count the number of solutions to any two linear homogeneous equations in four prime unknowns. The key point is to show that $\Lambda_{W, b} - 1$ is quadratically pseudorandom, as the generalized von Neumann theorem will then allow one to con-
trol (13) satisfactorily. It turns out that a variant of Lemma 3.6 applies here, and reduces matters to showing that $\Lambda_{W,b} - 1$ does not correlate significantly with any 2-step nilsequences. This task is attackable by Vinogradov’s method, although it is rather lengthy and it turns out to be simpler to first replace $\Lambda_{W,b} - 1$ with the closely related Möbius function.
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1. Introduction

The heat equation, $\partial_t u = \Delta u$, (HE for short) is one of the three classical linear partial differential equations of second order that form the basis of any elementary introduction to the area of partial differential equations. Its success in describing the process of thermal propagation and processes of matter diffusion has witnessed a permanent acceptance since J. Fourier’s essay Théorie Analytique de la Chaleur was published in 1822, [22], and has motivated the continuous growth of mathematics in the form of Fourier analysis, spectral theory, set theory, operator theory, and so on. Later on, it contributed to the development of measure theory and probability, among other topics.

The prestige of the heat equation has not been isolated. A number of related equations have been proposed both by applied scientists and pure mathematicians as objects of study. In a first extension of the field, the theory of linear parabolic equations was developed, with constant and then variable coefficients. The linear theory enjoyed much progress, but it was soon observed that most of the equations modelling physical phenomena without excessive simplification are nonlinear. However, the mathematical difficulties of building theories for nonlinear versions of the three classical partial differential equations (Laplace’s equation, heat equation and wave equation) made it impossible to make significant progress until the 20th century was well advanced. This observation also applies to other important nonlinear PDEs.
or systems of PDEs, like the Navier–Stokes equations and nonlinear Schrödinger equations.

The great development of functional analysis in the decades from the 1930s to the 1960s made it possible for the first time to start building theories for these nonlinear PDEs with full mathematical rigor. This happened in particular in the area of parabolic equations where the theory of linear and quasilinear parabolic equations in divergence form reached a degree of maturity reflected for instance in the classical books of O. Ladyzhenskaya et al. [33] and A. Friedman [23]. A similar evolution for elliptic and parabolic equations in non-divergence form has proceeded at a much slower pace and is now in full bloom.

We will report here on progress in the area of nonlinear diffusion. A quite general form of nonlinear diffusion equation, as it appears in the literature, is

\[ \frac{\partial}{\partial t} H(x, t, u) = \sum_{i=1}^{d} \partial_{x_i} (A_i(x, t, u, Du)) + F(x, t, u, Du). \]  

(1)

Here \( Du = (\partial_{x_1} u, \ldots, \partial_{x_n} u) \) stands for the spatial gradient of \( u \). Suitable conditions should be imposed to guarantee (a minimum of) parabolicity, e.g., the matrix \( (a_{ij}) = (\partial_{u_j} A_i(x, t, u, Du)) \) should be positive semi-definite and \( \partial_u H(x, t, u) \geq 0 \). If we do not want to consider reaction or convection effects, however important they may be in the applications, the last term in the right-hand side should be dropped at the cost of skipping the rich theory for equations of the types

\[ \frac{\partial}{\partial t} u = \Delta u \pm u^p, \]  

(2)

and their numerous variants. Let us also remark at this point that many applications deal with systems of such equations. A theory for equations and systems in such a generality has been in the making during the last decades, but the richness of phenomena that are included in the different examples covered in the general formulation precludes a general theory with detailed enough information. Two main areas of study have focused the attention of researchers in recent years: free boundary problems and blow-up problems. This article deals with the first topic and the associated idea of degenerate parabolic flows with finite propagation.

The study of nonlinear diffusion problems and free boundaries started at an early date. G. Lamé and E. Clapeyron addressed in 1831 the evolution of a two-phase system (water and ice) and were led to a free boundary problem that came to be known as the Stefan problem. There, the evolution of the temperature of the two media, sitting in disjoint domains, and obeying state equations of the heat equation type, has to be coupled with the evolution of the interface or free boundary separating the media. It took more than 120 years until O. Oleinik and S. Kamin gave a complete solution of the problem of existence and uniqueness in the context of weak solutions, a concept originated with J. Leray and S. Sobolev in the 1930s. Together with the obstacle problem, the Hele–Shaw problem and the porous medium equation, it formed
a solid basis for the study of free boundary problems, though of course many other examples, like the combustion problems, attracted attention. The combination of functional analysis and geometry has been a key feature of the work in this frontier area that I have followed personally in the contributions of L. Caffarelli and A. Friedman, cf. [13], [24].

I will devote a large part of this exposition to progress in the porous medium equation (shortly, PME), written as

$$\partial_t u = \Delta u^m, \quad m > 1,$$

when nonnegative solutions are considered, as happens in most of the applications. However, when signed solutions are allowed the form $\partial_t u = \Delta (|u|^{m-1} u)$ is used. For the limit value $m = 1$ the classical heat equation is recovered. The PME is in some sense the simplest nonlinear modification of the heat equation in the area of diffusion; this can be easily understood when we write it in the form $\partial_t u = \text{div} (d(u) \nabla u)$ with $d(u) = m |u|^{m-1}$, which means a density-dependent diffusivity. Later on, we will treat the case $m < 1$ that has attracted much attention in recent times and is called the fast diffusion equation (FDE). More generally, we can consider the larger class of generalized porous medium equations (GPME),

$$\partial_t u = \Delta \Phi(u) + f,$$

also called filtration equations, especially in the Russian literature; here, $\Phi$ is an increasing function $\mathbb{R}_+ \mapsto \mathbb{R}_+$, and usually $f = 0$. The diffusion coefficient is now $d(u) = \Phi'(u)$, and the condition $\Phi'(u) \geq 0$ is needed to make the equation parabolic. Whenever $\Phi'(u) = 0$ for some $u \in \mathbb{R}$, we say that the equation degenerates at that $u$-level, since it ceases to be strictly parabolic. This is the cause for more or less serious departures from the standard quasilinear parabolic theory; such deviations will focus our attention in what follows.

Concentrating on these particular equations will allow us to see the progress of the combination of the methods of functional analysis and geometry in clarifying the novelties and characteristic features of the theory of nonlinear diffusion equations. It also makes possible to describe the peculiarities of the behaviour of the solutions in great detail. It must be said that a somewhat similar and quite impressive progress has been obtained in many connected directions. Thus, an important role in the development of the topic of the filtration equation has been played by the already mentioned Stefan problem that can be written as a filtration equation with

$$\Phi(u) = (u - 1)_+ \quad \text{for } u \geq 0, \quad \Phi(u) = u \quad \text{for } u < 0.$$  

More generally, we can put $\Phi(u) = c_1 (u - L)_+$ for $u \geq 0$, and $\Phi(u) = c_2 u$ for $u < 0$, where $c_1$, $c_2$ and $L$ are positive constants. The Stefan problem and the PME have had a parallel history. When the time derivative term of the Stefan problem is simplified (limit of zero specific heat) we get the Hele–Shaw equation which models
the behaviour of viscous fluids in very narrow cells. It can be written in the form

$$\partial_t H(u) = \Delta u + f,$$  

(6)

with $H$ the Heaviside step function. Different models include convection and/or reaction terms or a different form of nonlinear diffusion called $p$-Laplacian, where $\Delta u$, resp. $\Delta u^m$, is replaced by $\nabla \cdot (|\nabla u|^{p-2} \nabla u)$. The limit case $p = 1$ has recently received much attention in connection with image processing, cf. e.g. [1].

All the results to be reported in this exposition can be found explained in more detail in the works [43], [44]. The author takes the opportunity to thank the collaborators he has been lucky to be associated with.

2. Degeneration, free boundaries and geometry

A first difficulty of the theories of nonlinear diffusion including degenerate parabolic cases has been the concept of solution. The degenerate character of the PME as compared with the HE implies that the concept of classical solution that so well suits the latter is not adequate for the former. It was soon realized that the PME has the property of finite speed of propagation of disturbances from the rest level $u = 0$. This is explained in simplest terms when we take as initial data a density distribution given by a nonnegative, bounded and compactly supported function $u_0(x)$. The physical solution of the PME for these data is a continuous function $u(x, t)$ such that for any $t > 0$ the profile $u(\cdot, t)$ is still nonnegative, bounded and compactly supported; the support expands eventually to penetrate the whole space, but it is bounded at any fixed time. The free boundary is defined as the boundary of the support,

$$\Gamma_u = \partial S_u, \quad S_u = \text{closure} \{ (x, t) : u(x, t) > 0 \}.$$  

(7)

Usually, the sections at a fixed time are considered, $\Gamma_u(t), S_u(t)$. From the point of view of analysis, the presence of free boundaries is associated to discontinuities of the first derivatives of the solution. This is quite easy to see in the prototype case $m = 2$ where the equation can be written as

$$\partial_t u = 2u \Delta u + 2|\nabla u|^2.$$  

(8)

It is immediately clear that in the regions where $u \neq 0$ the leading term in the right-hand side is the Laplacian modified by the variable coefficient $2u$; on the contrary, for $u \to 0$, the equation simplifies into $\partial_t u \sim 2|\nabla u|^2$, i.e., the eikonal equation (a first-order equation of Hamilton–Jacobi type, that propagates along characteristics). In accordance with this idea, the behaviour near the free boundary is controlled by the law $V = 2|\nabla u|$, where $V$ is the advance speed of the front. This is equivalent to $\partial_t u = 2|\nabla u|^2$ on this level line and has been rigorously proved in standard situations. In terms of the application to flows in porous media, this also means that the front
speed equals the fluid particle speed which follows Darcy’s law, the basic law of fluids in such media. See the typical front propagation in Figure 1 below. A similar calculation can be done for general \( m > 1 \) after introducing the so-called pressure variable, \( v = cu^{m-1} \) for some \( c \geq 0 \). Putting \( c = m/(m-1) \) we get

\[
\partial_t v = (m-1)v \Delta v + |\nabla v|^2.
\]

This is a fundamental transformation in the theory of the PME that allows us to get similar conclusions about the behaviour of the equation for \( u, v \sim 0 \) when \( m > 1 \), \( m \neq 2 \).

The use of \( u \) for functional analysis considerations and \( v \) for the dynamical and geometrical aspects is typical “dual thinking” of PME people.

### 3. Existence and uniqueness: generalized solutions

The non-existence of classical solutions when free boundaries appear delayed the mathematical theory of the PME. When the difficulty was addressed, it became a source of mathematical progress. Existence of solutions in the weak sense is now easy to establish for the PME or the GPME posed in the whole space with bounded initial data or in a bounded domain with zero Neumann or Dirichlet boundary conditions. Work in that direction started with O. Oleinik in 1958 [36]. The concept implies integrating once or twice by parts: in the first case we ask \( u \) to be locally integrable, \( \Phi(u) \) to also have locally integrable first space derivatives, and finally the identity

\[
\int \int_{Q_T} \{ \nabla \Phi(u) \cdot \nabla \eta - u \eta_t \} \, dx \, dt = \int \int_{Q_T} f \eta \, dx \, dt
\]

must hold for any test function \( \eta \in C^1_0(Q_T) \), where \( Q_T = \Omega \times (0, T) \) is the space-time domain where the solution is defined. In the case of very weak solutions we ask for a locally integrable function, \( u \in L^1_{\text{loc}}(Q_T) \), such that \( \Phi(u) \in L^1_{\text{loc}}(Q_T) \), and the identity

\[
\int \int_{Q_T} \{ \Phi(u) \Delta \eta + u \eta_t + f \eta \} \, dx \, dt = 0
\]

holds for any test function \( \eta \in C^{2,1}_c(Q_T) \). A very weak solution is roughly speaking a distributional solution, but all terms appearing in the formulation are required to be locally integrable functions; moreover, the initial and boundary conditions are usually inserted into the formulation (this is reflected as possible new terms in the identity along with a more precise specification of the test function space, see [44], Chapter 5).

These are concepts that have permeated nonlinear analysis in the last century. But the theory of the PME has been strongly influenced by the discovery that it generates a semigroup of contractions in the space \( L^1(\Omega) \) and that a solution is most conveniently
produced by the method of implicit time discretization using the celebrated result of Crandall–Liggett of the early 1970s [6], [20] that widely extends the scope of the Hille–Yosida generation theorem from linear to nonlinear semigroups. The resulting “numerical solution” obtained in the limit of the time discretization process is called a \textit{mild solution}, a new mathematical object that attracted enormous attention at the time. Moreover, mild solutions form a contraction semigroup in the “natural space” $L^1(\Omega)$, not a common space in analysis since it is not reflexive and has peculiar compactness properties. But note that this space is natural for probabilists.

Now that we have four concepts of solution on the table (classical, weak, very weak and mild), proper relations have to be established among them, what is easy if we can prove a sufficiently strong uniqueness theorem. This is easy for the simplest scenarios, like the PME with nonnegative boundary conditions, but not so easy for more general equations involving general diffusion nonlinearities, variable coefficients and/or lower order effects, specially nonlinear convection. A whole literature has evolved in these years to tackle the issue, for which we refer e.g. to [44], Chapter 10.

On the one hand, the investigations on the properties of mild solutions in semigroup theory led to the interest in examining so-called \textit{strong solutions}, where all derivatives appearing in the differential equation are assumed to exist as locally integrable functions (and satisfy maybe some other convenient requirements) so that the PDE can be interpreted as an abstract evolution $t \mapsto u(t)$ where $u(t)$ lives in a functional Banach space $X$ and satisfies

$$\frac{du(t)}{dt} = Au(t) + f,$$

\begin{equation}
\tag{12}
\end{equation}

$A$ being a nonlinear (highly discontinuous) operator on $X$. Actually, the study of nonlinear diffusion has been a source of examples, counterexamples and new concepts for nonlinear semigroup theory. Concepts from mechanics like blow-up, extinction, initial discontinuity layers, have appeared naturally in these studies.

A very recent trend is the consideration of semigroups in spaces of measures, which is quite natural when we consider diffusion from the point of view of stochastic processes (nonlinear versions of Brownian motion). This has led recently to a flurry of activity concerning the property of contraction of the PME semigroup with respect to the Wasserstein distance defined in the set of nonnegative integrable functions with a fixed mass by the formula

$$d(u, v)^2 = \frac{1}{2} \inf \left\{ \iint |x - y|^2 \, d\mu(x, y) \right\},$$

\begin{equation}
\tag{13}
\end{equation}

the infimum taken over all nonnegative Radon measures $\mu$ whose projections (marginals) are $u(x) \, dx$ and $v(y) \, dy$. The PME is then viewed as a gradient flow, cf. F. Otto [37]. The contractivity of the semigroup in this norm is proved by J. A. Carrillo, R. McCann and C. Villani [16].

A very fruitful scenario for the generalization of the PME is the combination of nonlinear diffusion with convection (i.e., with a conservation law) which leads to the
need for *entropy conditions* (mainly, of Kruzhkov type) to ensure the selection of a proper kind of solutions that guarantees both uniqueness and accordance with the underlying physics. This is work that counts the names of P. Bénilan, J. Carrillo, P. Wittbold and others, which extends the standard concept of bounded entropy solutions to merely integrable solutions by means of *renormalized entropy solutions* [7].

A still different direction is to focus on the pressure equation, that can be written in general form as

\[
\partial_t u = a(u) \Delta u + |\nabla u|^2.
\] (14)

This is a non-divergence equation for which the methods of *viscosity solutions* (Crandoi–Evans–Lions) should be better suited, [19], [11]. The proof of well-posedness for the PME (case \(a(u) = cu\)) was done in Caffarelli–Vázquez [14] in the class of continuous and bounded nonnegative viscosity solutions, and extended to more general GPME by Brändle–Vázquez [8]. But proving well-posedness for more general equations does not seem to be easy. In particular, the problem of characterizing bounded signed solutions of the PME is still open for viscosity solutions.

The conclusion is that the theory of nonlinear diffusion needs and benefits from a combination of functional approaches and has contributed in its turn to develop the mathematics of these abstract branches supplying them with problems, ideas and interactions. This is a consequence of the combination of relative simplicity with intrinsic difficulty, something on the other hand typical of all the classical nonlinear PDE models of science.

4. Asymptotic behaviour: nonstandard central limit theorem

This is a subject in which the mathematical investigation of nonlinear diffusion equations (NLDE) has been most active. The study of asymptotic behaviour is made attractive by the combination of analysis and geometry, which is felt in the description in terms of selfsimilar solutions and the formation of patterns.

On a general level, it has been pointed out in many papers and corroborated by numerical experiments that similarity solutions furnish the asymptotic representation for solutions of a wide range of problems in mathematical physics. The books of G. Barenblatt [4], [5] contain a detailed discussion of this subject. Self-similar solutions and scaling techniques play a prominent role in the asymptotic study of our equations.

Even when selfsimilarity does not describe the asymptotics, it usually happens that the whole pattern consists of several pieces which have a selfsimilar form in a more or less disguised way and are tied together by matching. We will not discuss here these more elaborate theories; examples in nonlinear diffusion are abundant, see the book [28] and its references.

The paradigm of long-time behaviour in parabolic equations is the theory of the linear heat equation, \(m = 1\), which is the standing reference in diffusion theory.
The asymptotic behaviour of the typical initial and boundary value problems in usual classes of solutions is a well researched subject for the HE. Both the asymptotic patterns and the rates of convergence are known under various assumptions. Thus, the well-known result for the Cauchy problem says that for nonnegative and integrable initial data \( u_0 \in L^1(\mathbb{R}^n), \ u_0 \geq 0, \) there is convergence of the solution of the Cauchy problem towards a constant multiple of the Gaussian kernel, \( u(x, t) \sim M G(x, t), \) where

\[
G(x, t) := \frac{1}{(4\pi t)^{N/2}} \exp\left\{-|x|^2/4t\right\},
\]

and \( M = \int u_0(x) \, dx \) is the mass of the solution (space integration is performed by default in \( \mathbb{R}^n \)). When the heat equation is viewed as the PDE expression of the basic linear diffusion process in probability theory, the functions \( u(\cdot, t) \) with mass 1 are viewed as the probability distributions of a stochastic process and the formula \( u(x, t) \sim M G(x, t) \) is a way of formulating the central limit theorem.

We will explore next the analogous of this result for the PME. We start by the investigation of the long-time behaviour of solutions of the PME with data \( u_0 \in L^1(\mathbb{R}^n) \) in order to prove that for large \( t \) all such solutions can be described in first approximation by the one-parameter family of ZKB solutions (from Zeldovich, Kompanyeets and Barenblatt; often the last name is used in referring to them). They are explicitly given by formulas

\[
U(x, t; C) = t^{-\alpha} \left( C - k |x|^2 t^{-2\beta} \right)^{\frac{1}{m-1}},
\]

where \((s)_+ = \max\{s, 0\},\)

\[
\alpha = \frac{n}{n(m-1) + 2}, \quad \beta = \frac{\alpha}{n}, \quad k = \frac{\beta(m-1)}{2m}.
\]

The constant \( C > 0 \) is free and can be used to adjust the mass of the solution: \( \int_{\mathbb{R}^n} U(x, t; C) \, dx = M > 0 \). Let us write \( U_M \) for the solution with mass \( M \) and \( F_M \) for its profile. Figure 1 compares the profiles.

This is the precise statement of the asymptotic convergence result.

**Theorem 4.1.** Let \( u(x, t) \) be the unique weak solution of the Cauchy problem for the PME posed in \( Q = \mathbb{R}^n \times (0, \infty) \) with initial data \( u_0 \in L^1(\mathbb{R}^N) \), and \( \int_{\mathbb{R}^n} u_0 \, dx = M > 0 \). Let \( U_M \) be the ZKB solution with the same mass as \( u_0 \). As \( t \to \infty \) the solutions \( u(t) \) and \( U_M \) are increasingly close and we have

\[
\lim_{t \to \infty} \|u(t) - U_M(t)\|_1 = 0.
\]

Convergence holds also in \( L^\infty \)-norm in the proper scale:

\[
\lim_{t \to \infty} t^\alpha \|u(t) - U_M(t)\|_\infty = 0
\]
with \( \alpha = n / [n(m - 1) + 2] \). Moreover, for every \( p \in (1, \infty) \) we have

\[
\lim_{t \to \infty} t^{(p-1)/p} \| u(t) - \mathcal{U}_M(t) \|_{L^p(\mathbb{R}^n)} = 0.
\]

Let now \( \int_{\mathbb{R}^n} u_0 \, dx = -M \leq 0 \). The same result is true with \( \mathcal{U}_M \) replaced by \(-\mathcal{U}_M(x,t)\) when \( M < 0 \), and by \( \mathcal{U}_0(x,t) = 0 \) if \( M = 0 \).

This result is one of the highlights of the theory of the PME. When applied to nonnegative solutions with mass 1 it is the precise statement of the nonlinear central limit theorem for the evolution generated by the PME. Proof of most of the result in several dimensions appeared in a celebrated paper by A. Friedman and S. Kamin [25]; however, uniform convergence was established only for nonnegative and compactly supported data. The complete proof with uniform convergence for nonnegative data in \( L^1(\mathbb{R}^n) \) was done by Vázquez in [41]. In that paper seven different proofs are given. Signed solutions are admitted and even a right-hand side (forcing term) \( f \in L^1(Q) \) is allowed and the limit (18) still holds.

Several remarks are in order: (1) According to this result, all the information the solution remembers from the initial configuration after a large time is reduced in first approximation only to the mass \( M \), since the pattern and the rate are supplied by the equation. This is a very apparent manifestation of the equalizing effect of the diffusion.

(2) The PME replaces the Gaussian profile by the ZKB profile as the asymptotic pattern. This pattern has sharp fronts at a finite distance and no space tails, exponential or otherwise. This makes the PME a more realistic physical model than the HE since it avoids the problem of instantaneous propagation of signals at infinite distances.

(3) The standard deviation of the ZKB solution, and more generally of solutions that converge to it as \( t \to \infty \), is \( O(t^\beta) \) and not \( O(t^{1/2}) \) as in the heat equation (in fact, the anomalous diffusion exponent \( \beta \) is less than \( 1/2 \) for \( m > 1 \) and goes to zero as \( m \to \infty \) or as \( n \to \infty \)). This makes the PME qualify as a type of anomalous diffusion.
(4) The convergence also takes place for the rescaled version of the equation in the Wasserstein distance $d_2$ [37]. But this is a different story in some sense.

(5) For a given solution $u$, there is only one correct choice of the constant $C = C(u_0)$ in these asymptotic estimates, since trying two ZKB solutions with different constants in the above formulas produces non-zero limits. In that sense, the estimates are sharp.

(6) The result is optimal in the sense that we cannot get better convergence rates in the general class of solutions $u_0 \in L^1(\mathbb{R}^n)$, even if we assume $u_0 \geq 0$. Explicit counterexamples settle this question.

(7) It can be further proved that whenever $m > 1$ and we take signed initial data with compact support and the total mass is positive, $M > 0$, then, the solution becomes nonnegative after a finite time. This result is not true if the restriction of compact support is eliminated.

**Proof by scaling.** The idea is as follows: given a solution $u = u(x, t) \geq 0$ of the PME in the class of strong solutions with finite mass, we obtain a family of solutions

$$\tilde{u}_\lambda (x, t) = (T_\lambda u)(x, t) = \lambda^\alpha u(\lambda^\beta x, \lambda t)$$

(21)

with initial data $\tilde{u}_0,\lambda(x) = (T_\lambda u_0)(x) = \lambda^\alpha u_0(\lambda^\beta x)$. The exponents $\alpha$ and $\beta$ are related by

$$\alpha (m - 1) + 2 \beta = 1,$$

(22)

so that all the $\tilde{u}_\lambda$ are again solutions of the PME. This is the scaling formula that we call the $\lambda$-scaling or fixed scaling. It is in fact a family of scalings with free parameter $\lambda > 0$, that performs a kind of zoom on the solution. In the present application we have another constraint that allows to fix both $\alpha$ and $\beta$ to the desired values (the Barenblatt values). It is the condition of mass conservation. We only need to impose it at $t = 0$,

$$\int_{\mathbb{R}^n} (T_\lambda u_0)(x) \, dx = \int_{\mathbb{R}^n} u_0(x) \, dx,$$

(23)

and we get $\alpha = n \beta$. Together with (22), this implies that $\alpha$ and $\beta$ have the values (17) of the theorem. Note that the source-type solutions are invariant under this mass conserving $\lambda$-rescaling, i.e.

$$\mathcal{U}_M(t) = T_\lambda (\mathcal{U}_M(t)).$$

The proof continues by showing that the family $\{\tilde{u}_\lambda(t), \lambda > 0\}$, is uniformly bounded and even relatively compact in suitable functional spaces. We then pass to the limit dynamics when $\lambda \to \infty$ and identify the obtained object as the ZKB solution. We refer to [44]; Chapter 18, for complete details on the issue.

4.1. Continuous scaling: Fokker–Planck equation. A different way of implementing the scaling of the orbits of the Cauchy problem and proving the previous facts consists of using the continuous rescaling, which is written in the form

$$\theta(\eta, \tau) = t^\alpha u(x, t), \quad \eta = x \, t^{-\beta}, \quad \tau = \ln t,$$

(24)
with $\alpha$ and $\beta$ the standard similarity exponents given by (17). Then $t^\alpha$ and $t^\beta$ are called the scaling factors (or zoom factors), while $\tau$ is the new time. This version of the scaling technique has a very appealing dynamical flavor. The reader should note that every asymptotic problem has its corresponding zoom factors that have to be determined as a part of the analysis. In our case, the rescaled orbit $\theta(\tau)$ satisfies the equation

$$\theta_\tau = \Delta(\theta^m) + \beta \eta \cdot \nabla \theta + \alpha \theta. \quad (25)$$

This is the continuously rescaled dynamics. Since we also have the relation $\alpha = n \beta$, we can write the equation in divergence form as

$$\theta_\tau = \Delta(\theta^m) + \beta \nabla \cdot (\eta \theta). \quad (26)$$

This is a particular case of the so-called Fokker–Planck equations which have the general form

$$\partial_t u = \Delta(|u|^{m-1} u) + \nabla \cdot (a(x)u), \quad a(x) = \nabla V(x). \quad (27)$$

The last term is interpreted as a confining effect due to a potential $V$. In our case $V(x) = \beta |x|^2/2$, the quadratic potential. The study of Fokker–Planck equations is interesting in itself and not only in connection with the HE and the PME.

This dynamical systems approach allows us to see the contents of the asymptotic theorem in a better way: the orbit $\theta(\tau)$ is bounded uniformly in $L^1(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)$; the source-type (ZKB) solutions transform into the stationary profiles $F_M$ in this transformation, i.e., $F(\eta)$ solves the nonlinear elliptic problem

$$\Delta f^m + \beta \nabla \cdot (\eta f) = 0; \quad (28)$$

moreover, boundedness of the orbit is established; this and convenient compactness arguments allow to pass to the limit and form the $\omega$-limit, which is the set

$$\omega(\theta) = \{ f \in L^1(\Omega) : \text{there exists } \{\tau_j\} \to \infty \text{ such that } \theta(\tau_j) \to f \}. \quad (29)$$

The convergence takes place in the topology of the functional space in question, here any $L^p(\Omega), 1 \leq p \leq \infty$. The end of the proof consists in showing that the $\omega$-limit is just the Barenblatt profile $F_M$. The argument can be translated in the following way. Corresponding to the sequence of scaling factors $\lambda_n$ of the previous scaling, we take a sequence of delays $\{s_n\}$ and define $\theta_n(\eta, \tau) = \theta(\eta, \tau + s_n)$. The family $\{\theta_n\}$ is precompact in $L^\infty_{\text{loc}}(\mathbb{R}_+ \times L^1(\mathbb{R}^n))$ hence, passing to a subsequence if necessary, we have

$$\theta_n(\eta, \tau) \to \tilde{\theta}(\eta, \tau). \quad (30)$$

Again, it is easy to see that $\tilde{\theta}$ is a weak solution of (26) satisfying the same estimates. The end of the proof is identifying it as a stationary solution, $\tilde{\theta}(\eta, \tau) = F_M(\eta)$, the Barenblatt profile of the same mass.
4.2. The entropy approach: convergence rates. A number of interesting results complement this basic convergence result in the recent literature. Thus, the question of obtaining an estimate of the rate at which rescaled trajectories of the PME stabilize towards the Barenblatt profile has attracted much attention. The main tool of investigation has been the consideration of the so-called \textit{entropy functional}, defined as follows

\[ H_\theta(\tau) = \int_{\mathbb{R}^n} \left\{ \frac{1}{m-1} \theta^m + \frac{\beta}{2} \eta^2 \theta \right\} d\eta, \quad (31) \]

where \( \theta = \theta(\eta, \tau) \) is the rescaled solution just defined and \( \beta = 1/(n(m-1)+2) \) is the similarity exponent. \( H_\theta \) represents a measure of the entropy of the mass distribution \( \theta(\tau) \) at any time \( \tau \geq 0 \) which is well adapted to the renormalized PME evolution. Note that the entropy need not be finite for all solutions, a sufficient condition is

\[ u_0 \in L^1(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n), \quad \int x^2 u_0(x) \, dx < \infty. \quad (32) \]

These properties will then hold for all times. Note that the restriction of boundedness is automatically satisfied for positive times.

Actually, we can calculate the variation of the entropy in time along an orbit of the Fokker–Planck equation, and under the above conditions on \( u_0 \), we find after an easy computation that

\[ \frac{dH_\theta}{d\tau} = -I_\theta, \quad \text{where} \quad I_\theta(\tau) = \int \theta \left| \nabla \left( \frac{m}{m-1} \theta^{m-1} + \frac{\beta}{2} \eta^2 \right) \right|^2 d\eta \geq 0. \quad (33) \]

We now pass to the limit along sequences \( \theta_n(\tau) = \theta(\tau + s_n) \) to obtain limit orbits \( \tilde{\theta}(\tau) \), on which the Lyapunov function is constant, hence \( dH_{\tilde{\theta}}/d\tau = 0 \). The proof of asymptotic convergence concludes in the present instance in a new way, by analyzing when \( dH_\theta/d\tau \) is zero. Here is the crucial observation that ends the proof: the second member of (33) vanishes if and only if \( \theta \) is a Barenblatt profile.

Let us now introduce some notations: the difference \( H(\theta|\theta_\infty) = H(\theta) - H(\theta_\infty) \) is called the \textit{relative entropy}. Function \( I_\theta \) is called the \textit{entropy production}. We can use the entropy functional to improve the convergence result by obtaining rates of convergence. This is done by computing \( d^2H_\theta/d\tau^2 \), the so-called Bakry–Emery analysis in the heat equation case which has been adapted to the PME by J. A. Carrillo and G. Toscani [17]. The final result of the second derivative computation is

\[ \frac{dI}{d\tau} = -2\beta I(\tau) - R(\tau), \quad (34) \]

for a certain term \( R \geq 0 \). Since we know by the previous analysis that \( H(\theta|\theta_\infty) \) and \( I_\theta \) go to zero as \( \tau \to \infty \), we conclude the following result.

**Theorem 4.2.** Under the assumption that the initial entropy is finite and some regularity assumptions, we have

\[ I(\tau) \leq A e^{-2\beta \tau}, \quad 0 \leq H(\theta|\theta_\infty)(\tau) \leq \frac{1}{2\beta} I(\tau), \quad H(\theta|\theta_\infty) \leq B e^{-2\beta \tau}. \quad (35) \]
As a consequence, the convergence towards the ZKB stated in Theorem 4.1 happens with an extra factor $t^\gamma$ in formulas (18)–(20), where

$$\gamma = \beta \quad \text{if} \quad 1 < m \leq 2, \quad \gamma = \frac{2\beta}{m} \quad \text{if} \quad m \geq 2,$$

and $\beta = 1/(n(m - 1) + 2)$.

In dimension $n = 1$, a convergence theorem with sharp rates can be proved by adjusting not only the mass but also the center of mass, cf. [40]. It is an open problem for $n > 1$.

### 4.3. Eventual concavity

There are many other directions in which the asymptotic behaviour of the PME is made more precise. This is the geometrical result obtained by Lee–Vázquez [34] (Figure 2 shows a practical instance).

**Theorem 4.3.** Let $u$ be a solution of the PME in $n \geq 1$ space dimensions with compactly supported initial data (and satisfying a certain non-degeneracy condition). Then there is $t_c > 0$ such that the pressure $v(x, t)$ is a concave function in $P(t) = \{x : v(x, t) > 0\}$ for $t \geq t_c$. More precisely, for any coordinate directions $x_i, x_j$,

$$\lim_{t \to \infty} t \frac{\partial^2 v}{\partial x_i^2} = -\beta, \quad \lim_{t \to \infty} t \frac{\partial^2 v}{\partial x_i \partial x_j} = 0,$$

uniformly in $x \in \text{supp}(v), i, j = 1, \ldots, n, i \neq j$. Here, $\beta = 1/(n(m - 1) + 2)$.
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Figure 2. Evolution towards selfsimilarity and eventual concavity in the PME.

### 4.4. Extensions

In the case of the Cauchy–Dirichlet problem posed in a bounded domain $\Omega \subset \mathbb{R}^N$, it is well known that the asymptotic shape of any solution of the heat equation with nonnegative initial data in $L^2(\Omega)$ approaches one of the special **separated variables solutions**

$$u_1(x, t) = c \ T_1(t) \ F_1(x).$$

(38)
Here \( T_1(t) = e^{-\lambda_1 t} \), where \( \lambda_1 = \lambda_1(\Omega) > 0 \) is the first eigenvalue of the Laplace operator in \( \Omega \) with zero Dirichlet data on \( \partial\Omega \), and the space pattern \( F_1(x) \) is the corresponding positive and normalized eigenfunction. The constant \( c > 0 \) is determined as the coefficient of the \( L^2(\Omega) \)-projection of \( u_0 \) on \( F_1 \). For the PME a similar result is true with the following differences: \( F_1(x) \) is the ground state of a certain nonlinear eigenvalue problem, while \( T_1(t) = t^{-1/(m-1)} \), which means power decay in time. For signed solutions there exists a whole sequence of compactly supported profiles \( F_k(x) \) as candidates for the separation-of-variables formula (38), but the time factor is always the same \( T_1(t) = t^{-1/(m-1)} \); this is a striking difference with the linear case in which the exponentials have an increasing sequence of coefficients.

The analysis applies to the homogeneous Neumann problem and leads to a marked difference between data with positive or negative mass, where the solutions stabilize to the constant state with exponential speed (just as linear flows) and the case of zero mass, where the \( t^{-1/(m-1)} \) time factor appears.

Another extension consists of considering the whole space with a number of holes; Dirichlet or Neumann boundary conditions are imposed on the boundary \( \Gamma \) of the holes. If for instance conditions of the form \( u = 0 \) are chosen on \( \Gamma \), then the Barenblatt profiles still appear as the asymptotic patterns in dimension \( n \geq 3 \), but not in dimension \( n = 1 \) while dimension \( n = 2 \) is a borderline case [30], [9]. Actually, the influence of the holes is felt in terms of their capacity, which has an interesting physico-geometrical interpretation. Dependence on dimension is very typical of nonlinear diffusion problems, it will appear again in fast diffusion flows and is a very prominent feature in blow-up problems.

5. Some lines of research

The theory of the PME is by now well understood in the case of dimension one, but it still has gaps for \( n > 1 \) because \( n \) dimensional PME flows turned out to be much more complicated. Thus, the regularity of nonnegative solutions is effectively solved for \( n = 1 \) by stating the best Hölder regularity (the pressure is Lipschitz continuous but not \( C^1 \)) and showing the worst case situation, that corresponds to the presence of moving free boundaries that always follow the same pattern, the solution locally behaves like a travelling wave. The same question in dimension \( n > 1 \) is still only partially understood even after intensive work of D. Aronson and coworkers [2], [3] on the so-called focusing problem. They discovered first the radial solutions with limited Hölder regularity and then the nonradial focusing modes with elongated shapes bifurcating from the radial branch as \( m \) varies (a typical break of stability in a bifurcation branch, somewhat similar to the Taylor–Couette hydrodynamical instabilities).

After the work of L. Caffarelli et al. [12], [15], the \( C^\infty \) regularity of the solutions up to the free boundary and also of the free boundary as a hypersurface was proved for large times by H. Koch [32] under convenient conditions on the data, but further progress is expected.
Even in the theory of nonnegative solutions of the Cauchy problem for the PME, there are still some basic analytical problems, like the following: the theory is very much simplified by the existence of the Aronson–Bénilan pointwise estimate $\Delta u^{m-1} \geq -C/t$. A local version of this estimate is known only in dimension $n = 1$.

On the other hand, the question of obtaining solutions for the widest possible class of initial data has been successfully solved for nonnegative solutions, but only partially understood for signed solutions. See [44], Chapters 12 and 13.

If we replace the exponent 2 by $p \in [1, \infty]$ in the Wasserstein formula (13), we get the Wasserstein non-quadratic distances. The PME semigroup is contractive in all of them in dimension $n = 1$. In particular, contraction in the $d_\infty$ norm allows for fine estimates of the support propagation. Unfortunately, the PME semigroup is not contractive in the distance $d_p$ for $p$ large if $n > 1$, [42]. Actually, a similar negative result happens for the usual $L^p$ norms in all space dimensions, see [44]. Determining the precise ranges of $p$ for these contractivity issues is still an open problem.

6. Fast diffusion equations: physics and geometry

The fast diffusion equation is formally the same as the PME but the exponent is now $m < 1$. It appears in several areas of mathematics and science when the assumptions of linear diffusion are violated in a direction contrary to the PME. Here are some examples.

• Plasma diffusion with the Okuda–Dawson scaling implies a diffusion coefficient $D(u) \sim u^{-1/2}$ in the basic equation $u_t = \nabla \cdot (D(u) \nabla u)$, where $u$ is the particle density. This leads to the FDE with $m = 1/2$. Other models imply exponents $m = 0$, $D(u) \sim 1/u$, or even $m = -1$, $D(u) \sim 1/u^2$.

• A very popular fast diffusion model was proposed by Carleman to study the diffusive limit of kinetic equations. He considered just two types of particles in a one dimensional setting moving with speeds $c$ and $-c$. If the densities are $u$ and $v$ respectively you can write their simple dynamics as

$$
\begin{align*}
\partial_t u + c \partial_x u &= k(u, v)(v - u) \\
\partial_t v - c \partial_x v &= k(u, v)(u - v)
\end{align*}
$$

(39)

for some interaction kernel $k(u, v) \geq 0$. Put in a typical case $k = (u + v)^\alpha c^2$. Write now the equations for $\rho = u + v$ and $j = c(u - v)$ and pass to the limit $c = 1/\varepsilon \to \infty$ and you will obtain to first order in powers or $\varepsilon = 1/c$:

$$
\frac{\partial \rho}{\partial t} = \frac{1}{2} \frac{\partial}{\partial x} \left( \frac{1}{\rho^\alpha} \frac{\partial \rho}{\partial x} \right),
$$

(40)

which is the FDE with $m = 1 - \alpha$, cf. [35]. The typical value $\alpha = 1$ gives $m = 0$, a surprising equation that we will find below! The rigorous investigation of the diffusion limit of more complicated particle/kinetic models is an active area of investigation.
The fast diffusion makes a striking appearance in differential geometry, in the evolution version of the Yamabe problem. The standard Yamabe problem starts with a Riemannian manifold \((M, g_0)\) in space dimension \(n \geq 3\) and deals with the question of finding another metric \(g\) in the conformal class of \(g_0\) having constant scalar curvature. The formulation of the problem proceeds as follows in dimension \(n \geq 3\). We can write the conformal relation as

\[
g = u^{4/(n-2)}g_0
\]

locally on \(M\) for some positive smooth function \(u\). The conformal factor is \(u^{4/(n-2)}\).

Next, we denote by \(R = R_g\) and \(R_0\) the scalar curvatures of the metrics \(g\), \(g_0\) resp. If we write \(\Delta_0\) for the Laplace–Beltrami operator of \(g_0\), we have the formula \(R = -u^{-N}Lu\) on \(M\), with \(N = (n+2)/(n-2)\) and

\[
Lu := \kappa \Delta_0 u - R_0 u, \quad \kappa = \frac{4(n-1)}{n-2}.
\]

The Yamabe problem becomes then

\[
\Delta_0 u - \left( \frac{n-2}{4(n-1)} \right) R_0 u + \left( \frac{n-2}{4(n-1)} \right) R gu^{(n+2)/(n-2)} = 0. \tag{41}
\]

The equation should determine \(u\) (hence, \(g\)) when \(g_0\), \(R_0\) and \(R_g\) are known. In the standard case we take \(M = \mathbb{R}^n\) and \(g_0\) the standard metric, so that \(\Delta_0\) is the standard Laplacian, \(R_0 = 0\), we take \(R_g = 1\) and then we get the well-known semilinear elliptic equation with critical exponent.

In the evolution version, the Yamabe flow is defined as an evolution equation for a family of metrics that is used as a tool to construct metrics of constant scalar curvature within a given conformal class. More precisely, we look for a one-parameter family \(g_t(x) = g(x, t)\) of metrics solution of the evolution problem

\[
\partial_t g = -R_g, \quad g(0) = g_0 \quad \text{on} \ M. \tag{42}
\]

It is easy to show that this is equivalent to the equation

\[
\partial_t (u^N) = Lu, \quad u(0) = 1 \quad \text{on} \ M.
\]

after rescaling the time variable. Let now \((M, g_0)\) be \(\mathbb{R}^n\) with the standard flat metric, so that \(R_0 = 0\). Put \(u^N = v, m = 1/N = (n-2)/(n+2) \in (0, 1)\). Then

\[
\partial_t v = Lv^m, \tag{43}
\]

which is a fast diffusion equation with exponent \(m_y \in (0, 1)\) given by

\[
m_y = \frac{n-2}{n+2}, \quad 1 - m_y = \frac{4}{n+2}.
\]
If we now try separate variables solutions of the form $v(x, t) = (T - t)\alpha f(x)$, then necessarily $\alpha = 1/(1 - m y) = (n + 2)/4$, and $F = f^m$ satisfies the semilinear elliptic equation with critical exponent that models the stationary version:

$$\Delta F + \frac{n + 2}{4} F^{\frac{n+2}{n-2}} = 0. \tag{44}$$

We will stop at this point the motivation of nonlinear diffusion coming from geometry, to return later with the logarithmic diffusion. The influence of PDE techniques is strongly felt in present-day differential geometry, cf. A. Chang’s exposition at the 2002 ICM [18].

**6.1. Behaviour of fast diffusion flows: the good range.** For values $m \sim 1$ the difference with the PME is noticed in the infinite speed of propagation: solutions with nonnegative data become immediately positive everywhere in the space domain (be it finite or infinite). This looks like the heat equation and in some sense it is. When we look at the source solutions we find explicit Barenblatt functions

$$U_m(x, t; M)^{1-m} = \frac{t}{C t^{2a/n} + k_1 x^2}, \tag{45}$$

with $C = a(m, n)M^{2(m-1)a/n}$ and $k_1$ is an explicit function of $m$ and $n$. Figure 3 shows the form.
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The main difference in the ZKB profiles is the power-like tail at infinity, which very much differs from the Gaussian (exponential) behaviour. These tails, called fat tails, are currently the object of study in several areas of economy, finance and statistical physics and their properties and role are still not well understood.

The new Barenblatt solutions play the same role they played for $m > 1$ even if they have a different shape. Indeed, the asymptotic behaviour of general solution is
still described by Theorem 4.1 if \( m_c < m < 1 \), where \( m_c = (n - 2)_+ / n \) is called the first critical exponent. Actually, the convergence is better: we have proved in [41] that the relative error \( e(x, t) = u(x, t) / U_m(x, t) - 1 \) converges to zero uniformly in \( x \) as \( t \to \infty \), a property that is obviously false for \( m > 1 \) because of the (slightly) different supports.

6.2. Behaviour of fast diffusion flows: the subcritical range. Significant novelties in the mathematical theory of the FDE appear once we cross the line \( m = m_c \) downwards. Then, the picture changes and we enter a realm of strange diffusions. Note that \( m_c \) is larger than the Yamabe exponent \( m_y \). Thus, concerning the basic problem of optimal space for existence, H. Brezis and A. Friedman proved in [10] that there can be no solution of the equation if \( m \leq m_c \) when the initial data is a Dirac mass, so that we lose the source solution, our main example of the range \( m > m_c \).

M. Pierre [39] extended the non-existence result to measures supported in sets of small capacity if \( m < m_c \). But at least solutions exist for all initial data \( u_0 \in L^1_{\text{loc}}(\mathbb{R}^n) \) when \( 0 < m < m_c \), and moreover they are global in time, \( u \in C([0, \infty) : L^1_{\text{loc}}(\mathbb{R}^n)) \). Such an existence result is not guaranteed when we go further down in exponent, \( m \leq 0 \); then, solutions with initial data in \( L^1(\mathbb{R}^n) \) just do not exist.

However, and contrary to the ‘upper’ fast diffusion range \( m_c < m < 1 \), it is not true that locally integrable data produce locally bounded solutions at positive times, as in the various examples constructed in [43]. Attention must be paid therefore to the existence and properties of large classes of weak solutions that are not smooth, not even locally bounded. This leads to a main fact to be pointed out about smoothing estimates: there can be no \( L^1 - L^\infty \) effects.

Extinction and Marcinkiewicz spaces. For \( m < m_c \) (even for \( m \leq 0 \)) there is an explicit example of solution which completely vanishes in finite time, and has the form

\[
U(x, t; T) = c \left( \frac{T - t}{|x|^2} \right)^{1/(1-m)}
\]  

with \( T > 0 \) arbitrary, and \( c = c(m, n) > 0 \) a given constant. Formula (46) produces a weak solution of the FDE that is positive and smooth for \( 0 < t < T \) and \( x \neq 0 \); note further that it belongs to the Marcinkiewicz space \( M^{p_s}(\mathbb{R}^n) \) with \( p_s = n(1 - m)/2 \), a quantity that is larger than 1 if \( m < m_c \).

The positive result that we can derive from comparison with this solution is the following.

**Theorem 6.1.** Let \( n \geq 3 \) and \( m < m_c \). For every \( u_0 \in M^{p_s}(\mathbb{R}^n) \), there exists a time \( T > 0 \) such that \( u(x, t) \) vanishes for \( t \geq T \). It can be estimated as

\[
0 < T \leq d \| u_0 \|_{M^{p_s}}^{1-m} := T_1(u_0)
\]

with \( d = d(m, n) > 0 \). Moreover, for all \( 0 < t < T \) we have \( u(t) \in M^{p_s}(\mathbb{R}^n) \) and \( u^*(t) < U(t; T) \) where \( T \) is chosen so that \( U(x, 0; T) \) has the same \( M^{p_s} \)-norm as \( u_0 \), i.e., \( M = c_m T^{1-m} \).
The relevant functional spaces $M^p(\mathbb{R}^n)$ are the so-called Marcinkiewicz spaces or weak $L^p$ spaces, defined for $1 < p < \infty$ as the set of locally integrable functions such that

$$\int_K |f(x)| dx \leq C |K|^{(p-1)/p},$$

for all subsets $K$ of finite measure. It is further proved that solutions with data in the space $M^p(\mathbb{R}^n)$ with $p > p_\infty$ become bounded for all positive times and do not necessarily extinguish in finite time, while solutions with data in the space $M^p(\mathbb{R}^n)$ with $1 < p < p_\infty$ become $L^1$ functions for all positive times and do not necessarily extinguish in finite time, see [43], Chapter 5. While becoming bounded is a typical feature of the parabolic theory (called the $L^\infty$ smoothing effect), becoming $L^1$ is a kind of extravaganza that happens for these fast diffusion flows (it was introduced and called backward effect in [43]).

**Delayed regularity.** A further curious effect is proved in Chapter 6 of the same reference: functions in the larger space $M^{p_\infty}(\mathbb{R}^n) + L^\infty(\mathbb{R}^n)$ typically preserve their unboundedness for a time $T > 0$ and then become bounded. This is also called blow-down in finite time.

**Large-time behaviours: selfsimilarity with anomalous exponents.** The actual asymptotic behaviour of the solutions of the FDE in the exponent range $0 < m < m_c$ depends on the class of initial data. We are interested in “small solutions” that extinguish in finite time, We will concentrate on solutions that start with initial data in $L^1(\mathbb{R}^n)$, or solutions that fall into this class for positive times previous to extinction by the backward effect. In the range $m > m_c$ the ZKB solutions provide the clue to the asymptotics for all nonnegative solutions with $L^1$-data. We know that these solutions do not exist in the range $m < m_c$. So we need to look for an alternative. This alternative has to take into account the fact that solutions with $M^{p_\infty}$-data disappear (vanish identically) in finite time.

The class of self-similarity solutions of the form

$$U(x,t) = (T-t)^\alpha f(x(T-t)^\beta),$$

(48)

called selfsimilar of Type II, will provide the clue to the asymptotic behaviour near extinction. We have to find the precise exponents and profile that correspond to a solution of the form (48) and represent the large time behaviour of many other solutions. We know from the start that $\alpha(1-m) = 2\beta + 1$. But there is no conservation law that dictates to us the remaining relation needed to uniquely identify the exponents. This may seem hopeless but the representative solutions exist and have precise exponents and profile. This is a situation that appears with a certain frequency in mechanics and was called by Y. Zel’dovich self-similarity of the second kind, the exponents being known as anomalous exponents. Anomalous means here that the exponents cannot be obtained from dimensional considerations or conservation laws, as is done in the ZKB case by means of the scaling group. Such kind of solutions is of great interest because of their analytical difficulty.
The selection rule for the anomalous exponents is usually topological, tied to the existence and behaviour of the solutions of a certain nonlinear eigenvalue problem. In the present case, the selection is done through the existence of a special class of self-similar solutions with fast decay at infinity. The construction was performed by J. King, M. Peletier and H. Zhang [31], [38] and is extended and described in detail in [43], Chapter 7. We call them KPZ solutions.

We can then pass to the question of convergence of general classes of solutions towards the KPZ solutions. This is in analogy to the results for the ZKB profiles for \( m > m_c \). The results are more complete when \( m = m_y \), where the problem has a nice geometrical interpretation. The proof of convergence results towards the KPZ solution is only known in the case of radial solutions when \( m \neq m_y \), cf. [26].

**FDE with exponent \( m = (n - 2)/(n + 2) \): Yamabe problem.** The exponent is special in the sense that when we separate variables and pass to the Emden–Fowler equation for \( G = F^m \)

\[-\Delta G = G^p, \tag{49}\]

then \( p = 1/m \) equals the Sobolev exponent \( p_s = (n + 2)/(n - 2) \), that is known to have a great importance in the theory of semilinear elliptic equations. We may thus call \( m_y \) the Sobolev exponent of the FDE. We recall that the FDE is related for this precise exponent to the famous Yamabe flow of Riemannian geometry. As we have said, this flow is used by geometers as a tool to deform Riemannian metrics into metrics of constant scalar curvature within a given conformal class. Returning to the consideration of the family of KPZ solutions with anomalous exponents, this is the “easy case” where \( \beta = 0 \) (that corresponds to separate variables) so that \( \alpha = (n+2)/4 \). The corresponding family of self-similar solutions is explicitly known and given by the Loewner–Nirenberg formula

\[ F(x, \lambda) = k_n \left( \frac{\lambda}{\lambda^2 + |x|^2} \right)^{(n+2)/2} \tag{50}\]

with \( k_n = (4n)^{(n+2)/4} \) and \( \lambda > 0 \) arbitrary. These patterns represent conformal metrics with constant curvature in the geometrical interpretation. Here is the result of [21] as improved in [43], Chapter 7.

**Theorem 6.2.** Let \( n \geq 3 \) and \( m = (n - 2)/(n + 2) \) and let \( u(x, t) \geq 0 \) be a solution of the FDE existing for a time \( 0 < t < T \). Under the assumption that \( u_0 \in L^{2n/(n+2)}(\mathbb{R}^n) \) the solution of the FDE is bounded for all \( t > 0 \). Moreover, there exist \( \lambda \) and \( x_0 \in \mathbb{R}^n \) such that

\[ (T - t)^{-\left(\frac{n+2}{4}\right)} u(x, t) = F(x - x_0, \lambda) + \theta(x, t) \tag{51}\]

and \( \|\theta(t)\|_{L^{p_s}} \to 0 \) as \( t \to T \). The exponent in the space assumption is optimal.

We just recall that \( p_s = 2n/(n + 2) \) in the present case.
Exponential decay at the critical end-point. Inspection of the ZKB solutions as $m$ goes down to $m_c$ shows that asymptotic decay happens as $t \to \infty$ with increasing powers of time, i.e., $u \sim t^{-\alpha}$ and $\alpha \to \infty$. Exponential decay holds for the FDE with critical exponent $m_c$ for a large number of initial, but not for all $L^1$ data. We have

**Theorem 6.3.** Let $m = m_c$ and $n \geq 3$. Solutions in $L^1(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)$ decay in time according to the rate

$$\log(1/\|u(t)\|_\infty) \sim C(n) M^{-2/(n-2)} t^{n/(n-2)}$$

as $t \to \infty$, $M = \|u_0\|_1$. This rate is sharp.

This behaviour is not selfsimilar and has been calculated by V. Galaktionov, L. Peletier and J. L. Vázquez in [27], based on previous formal analysis of J. King [31]. The proof uses a delicate technique of matched asymptotics with an outer region which after a nonlinear transformation undergoes convergence to a selfsimilar profile of convective type. This is said here to show that unexpected patterns can appear as the result of these manipulations. Slower pace of decay happens for non-integrable solutions, as the following selfsimilar example shows

$$u(x, t) = \frac{1}{(bx^2 + ke^{nt} y^2)^{n/2}}, \quad b, k > 0.$$  \hspace{1cm} (53)

7. Logarithmic diffusion

The fast diffusion equation in the limit case $m = 0$ in two space dimensions is a favorite case in the recent literature on fast diffusion equations. The equation can be written as

$$\partial_t u = \text{div}(u^{-1} \nabla u) = \Delta \log(u),$$ \hspace{1cm} (54)

hence the popular name of logarithmic diffusion. The problem has a particular appeal because of its application to differential geometry, since it describes the evolution of surfaces by Ricci flow. More precisely, it represents the evolution of a conformally flat metric $g$ by its Ricci curvature,

$$\frac{\partial}{\partial t} g_{ij} = -2 \text{Ric}_{ij} = -R g_{ij},$$

where Ric is the Ricci tensor and $R$ the scalar curvature. If $g$ is given by the length expression $ds^2 = u (dx^2 + dy^2)$, we arrive at equation (54). This flow, proposed by R. Hamilton in [29], is the equivalent of the Yamabe flow in two dimensions. We remark that what we usually call the mass of the solution (thinking in diffusion terms) becomes here the total area of the surface, $A = \int \int u \, dx_1 dx_2$.

Several peculiar aspects of the theory are of interest: non-uniqueness, loss of mass, regularity and asymptotics. Maybe the most striking is the discovery that conservation of mass is broken in a very precise way.

- Let us consider integrable data. This is the basic result of the theory.
Theorem 7.1. For every $u_0 \in L^1(\mathbb{R}^2)$, with $u_0 \geq 0$ there exists a unique function $u \in C([0, T) : L^1(\mathbb{R}^2))$, which is a classical ($C^\infty$ and positive) solution of (54) in $Q_T$ and satisfies the area constraint
\[
\int u(x, t)dx = \int u_0(x)dx - 4\pi t.
\]
Such solution is maximal among the solutions of the Cauchy problem for (54) with these initial data, and exists for the time $0 < t < T = \int_{\mathbb{R}^2} u_0(x) dx / 4\pi$. Moreover, the solution is obtained as the limit of positive solutions with initial data $u_{0\varepsilon}(x) = u_0(x) + \varepsilon$ as $\varepsilon \to 0$.

The mysterious loss of $4\pi$ units of area (mass) has attracted the attention of researchers. In the geometrical application it is quite easy to see it as a form of the Gauss–Bonnet theorem. It is shown that the Gaussian curvature $K$ is given by $K = \Delta u / 2u$, and then
\[
\int_{\mathbb{R}^2} u_t dx = -2 \int_M K d\text{Vol}_{g} = -4\pi.
\]
There are also analytical proofs of this fact, that look a bit mysterious, see [43], Chapter 8.

- One of the peculiar properties of this equation is the existence of multiple solutions with finite area with the same initial data that are characterized by the behaviour at infinity. The situation is completely understood in the radial case and the following general result is proved.

Theorem 7.2. For every nonnegative radial function $u_0 \in L^1(\mathbb{R}^2)$ and for every bounded function $f(t) \geq 2$, there exists a unique function $u \in C([0, T) : L^1(\mathbb{R}^2))$, which is a radially symmetric and classical solution of $(P_0)$ in $Q_T$ and satisfies the mass constraint
\[
\int u(x, t)dx = \int u_0(x)dx - 2\pi \int_0^t f(\tau) d\tau.
\]
It exists as long as the integral in the LHS is positive. The case $f = 0$ corresponds to the maximal solution of the Cauchy problem. In any case, the solution is bounded for all $t > 0$.

Thus, not only there are infinitely many solutions for every fixed nontrivial initial function $u_0$, but also the extinction time can be controlled by means of the flux data $f$. Moreover, these solutions satisfy the asymptotic spatial behaviour
\[
\lim_{r \to \infty} r \partial_r (\log u(r, t)) = -f(t)
\]
for a.e. $t \in (0, T)$. Non-uniqueness extends to non-integrable solutions. Thus, the stationary profile
\[
u(x_1, x_2, t) = Ae^{Bx_1}, \quad A, B > 0,
\]
is not the unique solution with such data, it is not even the maximal solution.

- Actually, the geometrical interpretation in the case of data with finite area favors the flow with conditions at infinity \( f = 4 \), hence the mass loss per unit time equals \( 8\pi \), which are interpreted as regular closed compact surfaces. Here is the most typical example

\[
 u(x, t) = \frac{8(T - t)}{(1 + x^2)^2},
\]

which represents the evolution of a ball with total area \( \int u(x, t) \, dx = 8\pi(T - t) \).

- Coming to the regularity question, solutions with data in \( L^1(\mathbb{R}^2) \) are bounded. But the limit when the data tend to a measure, more precisely to a Dirac mass, is not included. Indeed, when we approximate a Dirac delta \( M\delta(x) \) by smooth integrable functions \( \varphi_n(x) \), solve the problem in the sense of maximal solutions \( u_n(x, t) \) and pass to the limit in the approximation, the following result is obtained

\[
 \lim_{n \to \infty} u_n(x, t) = (M - 4\pi t) + \delta(x).
\]

In physical terms, it means that logarithmic diffusion is unable to spread a Dirac mass, but somehow it is able to dissipate it in finite time. A delicate thin layer process occurs by which the mass located at \( x = 0 \) is transferred to \( x = \infty \) without us noticing. We explain this phenomenon in the recent paper [45] where the following result is proved: we assume that the initial mass distribution can be written as

\[
d\mu_0(x) = f(x) \, dx + \sum_{i=1}^{k} M_i \delta(x - x_i).
\]

where \( f \geq 0 \) is an integrable function in \( \mathbb{R}^2 \), the \( x_i, i = 1, \ldots, k \), are a finite collection of (different) points on the plane, and we are given masses \( 0 < M_k \leq \cdots \leq M_2 \leq M_1 \). The total mass of this distribution is

\[
 M = M_0 + \sum_{i=1}^{k} M_i, \quad \text{with } M_0 = \int f \, dx.
\]

We construct a solution for this problem as the limit of natural approximate problems with smooth data:

**Theorem 7.3.** Under the stated conditions, there exists a limit solution of the log-diffusion Cauchy problem posed in the whole plane with initial data \( \mu_0 \). It exists in the time interval \( 0 < t < T \) with \( T = M/2\pi \). It satisfies the conditions of maximality at infinity.

More precisely, the solution is continuous into the space of Radon measures, \( u \in C([0, T) : \mathcal{M}(\mathbb{R}^2)) \), and it has two components, singular and regular. The
singular part amounts to a collection of (shrinking in time) point masses concentrated on the points \( x = x_i \) of the precise form

\[
 u_{\text{sing}} = \sum_i (M_i - 4\pi t)_+ \delta(x - x_i). \tag{63}
\]

The regular part can be described as follows:

(i) When restricted to the perforated domain \( Q_* = (\mathbb{R}^2 - \bigcup_i \{x_i\}) \times (0, T) \), \( u \) is a smooth solution of the equation, it takes the initial data \( f(x) \) for a.e. \( x \neq x_i \), and vanishes at \( t = T \).

(ii) At every time \( t \in (0, T) \) the total mass of the regular part is the result of adding to \( M_0 \) the inflow coming from the point masses and subtracting the outflow at infinity.

(iii) Before each point mass disappears, we get a singular behaviour near the mass location as in the radial case, while later on the solution is regular around that point.

For complete details on this issue we refer to [45].

The theory of measure-valued solutions of diffusion equations is still in its beginning. A large number of open problems are posed for subcritical fast diffusion.
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1. Introduction

The aim of this article is to show how theorems of localization in equivariant cohomology not only provide beautiful mathematical formulae, but also stimulated progress in algorithmic computations. I will focus on my favorite themes: quantization of symplectic manifolds and algorithms for polytopes, and neglect many other applications. Many mathematicians have shared their ideas with me, notably Welleda Baldoni, Nicole Berline, Michel Brion, Michel Duflo, Shrawan Kumar, Paul-Emile Paradan and Andras Szenes. I will therefore often employ a collective “we”, instead of anxiously weighing my own contribution.

I will describe here the theory of equivariant cohomology with generalized coefficients of a manifold $M$ on which a Lie group $K$ acts. The integral of such a cohomology class is a generalized function $I(\phi)$ on $\mathfrak{k}$, with $\phi$ in $\mathfrak{k}$, the Lie algebra of $K$. We wish to solve two problems. The first is to give a “localization formula” for $I(\phi)$ as a “short” expression. The second is: given such a short formula for $I(\phi)$, compute the value $\hat{I}(\xi)$ of the Fourier transform of $I$ at a point $\xi \in \mathfrak{k}^*$ in terms of the initial geometric data. Let me give the motivation for such questions.

By integrating de Rham cohomology classes on a manifold, one obtains certain numerical quantities. For example, the symplectic volume $\text{vol}_M$ of a compact symplectic manifold $M$ is the integral of the Liouville form, and the Atiyah–Singer cohomological formula for the index of an elliptic operator $D$ on $M$ is an integral of a cohomology
class with compact support on $T^*M$. In the interplay between toric varieties and polytopes, these numerical quantities correspond respectively to the volume of a polytope and to the number of integral points inside a rational polytope. Moreover, the volume is the classical limit of the discrete version, the number of integral points in dilated polytopes.

When the manifold is provided with the action of a compact Lie group $K$, similar objects are described by integrals of equivariant cohomology classes. The equivariant volume $\text{vol}_M(\phi)$ of a compact Hamiltonian manifold $M$ is a $C^\infty$ function of $\phi \in \mathfrak{k}$, obtained by integrating a particular equivariant cohomology class on $M$. More generally, if $M$ is a non-compact Hamiltonian manifold with proper moment map, and additional convergence conditions, its equivariant volume $\text{vol}_M(\phi)$ is a generalized function on $\mathfrak{k}$. As shown by Duistermaat–Heckman, the value at $\xi \in \mathfrak{k}^*$ of the inverse Fourier transform of $\text{vol}_M(\phi)$ is the symplectic volume of the Marsden–Weinstein reduction of $M$ at $\xi$. If a $K$-invariant operator $D$ is elliptic in the directions transverse to the orbits of $K$, its index $\text{Index}(D)$ is a generalized function on $K$, that is, a series of characters of $K$. It can be described in terms of integrals of equivariant cohomology classes on $T^*M$. The discrete inversion problem is to determine each Fourier coefficient of $\text{Index}(D)$. When $D$ is an operator linked to the symplectic structure, we think of $\text{Index}(D)$ as the quantum version of the equivariant volume. The Guillemin–Sternberg conjecture, now established by Meinrenken–Sjamaar for any compact Hamiltonian manifold, is an example where such an inversion problem has a beautiful answer in geometric terms.

In the case of a manifold with a circular symmetry, we proved a localization formula for integrals of equivariant cohomology classes as a sum of local contributions from the fixed points. This formula is similar to the Atiyah–Bott Lefschetz fixed point formula for the equivariant index of an elliptic operator on $M$. A drawback of such formulae is that each individual term has poles, and the Fourier transform of an individual term is meaningless. We will describe here a more general principle of localization for integrals of equivariant cohomology classes. Let $\kappa$ be a $K$-invariant vector field tangent to the orbits of $K$. Witten showed that equivariant integrals on $M$ can be computed in terms of local data near the set $C$ of zeroes of $\kappa$. Furthermore, for each connected component $C_F$ of $C$, the local contribution of $C_F$ is a generalized function on $\mathfrak{k}$. Witten’s localization theorem can be best understood through Paradan’s identity: $1 = 0$ on $M - C$, in equivariant cohomology with generalized coefficients. Basic definitions and Paradan’s identity are explained in Section 3.

The identity $1 = 0$ on $M - C$ has many independent applications that we describe in Section 4. When $M$ is a Hamiltonian manifold with moment map $\mu$, the set of zeroes of the Kirwan vector field is the set of critical points of the function $||\mu||^2$. According to Witten’s theorem, integrals on reduced spaces of $M$ can be related to equivariant integrals on $M$. Using a similar localization argument for transversally elliptic operators, Paradan was able to extend the proof of the Guillemin–Sternberg conjecture to some non-compact Hamiltonian spaces linked to representation theory of real semi-simple Lie groups via Kirillov’s orbit method. We will state a generalization
of the Guillemin–Sternberg conjecture for a transversally elliptic operator canonically attached to a Hamiltonian action in Section 4.

From the localization formulae, one is led to study generalized functions which are regular outside a union of hyperplanes. This will be the topic of Section 5. In particular, we will relate the cohomology ring of toric manifolds to cycles in the complement of an arrangement of hyperplanes.

As there are some relations between Hamiltonian geometry and convex polytopes, these localization theorems have an analogue for polytopes. Such an analogue is the local Euler–Maclaurin formula for polytopes, which was conjectured by Barvinok–Pommersheim. We will indicate in Section 6 how some theoretical results on intersection rings can be turned into effective tools for numerical computations. We implemented algorithms for various problems such as computing the value of the convolution of a large number of Heaviside distributions, the number of integral points in network polytopes and Kostant partitions functions, with applications to the tensor multiplicities formulae. This last section can be read independently. Indeed, these applications to polytopes have elementary proofs, but it was through interaction with Hamiltonian geometry that some of these tools were discovered.

For lack of space, I was only able to include central references to the topics discussed in this text. For more bibliographical comments, references and motivations, one might consult [13], [25], [27], [49] and my home page (notably, the text called “Exégèse”) at math.polytechnique.fr/cmat/vergne/. The texts [50] and [48] are introductory and hopefully reader-friendly.

2. Simple examples

In this section, I will give simple examples of sums which can be represented by short formulae, and a simple example of the inverse problem we have in mind. I will also give a sketch of the proof of the stationary phase formula as similar stationary phase arguments will be our fundamental tools.

2.1. Geometric series. Some formulae in mathematics condense a large amount of information in short expressions. The most striking formula perhaps is the one that sums a very long geometric series:

\[
\sum_{i=0}^{10000} q^i = \frac{1}{1-q} + q^{10000} \frac{1}{1-q^{-1}}.
\]

For a straightforward calculation of the left hand side for a given value \( q \), one needs to know the value of the function \( q^i \) at all the 10001 integral points of the interval [0, 10000], while for the right hand side one needs only the value of this function at the end points 0, 10000. Note that each term of the right hand side has a pole at \( q = 1 \).
The short formula (here $A$, $B$, $i$ are integers)
\[
\sum_{i=A}^{B} q^i = \frac{q^A}{1-q} + \frac{q^B}{1-q^{-1}} = -\frac{q^{A-1}}{1-q} - \frac{q^{B+1}}{1-q}
\]  
(1)
is related to the following equalities of characteristic functions:
\[
\chi([A, B]) = \chi([A, \infty]) + \chi([-\infty, B]) - \chi(\mathbb{R}) = \chi(\mathbb{R}) - \chi([-\infty, A]) - \chi(B, \infty).
\]
We draw the picture of the last equality.

Figure 1. Decomposition of an interval.

Then to sum $q^i$ from $A$ to $B$, we first sum $q^i$ from $-\infty$ to $\infty$ and subtract the two sums over the integers strictly less than $A$ and over the integers strictly greater than $B$. Thus, if
\[
S_0 := \sum_{i=-\infty}^{\infty} q^i, \quad S_A := \sum_{i=-\infty}^{A-1} q^i, \quad S_B := \sum_{i=B+1}^{\infty} q^i,
\]
we obtain formally, or, setting $q = e^{i\phi}$, in the sense of generalized functions on the unit circle,
\[
S = S_0 - S_A - S_B.
\]  
(2)

For a value $q \neq 1$, the first sum $S_0$ is 0 as follows from $(1-q)S_0 = 0$, while $S_A$, $S_B$ are just geometric progressions and we come back to the short formula (1).

The reader may recognize in Formula (1) a very simple instance of the Atiyah–Bott Lefschetz fixed point formula on the Riemann sphere. Formula (2) illustrates Paradan’s localization of elliptic operators, which we describe in Section 4.2. Indeed, Formula (2) is an example of the decomposition of the equivariant index of an elliptic operator on the Riemann sphere in a sum of indices of three transversally elliptic operators (see Example 13).

2.2. Inverse problem. The inverse problem may be described as follows: given a short expression for a sum, compute an individual term of the sum.

Here is an example. Consider the following product of geometric series $G := \left( \sum_{i=0}^{\infty} q_1^i \right)^3 \left( \sum_{j=0}^{\infty} q_2^j \right)^3 \left( \sum_{k=0}^{\infty} q_1^k q_2^k \right)^3$ given by the short expression:
\[
S(q_1, q_2) := \frac{1}{(1-q_1)^3} \frac{1}{(1-q_2)^3} \frac{1}{(1-q_1 q_2)^3}.
\]
Let us compute the coefficient $c(a, b)$ of $q_1^aq_2^b$ in $G$. If $a \geq b$, an iterated application of the residue theorem in one variable leads to

$$c(a, b) = \text{res}_{x_2=0} \left( \text{res}_{x_1=0} \frac{e^{a_2x_1}e^{b_2x_2}dx_1dx_2}{(1-e^{-x_1})^3(1-e^{-x_2})^3(1-e^{-(x_1+x_2)})^3} \right).$$

If we set

$$g(a, b) = \frac{(b + 1)(b + 2)(b + 3)(b + 4)(b + 5)(7a^2 - 7ab + 2b^2 + 21a - 9b + 14)}{14 \cdot 5!},$$

we obtain the following equalities.

If $a \geq b$, then $c(a, b) = g(a, b).$  \hfill (3)

If $a \leq b$, then $c(a, b) = g(b, a).$  \hfill (4)

We will discuss in Section 5.1 a residue theorem (Theorem 18) in several variables, which gives an algorithmic solution to this type of inversion problem.

The Guillemin–Sternberg conjecture (see Section 4.3) gives a geometric interpretation of the Fourier coefficients of series for similar inversion problems.

### 2.3. Stationary phase.

Let $M$ be a compact manifold of dimension $n$, $f$ a smooth function on $M$ and $dm$ a smooth density. Consider the function

$$F(t) := \int_M e^{itf(m)}dm.$$

The dominant contribution to the value of this integral as $t$ tends to infinity arises from the neighborhood of the set $C$ of critical points of $f$. We indicate a proof of this fact, as similar arguments will be employed later on. Consider the image of $M$ by the map $x = f(m)$ and the push-forward of the density $dm$. Then $F(t) = \int_{\mathbb{R}} e^{itx} f_*(dm)$. Choose a smooth function $\chi$ on $M$, equal to 1 in a neighborhood of the set $C$ and supported near $C$. Then $F(t) = F_C(t) + R(t)$, where

$$F_C(t) := \int_{\mathbb{R}} e^{itx} f_*(\chi dm), \quad R(t) = \int_{\mathbb{R}} e^{itx} f_*((1-\chi)dm).$$

$R(t)$ is the Fourier transform of a smooth compactly supported function, and thus decreases rapidly at infinity. It is not hard to show that, if $f$ has a finite number of non-degenerate critical points, then

$$F(t) \sim F_C(t) \sim \sum_{p \in C} \sum_{k \geq 0} a_{p,k} t^{-\frac{n}{2}+k},$$

where the constants $a_{p,k}$ can be computed in terms of $f$ and $dm$ near $p \in C$. We can say that asymptotically, the integral “localizes” at a finite number of points $p$. 
Example 1. Let $M$ be the sphere \( \{ x^2 + y^2 + z^2 = A^2 \} \) of radius $A$ endowed with the Liouville volume form $dm := \frac{dy \wedge dz}{2\pi x}$. Let our function $f$ be the projection onto the $x$-axis: $f = x$. We immediately see that $f_*(dm)$ is the characteristic function of the interval $[-A, A]$. Thus we obtain the formula

$$ F(t) = \int_{-A}^{A} e^{itx} \, dx = \frac{e^{-iAt}}{-it} + \frac{e^{iAt}}{it}. $$

Observe that here $F(t)$ is not just asymptotically, but exactly equal to the local expression. The reason is that in this example the function $f$ is the Hamiltonian of an action of the circle group $S^1 := \{ e^{i\phi} \}$ on a compact symplectic manifold, and $dm$ is the Liouville measure. In such a case, the Duistermaat–Heckman exact stationary phase formula \cite{26} implies that $f_*(dm)$ is locally polynomial on $f(M)$ and that

$$ F(t) = \sum_{p \in \mathbb{C}} e^{if(p)} a_p q t^{-\frac{n}{2}}. \quad (5) $$

We will interpret the Duistermaat–Heckman formula as an example of the abelian localization formula (Theorem 7) of integrals of equivariant forms in Section 3.5.

3. Equivariant differential forms

Our motivation to study equivariant differential forms came from representation theory.

Let $M$ be a manifold with an action of the circle group $S^1$. The Atiyah–Bott fixed point formula \cite{3} describes the equivariant index of an elliptic operator on $M$ in terms
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of local data near the fixed points of the action. One of the applications of the formula was a geometric interpretation of the Weyl formula for the characters of irreducible representations of compact Lie groups.

The character formula has continuous analogues: the formulae for the Fourier transforms of coadjoint orbits, which are linked to representation theory via Kirillov’s orbit method. For compact groups, this is the Harish-Chandra formula; for non-compact semi-simple groups, Rossmann gave a fixed point formula in the case of discrete series characters.

In joint work with Nicole Berline, I found a geometric interpretation of Rossmann’s formula using equivariant forms [14]. The cohomological tool behind our computation was a deformation of the de Rham complex with the use of vector fields. A similar formalism was described by Witten [51] with different motivation. There were earlier results which condensed certain integrals on \( M \) in short formulae localized near “fixed points”, such as Bott’s residue formulae [19], its generalization by Baum–Cheeger [11] and the Duistermaat–Heckman exact stationary phase formula [26]. As explained by Atiyah and Bott [4], our result was related to localization in topological equivariant cohomology. However, this revival of “de Rham” theory of equivariant cohomology in terms of differential forms turned out to be very fruitful, especially in applications to non-compact spaces and stationary phase type arguments.

3.1. Equivariant de Rham complex. Notation. I keep the notation \( N \) for not necessarily compact manifolds, and \( M \) for compact manifolds. Similarly a compact group will be denoted by the letter \( K \), while \( G \) will be an arbitrary real Lie group. The letters \( T, H \) will be reserved for tori, which are compact connected abelian Lie groups, and therefore are just products of circle groups \( \{ e^{i\theta.a} \} \). In this case, I take as basis of the Lie algebra \( t \), elements \( J_\theta \) such that \( \exp(\theta_\alpha J_\alpha) = e^{i\theta_\alpha} \) \( (\theta_\alpha \in \mathbb{R}) \). The gothic german letters \( g, k, t, h \) denote the corresponding Lie algebras, \( g^*, k^*, t^*, h^* \) the dual vector spaces, \( J^a \) the dual basis to a basis \( J_\alpha \). If \( s \in G \), I denote by \( N_s \) the set of fixed points of the action of \( s \) on the \( G \)-manifold \( N \). The letter \( \phi \) denotes an element of \( g \). If \( g = \mathbb{R}.J \) is the Lie algebra of \( S^1 \), I identify \( g \) and \( \mathbb{R} \). I denote by \( S(\mathbb{R}^*) \) the algebra of polynomial functions on \( \mathbb{R} \), by \( C^\infty(\mathbb{R}) \) the space of \( C^\infty \) functions on \( \mathbb{R} \) and by \( C^{-\infty}(\mathbb{R}) \) the space of generalized functions on \( \mathbb{R} \). An element \( v \in C^{-\infty}(\mathbb{R}) \) is denoted by \( v(\phi) \) although the value at \( \phi \in g \) of \( v \) may not be defined. By definition, it is always defined in the distributional sense: if \( F(\phi) \) is a \( C^\infty \) function on \( g \) with compact support (a test function), then \( \langle v, F(\phi) \rangle \), denoted by \( \int g v(\phi) F(\phi) d\phi \), is well defined.

Let us first define the equivariant cohomology algebra with \( C^\infty \) coefficients of a \( G \)-manifold \( N \).

Let \( G \) be a Lie group acting on a manifold \( N \). For \( \phi \in g \), we denote by \( V\phi \) the vector field on \( N \) generated by the infinitesimal action of \( -\phi \): for \( x \in N \), \( V_x\phi := \frac{d}{d\epsilon} \exp(-\epsilon \phi) \cdot x |_{\epsilon=0} \). If \( N \) is provided with an action of \( S^1 \), we simply denote by \( J \) the vector field \( VJ \). Let \( \mathcal{A}(N) \) be the algebra of differential forms on \( N \) with complex coefficients, and denote by \( d \) the exterior derivative. If \( V \) is a vector field, let \( \iota(V) \)
be the contraction by $V$. If $v := \sum_{i=0}^{\dim N} v[i]$ is a differential form on an oriented manifold $N$, then the integral of $v$ over $N$ is by definition the integral of the top degree term of $v$: $\int_N v := \int_N v[\dim N]$, provided that this last integral is convergent.

A smooth map $\alpha: g \to \mathcal{A}(N)$ is called an equivariant form, if $\alpha$ commutes with the action of $G$ on both sides. The equivariant de Rham operator $D ([14], [51])$ may be viewed as a deformation of the de Rham operator $d$ with the help of the vector field $V\phi$. It is defined on equivariant forms by the formula

$$(D(\alpha))(\phi) := d(\alpha(\phi)) - \iota(V\phi)\alpha(\phi).$$

Then $D^2 = 0$. An equivariant form $\alpha$ is equivariantly closed if $D\alpha = 0$. The cohomology space, denoted by $\mathcal{H}^\infty(g, N)$, is, as usual, the kernel of $D$ modulo its image. This is an algebra, $\mathbb{Z}/2\mathbb{Z}$-graded in even and odd classes. If $G := \{1\}$, this is the usual cohomology algebra $\mathcal{H}(N)$.

The integral of an equivariant differential form may be defined as a generalized function. Indeed, let $F(\phi)$ be a test function on $g$; then $\int_g \alpha(\phi) F(\phi)d\phi$ is a differential form on $N$. If this differential form is integrable on $N$ for all test functions $F$, then $\int_N \alpha$ is defined by

$$\int_N \alpha, Fd\phi := \int_N \int_g \alpha(\phi) F(\phi)d\phi.$$ 

Of course if $N$ is compact oriented, $\int_N \alpha(\phi)$ is a $C^\infty$ function.

### 3.2. Hamiltonian spaces.

Examples of equivariantly closed forms arise in Hamiltonian geometry.

Let $N$ be a symplectic manifold with symplectic form $\Omega$. We say that the action of $G$ on $N$ is Hamiltonian with moment map $\mu: N \to g^*$ if, for every $\phi \in g$, $d(\langle \phi, \mu \rangle) = \iota(V\phi) \cdot \Omega$. Thus the zeroes of the vector field $V\phi$ (that is, the fixed points of the one parameter group $\exp(t\phi)$) are the critical points of $\langle \phi, \mu \rangle$.

The equivariant symplectic form $\Omega(\phi) := \langle \phi, \mu \rangle + \Omega$ is a closed equivariant form. Indeed,

$$(d - \iota(V\phi))(\langle \phi, \mu \rangle + \Omega) = d(\langle \phi, \mu \rangle) - \iota(V\phi) \cdot \Omega + d(\Omega)$$

and this is equal to 0 as both equations

$$d\Omega = 0, \quad d(\langle \phi, \mu \rangle) = \iota(V\phi) \cdot \Omega$$

hold.

The two basic examples of Hamiltonian spaces with an Hamiltonian action of $S^1$ are:

1. $\mathbb{R}^2$ if the action of $S^1$ has a fixed point.
2. The cotangent bundle $T^*S^1$ if the action of $S^1$ is free.
(1) Let $N := \mathbb{R}^2$ with coordinates $[x, y]$. The circle group $S^1$ acts by rotations with isolated fixed point $[0, 0]$. The symplectic form is $\Omega := dx \wedge dy$. The function $\frac{x^2 + y^2}{2}$ is the Hamiltonian function for the vector field $J := y \partial_x - x \partial_y$. Thus the equivariant symplectic form is

$$\Omega(\phi) = \phi \left( \frac{x^2 + y^2}{2} \right) + dx \wedge dy.$$ 

(2) Let $N := T^*S^1 = S^1 \times \mathbb{R}$. The circle group $S^1$ acts freely by rotations on $S^1$. If $[e^{i\theta}, t]$ is a point of $T^*S^1$ with $t \in \mathbb{R}$, the symplectic form is $\Omega := dt \wedge d\theta$. The function $t$ is the Hamiltonian function for the vector field $J := -\partial_\theta$. Thus the equivariant symplectic form is

$$\Omega(\phi) = \phi t + dt \wedge d\theta.$$ 

A particularly important closed equivariant form is $e^{i\Omega(\phi)}$. If $\dim N = 2\ell$, then

$$e^{i\Omega(\phi)} = e^{i\langle \phi, \mu \rangle} \left( 1 + i\Omega + \frac{(i\Omega)^2}{2!} + \cdots + \frac{(i\Omega)^\ell}{\ell!} \right).$$ 

### 3.3. Equivariant volumes

Let $M$ be a compact $K$-Hamiltonian manifold of dimension $2\ell$. By definition, the equivariant symplectic volume of $M$ is the function of $\phi \in \mathfrak{k}$ given by

$$\text{vol}_M(\phi) := \frac{1}{(2\pi)^\ell} \int_M e^{i\Omega(\phi)} = \int_M e^{i\langle \phi, \mu(m) \rangle} \frac{\Omega^\ell}{\ell!(2\pi)^\ell}.$$

Note that $\text{vol}_M(0)$ is the symplectic volume of $M$. The last integral, according to the Duistermaat–Heckman-formula [26], localizes as a sum of integrals on the connected components of the set of zeroes of $V_\phi$. If this set of zeroes is finite,

$$\text{vol}_M(\phi) = \sum_{p \in \text{zeros of } V_\phi} \frac{e^{i\langle \phi, \mu(p) \rangle}}{\sqrt{\det T_p M} \ L_p(\phi)},$$

where $L_p(\phi)$ is the endomorphism of $T_p M$ determined by the infinitesimal action of $\phi$ at $p$. As $K$ is compact, there is a well-defined polynomial square root of the function $\phi \mapsto \sqrt{\det T_p M} \ L_p(\phi)$, the sign being determined by the orientation.

**Example 2.** Consider, as in Example 1, Section 2.3, the sphere $M$ with $S^1$-action given by rotation around the $x$-axis and $\Omega := \frac{dy \wedge dz}{x}$. Then $f := x$ is the Hamiltonian function of the vector field $J := (y \partial_z - z \partial_y)$. The equivariant volume is the $C^\infty$ function

$$\text{vol}_M(\phi) = \int_M e^{i\phi x} dm = e^{-iA\phi} + \frac{e^{iA\phi}}{-i\phi}.$$
Let us point out some examples of non-compact manifolds $N$ where the equivariant symplectic volume exists in the sense of generalized functions. We will use the following generalized functions:

$$Y^+(\phi) := \int_0^\infty e^{\phi t} dt, \quad Y^-(\phi) := \int_{-\infty}^0 e^{\phi t} dt, \quad \delta_0(\phi) := \int_{-\infty}^\infty e^{\phi t} dt.$$ 

Note that the generalized function $Y^+(\phi)$ is the boundary value of the holomorphic function $\frac{1}{1-i\phi}$ defined on the upper-half plane, so that it satisfies the relation $(-i\phi)Y^+(\phi) = 1$. The generalized function $\delta_0(\phi)$ satisfies the relation $\phi \delta_0(\phi) = 0$.

Return to our two basic examples $\mathbb{R}^2$ and $T^*S^1$ with action of $S^1$.

1. $N := \mathbb{R}^2$. We have

$$\text{vol}_N(\phi) = \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{\phi(x^2+y^2)} dxdy = \int_0^\infty e^{\phi r} dr = Y^+(\phi).$$

When $\phi \neq 0$, we have $\text{vol}_N(\phi) = \frac{1}{\pi\phi}$. This coincides with what would be the Duistermaat–Heckman formula in the non-compact case: there is just one fixed point $[0,0]$ for the action.

2. $N := T^*S^1$. We have

$$\text{vol}_N(\phi) = \frac{1}{2\pi} \int_{\mathbb{R} \times S^1} e^{\phi t} dtd\theta = \int_{\mathbb{R}} e^{\phi t} dt = \delta_0(\phi).$$

Thus $\text{vol}_N(\phi)$ is always 0 when $\phi \neq 0$. This is consistent with the fixed point philosophy: the action of $S^1$ on $T^*S^1$ is free, thus the set of zeroes of $V\phi$ is empty when $\phi \neq 0$.

The next example illustrates our original motivation to introduce the equivariant differential complex.

**Coadjoint orbits.** Let $G$ be a real Lie group. Recall [30] that when $N := G\lambda$ is the orbit of an element $\lambda \in g^*$ by the coadjoint representation, then $N$ has a $G$-Hamiltonian structure, such that the moment map is the inclusion $N \rightarrow g^*$. The equivariant volume $\text{vol}_N(\phi)$ is defined as a generalized function on $g$, if the orbit $G\lambda$ is tempered. This is just the Fourier transform of the $G$-invariant measure supported on $G\lambda \subset g^*$.

When $N$ is a coadjoint orbit of a compact Lie group $K$, Harish-Chandra gave a fixed point formula for $\text{vol}_N(\phi)$. Now this is seen as a special case of the Duistermaat–Heckman formula (6). Rossmann [41] and Libine [32] extended the Harish-Chandra formula to the case of closed coadjoint orbits of reductive non-compact Lie groups, involving delicate constants at fixed points at “infinity” defined combinatorially by Harish-Chandra and Hirai and topologically by Kashiwara.

Here is an example. Consider the group $\text{SL}(2, \mathbb{R})$ with Lie algebra $g$ with basis

$$J_1 := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad J_2 := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad J_3 := \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.$$
The one-parameter group generated by $J_3$ is compact, while those generated by $J_1$ and $J_2$ are non-compact. Let $\lambda > 0$. The manifold

$$N := \{ \xi_1 J^1 + \xi_2 J^2 + \xi_3 J^3; \xi_3^2 - \xi_1^2 - \xi_2^2 = \lambda^2, \xi_3 > 0 \}$$

is a coadjoint orbit. Then the generalized function $\text{vol}_N(\phi_1 J^1 + \phi_2 J^2 + \phi_3 J^3)$ is given by an invariant locally $L_1$-function, analytic outside $\phi_1^2 + \phi_2^2 - \phi_3^2 = 0$.

**3.4. Equivariant cohomology groups.** After having defined $H^\infty(\mathfrak{g}, N)$, I will move on to the definition of two other equivariant cohomology groups.

**Cartan’s complex.** Here we consider, for a $K$-manifold $N$, the space $\mathcal{A}^{\text{pol}}(\mathfrak{g}, N) := (S(\mathfrak{g}^*) \otimes \mathcal{A}(N))^K$ of equivariant forms $\alpha(\phi)$ depending polynomially on $\phi$. The corresponding cohomology space $H^{\text{pol}}(\mathfrak{g}, N)$ is a $\mathbb{Z}$-graded algebra, where elements of $\mathfrak{g}^*$ have degree two, and differential forms their exterior degree. If $N$ is a vector space with linear action of $K$, then $H^{\text{pol}}(\mathfrak{g}, N) = S(\mathfrak{g}^*)^K$. A basic theorem of H. Cartan says: if $K$ acts on a compact manifold $M$ with finite stabilizers, then $H^{\text{pol}}(\mathfrak{g}, M) = H^*(M/K)$.

If $N$ is non-compact, we can also consider the space $\mathcal{A}^{\text{pol}, \text{cpt}}(\mathfrak{g}, N) := (S(\mathfrak{g}^*) \otimes \mathcal{A}^{\text{cpt}}(N))^K$ of equivariant forms $\alpha(\phi)$ which are compactly supported on $N$. We
denote by $\mathcal{H}^{\text{pol,cpt}}(\mathfrak{k}, N)$ the corresponding cohomology space. Integration is well defined on it if $N$ is oriented and the result of integration $\int_N \alpha(\phi)$ is a polynomial function on $\mathfrak{k}$, invariant under the adjoint action of $K$ on $\mathfrak{k}$.

If $N$ is a vector space, there exists a unique element $\text{Thom}(\phi) \in \mathcal{H}^{\text{pol,cpt}}(\mathfrak{k}, N)$ with integral equals to 1.

Let us give the formula for $N := \mathbb{R}^2$ with action of $S^1$.

\begin{itemize}
  \item $N := \mathbb{R}^2$. Let $\chi$ be any smooth compactly supported function on $\mathbb{R}$ such that $\chi(0) = 1$. Then
  \begin{equation}
  \text{Thom}_\chi(\phi) := -\frac{1}{2\pi} (\phi \chi(x^2 + y^2) + 2\chi'(x^2 + y^2)dx \wedge dy)
  \end{equation}
  \end{itemize}

is a representative of $\text{Thom}(\phi)$.

If $N$ is a vector space, a representative of $\text{Thom}(\phi)$ with “Gaussian look” is given by Mathai–Quillen in [33].

Details on Cartan’s theory and further developments can be found in the stern monograph (which contains treasures) [25], or in the attractive book [27]. This de Rham point of view for topological equivariant cohomology seems to be adapted only to smooth spaces. However, the use of equivariant Poincaré dual allows us to work on algebraic varieties, where the Joseph polynomials and the Rossmann localization formula (see [42]) are important tools. For lack of space, I will not pursue this topic. Let me also mention the theory of equivariant Chow groups for algebraic actions on algebraic varieties defined over any field, initiated by Totaro and developed by Edidin–Graham and Brion.

**Generalized coefficients** ([25]). An equivariant form $\alpha(\phi)$ with $C^\infty$ coefficients is a generalized function on $\mathfrak{g}$ with values in $A(N)$. Thus for any smooth function $F$ on $\mathfrak{g}$ with compact support, the integral $\int_\mathfrak{g} \alpha(\phi)F(\phi)d\phi$ is a differential form on $N$. We denote by $A^{-\infty}(\mathfrak{g}, N)$ the space of such forms. If $N := \bullet$ is a point, an equivariant form with $C^\infty$ coefficients is just an element of $(C^\infty(\mathfrak{g}))^G$, that is, an invariant generalized function on $\mathfrak{g}$. The operator $D$ is well defined on $A^{-\infty}(\mathfrak{g}, N)$, and we denote the corresponding cohomology space by $\mathcal{H}^{-\infty}(\mathfrak{g}, N)$. It is a module over $\mathcal{H}^\infty(\mathfrak{g}, N)$. If $K$ acts freely on $N$, the natural image of $\mathcal{H}^\infty(\mathfrak{k}, N)$ in $\mathcal{H}^{-\infty}(\mathfrak{k}, N)$ is equal to 0.

**Example 3.** Let $M := S^1 = \{e^{i\theta}\}$. The group $S^1 := \{e^{i\phi}\}$ acts freely on $M$ by rotations. Let $\mathfrak{g} := \mathbb{R}J$ be the Lie algebra of $S^1$. Then $\mathcal{H}^{-\infty}(\mathfrak{g}, M) = \mathbb{C}v$, where $\phi v = 0$. A representative of $v$, still denoted by $v$, is the closed equivariant form

\[
v(\phi) := \delta_0(\phi)d\theta.
\]

Note that $\int_M v(\phi) = (2\pi)\delta_0(\phi)$.

On the other hand, we have $1 = -i D(Y^+(\phi)d\theta)$ so that

\[
1 = 0 \quad \text{in} \quad \mathcal{H}^{-\infty}(\mathfrak{g}, M).
\]

Thus the image of $\mathcal{H}^\infty(\mathfrak{g}, M) = \mathbb{C} \cdot 1$ in $\mathcal{H}^{-\infty}(\mathfrak{g}, M)$ vanishes.
3.5. Localization or $1 = 0$. Let $N$ be a $K$-manifold and let $\kappa$ be a $K$-invariant vector field, tangent to $K$-orbits. If $v : N \to \mathfrak{k}$ is a $K$-invariant map, then $\kappa$, defined by

$$\kappa_m := \frac{d}{d\varepsilon} \exp(\varepsilon v(m)).m|_{\varepsilon=0} \quad (9)$$

is such a vector field.

Let $C$ be the set of zeroes of $\kappa$. Via a $K$-invariant Riemannian structure $(\cdot, \cdot)$ on $N$, identify $\kappa$ with the $K$-invariant 1-form on $N$: $(\kappa, \cdot) := (\kappa, \cdot)$. Witten considers the exact equivariant form $D\kappa(\phi) = -\langle \kappa, V\phi \rangle + d\kappa$. From our tangential hypothesis, $\phi \mapsto (\kappa_m, V\phi)$ is a non-zero element of $\mathfrak{k}^*$ when $m$ is not in $C$.

Let $\alpha(\phi) \in \mathcal{H}^\infty(\mathfrak{k}, N)$, compactly supported on $N$. For any test function $F(\phi)$ on $\mathfrak{k}$ and any $a$ in $\mathbb{R}$, we have the equality

$$\int_N \int_{\mathfrak{k}} \alpha(\phi) F(\phi) d\phi = \int_N \int_{\mathfrak{k}} e^{-iaD\kappa(\phi)} \alpha(\phi) F(\phi) d\phi. \quad (10)$$

When $a$ tends to infinity, standard estimates on Fourier transforms shows that the differential form $\int_{\mathfrak{k}} e^{-iaD\kappa(\phi)} \alpha(\phi) F(\phi) d\phi$ becomes very small outside $C$.

Inspired by Witten’s deformation argument, Paradan proves that outside $C$, the constant 1 is equal to 0 in $\mathcal{H}^{-\infty}(\mathfrak{k}, N - C)$.

**Theorem 4** (Paradan, [37]). On $N - C$, the integral

$$B(\phi) := i \int_0^\infty e^{-iaD\kappa(\phi)} \kappa da$$

is a well defined element of $\mathcal{A}^{-\infty}(\mathfrak{k}, N - C)$ and we have $1 = D(B(\phi))$. Thus

$$1 = 0 \quad \text{in} \quad \mathcal{H}^{-\infty}(\mathfrak{k}, N - C).$$

Indeed, intuitively $B(\phi) = \frac{\kappa}{D\kappa(\phi)}$, so that $DB(\phi) = \frac{D\kappa(\phi)}{D\kappa(\phi)} = 1$.

Multiplying an element $\alpha(\phi)$ of $\mathcal{H}^\infty(\mathfrak{k}, N)$ by 1, we see that $\alpha(\phi)$ vanishes on $N - C$. In the next proposition, we give an explicit representative of $\alpha$ with support near $C$.

**Proposition 5** ([37]). Let $\chi$ be a $K$-invariant function on $N$ supported on a small neighborhood of $C$ and such that $\chi = 1$ on a smaller neighborhood of $C$. Let

$$P(\phi) := \chi + d\chi \wedge B(\phi).$$

Then $P(\phi)$ is a closed equivariant form in $\mathcal{A}^{-\infty}(\mathfrak{k}, N)$ supported near $C$. Furthermore, we have the equation in $\mathcal{A}^{-\infty}(\mathfrak{k}, N)$:

$$P = 1 + D((\chi - 1)B).$$

Thus, if $\alpha(\phi) \in \mathcal{H}^\infty(\mathfrak{k}, N)$, then $P(\phi)\alpha(\phi)$ is supported near $C$ and equal to $\alpha(\phi)$ in $\mathcal{H}^{-\infty}(\mathfrak{k}, N)$. 
In the basic examples $\mathbb{R}^2$ or $T^*S^1$ with action of $S^1$, and $\kappa$ appropriately chosen, the forms $B(\phi)$ and $P(\phi)$ are easy to calculate.

- Consider $N := \mathbb{R}^2$ with $\kappa := y\partial_x - x\partial_y$. On $\mathbb{R}^2 - \{0, 0\}$, in polar coordinates $r$, $\theta$, we compute that $B(\phi) = -i Y^+(\phi)d\theta$. Thus, if $\chi$ is a smooth function with compact support on $\mathbb{R}$ and equal to 1 in a neighborhood of 0, then

$$P(\phi) = (2i\pi)Y^+(\phi)\text{Thom}_\chi(\phi),$$

where $\text{Thom}_\chi(\phi)$ is defined by Formula (8). Note that the integral of $P(\phi)$ on $N$ is $(2i\pi)Y^+(\phi)$.

- Consider $N := T^*S^1$ with $\kappa := -t\partial_\theta$. Then in coordinates $t, \theta$,

$$B(\phi) = -i Y^+(\phi)d\theta \quad \text{if} \quad t > 0,$$

$$B(\phi) = i Y^-(\phi)d\theta \quad \text{if} \quad t < 0.$$

If $\chi$ is a smooth function with compact support on $\mathbb{R}$ and equal to 1 in a neighborhood of 0, then

$$P(\phi) = \chi(t) + \chi'(t)dt \wedge B(\phi).$$

Note that the integral of $P(\phi)$ on $N$ is $(2i\pi)(Y^+ + Y^- + Y_0 + \chi)\delta(\phi)$.

For the sake of simplicity, assume that $N$ is compact. Consider the form $P \in H_{\ell}^{-\infty}(\kappa, N)$ constructed in Proposition 5 and supported near the set $C$ of zeroes of $\kappa$.

We write $C = \bigcup C_F$ where $C_F$ are the connected components of the set $C$. Write $P = \sum F P_F$ where $P_F$ is compactly supported on a small neighborhood $U_F$ of $C_F$. Proposition 6 reduces the calculation of the integral of $\alpha(\phi)$ on $N$ to calculations near $C$. We obtain the following localization theorem.

**Theorem 6** ([37]). Consider an equivariant class $\alpha(\phi) \in H_{\ell}^{\infty}(\kappa, N)$. For any component $C_F$ of the set $C$, let $\alpha_F(\phi) \in H_{\ell}^{\infty}(\kappa, U_F)$ an equivariant class equal to $\alpha(\phi)$ on $U_F$. Then

$$\int_N \alpha(\phi) = \sum_{C_F} \int_{U_F} P_F(\phi)\alpha_F(\phi).$$

In this localization theorem, each local contribution $\int_{U_F} P_F(\phi)\alpha_F(\phi)$ is a generalized function on $\kappa^*$. Thus the Fourier transform of each local contribution has a meaning, under a moderate growth condition for $\alpha$.

As an application, we recover the exact stationary phase, and more generally the “abelian” localization formula, with the following tool. For a $S^1$-action with generator $J$, we choose $\kappa := J$, so that $C$ is the set of fixed points of the one parameter group $\exp(\phi J)$. We obtain the following result that we state in the case of isolated fixed points.

**Theorem 7** ([14], [51], [4]). Let $S^1$ acting on a compact manifold $M$ with isolated fixed points. Let $\alpha(\phi)$ be a closed equivariant form with $C^\infty$ coefficients. Then

$$(2\pi)^{-\frac{\dim M}{2}} \int_M \alpha(\phi) = \sum_{p \in \text{fixed points}} \frac{i_p^*\alpha(\phi)}{\sqrt{\det T_p M} L_p(\phi)}.$$
4. Applications and conjectures

4.1. Integrals on reduced spaces

4.1.1. Reduced spaces. Let \( N \) be a Hamiltonian \( K \)-manifold. Assume that \( \xi \in \mathfrak{t}^\ast \) is a regular value of the moment map \( \mu \) and let \( K_\xi \) be the stabilizer of \( \xi \). Then \( K_\xi \) acts with finite stabilizers in \( \mu^{-1}(\xi) \) so that \( \mu^{-1}(\xi)/K_\xi \) is a symplectic orbifold, called the reduced space at \( \xi \) and denoted by \( N_\xi \). We denote by \( s_\xi \) the number of elements of the stabilizer of a generic point in \( \mu^{-1}(\xi) \). If \( \xi = 0 \), we also denote \( N_0 = \mu^{-1}(0)/K \) by \( N//K \). When \( N \) is a projective manifold, then \( N//K \) is the quotient in the sense of Mumford’s geometric invariant theory (see chapter 8.2 [36]). By considering the symplectic manifold \( N \times (K \cdot (-\xi)) \) (the shifting trick), we may always consider reduction at 0.

If 0 is a regular value, Kirwan associates to an equivariant closed form \( \alpha(\phi) \) on \( N \) a cohomology class \( \alpha_{\text{red}} \) on \( N//K \): \( \alpha(\phi) |_{\mu^{-1}(0)} \) is equivalent to the pull-back of \( \alpha_{\text{red}} \).

The Kirwan map \( \chi : H^\ast_K(N) \to H^\ast(N//K) \) is surjective, at least when \( N \) is compact.

The following result relates the equivariant volume of \( M \) to volumes of reduced spaces.

**Proposition 8** ([26]). If \( M \) is a \( K \)-Hamiltonian manifold, then

\[
\text{vol}_M(\phi) = \int_{\mathfrak{t}^\ast} e^{i\langle \xi, \phi \rangle} \text{vol}(M_\xi) d\xi.
\]

This theorem holds also if \( N \) is a \( K \)-Hamiltonian manifold with proper moment map, under some convergence conditions. As shown by Formula (7) (Section 3.3), if a torus \( T \) acts on a vector space \( N \) with weights \( \beta_a \in \mathfrak{t}^\ast \), all contained in a half-space, then the equivariant volume \( \text{vol}_N(\phi) \) is the boundary value of \( \prod_{a} \frac{1}{1 - e^{-\beta_a(\phi)}} \). Its Fourier transform is the convolution \( H \) of the Heaviside distributions supported on the half-lines \( \mathbb{R}^+ \beta_a \). Computing volumes of the reduced manifolds \( N_\xi \) is the same as computing the value of \( H \) at a point \( \xi \in \mathfrak{t}^\ast \). In Section 5.1, we will explain how to do it using iterated residues.

In the next section, we explain Witten’s generalization of Proposition 8.

4.1.2. Witten’s localization theorem. Assume that \( M \) is a compact \( K \)-Hamiltonian manifold with moment map \( \mu : M \to \mathfrak{t}^\ast \). We choose a \( K \)-invariant identification \( \mathfrak{t}^\ast \to \mathfrak{t} \) given by a \( K \)-invariant inner product. The vector field \( \kappa \) defined by \( \kappa_m := \frac{d}{d\varepsilon} \exp(\varepsilon \mu(m)) \cdot m |_{\varepsilon=0} \) is \( K \)-invariant. We refer to this particularly important vector field as the Kirwan vector field. In this case, the set \( C \) of zeroes of \( \kappa \) is the set of critical points of the invariant function \( ||\mu||^2 \) on \( M \). One connected component of \( C \) is the set \( \mu^{-1}(0) \) of zeroes of the moment map (if not empty). The following theorem follows from Witten’s deformation argument: Formula (10) in Section 3.5.
**Theorem 9** (Witten [52]). Let $M$ be a compact Hamiltonian $K$-manifold and $p(\phi)$ an equivariantly closed form with polynomial coefficients. Assume that $0$ is a regular value of the moment map. Then

$$
\int_{\mathfrak{t}} \left( \int_M e^{i\Omega(\phi)} p(\phi) \right) d\phi = s_0(2i\pi)^{\dim \mathfrak{t}} \operatorname{vol}(K) \int_{M//K} e^{i\Omega_{\text{red}}} p_{\text{red}}.
$$

Let me explain the meaning of the integral on the left. Let $I_M(\phi) := \int_M e^{i\Omega(\phi)} p(\phi)$. This is an analytic function on $\mathfrak{t}$ with at most polynomial growth. We compute $\int_{\mathfrak{t}} e^{i\langle \xi, \phi \rangle} I_M(\phi) d\phi$ in the sense of Fourier transform. This Fourier transform is a polynomial near $\xi = 0$ (this is part of the theorem). The left-hand side $\int_{\mathfrak{t}} I_M(\phi) d\phi$ is by definition the value of this polynomial at $\xi = 0$.

The theorem above is used to compute integrals on reduced spaces. Indeed, the right hand side of the equality is the integral of a cohomology class over the reduced space $M//K$ of $M$, which is difficult to compute. Instead, we first compute an equivariant integral on the original space $M$ (easy to do thanks to the usual reduction to the maximal torus $T$ and the abelian localization formula). Then we have to compute the value of the Fourier transform of $I_M(\phi)$ at the point $0$. This in turn demands the computation of the value of the convolution of Heaviside distributions at some explicit points of $\mathfrak{t}^*$: the images by $\mu$ of the fixed points of the action of $T$ on $M$.

Using different methods, other proofs and refinements to Witten’s theorem have been given ([28], [47], [37], [43]). Let us recall Paradan’s method. We apply Theorem 6 to the form $\alpha(\phi) = e^{i\Omega(\phi)} p(\phi)$. Here $C_F$ varies over the connected components of the set of critical points of $\|\mu\|^2$. The image of a connected component $C_F$ by the moment map $\mu$ is a $K$-orbit $K\beta$. The set $C_0 := \mu^{-1}(0)$ projecting on $0$ is one connected component of $C$ (if non-empty). The Fourier transform of $\int_M e^{i\Omega(\phi)} p(\phi) P_F(\phi)$ when $C_F$ projects on $K\beta$ with $\beta \neq 0$ is supported on $\|\xi\| \geq \|\beta\|$. Thus the value of the Fourier transform of $\int_M e^{i\Omega(\phi)} p(\phi)$ at $0$ comes only from $\int_M e^{i2\Omega(\phi)} p(\phi) P_0(\phi)$ and requires only local knowledge of our data near $\mu^{-1}(0)$. To summarize, in Witten’s localization formula, the Fourier transform of the local terms arising from components different from $C_0$ are moved away from our focus of attention: the point $0$ in $\mathfrak{t}^*$.

These facts are illustrated in the example below. This also shows that local calculations near critical points essentially reduce to $\mathbb{R}^2$ or $T^*S^1$.

**Example 10.** Return to Example 2 of the sphere $M := \{x^2 + y^2 + z^2 = A^2\}$, with moment map $\mu(x, y, z) = x$. The critical values of $x^2$ are $0, A, -A$. The set of critical points has three connected components: the circle $C_0$ drawn in black in Figure 3, $\{p^+\}$ and $\{p^−\}$. The normal bundle to $C_0$ is identified with $T^*S^1$ and the normal bundles to $p^+$, $p^−$ with $\mathbb{R}^2$. Let

$$
\operatorname{vol}_M(\phi) = \frac{1}{2i\pi} \int_M e^{i\Omega(\phi)}.
$$
Using the Kirwan vector field, we obtain a decomposition $\text{vol}_M(\phi) = v_0(\phi) + v_p^-(\phi) + v_p^+(\phi)$ with

$$v_0(\phi) := \frac{1}{2i\pi} \int_M e^{i\Omega(\phi)} P_0(\phi) = \delta_0(\phi),$$

$$v_p^-(\phi) := \frac{1}{2i\pi} \int_M e^{i\Omega(\phi)} P_p^-(\phi) = -e^{-i\phi A} Y^-(\phi),$$

$$v_p^+(\phi) := \frac{1}{2i\pi} \int_M e^{i\Omega(\phi)} P_p^+(\phi) = -e^{i\phi A} Y^+(\phi).$$

This decomposition corresponds to the cone decomposition of the interval $[-A, A]$ described in Figure 1 in Section 2.1.

### 4.2. Index of transversally elliptic operators.

Consider a compact even-dimensional oriented manifold $M$. For the sake of simplicity, we assume $M$ provided with an almost complex structure. We choose an Hermitian metric $\|\xi\|^2$ on $T^*M$. For $[x, \xi] \in T^*M$, the symbol of the Dolbeault–Dirac operator $\overline{\partial} + \overline{\partial}^*$ is the Clifford multiplication $c(\xi)$ on the complex vector bundle $\Lambda T^*_x M$. It is invertible for $\xi \neq 0$, since $c(\xi)^2 = -\|\xi\|^2$. Let $\mathcal{E}$ be an auxiliary vector bundle over $M$, then $c_\mathcal{E}([x, \xi]) := c(\xi) \otimes \text{Id}_{\mathcal{E}}$ defines an element of $K(T^*M)$, the $K$-theory group of $T^*M$. Assume that a compact group $K$ acts on $M$ and $\mathcal{E}$. Now the topological index $\text{Index}(c_\mathcal{E})$
of \( c_E \in K_K(T^*M) \) is an invariant function on \( K \) (which computes the equivariant index of the \( K \)-invariant operator \( \overline{\partial}_E + \overline{\partial}_{E}^* \)). The index theorem of Atiyah–Segal–Singer expresses \( \text{Index}(c_E)(k) \) \((k \in K)\) in terms of the fixed points of \( k \) on \( M \). We constructed (see [13]) the equivariant Chern character \( \text{ch}(\phi, E) \) of the vector bundle \( E \) and the equivariant Todd class \( \text{Todd}(\phi, M) \) such that (for \( \phi \) small)

\[
\text{Index}(c_E)(\exp \phi) = (2i\pi)^{-(\dim M)/2} \int_M \text{ch}(\phi, E)\text{Todd}(\phi, M). \tag{11}
\]

For \( \phi = 0 \), this is the Atiyah–Singer formula. Formula (11) is a “delocalization” of the Atiyah–Segal–Singer formula. The delocalized index formula (11) can be adapted to new cases such as:

- Index of transversally elliptic operators.
- \( L^2 \)-index of some elliptic operators on some non-compact manifolds (as in Narasimhan–Okamoto, Parthasarathy, Atiyah–Schmid, Connes–Moscovici).

Indeed, in these two contexts, the index exists in the sense of generalized functions but cannot be always computed in terms of fixed point formulae.

Recall Atiyah–Singer’s definition of transversally elliptic operators (see [2]). Let \( N \) be a \( K \)-manifold and \( T^*_K N \) be the conormal bundle to \( K \)-orbits. A transversally elliptic pseudo-differential operator \( S \) is elliptic in the directions normal to the \( K \)-orbits. Thus \( S \) together with the action of the Casimir of \( \mathfrak{k} \) defines an elliptic system, and the space of solutions of \( S \) decomposes as a Hilbert direct sum of finite-dimensional spaces of \( K \)-finite solutions. The symbol of \( S \) defines an element \( \sigma(S) \in K_K(T^*_K N) \). The index of the operator \( S \) is the character of \( K \) in the virtual vector space obtained as difference of \( K \)-finite solutions of \( S \) and its adjoint. This is an invariant generalized function on \( K \). In [16], we gave a cohomological formula for the index of \( S \) in terms of \( \sigma(S) \in K_K(T^*_K N) \), as an equivariant integral on \( T^*_N \) in the spirit of the delocalized formula (11). This result was inspired by Bismut’s ideas on delocalizations [18] and Quillen’s superconnection formalism.

The following example shows that, contrary to the melancholy remark of Atiyah about his work on transversally elliptic operators (page 6, vol. 4, [1]), there are many transversally elliptic bundle maps of great interest.

Consider a \( K \)-manifold \( N \) with a \( K \)-invariant vector field \( \kappa \) tangent to orbits. As before, we assume that \( N \) is provided with a \( K \)-invariant almost complex structure and Hermitian metric. We still denote by \( c(\xi) \) the Clifford action of \( \xi \in T^*_x N \) on the complex space \( \Lambda T^*_x N \). The analogue in \( K \)-theory of Witten’s deformation is the bundle map

\[
c_{\kappa, E}([x, \xi]) := c(\xi - \kappa_x) \otimes \text{Id}_{\xi}, \tag{12}
\]

defined by Paradan [38]. Note that \( c_{\kappa, E}([x, \xi]) \) is invertible except if \( \xi = \kappa_x \). If furthermore \([x, \xi] \in T^*_K N\), then \( \xi = 0 \) and \( \kappa_x = 0 \). Indeed, by our hypothesis, under identification of \( T^*_N \) with \( TN \), \( \kappa_x \) is tangent to \( Kx \) while \( \xi \) is normal to \( Kx \).
When $N$ is compact, $c_{\kappa, E}$ is transversally elliptic and equal in $K$-theory to the elliptic symbol $c_E$, via the deformation $c(\xi - a\kappa_x) \otimes 1_E$, for $a \in [0, 1]$. Under the conditions stated below, Paradan’s construction defines a transversally elliptic element even if $N$ is a non-compact manifold. See also the construction by M. Braverman [21] of a related operator.

**Proposition 11** ([38]). Assume that the set $C$ of zeroes of $\kappa$ is compact. Then $c_{\kappa, E}$ is transversally elliptic on $T^*N$ with support the zero section $[C, 0]$.

Recall the closed equivariant form $P$ on $N$ supported on a neighborhood of $C$ constructed with the help of $\kappa$ in Proposition 5. Then

**Theorem 12** ([40]). Near the identity element $1$ of $K$, the index of $c_{\kappa, E}$ is given by the formula

$$\text{Index}(c_{\kappa, E})(\exp \phi) = (2i\pi)^{-(\dim N)/2} \int_N \text{ch}(\phi, E)\text{Todd}(\phi, N)P(\phi)$$

and by similar integral formulae over $N_s$ near any point $s \in K$.

When $M$ is compact, Formula (13) reduces to Formula (11) since $P(\phi)$ is equal to $1$ in cohomology. But even in this case, Formula (13) has important implications, as the symbol $c_E$ is broken into several parts according to the connected components of $C$: $c_E = \sum_F c_{E, F}$ where $c_{E, F}$ is supported on $[C_F, 0]$. Thus

$$\text{Index}(c_E) = \sum_F \text{Index}(c_{E, F}).$$

Each local contribution $\text{Index}(c_{E, F})$ is well defined as a character of an infinite-dimensional representation of $K$. This was one of the motivations of Atiyah and Singer for introducing transversally elliptic operators.

As in the Witten localization formula, this allows in important cases to compute the invariant part $\text{Index}(c_E)^K$ through considering only the contribution of $C_0$. The Fourier series attached to the other components do not interfere with our focus of attention: the multiplicity of the trivial representation. This fact is illustrated in the example below.

**Example 13.** Return to Example 10. Let $A$ be a positive integer. We identify $P_1(\mathbb{C})$ with $M_A := \{x^2 + y^2 + z^2 = A^2\}$ through the map

$$[z_1, z_2] \mapsto \left( A \frac{|z_1|^2 - |z_2|^2}{|z_1|^2 + |z_2|^2}, 2A \frac{\Re(z_1\overline{z_2})}{|z_1|^2 + |z_2|^2}, 2A \frac{\Im(z_1\overline{z_2})}{|z_1|^2 + |z_2|^2} \right),$$

the action $(e^{i\phi}z_1, z_2)$ becoming the rotation around the $x$-axis. We consider the Dolbeault–Dirac operator $D_{2A}$ on $P_1(\mathbb{C})$ with solution space $\oplus_{j+k=2A} \mathbb{C}z_1^jz_2^k$. Twisting the action by $e^{i\phi A}$, its equivariant index is $\sum_{k=-A}^{A} q^k$ with $q := e^{i\phi}$. Using the
Kirwan vector field, we decompose $D_{2A} = D_0 + D_{p^+} + D_{p^-}$ into the sum of three transversally elliptic operators with support $[C_0, 0], [p^+, 0], [p^-, 0]$, respectively. To compute the index of $D_0$, we are led to compute the set of solutions of the Dolbeault operator on the complex manifold $\mathbb{C}/\mathbb{Z} = S^1 \times \mathbb{R}$, the action of $S^1 = \mathbb{R}/2\pi\mathbb{Z}$ being by translations, and we obtain all functions $e^{ikx}$ for any $k \in \mathbb{Z}$. Thus

$$\text{Index}(D_0) = \sum_{k=-\infty}^{\infty} q^k.$$ 

Near the fixed points $p^+, p^-$, we obtain the index of the lift of the operators $\tilde{\partial}^\pm$ (see [2]) on $\mathbb{C}$ (shifted):

$$\text{Index}(D_{p^+}) = -\sum_{k=A+1}^{\infty} q^k, \quad \text{Index}(D_{p^-}) = -\sum_{k=-\infty}^{-A-1} q^k.$$ 

The equality

$$\text{Index}(D_{2A}) = \text{Index}(D_0) + \text{Index}(D_{p^+}) + \text{Index}(D_{p^-})$$

is Formula (2) in Section 2.1.
It might happen that the integral \( \int_N \text{ch}(\phi, E) \text{Todd}(\phi, N) \) over our non-compact manifold \( N \) is already convergent in the distributional sense, and as \( P = 1 \) in cohomology, it might happen, modulo the convergence of the boundary term, that the following equality holds

\[
\text{Index}(c_{k, E})(\exp \phi) = (2i \pi)^{-\frac{\dim N}{2}} \int_N \text{ch}(\phi, E) \text{Todd}(\phi, N).
\]

This is indeed the case for discrete series. To state the result, we rephrase the preceding constructions in the spin context. If \( N \) is an even-dimensional oriented spin manifold, and \( E \) a twisting vector bundle, we denote by \( \sigma(\xi) \) the Clifford action of \( \xi \in T^* N \) on spinors, and by \( \sigma_E \) the symbol of the twisted Dirac operator \( D_E \). If \( M \) is a compact \( K \)-manifold, the equivariant index of \( D_E \) is given by a formula similar to (11):

\[
\text{Index}(\sigma_E)(\exp \phi) = (2i \pi)^{-\frac{\dim M}{2}} \int_M \text{ch}(\phi, E) \hat{A}(\phi, M),
\]

(14)

where the equivariant class \( \hat{A} \) replaces the equivariant Todd class.

Under the same hypothesis as in Proposition 11, the bundle map

\[
\sigma_{k, E}([x, \xi]) = \sigma(\xi - \kappa_x) \otimes 1_{E_x}
\]

is transversally elliptic and its equivariant index is a generalized function on \( K \).

Let \( G \) be a real reductive Lie group with maximal compact subgroup \( K \). We assume that the maximal torus \( T \) of \( K \) is a maximal torus in \( G \). Let \( N := G \lambda \) be the orbit of a regular admissible element \( \lambda \in \mathfrak{t}^* \). Harish-Chandra associates to \( \lambda \) a representation of \( G \), realized as the \( L^2 \)-index of the twisted Dirac operator \( D_{\lambda} \). The moment map \( \mu \) for the \( K \)-action on \( N \) is the projection \( G \lambda \to \mathfrak{t}^* \) and the set \( C \) of zeroes of the Kirwan vector field \( \kappa \) is easy to compute in this case: it consists of the compact orbit \( K \cdot \lambda \).

**Theorem 14** (Paradan [39]). The character of the discrete series \( \Theta^G(\lambda) \) restricted to \( K \) is the index of the transversally elliptic element \( \sigma_{k, E_{\lambda}} \) on \( N \).

Here \( E_{\lambda} \) is the Kostant line bundle \( G \times_{G(\lambda)} C_{\lambda} \) on \( N = G/G(\lambda) \). A calculation of the index of \( \sigma_{k, E_{\lambda}} \) (which is supported on \( K \cdot \lambda \)) leads immediately to Blattner’s formula for \( \Theta^G(\lambda) |_K \).

**4.3. Quantization and symplectic quotients.** Let \( N \) be a \( G \)-manifold (\( N \), \( G \) non-necessarily compact), and \( E \) a \( G \)-equivariant vector bundle on \( N \) with \( G \)-invariant connection \( \nabla \). We can then construct the closed equivariant form \( \text{ch}(\phi, E) \) ([15], [20]). For the sake of simplicity, I assume the existence of a \( G \)-invariant complex structure. Then I conjectured (under additional conditions that I do not know how to formulate exactly, see attempts in [46])
Conjecture. There exists a representation $Q(N, \mathcal{E})$ of $G$ such that the character $\text{Tr}_{Q(N, \mathcal{E})}(g)$ is given by the formula

$$\text{Tr}_{Q(N, \mathcal{E})}(\exp \phi) = (2i\pi)^{-\frac{1}{2} \dim N} \int_N \text{ch}(\phi, \mathcal{E})\text{Todd}(\phi, N)$$

(15)

near $1 \in G$ and by a similar integral formula over $N_s$ near any elliptic point $s$ of $G$.

Thus, via integration of equivariant cohomology classes, it should be possible to define a push-forward map from a generalized $K$-theory of vector bundles with connections on $G$-manifolds to invariant generalized functions on $G$, under some convergence conditions, and assuming the existence of a suitable equivariant Todd class.

Remark 15. When $N$ is a coadjoint admissible regular orbit of any real algebraic Lie group $G$ and $\mathcal{E}$ the Kostant half-line bundle, Formula (15), with the $\hat{A}$ class instead of the Todd class, becomes Kirillov’s universal formula [29] for characters (proved by Kirillov for compact and nilpotent groups, by Duflot, Rossmann, Bouaziz, Khalgui, Vergne,... for any real algebraic group). If $N, G$ are compact, Formula (15), with $\hat{A}$ instead of Todd, is the equivariant index formula for the Dirac operator twisted by $\mathcal{E}$. Thus Formula (15), modified as in [46], is a fusion of the Kirillov universal character formula and of the formulae of Atiyah–Segal–Singer for indices of twisted Dirac operators.

Now let $(M, \Omega)$ be a compact symplectic manifold with Hamiltonian action of a compact group $K$. We assume the existence of a $K$-equivariant line bundle $\mathcal{L}$ on $M$ with connection $\nabla$ of curvature equal to $i\Omega$. In other words, $M$ is prequantizable in the sense of [30] and we call $\mathcal{L}$ the Kostant line bundle. We take an almost complex structure compatible with $\Omega$ (see [35]). Then we denote $Q(M, \mathcal{L})$ simply by $Q(M)$. This is a canonical finite-dimensional virtual representation $Q(M)$ of $K$, the quantization of the symplectic manifold $M$. The spectrum of the action of $\phi \in \mathfrak{k}$ in $Q(M)$ should be the “quantum” version of the levels of energy of the Hamiltonian function $\langle \mu, \phi \rangle$ on $M$ (see [49] for survey). Guillemin and Sternberg conjectured in 1982 that the multiplicity of the irreducible representation $V_\xi$ of $K$ (of highest weight $\xi \in \mathfrak{t}^*_+ \subset \mathfrak{k}^*$) in the representation $Q(M)$ is equal to $Q(M_\xi)$ and proved it for the case of Kähler manifolds. This is summarized by the slogan: “Quantization commutes with Reduction”. In other words, when $\xi = 0$, we should have the equality

$$\int_K \text{Tr}_{Q(M)}(k) dk = \int_{M//K} \text{ch}(\mathcal{L}//K)\text{Todd}(M//K).$$

Although a fixed point formula exists for $\text{Tr}_{Q(M)}(k)$, it is difficult to extract the Guillemin–Sternberg conjecture directly from the Atiyah–Bott Lefschetz formula. Thus this conjecture (fundamental for the credo of quantum mechanics) remained unproved for years. Witten’s inversion formula [52]

$$\int_\mathfrak{t} \left( \int_M e^{i\Omega(\phi)} p(\phi) \right) d\phi = s_0(2i\pi)^{\dim \mathfrak{t}} \text{vol}(K) \int_{M//K} e^{i\Omega_{\text{red}}} p_{\text{red}}$$

remains unproved.
is in strong analogy with this conjecture. In particular, apart from factors of $2i\pi$, the
form $e^{i\Omega_{\text{red}}}$ is equal to $\text{ch}(L/K)$. Meinrenken [34] used the Atiyah–Bott
Lefschetz formula and symplectic cutting in a subtle way to give a proof of Guillemin–Sternberg
conjecture for any compact $K$-Hamiltonian manifold. This result was extended further
to singular symplectic quotients in Meinrenken–Sjamaar [35].

**Definition 16.** Let $N$ be a prequantizable Hamiltonian $K$-manifold with Kostant line
bundle $L$ such that the moment map is proper and the set of zeroes of the Kirwan
vector field $\kappa$ is compact. Define

$$Q(N) := \text{Index}(c_{\kappa, L}).$$

Thus $Q(N)$ is a Fourier series of characters $\text{Tr}(V_\xi)$.

**Conjecture.** The multiplicity $m_\xi$ of the irreducible representation $V_\xi$ in $Q(N)$ is
equal to $Q(N_\xi)$.

When $N$ is compact, this is the Guillemin–Sternberg conjecture.

Paradan [39] proved this conjecture (in the spin context) when $N := G\lambda$ is an
admissible regular elliptic coadjoint orbit of a reductive real Lie group $G$ and $K$
the maximal compact subgroup of $G$. Together with Theorem 14, this implies that
irreducible representations $\Theta^K(\xi)$ (of highest weight $\xi - \rho_K$) of $K$ occurring in Harish-Chandra’s discrete series $\Theta^G(\lambda)|_K$ are such that $\xi$ lies in the interior of the Kirwan
polytope $\mu(N) \cap t_+^*$. This is a strong constraint on representations appearing in
$\Theta^G(\lambda)|_K$.

**Example 17.** Figure 5 is the drawing for the restriction of the representation $\Theta^G(\lambda)$
of $\text{SO}(4, 1)$ to $\text{SO}(4)$. The black dots are the $\xi$ such that $\Theta^K(\xi)$ occurs in $\Theta^G(\lambda)$ (they
all occur with multiplicity 1). The horizontal strip is the Kirwan polytope $\mu(G\lambda) \cap t_+^*$. 

![Figure 5. Restriction of discrete series and the Kirwan polytope.](image)
5. Arrangement of hyperplanes

5.1. Convolution of Heaviside distributions and cycles in the complement of a set of hyperplanes. Let us consider a set $\mathcal{B} := \{\beta_1, \ldots, \beta_n\}$ of linear forms $\beta_a$ on a vector space $V$ of dimension $r$, all in an open half-space of $V^*$. We assume that the set $\mathcal{B}$ spans $V^*$. By definition, an element $\xi \in V^*$ is regular if it does not lie in a cone spanned by $(r - 1)$ elements of $\mathcal{B}$. A connected component of the set of regular elements is called a chamber.

The convolution $H$ of the Heaviside distributions of the half-lines $\mathbb{R}^+ \beta_a$ is a multivariate spline function on $V^*$, that is, a locally polynomial function continuous on the cone $\text{Cone}(\mathcal{B})$ spanned by $\mathcal{B}$. Our problem is to compute $H(\xi)$ at a particular point $\xi \in V^*$. In principle, $H(\xi)$ is given by the following limit of integrals (on the non-compact “cycle” $V$ of dimension $r$, and in the sense of Fourier transforms):

$$H(\xi) = \lim_{\varepsilon \to 0} (2i\pi)^{-r} \int_V e^{-i\langle \xi, v \rangle} \frac{1}{\prod_{a=1}^n \langle \beta_a, v + i\varepsilon \rangle} dv$$

where $\varepsilon$ is in the dual cone to $\text{Cone}(\mathcal{B})$.

Consider the complement of the hyperplanes defined by $\mathcal{B}$ in the complexified space $V_C$:

$$V(\mathcal{B}) := \{v \in V_C; \langle v, \beta \rangle \neq 0 \text{ for all } \beta \in \mathcal{B}\}.$$

Jeffrey and Kirwan [28] introduced a residue calculus on the space of functions defined on $V(\mathcal{B})$. A rational function on $V(\mathcal{B})$ is of the form $R(v) = \frac{L(v)}{\prod_{a=1}^n \langle \beta_a, v \rangle^{n_a}}$ where $L(v)$ is a polynomial. The following theorem results from Jeffrey–Kirwan ideas, further refined in [22] and [45]. We still denote by $dv$ the holomorphic $r$-form $dv_1 \wedge \cdots \wedge dv_r$ on $V_C$.

**Theorem 18.** Let $c \subset \text{Cone}(\mathcal{B})$ be a chamber. There exists a compact oriented cycle $Z(c)$ of dimension $r$ contained in $V(\mathcal{B})$ such that for any rational function $R$ on $V(\mathcal{B})$ and any $\xi \in c$

$$\lim_{\varepsilon \to 0} \int_V e^{-i\langle \xi, v \rangle} R(v + i\varepsilon) dv = \int_{Z(c)} e^{-i\langle \xi, v \rangle} R(v) dv.$$

We gave in [45] a representative for the $r$-dimensional cycle $Z(c)$ in $\mathbb{C}^r$ as the set of solutions of $r$ real analytic equations related to quantum cohomology. Furthermore, we gave a simple algorithm, further simplified by De Concini–Procesi [24], to compute the homology class of $Z(c)$ as a disjoint union of tori, so that integration on $Z(c)$ is simply the algebraic operation of taking ordinary iterated residues. Indeed, if $T(\varepsilon) \subset V(\mathcal{B})$ is a compact torus of the form in some coordinates $(v_1, v_2, \ldots, v_r) \in \mathbb{C}^r := V_C$

$$T(\varepsilon) := \{v \in V(\mathcal{B}); |u_k| = \varepsilon_k, \text{ for } k = 1, \ldots, r\},$$

with $\varepsilon := [\varepsilon_1 \ll \varepsilon_2 \ll \cdots \ll \varepsilon_r]$ a sequence of increasing real numbers (here $\varepsilon_1 \ll \varepsilon_2$ meaning that $\varepsilon_2$ is significantly greater than $\varepsilon_1$, see [45] for precise definitions), then
the integration on $T(\varepsilon)$ of a function $F(v_1, v_2, \ldots, v_r)$ with poles on the hyperplanes defined by $\mathcal{B}$ is

$$\frac{1}{(2i\pi)^r} \int_{T(\varepsilon)} F(v_1, v_2, \ldots, v_r) dv = \text{res}_{v_r=0} \text{res}_{v_{r-1}=0} \cdots \text{res}_{v_1=0} F(v_1, v_2, \ldots, v_r),$$

where each residue is taken assuming that the variables with higher indices have a fixed, non-zero value.

Let me explain why this algorithm is efficient for computing the convolution $H(\xi)$ of a large number of Heaviside distributions in a vector space of small dimension. The usual way to compute $H(\xi)$ is by induction on the cardinal of $\mathcal{B}$. Here we fix $\xi$ in a chamber $c$ and we compute the cycle $Z(c)$ (depending on $c$) by induction on the dimension of $V$. It can be done quite quickly using the maximal nested sets of De Concini–Procesi, at least for classical root systems [5].

5.2. Intersection numbers on toric manifolds. Let $T$ be a torus of dimension $r$ acting diagonally on $N := \mathbb{C}^n$ with weights $\mathcal{B} := [\beta_1, \beta_2, \ldots, \beta_n]$. We assume that the cone $\text{Cone}(\mathcal{B})$ spanned by the vectors $\beta_a$ is an acute cone in $t^*$ with non-empty interior. The moment map $\mu: \mathbb{C}^n \to t^*$ for the action of $T$ is $\mu(z_1, \ldots, z_n) = \sum_{a=1}^n |z_a|^2 \beta_a$. The reduced space $N_{\xi} = \mu^{-1}(\xi)/T$ at a point $\xi \in \text{Cone}(\mathcal{B})$ is a toric variety. It is an orbifold if $\xi$ is regular. The space $N_{\xi}$ is still provided with a Hamiltonian action of the full diagonal group $H := (S^1)^n$ with Lie algebra $\mathfrak{h} := \{ \sum_{a=1}^n x_a J_a \}$.

The $T$-equivariant cohomology of $N$ is $S(t^*)$. For each chamber $c$, the Kirwan map gives a surjective map $\chi(p) := p_{\text{red}}$ from $S(t^*)$ to $\mathcal{H}^*(N_c)$. The following theorem allows us to compute integrals on toric manifolds.

**Theorem 19 ([45]).** Let $p \in S(t^*)$, then

$$\int_{N_c} \chi(p) = (2i\pi)^{-r} \int_{Z(c)} \frac{p(\phi)}{\prod_{a=1}^n (\beta_a, \phi)} d\phi.$$

Let $\xi \in c$ and let $p(\phi) := \langle \phi, \xi \rangle$. Then the cohomology class $p_{\text{red}}$ is the symplectic form of $N_c$ determined by $\xi$. This way we obtain the formula:

**Corollary 20.** Let $\xi \in c$, then

$$\text{vol}(N_\xi) = \frac{1}{(2\pi)^r} \int_{Z(c)} \frac{e^{-i\langle \xi, \phi \rangle}}{\prod_{a=1}^n (\beta_a, \phi)} d\phi.$$
We recall that the homology class of the cycle $Z(c)$ is computed recursively so that the preceding integral is easily calculated using iterated residues.

6. Polytopes and computations

It is well known that many theorems on toric varieties have analogues in the world of polytopes. With Brion, Szenes, Baldoni, Berline, we carefully gave elementary proofs of the corresponding theorems on polytopes, even if our inspiration came from equivariant cohomology on Hamiltonian manifolds.

Let $\mathcal{B} := \{\beta_1, \ldots, \beta_n\}$ be a sequence of linear forms on a vector space $V$ of dimension $r$ strictly contained in a half-space of $V^*$. If $\xi \in V^*$, the partition polytope is

$$P_{\mathcal{B}}(\xi) := \{x = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^n; x_a \geq 0; \sum_{a=1}^n x_a \beta_a = \xi\}.$$ 

Any polytope can be realized as a partition polytope.

**Example 21** (Transportation polytopes). Consider two sequences $[r_1, r_2, \ldots, r_k]$, $[c_1, c_2, \ldots, c_\ell]$ of positive numbers with $\sum_i r_i = \sum_j c_j$. Then $\text{Transport}(k, \ell, r, c)$ is the polytope consisting of all real matrices with $k$ rows and $n$ columns, with non-negative entries, and with sums of entries in row $i$ equal to $r_i$ and in column $j$ equal to $c_j$. This is a special case of a network polytope (see [6], [7]).

The volume of $P_{\mathcal{B}}(\xi)$ is equal to the value at $\xi$ of the convolution of the Heaviside distributions supported on the half-lines $\mathbb{R}^+ \beta_a$. This becomes computationally hard if there is a large number of convolutions. The volume of $\text{Transport}(k, \ell, r, c)$ necessitates the convolution of $k\ell$ Heaviside distributions in a space of dimension $k + \ell - 1$. For example, Beck–Pixton [12] could compute, on parallel computers, the volume of $\text{Transport}(k, \ell, r, c)$ for $k = 10, \ell = 10$, for special values $r_i = c_j = 1$ in 17 years of computation time (scaled on 1 Ghz processor).

**Theorem 22.** Let $c$ be a chamber of $\text{Cone}(\mathcal{B})$ and let $\xi \in \tau$. Then

$$\text{vol}(P_{\mathcal{B}}(\xi)) = (2i\pi)^{-r} \frac{1}{(n-r)!} \int_{Z(c)} \frac{\langle \xi, v \rangle^{n-r}}{\prod_{a=1}^n \langle \beta_a, v \rangle} dv.$$ 

Using De Concini–Procesi recursive determination of $Z(c)$, this formula is expressed as a specific sum of iterated residues.

Assume the $\beta_a$ span a lattice $\Lambda$ in $V^*$, and that $\xi$ is in $\Lambda$. The discrete analogue of the volume of $P_{\mathcal{B}}(\xi)$ is the number $N_{\mathcal{B}}(\xi)$ of integral points in the rational polytope $P_{\mathcal{B}}(\xi)$. A fundamental result of Barvinok [8] asserts that $N_{\mathcal{B}}(\xi)$ can be computed in polynomial time, when $n$ is fixed.

The function $N_{\mathcal{B}}(\xi)$ associates to the vector $\xi$ the number of ways to represent the vector $\xi$ as a sum of a certain number of vectors $\beta_a$. This is called the vector-partition function of $\mathcal{B}$. There is also a formula [44] for $N_{\mathcal{B}}(\xi)$ as an integral on
the cycle $Z(c)$. This integral formula has interesting theoretical applications, such as information on the jumps of the partition function from chamber to chamber. For example, the appearance of the five linear factors in $g(a, b)$ (Formula (3) of Section 2.2) follows from [44]. However, except for relatively good systems $B$, this formula does not allow polynomial time computations. A program for the counting of number of points in any rational polytope following Barvinok’s algorithm is done in Latte [31]. For systems not too far from unimodularity, our programs based on integration on $Z(c)$, that is, on iterated residues, are more efficient. It leads to the fastest computation of number of integral points in network polytopes [6], Kostant partition functions, weight multiplicities $c^\lambda_\mu$ and tensor product multiplicities $c^{\nu}_{\lambda, \mu}$ of classical Lie algebras (the bit size of the weights $\lambda$, $\mu$, $\nu$ can be very large [5], [23]).

Finally, let me describe the local Euler–Maclaurin formula which was conjectured by Barvinok–Pommersheim [10]. It was after observing the analogy of this conjecture with the localization theorem (Theorem 6) that I fully realized the beauty of this conjecture. Nicole Berline and I proved it by using elementary means, based on the study of some valuations on rational cones in an Euclidean space.

Let $P$ be a convex polytope in $\mathbb{R}^d$. For the sake of simplicity we assume that $P$ has integral vertices. Let $F$ be the set of faces of $P$. For each face $F$ of $P$, the transverse cone of $P$ along $F$ is a cone of dimension equal to the codimension of $F$.

**Theorem 23** (Local Euler–Maclaurin formula). For each face $F$, there exists a constant coefficients differential operator $D_F$ (of infinite order), depending only on the transverse cone of $P$ along $F$, such that, for any polynomial function $\Phi$ on $\mathbb{R}^d$,

$$
\sum_{\xi \in P \cap \mathbb{Z}^d} \Phi(\xi) = \sum_{F \in F} \int_F D_F(\Phi).
$$

The detailed statement for any rational convex polytope and what we really mean by “depending only on” is in [17].

The operators $D_F$ have rational coefficients and can be computed in polynomial time when $d$ and the order of the expansion are fixed, with the help of the Barvinok signed decomposition of cones and the LLL short vector algorithm. The local property of $D_F$ means that if two polytopes $P$ and $P'$ are the same in a neighborhood of a generic point of $F$, then the operators $D_F$ for $P$ and $P'$ coincide.

The local Euler–Maclaurin formula gives in particular a local formula for the number of integral points in $P$ or in the dilated polytopes $tP$. The Ehrhart polynomial $E(P)(t)$ is defined as the number of integral points in $tP$, for $t$ a non-negative integer. Then $E(P)(t) = \sum_{i=0}^n e_i t^{n-i}$, with $e_0 = \text{vol}(P)$). Barvinok [9] recently showed that the (periodic) coefficients $e_i$ with $i \leq k$ can be computed in polynomial time, when $P$ is a rational simplex. We hope to implement soon another polynomial time algorithm for the same problem based on our local formula.

Even though time often prevails, in numerical computations as in life, it was rewarding for us to see that our theoretical results could help in effective computations.
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1. Prelude: computation, undecidability and the limits of mathematical knowledge

Which mathematical structures can we hope to understand? Let us focus on the most basic mathematical task of classification\(^1\). We are interested in a particular class of objects, and a particular property. We seek to understand which of the objects have the property and which do not. Examples include

\(^1\)This context will be general enough to be interesting and possible ramifications to other mathematical tasks are typically clear.
(1) Which Diophantine equations have solutions?

(2) Which knots are unknotted?

(3) Which dynamical systems are chaotic?

(4) Which theorems are provable in Peano arithmetic?

(5) Which pairs of manifolds are diffeomorphic?

(6) Which elementary statements about the Reals are true?

(7) Which elliptic curves are modular?

A central question is what do we mean by understanding. When are we satisfied that our classification problem was reasonably solved? Are there problems like this which we can never solve? A central observation (popularized mainly by Hilbert) is that “satisfactory” solutions usually provide (explicitly or implicitly) procedures, which when applied to an object, determine (in finite time) if it has the property or not. Hilbert’s problems (1) and (4) above were stated, it seems, with expectation that the answer would be positive, namely that mathematicians would be able to understand them in this sense.

The breakthrough developments in the 1930s, by Gödel, Turing, Church and others led to the formal definition of an algorithm. This development, aside from enabling the computer revolution, made mathematically precise what Hilbert meant by a “mechanical procedure”. With it, precise theorems could be proved on the limits of our knowledge; it led to proofs that some basic mathematical problems, like (1) and (4) above will never be understood in this sense. There cannot be any decision procedure (an algorithm which always halts) to discern provable from unprovable statements in number theory (this was shown independently by Turing and Church), or to discern solvable from unsolvable Diophantine equations (by Davis, Putnam, Robinson and Matiasevich). These classification problems are undecidable.

The crucial ingredient in those (and all other undecidability) results, is showing that each of these mathematical structures can encode computation. This is known today to hold for many different structures in algebra, topology, geometry, analysis, logic, and more, even though apriori the structures studied seem to be completely unrelated to computation. This ubiquity makes every mathematician a potential computer scientist in disguise. We shall return to refined versions of this idea later.

Naturally, such negative results did not stop mathematical work on these structures and properties – it merely focused the necessity to understanding interesting subclasses of the given objects. Specific classes of Diophantine equations were understood much better, e.g. Fermat’s Last Theorem and the resolution of problem (7). The same holds for restricted logics for number theory, e.g. Presburger arithmetic.

The notion of a decision procedure as a minimal requirement for understanding of a mathematical problem has also led to direct positive results. It suggests that we look
for a decision procedure as a means, or as first step for understanding a problem. Thus Haken [50] showed how knots can be so understood, with his decision procedure for problem (2), and Tarski [108] showed that real-closed fields can be understood with decision procedure for problem (6). Naturally, significant mathematical, structural understanding was needed to develop these algorithms. Haken developed the theory of normal surfaces, and Tarski invented quantifier elimination, for their algorithms, both cornerstones of the respective fields. This only reveals the obvious: mathematical and algorithmic understanding are related and often go hand in hand. And what was true in previous centuries is truer in this one – the language of algorithms is slowly becoming competitive with the language of equations and formulas (which are special cases of algorithms) for explaining complex mathematical structures².

Now that we have seen algorithmic mathematical understanding in principle, it is natural to go beyond and try to quantify that level of understanding. Again, we would use a computational yardstick for it. We argue that better mathematical understanding goes hand in hand with better algorithms for “obtaining” that understanding from the given structures. To formalize it, we shall start introducing the computational terms that are central to the theory of computational complexity.

2. The computational complexity of classification (and other) problems

In this section we shall develop the basic notions of data representation, efficient computations, efficient reductions between problems, efficient verification of proofs, the classes, $\mathcal{P}$, $\mathcal{NP}$, $\text{co-NP}$ and $\mathcal{NP}$-complete problems. We shall focus on time (= number of elementary operations³ performed) as the primary resource of algorithms, when studying their efficiency. Other resources, such as memory, parallelism and more are studied in computational complexity, but we will not treat them here.

2.1. A motivating example. Let us consider the following two classification problems.

(1′) Which Diophantine equations of the form $Ax^2 + By + C = 0$ are solvable by positive integers?

(2′) Which knots on 3-dimensional manifolds bound a surface of genus $\leq g$?

Problem (1′) is a restriction of problem (1) above. Problem (1) was undecidable, and it is natural to try to understand more restricted classes of Diophantine equations. Problem (2′) is a generalization of problem (2) above in two ways (the case of genus $g = 0$ corresponds to the knot being unknotted, and we are not restricted to knots in $\mathbb{R}^3$). Problem (2) was decidable, and we may want to understand (2′) even better.

²An early familiar example is Galois’ proof that roots of real polynomials of degree at least 5 have no formula with radicals, contrasted with Newton’s algorithm for approximating such roots.

³Each acting on fixed amount of data (e.g. 10 digits).
At any rate, most mathematicians would tend to agree that problems (1′) and (2′) have absolutely nothing to do with each other. They are from very different fields, with completely different notions, goals and tools. However, the theorem below suggests that this view may be wrong.

**Theorem 2.1.** Problems (1′) and (2′) are equivalent.

Moreover, the equivalence notion is natural and completely formal. Intuitively, any understanding we have of one problem, can be simply translated into a similar understanding of the other. The formal meaning will unfold in Subsection 2.10. To get there we need to develop the language and machinery which yield such surprising results. We start with formally defining the (finite!) representation of objects in both problems, and in general.

Consider the set of all equations of the form \(Ax^2 + By + C = 0\) with integer coefficients \(A, B, C\). A finite representation of such equation is obvious – the triple of coefficients \((A, B, C)\). Given such a triple – does the corresponding polynomial has a positive integer root \((x, y)\)? Let \(2DIO\) denote the subset of triples for which the answer is YES.

Finite representation of inputs to problem (2′) is a bit more tricky, but still natural. The inputs consist of a 3-dimensional manifold \(M\), a knot \(K\) embedded on it, and an integer \(G\). A finite representation can describe \(M\) by a triangulation (finite collection of tetrahedra and their adjacencies). The knot \(K\) will be described as a link (closed path) along edges of the given tetrahedra. Given a triple \((M, K, G)\), does the surface that \(K\) bounds have genus at most \(G\)? Let \(KNOT\) denote the subset for which the answer is YES.

Any finite object (integers, tuples of integers, finite graphs, finite complexes, etc.)\(^4\) can be represented naturally by binary sequences (say over the alphabet \([0, 1]\)). Indeed, this encoding can be done such that going back and forth between the object and its representation is simple and efficient (a notion to be formally defined below). Consequently, we let \(I\) denote the set of all finite binary sequences, and regard it as the set of inputs to all our classification problems. In this language, given a binary sequence \(x \in I\) we may interpret it as a triple of integers \((A, B, C)\) and ask if the related equation is in \(2DIO\). This is problem (1′). We can also interpret \(x\) as a triple \((M, K, G)\) of manifold, knot and integer, and ask if it is in the set \(KNOT\). This is problem (2′).

Theorem 2.1 states that there are simple translations (in both directions) between solving problem (1′) and problem (2′). More precisely, it provides functions \(f, h : I \to I\) performing these translations:

\[(A, B, C) \in 2DIO \text{ iff } f(A, B, C) \in KNOT,\]

and

\[(M, K, G) \in KNOT \text{ iff } h(M, K, G) \in 2DIO.\]

\(^4\)A theory of algorithms which directly operate on real or complex numbers is developed in [16], which has natural parallels to some of the notions and results we shall meet.
So, if we have gained enough understanding of topology to solve e.g. the knot genus problem, it means that we automatically have gained enough number theoretic understanding for solving these quadratic Diophantine problems (and vice versa).

The translating functions $f$ and $h$ are called reductions. We capture the simplicity of a reduction in computational terms. We demand that it will be efficiently computable. This is what we define next.

2.2. Efficient computation and the class $\mathcal{P}$. In all that follows, we focus on asymptotic complexity. Thus e.g. we care neither about the time it takes to factor the number $2^{67} - 1$ (as much as Mersenne cared about it), nor about the time it takes to factor all 67-bit numbers, but rather about the asymptotic behavior of factoring $n$-bit numbers, as a function of the input length $n$. The asymptotic viewpoint is inherent to computational complexity theory, and we shall see in this article that it reveals structure which would be obscured by finite, precise analysis.

Efficient computation (for a given problem) will be taken to be one whose runtime on any input of length $n$ is bounded by a polynomial function in $n$. Let $I_n$ denote all binary sequences in $I$ of length $n$.

**Definition 2.2 (The class $\mathcal{P}$).** A function $f : I \rightarrow I$ is in the class $\mathcal{P}$ if there is an algorithm computing $f$ and positive constants $A, c$, such that for every $n$ and every $x \in I_n$ the algorithm computes $f(x)$ in at most $An^c$ steps.

Note that the definition applies in particular to Boolean functions (whose output is $\{0, 1\}$) which capture classification problems. We will abuse notation and sometimes think of $\mathcal{P}$ as the class containing only these classification problems. Observe that a function with a long output can be viewed as a sequence of Boolean functions, one for each output bit.

This definition was suggested by Cobham [23], Edmonds [32] and Rabin [86], all attempting to formally delineate efficient from just finite (in their cases, exponential time) algorithms. Of course, nontrivial polynomial time algorithms were discovered earlier, long before the computer age. Many were discovered by mathematicians, who needed efficient methods to calculate (by hand). The most ancient and famous example is of course Euclid’s GCD algorithm, which bypasses the factorization of the inputs when computing their common factor.

**Why polynomial?** The choice of polynomial time to represent efficient computation seems arbitrary, and indeed different possible choices can be made\(^5\). However, this particular choice has justified itself over time from many points of view. We list some important ones.

Polynomials typify “slowly growing” functions. The closure of polynomials under addition, multiplication and composition preserves the notion of efficiency under natural programming practices, such as using two programs in sequence, or using one as a subroutine of another. This choice removes the necessity to describe the

\[^5\text{and indeed were made and studied in computational complexity.}\]
computational model precisely (e.g. it does not matter if we allow arithmetic operations only on single digits or on arbitrary integers, since long addition, subtraction, multiplication and division have simple polynomial time algorithms taught in grade school). Similarly, we need not worry about data representation: one can efficiently translate between essentially any two natural representations of a set of finite objects.

From a practical viewpoint, while a running time of, say, $n^2$ is far more desirable than $n^{100}$, very few known efficient algorithms for natural problems have exponents above 3 or 4. On the other hand, many important natural problems which so far resist efficient algorithms, cannot at present be solved faster than in exponential time. Thus reducing their complexity to (any) polynomial will be a huge conceptual improvement.

The importance of understanding the class $\mathcal{P}$ is obvious. There are numerous computational problems that arise (in theory and practice) which demand efficient solutions. Many algorithmic techniques were developed in the past 4 decades and enable solving many of these problems (see e.g. the textbook [27]). These drive the ultra-fast home computer applications we now take for granted like web searching, spell checking, data processing, computer game graphics and fast arithmetic, as well as heavier duty programs used across industry, business, math and science. But many more problems yet (some of which we shall meet soon), perhaps of higher practical and theoretical value, remain elusive. The challenge of characterizing this fundamental mathematical object – the class $\mathcal{P}$ of efficiently solvable problems – is far beyond us at this point.

We end this section with a few examples of nontrivial problems in $\mathcal{P}$ of mathematical significance. In each the interplay of mathematical and computational understanding needed for the development of these algorithms is evident.

- **Primality testing.** Given an integer, determine if it is prime. Gauss literally challenged the mathematical community to find an efficient algorithm, but it took two centuries to resolve. The story of this recent achievement of [3] and its history are beautifully recounted in [46].

- **Linear programming.** Given a set of linear inequalities in many variables, determine if they are mutually consistent. This problem, and its optimization version, capture numerous others (finding optimal strategies of a zero-sum game is one) and the convex optimization techniques used to give the efficient algorithms [68], [65] for it do much more (see e.g. the books [97].)

- **Factoring polynomials.** Given a multivariate polynomial with rational coefficients, find its irreducible factors over $\mathbb{Q}$. Again, the tools developed in [73] (mainly regarding “short” bases in lattices in $\mathbb{R}^n$) have numerous other applications.

- **Hereditary graph properties.** Given a finite graph, test if it can be embedded on a fixed surface (like the plane or the torus). A vastly more general result is known, namely testing any hereditary property (one which closed under vertex
removal and edge contraction). It follows the monumental structure theory [94] of such properties, including a finite basis theorem. and its algorithmic versions.

• **Hyperbolic word problem.** Given any presentation of a hyperbolic group by generators and relations, and a word \( w \) in the generators, does \( w \) represent the identity element. The techniques give isoperimetric bounds on the Cayley graphs of such groups and more [47].

### 2.3. Efficient verification and the class \( \mathcal{NP} \)

Let \( C \subseteq I \) be a classification problem. We are given an input \( x \in I \) (describing a mathematical object) and are supposed to determine if \( x \in C \) or not. It is convenient for this section to view \( C \) as defining a property; \( x \in C \) are objects having the property, and \( x \notin C \) are objects which do not. If we have an efficient algorithm for \( C \), we simply apply it to \( x \). But if we do not, what is the next best thing? One answer is, a convincing proof that \( x \in C \). Before defining it formally, let us see a couple of motivating examples.

The first example is famous anecdote of a lecture by F. N. Cole, entitled “On the Factorization of Large Numbers”, at the 1903 AMS meeting. Without uttering a word, he went to the blackboard, wrote

\[
2^{67} - 1 = 147573952589676412927 = 193707721 \times 761838257287
\]

and proceeded to perform the long multiplication of the integers on the right hand side to derive the integer on the left: Mersenne’s 67th number (which was conjectured to be prime). No one in the audience had any questions.

What has happened there? Cole demonstrated that the number \( 2^{67} - 1 \) is composite. Indeed, we can see that such a short proof can be given for any (correct) claim of the form \( x \in COMPOSITES \), with \( COMPOSITES \) denoting the set of composite numbers. The proof is simply a nontrivial factor of \( x \). The features we want to extract from this episode are two: The proofs are short and easily verifiable. The fact that it was extremely hard for Cole to find these factors (he said it took him “three years of Sundays”) did not affect in any way that demonstration.

A second example, which we meet daily, is what happens when we read a typical math journal paper. In it, we typically find a (claimed) theorem, followed by an (alleged) proof. Thus, we are verifying claims of the type \( x \in THEOREMS \), where \( THEOREMS \) is the set of all provable statements in, say, set theory. It is taken for granted that the written proof is short (page limit) and easily verifiable (otherwise the referee/editor would demand clarifications), regardless how long it took to discover.

The class \( \mathcal{NP} \) contains all properties \( C \) for which membership (namely statements of the form \( x \in C \)) have short, efficiently verifiable proofs. As before, we use polynomials to define both terms. A candidate proof \( y \) for the claim \( x \in C \) must have length at most polynomial in the length of \( x \). And the verification that \( y \) indeed proves this claim must be checkable in polynomial time. Finally, if \( x \notin C \), no such \( y \) should exist.
Definition 2.3 (The class $\mathcal{NP}$). The set $C$ is in the class $\mathcal{NP}$ if there is a function $V_C \in \mathcal{P}$ and a constant $k$ such that

- If $x \in C$ then $\exists y$ with $|y| \leq |x|^k$ and $V_C(x, y) = 1$.
- If $x \not\in C$ then $\forall y$ we have $V_C(x, y) = 0$.

Thus each set $C$ in $\mathcal{NP}$ may be viewed as a set of theorems in the complete and sound proof system defined by the verification process $V_C$.

A sequence $y$ which “convinces” $V_C$ that $x \in C$ is often called a witness or certificate for the membership of $x$ in $C$. Again, we stress that the definition of $\mathcal{NP}$ is not concerned with how difficult it is to come up with a witness $y$. Indeed, the acronym $\mathcal{NP}$ stands for “nondeterministic polynomial time”, where the nondeterminism captures the ability of a hypothetical “nondeterministic” machine to “guess” a witness $y$ (if one exists), and then verify it deterministically.

Nonetheless, the complexity of finding a witness is of course important, as it captures the search problem associated to $\mathcal{NP}$ sets. Every decision problem $C$ (indeed every verifier $V_C$ for $C$) in $\mathcal{NP}$ comes with a natural search problem associated to it: Given $x \in C$, find a short witness $y$ that “convinces” $V_C$. A correct solution to this search problem can be easily verified by $V_C$.

While it is usually the search problems which occupy us, from a computational standpoint it is often more convenient to study the decision versions. Almost always both versions are equivalent.$^6$

These definitions of $\mathcal{NP}$ were first given (independently and in slightly different forms) by Cook [24] and Levin [74]. There is much more to these seminal papers than this definition, and we shall discuss it later at length.

It is evident that decision problems in $\mathcal{P}$ are also in $\mathcal{NP}$. The verifier $V_C$ is simply taken to be the efficient algorithm for $C$, and the witness $y$ can be the empty sequence.

Corollary 2.4. $\mathcal{P} \subseteq \mathcal{NP}$.

A final comment is that problems in $\mathcal{NP}$ have trivial exponential time algorithms. Such algorithms search through all possible short witnesses, and try to verify each. Can we always speed up this brute-force algorithm?

2.4. The $\mathcal{P}$ vs. $\mathcal{NP}$ question, its meaning and importance. The class $\mathcal{NP}$ is extremely rich (we shall see examples a little later). There are literally thousands of $\mathcal{NP}$ problems in mathematics, optimization, artificial intelligence, biology, physics, economics, industry and more which arise naturally out of different necessities, and whose efficient solutions will benefit us in numerous ways. They beg for efficient algorithms, but decades (and sometimes longer) of effort has only succeeded for a few.

$^6$A notable possible exception is the set $\text{COMPOSITES}$ and the suggested verification procedure to it, accepting as witness a nontrivial factor. Note that while $\text{COMPOSITES} \in \mathcal{P}$ as a decision problem, the related search problem is equivalent to Integer Factorization, which is not known to have an efficient algorithm.
Is it possible that all sets in \( \mathcal{NP} \) possess efficient algorithms, and these simply were not discovered yet? This is the celebrated \( \mathcal{P} \) vs. \( \mathcal{NP} \) question. It appeared explicitly first in the aforementioned papers of Cook and Levin, but had some informal precursors. Of particular interest is a remarkable letter written by Gödel to von Neumann about 15 years earlier which raises this fundamental question quite clearly, and shows how aware Gödel was of its significance (see the surveys [102], [51] for the original letter and translation, as well as much more on the subject at hand).

**Open Problem 2.5.** Is \( \mathcal{P} = \mathcal{NP} \)?

What explains the abundance of so many natural, important problems in the class \( \mathcal{NP} \)? Probing the intuitive meaning of the definition of \( \mathcal{NP} \), we see that it captures many tasks of human endeavor for which a successful completion can be easily recognized. Consider the following professions, and the typical tasks they are facing (this will be extremely superficial, but nevertheless instructive):

- **Mathematician:** Given a mathematical claim, come up with a proof for it.
- **Scientist:** Given a collection of data on some phenomena, find a theory explaining it.
- **Engineer:** Given a set of constraints (on cost, physical laws, etc.) come up with a design (of an engine, bridge, laptop …) which meets these constraints.
- **Detective:** Given the crime scene, find “who’s done it”.

What is common to all this multitude of tasks is that we can typically tell a good solution when we see one (or we at least think we can). In various cases “we” may be the academic community, the customers, or the jury, but we expect the solution to be short, and efficiently verifiable, just as in the definition of \( \mathcal{NP} \).

The richness of \( \mathcal{NP} \) follows from the simple fact that such tasks abound, and their mathematical formulation is indeed an \( \mathcal{NP} \)-problem. For all these tasks, efficiency is paramount, and so the importance of the \( \mathcal{P} \) vs. \( \mathcal{NP} \) problem is evident. The colossal implications of the possibility that \( \mathcal{P} = \mathcal{NP} \) are evident as well – every instance of these tasks can be solved, optimally and efficiently.

One (psychological) reason people feel that \( \mathcal{P} = \mathcal{NP} \) is unlikely, is that tasks as above often require a degree of creativity which we do not expect a simple computer program to have. We admire Wiles’ proof of Fermat’s Last Theorem, the scientific theories of Newton, Einstein, Darwin, Watson and Crick, the design of the Golden Gate bridge and the Pyramids, and sometimes even Hercule Poirot’s and Miss Marple’s analysis of a murder, precisely because they seem to require a leap which cannot be made by everyone, let alone a by simple mechanical device. My own view is that when we finally understand the algorithmic processes of the brain, we may indeed be able automate the discovery of these specific achievements, and perhaps many others. But can we automate them all? Is it possible that every task for which verification
is easy, finding a solution is not much harder? If $\mathcal{P} = \mathcal{NP}$, the answer is positive, and creativity (of this abundant, verifiable kind) can be completely automated. Most computer scientists believe that this is not the case.

**Conjecture 2.6.** $\mathcal{P} \neq \mathcal{NP}$.

Back to mathematics! Given the discussion above, one may wonder why it is so hard to prove that indeed $\mathcal{P} \neq \mathcal{NP}$ – it seems completely obvious. We shall discuss attempts and difficulties soon, developing a methodology which will enable us to identify the hardest problems in $\mathcal{NP}$. But before that, we turn to discuss a related question with a strong relation to mathematics: the $\mathcal{NP}$ versus co-$\mathcal{NP}$ question.

**2.5. The $\mathcal{NP}$ versus co-$\mathcal{NP}$ question, its meaning and importance.** Fix a property $C \subseteq \mathcal{I}$. We already have the interpretations

- $C \in \mathcal{P}$ if it is easy to check that object $x$ has property $C$,
- $C \in \mathcal{NP}$ if it is easy to certify that object $x$ has property $C$,

where we formally define

**Definition 2.7** (The class co-$\mathcal{NP}$). A set $C$ is in the class co-$\mathcal{NP}$ iff its complement $\overline{C} = \mathcal{I} \setminus C$ is in $\mathcal{NP}$.

While the definition of the class $\mathcal{P}$ is symmetric\(^7\), the definition of the class $\mathcal{NP}$ is asymmetric. Having nice certificates that a given object has property $C$, does not automatically entail having nice certificates that a given object does not have it.

Indeed, when we can do both, we are achieving a mathematics’ holy grail of understanding structure, namely *necessary and sufficient* conditions, sometimes phrased as a *duality theorem*. As we know well, such results are rare. When we insist (as we shall do) that the given certificates are *short, efficiently verifiable* ones, they are even rarer. This leads to the conjecture

**Conjecture 2.8.** $\mathcal{NP} \neq \text{co}\mathcal{NP}$.

First note that this conjecture implies $\mathcal{P} \neq \mathcal{NP}$. We shall discuss at length refinements of this conjecture in Section 4 on proof complexity.

Despite the shortage of such efficient complete characterizations, namely properties which are simultaneously in $\mathcal{NP} \cap \text{co}\mathcal{NP}$, they nontrivially exist. Here is a list of some exemplary ones.

---

\(^7\)Having a fast algorithm to determine if an object has a property $C$ is equivalent to having a fast algorithm for the complementary set $\overline{C}$. 

• **Linear programming.** Systems of consistent linear inequalities.\(^8\)

• **Zero-sum games.**\(^9\) Finite zero-sum games in which one player can gain at least (some given value) \(v\).

• **Graph connectivity.** The set of graphs in which *every* pair of vertices is connected by (a given number) \(k\) disjoint paths.

• **Partial order width.** Finite partial orders whose largest anti-chain has at most (a given number) \(w\) elements.

• **Primes.** Prime numbers.

These examples of problems in \(\mathcal{NP} \cap \text{co}-\mathcal{NP}\) were chosen to make a point. At the time of their discovery (by Farkas, von Neumann, Menger, Dilworth, and Pratt respectively) these mathematicians were seemingly interested only in characterizing these structures. It is not known if they attempted to find efficient algorithms for these problems. However all of these problems turned out to be in \(\mathcal{P}\), with some solutions entering the pantheon of efficient algorithms (e.g. the Ellipsoid method of Khachian [68] and the Interior-Point method of Karp [65], both for Linear Programming, and the recent breakthrough of Agrawal, Kayal and Saxena [3] for Primes\(^10\).

Is there a moral to this story? Only that sometimes, when we have an efficient characterization of structure, we can hope for more – efficient algorithms. And conversely, a natural stepping stone towards an elusive efficient algorithm may be to first get an efficient characterization.

Can we expect this magic to always happen? Is \(\mathcal{NP} \cap \text{co}-\mathcal{NP} = \mathcal{P}\)? At the end of Subsection 2.11 we shall see another list of problems in \(\mathcal{NP} \cap \text{co}-\mathcal{NP}\) which have resisted efficient algorithms for decades, and for some (e.g. factoring integers), humanity literally banks on their difficulty for electronic commerce security. Indeed, the following is generally believed:

**Conjecture 2.9.** \(\mathcal{NP} \cap \text{co}-\mathcal{NP} \neq \mathcal{P}\).

Note again that this conjecture 2.9 implies \(\mathcal{P} \neq \mathcal{NP}\), but that it is independent of conjecture 2.8.

We now return to develop the main mechanism which will help us study such questions: efficient reductions.

---

\(^8\) Indeed this generalizes to other convex bodies given by more general constraints, like *semi-definite programming*.

\(^9\) This problem was later discovered to be equivalent to linear programming.

\(^10\) It is interesting that assuming the Extended Riemann Hypothesis, a simple polynomial time algorithm was given 30 years earlier by Miller [78].
2.6. Reductions — a partial order of computational difficulty. In this subsection we deal with relating the computational difficulty of problems for which we have no efficient solutions (yet).

Recall that we can regard any classification problem (on finitely described objects) as a subset of our set of inputs $I$. Efficient reductions provide a natural partial order on such problems, that capture their relative difficulty.

**Definition 2.10 (Efficient reductions).** Let $C, D \subset I$ be two classification problems. $f : I \rightarrow I$ is an efficient reduction from $C$ to $D$ if $f \in \mathcal{P}$ and for every $x \in I$ we have $x \in C$ iff $f(x) \in D$. In this case we call $f$ an efficient reduction from $C$ to $D$. We write $C \leq D$ if there is an efficient reduction from $C$ to $D$.

The definition of efficient computation allows two immediate observations on the usefulness of efficient reductions. First, that indeed $\leq$ is transitive, and thus defines a partial order. Second, that if $C \leq D$ and $D \in \mathcal{P}$ then also $C \in \mathcal{P}$.

Formally, $C \leq D$ means that solving the classification problem $C$ is computationally not much harder than solving $D$. In some cases one can replace computationally by the (vague) term mathematically. Often such usefulness in mathematical understanding requires more properties of the reduction $f$ than merely being efficiently computable (e.g. we may want it to be represented as a linear transformation, or a low dimension polynomial map), and indeed in some cases this is possible. When such a connection between two classification problems (which look unrelated) can be proved, it can mean the importability of techniques from one area to another.

The power of efficient reductions to relate “seemingly unrelated” notions will unfold in later sections. We shall see that they can relate not only classification problems, but such diverse concepts as hardness to randomness, average-case to worst case difficulty, proof length to computation time, the relative power of geometric, algebraic and logical proof systems, and last but not least, the security of electronic transactions to the difficulty of factoring integers. In a sense, efficient reductions are the backbone of computational complexity. Indeed, given that polynomial time reductions can do all these wonders, no wonder we have a hard time characterizing the class $\mathcal{P}$!

2.7. Completeness. We now return to classification problems. The partial order of their difficulty, provided by efficient reductions, allows us to define the hardest problems in a given class. Let $\mathcal{C}$ be any collection of classification problems (namely every element of $\mathcal{C}$ is a subset of $I$). Of course, here we shall mainly care about the class $\mathcal{C} = \mathcal{NP}$.

**Definition 2.11 (Hardness and completeness).** A problem $D$ is called $\mathcal{C}$-hard if for every $C \in \mathcal{C}$ we have $C \leq D$. If we further have that $D \in \mathcal{C}$ then $D$ is called $\mathcal{C}$-complete.

In other words, if $D$ is $\mathcal{C}$-complete, it is a hardest problem in the class $\mathcal{C}$: if we manage to solve $D$ efficiently, we have done so for all other problems in $\mathcal{C}$. It is not
apriori clear that a given class has any complete problems! On the other hand, a given class may have many complete problems, and by definition, they all have essentially the same complexity. If we manage to prove that any of them cannot be efficiently solved, then we automatically have done so for all of them.

It is trivial, and uninteresting, that every problem in the class $\mathcal{P}$ is in fact $\mathcal{P}$-complete under our definition. It becomes interesting when we find such universal problems in classes of problems for which we do not have efficient algorithms. By far, the most important of all classes is $\mathcal{NP}$.

2.8. $\mathcal{NP}$-completeness. As mentioned earlier, the seminal papers of Cook [24] and Levin [74] defined $\mathcal{NP}$, efficient reducibilities and completeness, but the crown of their achievement was the discovery of a natural $\mathcal{NP}$-complete problem.

Definition 2.12 (The problem SAT). A Boolean formula is a logical expression over Boolean variables (that can take values in $\{0, 1\}$) with connectives $\land$, $\lor$, $\neg$, e.g. $(x_1 \lor x_2) \land (\neg x_3)$. Let $\text{SAT}$ denote the set of all satisfiable Boolean formulae (namely those formulae for which there is a Boolean assignment to the variables which gives it the value 1).

Theorem 2.13 ([24], [74]). $\text{SAT}$ is $\mathcal{NP}$-complete.

We recall again the meaning of that statement. For every set $C \in \mathcal{NP}$ there is an efficient reduction $f : I \rightarrow I$ such that $x \in C$ iff the formula $f(x)$ is satisfiable! Furthermore, the proof gives an extra bonus which turns out to be extremely useful: given any witness $y$ that $x \in C$ (via some verifier $V_C$), the same reduction converts the witness $y$ to a Boolean assignment satisfying the formula $f(x)$. In other words, this reduction translates not only between the decision problems, but also between the associated search problems.

You might (justly) wonder how can one prove a theorem like that. Certainly the proof cannot afford to look at all problems $C \in \mathcal{NP}$ separately. The gist of the proof is a generic transformation, taking a description of the verifier $V_C$ for $C$, and emulating its computation on input $x$ and hypothetical witness $y$ to create a Boolean formula $f(x)$ (whose variables are the bits of $y$). This formula simply tests the validity of the computation of $V_C$ on $(x, y)$, and that this computation outputs 1. Here the locality of algorithms (say described as Turing machines) plays a central role, as checking the consistency of each step of the computation of $V_C$ amounts simply to a constant size formula on a few bits. To summarize, $\text{SAT}$ captures the difficulty of the whole class $\mathcal{NP}$. In particular, the $\mathcal{P}$ vs. $\mathcal{NP}$ problem can now be phrased as a question about the complexity of one problem, instead of infinitely many.

Corollary 2.14. $\mathcal{P} = \mathcal{NP}$ iff $\text{SAT} \in \mathcal{P}$.

A great advantage of having one complete problem at hand (like $\text{SAT}$), is that now, to prove that another problem (say $D \in \mathcal{NP}$) is $\mathcal{NP}$-complete, we only need to
design a reduction from $SAT$ to $D$ (namely prove $SAT \leq D$). We already know that for every $C \in \mathcal{NP}$ we have $C \leq SAT$, and transitivity of $\leq$ takes care of the rest.

This idea was used powerfully in the next seminal paper, of Karp [66]. In his paper, he listed 21 problems from logic, graph theory, scheduling and geometry which are $\mathcal{NP}$-complete. This was the first demonstration of the wide spectrum of $\mathcal{NP}$-complete problems, and initiated an industry of finding more. A few years later Gary and Johnson [36] published their book on $\mathcal{NP}$-completeness, which contains hundreds of such problems from diverse branches of science, engineering and mathematics. Today thousands are known.

2.9. The nature and impact of $\mathcal{NP}$-completeness. It is hard to do justice to this notion in a couple of paragraphs, but we shall try. More can be found e.g. in [83].

$\mathcal{NP}$-completeness is a unique scientific discovery – there seems to be no parallel scientific notion which so pervaded so many fields of science and technology. It became a standard for hardness for problems whose difficulty we have yet no means of proving. It has been used both technically and allegorically to illustrate a difficulty or failure to understand natural objects and phenomena. Consequently, it has been used as a justification for channeling effort in less ambitious (but more productive) directions. We elaborate below on this effect within mathematics.

$\mathcal{NP}$-completeness has been an extremely flexible and extendible notion, allowing numerous variants which enabled capturing universality in other (mainly computational, but not only) contexts. It led to the ability of defining whole classes of problems by single, universal ones, with the benefits mentioned above. Much of the whole evolution of computational complexity, the theory of algorithms and most other areas in theoretical computer science have been guided by the powerful approach of reduction and completeness.

It would be extremely interesting to explain the ubiquity of $\mathcal{NP}$-completeness. Being highly speculative for a moment, we can make the following analogies of its mystery with physics. The existence of $\mathcal{NP}$-completeness in such diverse fields of inquiry may be likened to the existence of the same building blocks of matter in remote galaxies, begging for a common explanation of the same nature as the big bang theory. We later discuss the near lack of natural objects in the (seemingly huge) void of problems in $\mathcal{NP}$ which are neither in $\mathcal{P}$ nor $\mathcal{NP}$-complete. This raises wonders about possible “dark matter”, which we have not developed the means of observing yet.

2.10. Some $\mathcal{NP}$-complete problems. Again, we note that all $\mathcal{NP}$-complete problems are equivalent in a very strong sense. Any algorithm solving one can be simply translated into an equally efficient algorithm solving any other. We can finally see the proof of Theorem 2.1 from the beginning of this section. It follows from the following two theorems.

Theorem 2.15 ([1]). The set $2DIO$ is $\mathcal{NP}$-complete.

Theorem 2.16 ([2]). The set $KNOT$ is $\mathcal{NP}$-complete.
Recall that to prove $\text{NP}$-completeness of a set, one has to prove two things: that it is in $\text{NP}$, and that it is $\text{NP}$-hard. In almost all $\text{NP}$-complete problems, membership in $\text{NP}$ (namely the existence of short certificates) is easy to prove. E.g. for $\text{2DIO}$ one can easily see that if there is a positive integer solution to $Ax^2 + By + C = 0$ then indeed there is one whose length (in bits) is polynomial in the lengths of $A, B, C$ and so a short witness is simply a root. But $\text{KNOT}$ is an exception, and the short witnesses for the knot having a small genus requires Haken’s algorithmic theory of normal surfaces, considerably enhanced (even short certificates for unknottedness in $\mathbb{R}^3$ are hard to obtain, see [53]). Let us discuss what these $\text{NP}$-completeness results mean, first about the relationship between the two, and then about each individually.

The proofs that these problems are complete both follow by reductions from (variants of) $\text{SAT}$. The combinatorial nature of these reductions may put doubt into the possibility that the computational equivalence of these two problems implies the ability of real “technology transfer” between topology and number theory. Nevertheless, now that we know of the equivalence, perhaps simpler and more direct reductions can be found between these problems. Moreover, we stress again that for any instance, say $(M, K, G) \in \text{KNOT}$, if we translate it using this reduction to an instance $(A, B, C) \in \text{2DIO}$ and happen (either by sheer luck or special structure of that equation) to find an integer root, the same reduction will translate that root back to a description of a genus $G$ manifold which bounds the knot $K$. Today many such $\text{NP}$-complete problems are known throughout mathematics, and for some pairs the equivalence can be mathematically meaningful and useful (as it is between some pairs of computational problems).

But regardless of the meaning of the connection between these two problems, there is no doubt what their individual $\text{NP}$-completeness means. Both are mathematically “nasty”, as both embed in them the full power of $\text{NP}$. If $\mathcal{P} \neq \text{NP}$, there are no efficient algorithms to describe the objects at hand. Moreover, assuming the stronger $\text{NP} \neq \text{co-NP}$, we should not even expect complete characterization (e.g. above we should not expect short certificates that a given quadratic equation does not have an positive integer root).

In short, $\text{NP}$-completeness suggests that we lower our expectations of fully understanding these properties, and study perhaps important special cases, variants etc. Note that such reaction of mathematicians may anyway follow the frustration of unsuccessful attempts at general understanding. However, the stamp of $\text{NP}$-completeness may serve as moral justification for this reaction. We stress the word may, as the judges for accepting such a stamp can only be the mathematicians working on the problem, and how well the associated $\text{NP}$-completeness result captures the structure they try to reveal. We merely point out the usefulness of a formal stamp of difficulty (as opposed to a general feeling), and its algorithmic meaning.

We now list a few more $\text{NP}$-complete problems of different nature, to give a feeling for the breadth of this phenomena. Some appear already in Karp’s original article [66]. Again, hundreds more can be found in [36].
• **3Color.** Given a graph, can its vertices be colored from {Red, Green, Blue} with no adjacent vertices receiving the same color?

• **Knapsack.** Given a sequence of integers \( a_1, \ldots, a_n \) and \( b \), decide if there exists a subset \( J \) such that \( \sum_{i \in J} a_i = b \).

• **Integer programming.** Given a polytope in \( \mathbb{R}^n \) (by its bounding hyperplanes), does it contain an integer point?

• **Clique.** Given a graph and an integer \( k \), are there \( k \) vertices with all pairs mutually adjacent?

• **Quadratic equations.** Given a system of multivariate polynomial equations of degree at most 2, over a finite field (say GF(2)), do they have a common root?

• **Shortest lattice vector.** Given a lattice \( L \) in \( \mathbb{R}^n \) and an integer \( k \), is the shortest nonzero vector of \( L \) of (Euclidean) length \( \leq k \)?

2.11. **Other problems in \( \mathcal{NP} \) (and outside it).** We have seen that \( \mathcal{NP} \) contains a vast number of problems, but that difficulty-wise they seem to fall into two equivalence classes. \( \mathcal{P} \), which are all efficiently solvable, and \( \mathcal{NP} \)-complete. Of course, if \( \mathcal{P} = \mathcal{NP} \) the two classes are the same. But assuming \( \mathcal{P} \neq \mathcal{NP} \), is there anything else? Ladner [71] proved the following result:

**Theorem 2.17** ([71]). *If \( \mathcal{P} \neq \mathcal{NP} \), then there are infinitely many levels of difficulty in \( \mathcal{NP} \). More precisely, there are sets \( C_1, C_2, \ldots \) in \( \mathcal{NP} \) such that for all \( i \) we have \( C_i \leq C_{i+1} \) but \( C_{i+1} \not\leq C_i \).*

But are there natural problems which do not fall in the main two classes \( \mathcal{P} \) and \( \mathcal{NP} \)-complete? We know only of very precious few: those on the list below, and a handful of others.

• **Integer factoring.** Given an integer, find its prime factors.

• **Approx shortest lattice vector.** Given a lattice \( L \) in \( \mathbb{R}^n \) and an integer \( k \), does the shortest vector of \( L \) has (Euclidean) length in the range \([k, kn]\).

• **Stochastic games.** White, Black and Nature alternate moving a token on the edges of directed graph. Nature’s moves are random. Given a graph, a start and target nodes for the token, does White have a strategy which guarantees that the token reach the target with probability \( \geq 1/2 \)?

• **Graph isomorphism.** Given two graphs, are they isomorphic? Namely, is there a bijection between their vertices which preserves the edges?

Clearly, we cannot rule out that efficient algorithms will be found for any of them. But we do know that the first three are in \( \mathcal{NP} \cap \text{co}\mathcal{NP} \). Thus assuming \( \mathcal{NP} \neq \text{co}\mathcal{NP} \)
they cannot be \(\mathcal{NP}\)-complete! A similar conclusion holds for the fourth problem, which follows from the “interactive proof” for graph non-isomorphism in Section 6.

Finding other natural examples (or better yet, classes of examples) like these will enhance our understanding of the gap \(\mathcal{NP} \setminus \mathcal{P}\). Considering the examples above, we expect that mathematics is a more likely source for them than, say, industry.

2.11.1. **Average-case complexity and one-way functions.** It is important to mention that the “worst-case” analysis we adopted throughout (looking at the time to solve the worst input of each length) is certainly not the only interesting complexity measure. Often “average-case” analysis, focusing on typical complexity, is far more interesting to study. After all, solving a hard problem most of the time may suffice in some applications. Algorithms for natural problems under natural input distributions is an important field. But typically the input distribution is unknown, and defining “average-case” complexity in a meaningful way is highly nontrivial. This was first done by Levin [75], and the reader can find more in [57], [38].

There are also situations where hardness on average is crucial, as is the case in cryptography\(^{11}\). This important field, which led to the enormous growth of electronic commerce, grew out of computational complexity, and relies on such computational assumptions. We now turn to explain the main one briefly, and recommend [39], [40] for much more.

The most basic primitive of modern cryptography is the one-way function, which was first defined in the seminal paper of Diffie and Hellman [29]. Intuitively, these are functions which are easy to compute (on every input) but are hard on average to invert. More precisely:

**Definition 2.18** (One-way function). A function \(f : I \to I\) is called one-way if \(f \in \mathcal{P}\), but for any efficient algorithm \(A\) and every \(n\),

\[
\Pr[f(A(f(x))) = x] < \frac{1}{3}
\]

where the probability is taken over the uniform distribution of \(n\)-bit sequences.

It is not hard to see that decision versions of one-way functions are in \(\mathcal{NP} \cap \text{co}\mathcal{NP}\), and thus establishing their existence is harder than proving Conjecture 2.9. Thus cryptography postulates their existence.

Remarkably, only a handful of candidates are known today. The most popular are the multiplication of two primes (whose inverse is Integer Factorization), the exponentiation modulo a prime number (whose inverse is Discrete Logarithm)\(^{12}\), and a certain linear operator (whose inverse gives the shortest vector in a lattice problem) [4]. We note also that [76] constructed a complete one-way function, namely a function which is one way if one-way functions exists at all.

\(^{11}\)The fact that hardness is useful at all is a surprising fact, and we shall meet it again when discussing pseudorandomness.

\(^{12}\)This problem has a variant over elliptic curves.
We conclude with noting that one-way functions suffice only for some problems in cryptography, and a seemingly more powerful primitive is the so called trap-door function. We recommend the article [57] which deals with the relative strength of such hardness assumptions discussed in this section, and the worlds they “imply”. One basic problem is the following.

**Open Problem 2.19.** Does $\mathcal{P} \neq \mathcal{NP}$ imply that one-way functions exits?

### 2.11.2. Other types of computational problems.

There are many other types of computational problems which arise naturally and do not fall into the class $\mathcal{NP}$. By far the most natural types are

- **Optimization problems.** Fix an $\mathcal{NP}$ problem, and a cost function on solutions (witnesses). Given an input, find the best solution for it (e.g find the largest clique, the shortest path, the minimum energy configuration, etc.).

- **Counting problems.** Fix an $\mathcal{NP}$ problem. Given an input, find the number of solutions (witnesses) for it. Many problems in enumerative combinatorics and in statistical physics fall in this category.

- **Strategic problems.** Given a game, find an optimal strategy for a player. Equivalently, given a position in the game, find the best move. Many problems in economics, decision theory as well as Chess and Go fall in this category.

- **Total functions.** Finding objects which are guaranteed to exist (like local optima, fixed points, Nash equilibria), usually by nonconstructive arguments [82].

We shall not elaborate on these families of important problems here. We only remark that the methodology of efficient reductions and completeness illuminate much of their computational complexity. They all fit in natural complexity classes like $\mathcal{NP}$, have complete problems, and are related in different ways to each other and to the $\mathcal{P}$ vs. $\mathcal{NP}$ problem.

### 3. Lower bounds, and attacks on $\mathcal{P}$ vs. $\mathcal{NP}$

To prove that $\mathcal{P} \neq \mathcal{NP}$ we must show that for a given problem, no efficient algorithm exists. A result of this type is called a *lower bound* (limiting from below the computational complexity of the problem). Several powerful techniques for proving lower bounds have emerged in the past decades. They apply in two (very different) settings. We now describe both, and try to explain our understanding of why they seem to stop short of proving $\mathcal{P} \neq \mathcal{NP}$. We only mention very briefly the first, diagonalization, and concentrate on the second, Boolean circuits.
3.1. Diagonalization and relativization. The diagonalization technique goes back to Cantor and his argument that there are more real numbers than algebraic numbers. It was used by Gödel in his Incompleteness Theorem, and by Turing in his undecidability results, and then refined to prove computational complexity lower bounds. A typical theorem in this area is that more time buys more computational power, e.g. there are functions computable in time $n^3$, say, which are not computable in time $n^2$. The heart of such arguments is the existence of a “universal algorithm”, which can simulate every other algorithm with only small loss in efficiency.

Can such arguments be used to separate $\mathcal{P}$ from $\mathcal{NP}$? This depends on what we mean by “such arguments”. The paper by Baker, Gill and Solovay [12] suggested a feature shared by many similar complexity results, called relativization, and then proceeded to show that relativizing arguments do not suffice to resolve the $\mathcal{P}$ vs. $\mathcal{NP}$ question. In the three decades since that paper complexity theory grew far more sophisticated, but nevertheless almost all new results obtained do relativize (one of the few exceptions is in [110]). However, a few exceptions in the areas of probabilistic proofs (e.g. Theorem 6.3) are known not to relativize, but these are essentially upper bound results. More on this subject can be found in Chapter 14.3 in [81], Chapter 9.2 of [101], and even more in [34].

3.2. Boolean circuits. A Boolean circuit may be viewed as the “hardware analog” of an algorithm (software). Computation on the binary input sequence proceeds by a sequence of Boolean operations (called gates) from the set {∧, ∨, ¬} (logical AND, OR and NEGATION) to compute the output(s). We assume that ∧, ∨ are applied to two arguments. We note that while an algorithm can handle inputs of any length, a circuit can only handle one input length (the number of input “wires” it has). A circuit is commonly represented as a (directed, acyclic) graph, with the assignments of gates to its internal vertices. We note that a Boolean formula is simply a circuit whose graph structure is a tree.

Recall that $I$ denotes the set of all binary sequences, and that $I_k$ is the set of sequences of length exactly $k$. If a circuit has $n$ inputs and $m$ outputs, it is clear that it computes a function $f : I_n \to I_m$. The efficiency of a circuit is measured by its size, which is the analog of time in algorithms.

**Definition 3.1** (Circuit size). Denote by $S(f)$ the size of the smallest Boolean circuit computing $f$.

As we care about asymptotic behavior, we shall be interested in sequences of functions $f = \{f_n\}$, where $f_n$ is a function on $n$ input bits. We shall study the complexity $S(f_n)$ asymptotically as a function of $n$, and denote it $S(f)$. E.g. let $\text{PAR}$ be the parity function, computing if the number of 1’s in a binary string is even or odd. Then $\text{PAR}_n$ is its restriction to $n$-bit inputs, and $S(\text{PAR}) = O(n)$.

---

13We use standard asymptotic notation. For integer functions $g$, $h$ we write $g = O(h)$ (as well as $h = \Omega(g)$) if for some fixed constant $C > 0$ all integers $n$ satisfy $g(n)/h(n) \leq C$. We write $g = o(h)$ if $g(n)/h(n)$ tends to 0 as $n$ tends to infinity.
It is not hard to see that an algorithm (say a Turing machine) for a function $f$ that runs in time $T$ gives rise to a circuit family for the functions $f_n$ of sizes (respectively) $(T(n))^2$, and so efficiency is preserved when moving from algorithms to circuits. Thus proving lower bounds for circuits implies lower bounds for algorithms, and we can try to attack the $\mathcal{P}$ vs. $\mathcal{NP}$ this way.

**Definition 3.2** (The class $\mathcal{P}/\text{poly}$). Let $\mathcal{P}/\text{poly}$ denote the set of all functions computable by a family of polynomial size circuits.

**Conjecture 3.3.** $\mathcal{NP} \not\subseteq \mathcal{P}/\text{poly}$.

Is this a reasonable conjecture? As mentioned above, $\mathcal{P} \subseteq \mathcal{P}/\text{poly}$. Does the converse hold? It actually fails badly! There exist undecidable functions $f$ (which cannot be computed by Turing machines at all, regardless of their running time), that have linear-size circuits. This extra power comes from the fact that circuits for different input lengths share no common description (and thus this model is sometimes called “non-uniform”).

So is not proving circuit lower bounds a much harder task than proving $\mathcal{P} \neq \mathcal{NP}$ question? There is a strong sentiment that the extra power provided by non-uniformity is irrelevant to $\mathcal{P}$ vs. $\mathcal{NP}$. This sentiment comes from a result of Karp and Lipton [67], proving that $\mathcal{NP} \subseteq \mathcal{P}/\text{poly}$ implies a surprising uniform “collapse”, similar to, but weaker than the statement $\mathcal{NP} = \text{co}\mathcal{NP}$.

Still, what motivates replacing the Turing machine by the potentially more powerful circuit families, when seeking lower bounds? The hope is that focusing on a finite model will allow for combinatorial techniques to analyze the power and limitations of efficient algorithms. This hope has materialized in the study of restricted classes of circuits (see e.g. Section 3.2.2).

### 3.2.1. Basic results and questions.

We have already mentioned several basic facts about Boolean circuits, in particular the fact that they can efficiently simulate Turing machines. The next basic fact is that *most Boolean functions require exponential size circuits*.

This is due to the gap between the number of functions and the number of small circuits. Fix the number of inputs bits $n$. The number of possible functions on $n$ bits is precisely $2^{2^n}$. On the other hand, the number of circuits of size $s$ is (via a crudely estimating the number of graphs of that size) at most $2^{s^2}$. Since every circuit computes one function, we must have $s > 2^{n/3}$ for most functions.

**Theorem 3.4.** For almost every function $f : \{0, 1\}^n \rightarrow \{0, 1\}$, $S(f) \geq 2^{n/3}$.

So hard functions for circuits (and hence for Turing machines) abound. However, the hardness above is proved via a counting argument, and thus supplies no way of putting a finger on one hard function. We shall return to the nonconstructive nature of this problem in Section 4. So far, we cannot prove such hardness for any *explicit* function $f$ (e.g., for an $\mathcal{NP}$-complete function like SAT).
Conjecture 3.5. $S(SAT) \neq 2^{o(n)}$.

The situation is even worse – no nontrivial lower-bound is known for any explicit function. Note that for any function $f$ on $n$ bits (which depends on all its inputs), we trivially must have $S(f) \geq n$, just to read the inputs. The main open problem of circuit complexity is beating this trivial bound.

Open Problem 3.6. Find an explicit function $f : I_n \rightarrow I_n$ for which $S(f) \neq O(n)$.

A particularly basic special case of this problem, is the question whether addition is easier to perform than multiplication. Let $ADD$ and $MULT$ denote, respectively, the addition and multiplication functions on a pair of integers (presented in binary). For addition we have an optimal upper bound; that is, $S(ADD) = O(n)$. For multiplication, the standard (elementary school) quadratic-time algorithm can be greatly improved [96] (via Discrete Fourier Transforms) to slightly super-linear, yielding $S(MULT) = O(n \log n \log \log n)$. Now, the question is whether or not there exist linear-size circuits for multiplication (i.e., is $S(MULT) = O(n)$)?

Unable to prove any nontrivial lower bound, we now turn to restricted models. There has been some remarkable successes in developing techniques for proving strong lower bounds for natural restricted classes of circuits. We discuss in some detail only one such model.

3.2.2. Monotone circuits. Many natural functions are monotone in a natural sense. Here is an example, from our list of $\mathcal{NP}$-complete problems. Let $CLIQUE$ be the function that, given a graph on $n$ vertices (say by its adjacency matrix), outputs 1 iff it contains a complete subgraph of size (say) $\sqrt{n}$ (namely, all pairs of vertices in some $\sqrt{n}$ subset are connected by edges). This function is monotone, in the sense that adding edges cannot destroy any clique. More generally, a Boolean function is monotone, if “increasing” the input (flipping input bits from 0 to 1) cannot “decrease” the function value (cause it to flip from 1 to 0).

A natural restriction on circuits comes by removing negation from the set of gates, namely allowing only $\{\land, \lor\}$. The resulting circuits are called monotone circuits and it is easy to see that they can compute every monotone function.

A counting argument similar to the one we used for general circuits, shows that most monotone functions require exponential size monotone circuits. Still, proving a super-polynomial lower bound on an explicit monotone function was open for over 40 years, till the invention of the so-called approximation method by Razborov [89].

Theorem 3.7 ([89], [6]). $CLIQUE$ requires exponential size monotone circuits.

Very roughly speaking, the approximation method replaces each of the $\{\land, \lor\}$ gates of the (presumed small) monotone circuit with other, judiciously chosen (and complex to describe) approximating gates, $\{\land, \land\}$ respectively. The choice satisfies two key properties, which together easily rule out small circuits for $CLIQUE$:
Replacing one particular gate by its approximator can only affect the output of the circuit on very few (in some natural but nontrivial counting measure) inputs. Thus in a small circuit, having a few gates, even replacing all gates results in a circuit that behaves as the original circuit on most inputs.

However, the output of every circuit (regardless of size) made of the approximating gates, produces a function which disagrees with \textit{CLIQUE} on many inputs.

The \textit{CLIQUE} function is well known to be \textit{NP}-complete, and it is natural to wonder if small monotone circuits suffice for monotone functions in \textit{P}. However, the approximation method was also used by Razborov \[90\] to prove a super polynomial size lower bound for monotone circuits computing the Perfect Matching problem (which is monotone and is in \textit{P}): given a graph, can one pair up the vertices such that every pair is connected by an edge?

\textbf{Theorem 3.8} [\[90\]]. \textit{Perfect Matching requires super polynomial size monotone circuits.}

Interestingly, no exponential lower bound is known for monotone circuits for this problem, but different techniques [\[88\]] prove that it requires exponential size monotone formulae (namely circuits which are trees), and [\[107\]] gives exponential size monotone circuit lower bounds for another natural problem in \textit{P}.

\textbf{3.2.3. Why is it hard to prove circuit lower bounds?} The 1980s have seen a flurry of new techniques for proving circuit lower bounds on natural, restricted classes of circuits. Besides the \textit{Approximation Method}, these include the \textit{Random Restriction} method of Furst, Saxe, Sipser [\[35\]] and Ajtai [\[5\]] (used to prove lower bounds on constant depth circuits), the \textit{Communication Complexity} method of Karchmer and Wigderson [\[64\]] (used to prove lower bounds on monotone formulae), and others (see the survey [\[18\]]. But they all fall short of obtaining any nontrivial lower bounds for general circuits, and in particular proving that \textit{P} $\neq \textit{NP}$.

Is there a fundamental reason for this failure? The same may be asked about any long standing mathematical problem (e.g. the Riemann Hypothesis). A natural (vague!) answer would be that, probably, the current arsenal of tools and ideas (which may well have been successful at attacking related, easier problems) does not suffice.

Remarkably, complexity theory can make this vague statement into a theorem! Thus we have a “formal excuse” for our failure so far: we can classify a general set of ideas and tools, which are responsible for virtually all restricted lower bounds known, yet must necessarily fail for proving general ones. This introspective result, developed by Razborov and Rudich [\[93\]], suggests a framework called \textit{Natural Proofs}. Very briefly, a lower bound proof is \textit{natural}, if it applies to a large, easily recognizable set of functions. They first show that this framework encapsulates all known lower bounds. Then they show that natural proofs of general circuit lower bounds are
unlikely, in the following sense. Any natural proof of a lower bound surprisingly implies, as a side-effect, subexponential algorithms for inverting every candidate one-way function.

Specifically, a natural (in this formal sense) lower bound would imply subexponential algorithms for such functions as Integer Factoring and Discrete Logarithm, generally believed to be difficult (to the extent that the security of electronic commerce worldwide relies on such assumptions). This connection strongly uses pseudorandomness which will be discussed later. A simple corollary is that no natural proof exists to show that integer factoring requires circuits of size $2^{n^{1/100}}$ (the best current upper bound is $2^{n^{1/3}}$).

One interpretation of the aforementioned result, is an “independence result” of general circuit lower bounds from a certain natural fragment of Peano arithmetic. This may suggest that the $\mathcal{P}$ vs. $\mathcal{NP}$ problem may be independent from Peano arithmetic, or even set theory, which is certainly a possibility.

We finally note that it has been over 10 years since the publication of the Natural Proof paper. The challenge it raised: prove a non natural lower bound was not yet met!

4. Proof complexity

For extensive surveys on this material see [13] and in [95].

The concept of proof is what distinguishes the study of mathematics from all other fields of human inquiry. Mathematicians have gathered millennia of experience to attribute such adjectives to proofs as “insightful, original, deep” and most notably, “difficult”. Can one quantify, mathematically, the difficulty of proving various theorems? This is exactly the task undertaken in proof complexity. It seeks to classify theorems according to the difficulty of proving them, much like circuit complexity seeks to classify functions according to the difficulty of computing them. In proofs, just like in computation, there will be a number of models, called proof systems capturing the power of reasoning allowed to the prover.

Proof systems abound in all areas of mathematics (and not just in logic). Let us see some examples.

1. Hilbert’s Nullstellensatz is a (sound and complete) proof system in which theorems are inconsistent sets of polynomial equations. A proof expresses the constant 1 as a linear combination of the given polynomials.

2. Each finitely presented group can be viewed as a proof system, in which theorems are words that reduce to the identity element. A proof is the sequence of substituting relations to generate the identity.

3. Reidemeister moves are a proof system in which theorems are trivial, unknotted, knots. A proof is the sequences of moves reducing the given plane diagram of the knot into one with no crossings.
4. von Neumann’s Minimax theorem gives a proof system for every zero-sum game. A theorem is an optimal strategy for White, and its proof is a strategy for Black with the same value.

In each of these and many other examples, the length of the proof plays a key role, and the quality of the proof system is often related to how short proofs it can provide.

1. In the Nullstellensatz (over fields of characteristic 0), length (of the “coefficient” polynomials, measured usually by their degree and height) usually plays a crucial role in the efficiency of commutative algebra software, e.g. Gröbner basis algorithms.

2. The word problem in general is undecidable. For hyperbolic groups, Gromov’s polynomial upper bound on proof length has many uses, perhaps the most recent is in his own construction of finitely presented groups with no uniform embeddings into Hilbert space [48].

3. Reidemeister moves are convenient combinatorially, but the best upper bounds on length in this system to prove that a given knot is unknotted are exponential [52]. Stronger proof systems were developed to give polynomial upper bounds for proving unknottedness [53].

4. In zero-sum games, happily all proofs are of linear size.

We stress that the asymptotic viewpoint – considering families of “theorems” and measuring their proof length as a function of the description length of the theorems – is natural and prevalent. As for computation, this asymptotic viewpoint reveals structure of the underlying mathematical objects, and economy (or efficiency) of proof length often means a better understanding. While this viewpoint is appropriate for a large chunk of mathematical work, you may rebel that it cannot help explaining the difficulty of single problems, such as the Riemann Hypothesis or \( P \) vs. \( \mathcal{NP} \). But even such theorems may be viewed asymptotically (not always illuminating them better though). The Riemann Hypothesis has equivalent formulations as a sequence of finite statements, e.g. about cancellations in the Möbius function. More interestingly, we shall see later a formulation of \( P/\text{poly} \) vs. \( \mathcal{NP} \) problem, as a sequence of finite statements which are strongly related to the Natural Proofs paradigm mentioned above.

All theorems which will concern us in this section are universal statements (e.g. an inconsistent set of polynomial equations is the statement that every assignments to the variables fails to satisfy them). A short proof for a universal statement constitutes an equivalent formulation which is existential – the existence of the proof itself (e.g. the existence of the “coefficient” polynomials in Nullstellensatz which implies this inconsistency). The mathematical motivation for this focus is clear – the ability to describe a property both universally and existentially constitutes necessary and sufficient conditions – a holy grail of mathematical understanding. Here we shall be picky and quantify that understanding according to our usual computational yardstick – the length of the existential certificate.
We shall restrict ourselves to propositional tautologies. This will automatically give an exponential (thus a known, finite) upper bound on the proof length, and will restrict the ballpark (as with \(P\) vs. \(NP\)) to the range between polynomial and exponential. The type of statements, theorems and proofs we shall deal with is best illustrated by the following example.

4.1. The pigeonhole principle – a motivating example. Consider the well-known “pigeonhole principle”, stating that there is no injective mapping from a finite set to a smaller one. While trivial, we note that this principle was essential for the counting argument proving the existence of exponentially hard functions (Theorem 3.4) – this partially explains our interest in its proof complexity. More generally, this principle epitomizes non-constructive arguments in mathematics, such as Minkowski’s theorem that a centrally symmetric convex body of sufficient volume must contain a lattice point. In both results, the proof does not provide any information about the object proved to exist. We note that other natural tautologies capture the combinatorial essence of topological proofs (e.g. Brauer’s fixed point theorem, the Borsuk–Ulam theorem and Nash’s equilibrium) – see [82] for more.

Let us formulate it and discuss the complexity of proving it. First, we turn it into a sequence of finite statements. Fix \(m > n\). Let \(PHP^m_n\) stand for the statement there is no 1-1 mapping of \(m\) pigeons to \(n\) holes. To formulate it mathematically, imagine an \(m \times n\) matrix of Boolean variables \(x_{ij}\) describing a hypothetical mapping (with the interpretation that \(x_{ij} = 1\) means that the \(i\)th pigeon is mapped to the \(j\)th hole\(^{14}\)).

Definition 4.1 (The pigeonhole principle). The pigeonhole principle \(PHP^m_n\) now states that

- either pigeon \(i\) is not mapped anywhere (namely, all \(x_{ij}\) for a fixed \(i\) are zeros),
- or that some two are mapped to the same hole (namely, for some different \(i, i'\) and some \(j\) we have \(x_{ij} = x_{i'j} = 1\)).

These conditions are easily expressible as a formula in the variables \(x_{ij}\) (called propositional formula), and the pigeonhole principle is the statement that this formula is a tautology (namely satisfied by every truth assignment to the variables).

Even more conveniently, the negation of this tautology (which is a contradiction) can be captured by a collection of constraints on these Boolean variables which are mutually contradictory. These constraints can easily be written in different languages:

- **Algebraic:** as a set of constant degree polynomials over GF(2).
- **Geometric:** as a set of linear inequalities with integer coefficients (to which we seek a \(\{0, 1\}\) solution).
- **Logical:** as a set of Boolean formulae.

\(^{14}\)Note that we do not rule out the possibility that some pigeon is mapped to more than one hole – this condition can be added, but the truth of the principle remains valid without it.
We shall see soon that each setting naturally suggests (several) reasoning tools, such as variants of the Nullstellensatz in the algebraic setting, of Frege systems in the logical setting, and Integer Programming heuristics in the geometric setting. All of these can be formalized as proof systems, that suffice to prove this (and any other) tautology. Our main concern will be in the efficiency of each of these proof systems, and their relative power, measured in proof length. Before turning to some of these specific systems, we discuss this concept in full generality.

4.2. Propositional proof systems and \( \mathcal{NP} \) vs. \( \text{coNP} \). Most definitions and results in this subsection come from the paper which initiated this research direction, by Cook and Reckhow [26]. We define proof systems and the complexity measure of proof length for each, and then relate these to complexity questions we have met already.

All theorems we shall consider will be propositional tautologies. Here are the salient features that we expect\(^{15}\) from any proof system.

- **Completeness.** Every true statement has a proof.
- **Soundness.** No false statement has a proof.
- **Verification efficiency.** Given a mathematical statement \( T \) and a purported proof \( \pi \) for it, it can be easily checked if indeed \( \pi \) proves \( T \) in the system. Note that here efficiency of the verification procedure refers to its running-time measured in terms of the total length of the alleged theorem and proof.

Remark 4.2. Note that we dropped the requirement used in the definition of \( \mathcal{NP} \), limiting the proof to be short (polynomial in the length of the claim). The reason is, of course, that proof length is our measure of complexity.

All these conditions are concisely captured, for propositional statements, by the following definition.

**Definition 4.3** (Proof systems, [26]). A (propositional) proof system is a polynomial-time Turing machine \( M \) with the property that \( T \) is a tautology if and only if there exists a (“proof”) \( \pi \) such that \( M(\pi, T) = 1 \).

As a simple example, consider the following “Truth-Table” proof system \( M_{TT} \). Basically, this machine will declare a formula \( T \) a theorem if evaluating it on every possible input makes \( T \) true. A bit more formally, for any formula \( T \) on \( n \) variables, the machine \( M_{TT} \) accepts \( (\pi, T) \) if \( \pi \) is a list of all binary strings of length \( n \), and for each such string \( \sigma \), \( T(\sigma) = 1 \).

Note that \( M_{TT} \) runs in polynomial time in its input length, which the combined length of formula and proof. But in the system \( M_{TT} \) proofs are (typically) of exponential length in the size of the given formula. This leads us to the definition of the

\(^{15}\)Actually, even the first two requirements are too much to expect from strong proof systems, as Gödel famously proved in his Incompleteness Theorem. However, for propositional statements which have finite proofs there are such systems.

\(^{16}\)In agreement with standard formalisms (see below), the proof is seen as coming before the theorem.
efficiency (or complexity) of a general propositional proof system \( M \) – how short is the shortest proof of each tautology.

**Definition 4.4** (Proof length, [26]). For each tautology \( T \), let \( S_M(T) \) denote the size of the shortest proof of \( T \) in \( M \) (i.e., the length of the shortest string \( \pi \) such that \( M \) accepts \( (\pi, T) \)). Let \( S_M(n) \) denote the maximum of \( S_M(T) \) over all tautologies \( T \) of length \( n \). Finally, we call the proof system \( M \) polynomially bounded iff for all \( n \) we have \( S_M(n) = n^{O(1)} \).

Is there a polynomially bounded proof system (namely one which has polynomial size proofs for all tautologies)? The following theorem provides a basic connection of this question with computational complexity, and the major question of Section 2.5. Its proof follows quite straightforwardly from the \( \mathcal{NP} \)-completeness of \( \text{SAT} \), the problem of satisfying propositional formulae (and the fact that a formula is unsatisfiable iff its negation is a tautology).

**Theorem 4.5** ([26]). There exists a polynomially bounded proof system if and only if \( \mathcal{NP} = \mathcal{coNP} \).

In the next section we focus on natural restricted proof systems. We note that a notion of reduction between proof systems, called polynomial simulation, was introduced in [26] and allows to create a partial order of the relative power of some systems. This is but one example to the usefulness of the methodology developed within complexity theory after the success of \( \mathcal{NP} \)-completeness.

### 4.3. Concrete proof systems.

All proof systems in this section are of the familiar variety, starting with the deductive system introduced in *The Elements* of Euclid for plane geometry. We start with a list of formulae, and using simple (and sound!) derivation rules infer new ones (each formula is called a *line* in the proof). In the *contradiction* systems below, we start with a contradictory set of formulae, and derive a basic contradiction (e.g., \( \neg x \land x, 1 = 0, 1 < 0 \)), depending on the setting. We highlight some results and open problems on the proof length of basic tautologies in algebraic, geometric and logical systems.

#### 4.3.1. Algebraic proof systems.

We restrict ourselves to the field \( \text{GF}(2) \). Here a natural representation of a Boolean contradiction is a set of polynomials with no common root. We always add to such a collection the polynomials \( x^2 - x \) (for all variables \( x \)) which ensure Boolean values (and so we can imagine that we are working over the algebraic closure).

Hilbert’s Nullstellensatz suggests a proof system. If \( f_1, f_2, \ldots, f_n \) (with any number of variables) have no common root, there must exist polynomials \( g_1, g_2, \ldots, g_n \) such that \( \sum_i f_i g_i \equiv 1 \). The \( g_i \)’s constitute a proof, and we may ask how short its description is.

A related, but far more efficient system (intuitively based on computations of Gröbner bases) is Polynomial Calculus, abbreviated PC, which was introduced in [22].
The lines in this system are polynomials (represented explicitly by all coefficients), and it has two deduction rules, capturing the definition of an ideal: For any two polynomials \( g, h \) and variable \( x_i \), we can use \( g, h \) to derive \( g + h \), and we can use \( g \) and \( x_i \) to derive \( x_i g \). It is not hard to see (using linear algebra), that if this system has a proof of length \( s \) for some tautology, then this proof can be found in time polynomial in \( s \). Recalling our discussion on \( \mathcal{P} \) vs. \( \mathcal{NP} \), we do not expect such a property from really strong proof systems.

The PC is known to be exponentially stronger than Nullstellensatz. More precisely, there are tautologies which require exponential length Nullstellensatz proofs, but only polynomial PC-proofs. However, strong size lower bounds (obtained from degree lower bounds) are known for PC system as well. Indeed, the pigeonhole principle is hard for this system. For its natural encoding as a contradictory set of quadratic polynomials, Razborov [91] proved

**Theorem 4.6** ([91]). For every \( n \) and every \( m > n \), \( S_{PC}(\text{PHP}_n^m) \geq 2^{n/2} \), over every field.

### 4.3.2. Geometric proof systems.

Yet another natural way to represent Boolean contradictions is by a set of regions in space containing no integer points. A wide source of interesting contradictions are Integer Programs from combinatorial optimization. Here, the constraints are (affine) linear inequalities with integer coefficients (so the regions are subsets of the Boolean cube carved out by halfspaces). A proof system infers new inequalities from old ones in a way which does not eliminate integer points.

The most basic system is called Cutting Planes (CP), introduced by Chvátal [20]. Its lines are linear inequalities with integer coefficients. Its deduction rules are (the obvious) addition of inequalities, and the (less obvious) dividing the coefficients by a constant (and rounding, taking advantage of the integrality of the solution space)\(^{17}\).

Let us look at the pigeonhole principle \( \text{PHP}_n^m \) again. It is easy to express it as a set of contradictory linear inequalities: For every pigeon, the sum of its variables should be at least 1. For every hole, the sum of its variables should be at most 1. Thus adding up all variables in these two ways implies \( m \leq n \), a contradiction. Thus, the pigeonhole principle has polynomial size CP proofs.

While \( \text{PHP}_n^m \) is easy in this system, exponential lower bounds were proved for other tautologies, and we explain how next. Consider the tautology \( \text{CLIQUE}^n_k \): No graph on \( n \) nodes can simultaneously have a \( k \)-clique and a legal \( k-1 \)-coloring. It is easy to formulate it as a propositional formula. Notice that it somehow encodes many instances of the pigeonhole principle, one for every \( k \)-subset of the vertices.

**Theorem 4.7** ([84]). \( S_{CP}(\text{CLIQUE}_n^\sqrt{n}) \geq 2^{n^{1/10}} \).

The proof of this theorem by Pudlak [84] is quite remarkable. It reduces this proof complexity lower bound into a circuit complexity lower bound. In other words, he

\(^{17}\)E.g. from the inequality \( 2x + 4y \geq 1 \) we may infer \( x + 2y \geq \frac{1}{2} \), and by integrality, \( x + 2y \geq 1 \).
shows that any short CP-proof of tautologies of certain structure, yields a small circuit computing a related Boolean function. You probably guessed that for the tautology at hand, the function is indeed the CLIQUE function introduced earlier. Moreover, the circuits obtained are monotone, but of the following, very strong form. Rather than allowing only ∧, ∨ as basic gates, they allow any monotone binary operation on real numbers! Pudlak then goes to generalize Razborov’s approximation method (Section 3.2.2) for such circuits and proves an exponential lower bound on the size they require to compute CLIQUE.

4.3.3. Logical proof systems. The proof systems in this section will all have lines that are Boolean formulae, and the differences between them will be in the structural limits imposed on these formulae. We introduce the most important ones: Frege, capturing “polynomial time reasoning”, and Resolution, the most useful system used in automated theorem provers.

The most basic proof system, called Frege system, puts no restriction on the formulae manipulated by the proof. It has one derivation rule, called the cut rule: from the two formulas A ∨ C, B ∨ ¬C we may infer the formula A ∨ B. Every basic book in logic has a slightly different way of describing the Frege system – one convenient outcome of the computational approach, especially the notion of efficient reductions between proof systems, is a proof (in [26]) that they are all equivalent, in the sense that the shortest proofs (up to polynomial factors) are independent of which variant you pick!

The Frege system can polynomially simulate both the Polynomial Calculus and the Cutting Planes systems. In particular, the counting proof described above for the pigeonhole principle can be carried out efficiently in the Frege system (not quite trivially!), yielding

**Theorem 4.8** ([19]). $S_{\text{Frege}}(\text{PHP}_n^{n+1}) = n^{O(1)}$.

Frege systems are basic in the sense that they are the most common in logic, and in that polynomial length proofs in these systems naturally corresponds to “polynomial-time reasoning” about feasible objects. In short, this is the proof analog of the computational class $\mathcal{P}$. The major open problem in proof complexity is to find any tautology (as usual we mean a family of tautologies) that has no polynomial-size proof in the Frege system.

**Open Problem 4.9.** Prove superpolynomial lower bounds for the Frege system.

As lower bounds for Frege are hard, we turn to subsystems of Frege which are interesting and natural. The most widely studied system is Resolution. Its importance stems from its use by most propositional (as well as first order) automated theorem provers, often called Davis–Putnam or DLL procedures [28]. This family of algorithms is designed to find proofs of Boolean tautologies, arising in diverse applications from testing computer chips or communication protocols, to basic number theory results.
The lines in Resolution refutations are clauses, namely disjunctions of literals (like $x_1 \lor x_2 \lor \neg x_3$). The inference cut rule simplifies to the resolution rule: for two clauses $A$, $B$ and variable $x$, we can use $A \lor x$ and $B \lor \neg x$ to derive the clause $A \lor B$.

Historically, the first major result of proof complexity was Haken’s\(^{18}\) \cite{49} exponential lower bound on Resolution proofs for the pigeonhole principle.

**Theorem 4.10** \cite{49}. $S_{\text{Resolution}}(PHP_n^{n+1}) = 2^{\Omega(n)}$.

To prove it, Haken developed the bottleneck method, which is related to both the random restriction and approximation methods mentioned in the circuit complexity chapter. This lower bound was extended to random tautologies (under a natural distribution) in \cite{21}. The width method of \cite{15} provides much simpler proofs for both results.

### 4.4. Proof complexity vs. circuit complexity.

These two areas look like very different beasts, despite the syntactic similarity between the local evolution of computation and proof. To begin with, the number of objects they care about differ drastically. There are doubly exponentially number of functions (on $n$ bits), but only exponentially many tautologies of length $n$. Thus a counting argument shows that some functions (albeit non explicit) require exponential circuit lower bounds (Theorem 3.4), but no similar argument can exist to show that some tautologies require exponential size proofs. So while we prefer lower bounds for natural, explicit tautologies, existence results of hard tautologies for strong systems are interesting in this setting as well.

Despite the different nature of the two areas, there are deep connections between them. Quite a few of the techniques used in circuit complexity, most notably Random Restrictions were useful for proof complexity as well. The lower bound we saw in the previous subsection is extremely intriguing: a monotone circuit lower bound directly implies a (nonmonotone) proof system lower bound! This particular type of reduction, known as the Interpolation Method was successfully used for other, weak, proof systems, like Resolution. It begs the question if one can use reductions of a similar nature to obtain lower bounds for strong system (like Frege), from (yet unproven) circuit lower bounds?

**Open Problem 4.11.** Does $\mathcal{NP} \not\subseteq \mathcal{P}/\text{poly}$ imply superpolynomial Frege lower bounds?

Why are Frege lower bounds hard? The truth is, we do not know. The Frege system (and its relative, Extended Frege), capture polynomial time reasoning, as the basic objects appearing in the proof are polynomial time computable. Thus superpolynomial lower bounds for these systems is the proof complexity analog of proving superpolynomial lower bounds in circuit complexity. As we saw, for circuits we at least understand to some extent the limits of existing techniques, via Natural Proofs. However, there is no known analog of this framework for proof complexity.

\(^{18}\)Armin Haken, the son of Wolfgang Haken cited earlier for his work on knots.
We conclude with a tautology capturing the \( \mathcal{P}/\text{poly} \) vs. \( \mathcal{NP} \) question. Thus we use proof complexity to try showing that proving circuit lower bounds is difficult.

This tautology, suggested by Razborov, simply encodes the statement \( \mathcal{NP} \not\subseteq \mathcal{P}/\text{poly} \), namely that SAT does not have small circuits. More precisely, fix \( n \), an input size to SAT, and \( s \), the circuit size lower bound we attempt to prove\(^1\). The variables of our “Lower Bound” formula \( LB_n^s \) encode a circuit \( C \) of size \( s \), and the formula simply checks that \( C \) disagrees with SAT on at least one instance \( \phi \) of length \( n \) (namely that either \( \phi \in \text{SAT} \) and \( C(\phi) = 0 \) or \( \phi \not\in \text{SAT} \) and \( C(\phi) = 1 \)). Note that \( LB_n^s \) has size \( N = 2^{O(n)} \), so we seek a superpolynomial in \( N \) lower bound on its proof length\(^2\).

Proving that \( LB_n^s \) is hard for Frege will in some sense give another explanation to the difficulty of prove circuit lower bound. Such a result would be analogous to the one provided by Natural Proofs, only without relying on the existence of one-way functions. But paradoxically, the same inability to prove circuit lower bounds seems to prevent us from proving this proof complexity lower bound! Even proving that \( LB_n^s \) is hard for Resolution has been extremely difficult. It involves proving hardness of a weak pigeonhole principle\(^3\) – one with exponentially more pigeons than holes. It was finally achieved with the tour-de-force of Raz [87], and further strengthening of [92].

5. Randomness in computation

The marriage of randomness and computation has been one of the most fertile ideas in computer science, with a wide variety of ideas and models ranging from cryptography to computational learning theory to distributed computing. It enabled new understanding of fundamental concepts such as knowledge, secret, learning, proof, and indeed, randomness itself. In this and the next section we shall just touch the tip of the iceberg, things most closely related to the questions of efficient computation and proofs. The following two subsections tell the contradicting stories on the power and weakness of algorithmic randomness. Good sources are [79], [39] and the relevant chapters in [95].

5.1. The power of randomness in algorithms. Let us start with an example, which illustrates a potential dilemma met by mathematicians who try to prove identities. Assume we work here over the rationals \( \mathbb{Q} \). The \( n \times n \) Vandermonde matrix \( V(x_1, \ldots, x_n) \) in \( n \) variables has \( (x_i)^j \) in the \( (i, j) \) position. The Vandermonde Identity is:

\[
\det V(x_1, \ldots, x_n) \equiv \prod_{i<j} (x_i - x_j).
\]

While this particular identity is simple to prove, many others like it are far harder. Suppose you conjectured an identity \( f(x_1, \ldots, x_n) \equiv 0 \), concisely expressed (as

\(^1\)E.g. we may choose \( s = n^\log \log n \) for a superpolynomial bound, or \( s = 2^n/1000 \) for an exponential one.

\(^2\)Of course, if \( \mathcal{NP} \subseteq \mathcal{P}/\text{poly} \) then this formula is not a tautology, and there is no proof at all.

\(^3\)This explicates the connection we mentioned between the pigeonhole principle and the counting argument proving existence of hard functions
above) by a short formula say, and wanted to know if it is true before investing much
effort in proving it. Of course, if the number of variables \( n \) and the degree \( d \) of the
polynomial \( f \) are large (as in the example ), expanding the formula to check that
all coefficients vanish will take exponential time and is thus infeasible. Indeed, no
subexponential time algorithm for this problem is known! Is there a quick and dirty
way to find out?

A natural idea suggests itself: assuming \( f \) is not identically zero, then the variety
it defines has measure zero, and so if we pick \textit{at random} values to the variables,
chances are we shall miss it. If \( f \) is identically zero, every assignment will evaluate
to zero. It turns out that the random choices can be restricted to a finite domain, and
the following can be simply proved:

**Proposition 5.2** ([98], [113]). \textit{Let \( f \) be a nonzero polynomial of degree at most \( d \)
in \( n \) variables. Let \( r_i \) be uniformly and independently chosen from \( \{1, 2, \ldots, 3d\} \). Then}
\( \Pr[f(r_1, \ldots, r_n) = 0] \leq 1/3 \).

Note that since evaluating the polynomial at any given point is easy given a for-
maula for \( f \), the above constitutes an efficient \textit{probabilistic} algorithm for verifying
polynomial identities. Probabilistic algorithms differ from the algorithms we have
seen so far in two ways. First, they postulate the ability to toss coins and generate
random bits. Second, they make errors. The beauty is, that if we are willing to ac-
cept both (and we should!), we seem to be getting far more efficient algorithms for
seemingly hard problems.

The deep issue of whether randomness exists in nature has never stopped humans
from assuming it anyway, for gambling, tie breaking, polls and more. A fascinating
subject of how to harness seemingly unpredictable \textit{weak sources of randomness} (such
as sun spots, radioactive decay, weather, stock-market fluctuations or internet traffic)
and converting them into a uniform stream of independent, unbiased coin flips, is
the mathematical study of \textit{randomness extractors} which we shall not describe here
(see the excellent survey [99]). We shall postulate access of our algorithms to such
perfect coin flips, and develop the theory from this assumption. We note that whatever
replaces these random bits in practical implementations of probabilistic algorithms
seems empirically to work pretty well.

The error seems a more serious issue – we compute to discover a \textit{fact}, not a
“maybe”. However, we do tolerate uncertainty in real life (not to mention computer
hardware and software errors). Observe that the error of probabilistic algorithm
is much more controllable – it can be decreased arbitrarily, with small penalty in
efficiency. Assume our algorithm makes error at most \( 1/3 \) on any input (as the one
above). Then running it \( k \) times, with independent random choices each time, and
taking a majority vote would reduce the error to \( \exp(-k) \) on every input!

Thus we revise our notion of efficient computation to allow probabilistic algo-
rithms with small error, and define the probabilistic analog \( \text{BPP} \) (for Bounded error,
Probabilistic, Polynomial time) of the class \( \mathcal{P} \).
Definition 5.3 (The class $\mathcal{BPP}$, [37]). The function $f : I \to I$ is in $\mathcal{BPP}$ if there exists a probabilistic polynomial time algorithm $A$, such that for every input $x$, $\Pr[A(x) \neq f(x)] \leq 1/3$.

Again, we stress that this probability bound is over the internal coin-tosses of the algorithm, and holds for every input. Moreover, replacing the error probability $1/3$ by $\exp(-|x|)$ leaves the definition unchanged (by the amplification idea above).

Probabilistic algorithms were used in statistics (for sampling) and physics (Monte Carlo methods), before computer science existed. However, their introduction into computer science in the 1970s, starting with the probabilistic primality tests of Solovay–Strassen [104] and Rabin [85], was followed by an avalanche that increased the variety and sophistication of problems amenable to such attacks tremendously – a glimpse to this scope can be obtained e.g. from the textbook [79]. We restrict ourselves here only to those which save time, and note that randomness seems to help save other resources as well!

We list here a few sample problems which have probabilistic polynomial time algorithms\(^{22}\), but for which the best known deterministic algorithms require exponential time. These are amongst the greatest achievements of this field.

- **Generating primes ([104], [85])**. Given an integer $x$ (in binary), produce a prime in the interval $[x, 2x]$ (note that the prime number theorem guarantees that a random number in this interval is a prime with probability about $1/|x|$).

- **Polynomial factoring ([63])**. Given an arithmetic formula describing a multivariate polynomial (over a large finite field), find its irreducible factors\(^{23}\).

- **Permanent approximation ([60])**. Given a nonnegative real matrix, approximate its permanent\(^{24}\) to within (say) a factor of 2.

- **Volume approximation ([31])**. Given a convex body in high dimension (e.g. a polytope given by its bounding hyperplanes), approximate its volume\(^{25}\) to within (say) a factor of 2.

The most basic question about this new computational paradigm of probabilistic computation, is whether it really adds any power over deterministic computation.

**Open Problem 5.4.** Is $\mathcal{BPP} = \mathcal{P}$?

The empirical answer is an emphatically NO: we have no idea in sight as to how to solve the problems above, and many others, even in subexponential time deterministically, let alone in polynomial time. However, the next subsection should change this viewpoint.

\(^{22}\)Strictly speaking they are not in $\mathcal{BPP}$ as they compute relations rather than functions.

\(^{23}\)Note that it is not even clear that the output has a representation of polynomial length – but it does!

\(^{24}\)Unlike its relative, the determinant, which can be easily computed efficiently by Gauss elimination, the permanent is known to be $\#\mathcal{P}$-complete (which implies $\mathcal{NP}$-hardness) to compute exactly.

\(^{25}\)Again, computing the volume exactly is $\#\mathcal{P}$-complete.
5.2. The weakness of randomness in algorithms. Let us start from the end: if any of the numerous $\mathcal{NP}$-complete problems we saw above is hard then randomness is weak. There is a tradeoff between what the words hard and weak formally mean. To be concrete, we give perhaps the most dramatic such result of Impagliazzo and Wigderson [58].

**Theorem 5.5** ([58]). If SAT cannot be solved by circuits of size $2^{o(n)}$ then $BPP = P$. Moreover, SAT can be replaced in this statement by any problem which has $2^{O(n)}$-time algorithms. 

Rephrasing, exponential circuit lower bounds on essentially any problem of interest imply that randomness can be always eliminated from algorithms without sacrificing efficiency (up to polynomial). Many variants of this result exist. Weakening the assumed lower bound does weaken the deterministic simulation of randomness, but leaves it highly nontrivial. For example, if $\mathcal{NP} \not\subseteq \mathcal{P}/\text{poly}$ then $BPP$ has deterministic algorithms with subexponential runtime $\text{exp}(n^\varepsilon)$ for every $\varepsilon > 0$. Moreover, analogs are known where the hardness assumption is uniform (of the type $\mathcal{P} \neq \mathcal{NP}$), e.g. [59].

Note one remarkable nature of such theorems: if one computational task is hard, than another is easy!

We are now faced with deciding which of two extremely appealing beliefs to drop (as we discover that they are contradictory!). Either that natural problems (e.g. $\mathcal{NP}$-complete ones) cannot be solved efficiently, or that randomness is extremely powerful. Given that our intuition about the former seems far more established, we are compelled to conclude that randomness cannot significantly speed-up algorithms, and indeed $BPP = P$.

**Conjecture 5.6.** $BPP = P$.

We now turn to give a high level description of the ideas leading to this surprising set of results, which are generally known under the heading *Hardness vs. Randomness* [27]. We refer the reader to the surveys in [39], [95] for more.

We are clearly after a general way of eliminating the randomness used by any (efficient!) probabilistic algorithm. Let $A$ be such an algorithm, working on input $x$, and using as randomness the uniform distribution $U_n$ on binary sequences of length $n$. Assume $A$ computes a function $f$, and its error on any input is at most $1/3$. The idea is to “fool” $A$, replacing the distribution $U_n$ by another distribution $D$, without $A$ noticing it!

This leads to the key definition of *pseudorandomness* of Yao [111].

---

26This class includes most $\mathcal{NP}$-complete problems, but far more complex ones, e.g. determining optimal strategies of games, not believed to be in $\mathcal{NP}$.

27The title of Silvio Micali’s PhD thesis, who, with his advisor Manuel Blum constructed the first hardness based pseudorandom bit generator.
**Definition 5.7** (Pseudorandomness, [111]). Call a distribution \( D \) **pseudorandom** if no efficient process\(^{28}\) can “tell it apart”\(^{29}\) from the uniform distribution \( U_n \).

By the definition, any such distribution is as good as \( U_n \), as \( A \)'s computation on \( x \) is efficient process.

**Remark 5.8.** This definition specializes a more general one of **computational indistinguishability** between probability distributions, which originates in the landmark paper of Goldwasser and Micali [43]. This key **behavioristic** definition of randomness underlies the mathematical foundations of modern cryptography which are laid out in that paper. We also note that computational indistinguishability suggests a coarsening of the usual statistical distance (\( L_1 \) norm) between probability distributions, and we shall see its importance again in Section 6.2.

Back to our derandomization task. Can we efficiently generate a pseudorandom distribution \( D \) from only very few random bits? Specifically, we would like to compute \( D = G(U_m) \) where \( G \) is a deterministic polynomial time algorithm and \( m \ll n \).

Such functions \( G \) which produce pseudorandom distributions from short random seeds are called **pseudorandom generators**. With them, a deterministic simulation will only need to enumerate all possible \( 2^m \) seed values (rather than the trivial \( 2^n \)). For each such seed it will use the output of \( G \) as “randomness” for the computation of \( A \) on \( x \), and take a majority vote. As the error of \( A \) was at most \( 1/3 \) under \( U_n \), and \( A \)'s output probability changes by at most \( 1/9 \) between \( D \) and \( U_n \), the new error is at most \( 4/9 \), so the majority vote will correctly compute \( f(x) \), for every \( x \). If \( m \) gets down to \( O(\log n) \), then \( 2^m = n^{O(1)} \), and this becomes a deterministic polynomial time algorithm.

But how can we construct such a pseudorandom generator \( G \)? Since the definition of pseudorandomness depends on the computational limitations of the algorithm, one might hope to embed some hard function \( g \) into the workings of the generator \( G \), and argue as follows. If an efficient process can distinguish the output of \( G \) from random, we shall turn it into an efficient algorithm for solving the (assumed hard) function \( g \). This yields a contradiction.

Thus the heart is this conversion of hardness into pseudorandomness. The two main different methods for implementing this idea are the original generator of Blum–Micali and Yao [17], [111] (which must use “one-way” functions, see Definition 2.18, as its hard \( g \)'s), and the one by Nisan–Wigderson [80] (which can use any function \( g \) with an exponential time algorithm). We note that here the hardness required of \( g \) is of the **average-case** variety, which is either assumed in the former, or has to be obtained from **worst-case** hardness in the latter. Thus this field invents and uses new types of efficient reductions, translating nonstandard computational tasks (from distinguishing a random and pseudorandom distributions, to computing a function well on average, to computing it in the worst case.

---

\(^{28}\)This can mean an algorithm or a circuit.

\(^{29}\)E.g. produce a given output with noticeably different probability, say \( 1/9 \).
We note that this very general line of attack may benefit from specialization. We saw that to derandomize a probabilistic algorithm all we need is a way to efficiently generate a low entropy distribution which fools it. But for specific, given algorithms this may be easier than for all of them. Indeed, careful analysis of some important probabilistic algorithms, and the way they use their randomness, has enabled making them deterministic via tailor-made generators. These success stories (of which the most dramatic is the recent deterministic primality test of [3]) actually suggest the route of probabilistic algorithms and then derandomization as a paradigm for deterministic algorithm design. More in the textbook [79]. Finally, mention the remarkable result of [62] showing that derandomizing the simple probabilistic algorithm embodied in Proposition 5.2 is equivalent to proving certain circuit lower bounds.

We conclude by stressing that randomness remains indispensable in many fields of computer science, including cryptography, distributed computing, and — as we shall see next — probabilistic proofs.

6. Randomness in proofs

The introduction of randomness into proofs has been one of the most powerful ideas in theoretical computer science, with quite a number of unexpected consequences, and in particular new, powerful characterizations of \( \mathcal{NP} \). In this section we summarize the main definitions and results of this research direction. Again, we refer the readers to the surveys in [61], [39], [95] and the references therein for more detail.

Let us start again with an example. Consider the graph isomorphism problem mentioned in Section 2.11: given two graphs \( G \) and \( H \), determine if they are isomorphic. No polynomial time algorithm is known for this problem. Now assume that an infinitely powerful teacher (who in particular can solve such problems), wants to convince a limited, polynomial time student, that two graphs \( G, H \) are isomorphic. This is easy — the teacher simply provides the bijection between the vertices of the two graphs, and the student can verify that edges are preserved. This is merely a rephrasing of the fact that \( \text{ISO} \), the set of all isomorphic pairs \((G, H)\), is in \( \mathcal{NP} \). But is there a similar way for the teacher to convince the student that two given graphs are not isomorphic? It is not known if \( \text{ISO} \in \text{coNP} \), so we have no such short certificates for nonisomorphism. What can be done?

Here is an idea from [41], which allows the student and teacher more elaborate interaction, as well as coin tossing. The student challenges the teacher as follows. He (secretly) flips a coin to choose one of the two input graphs \( G \) or \( H \). He then creates a random isomorphic copy \( K \) of the selected graph, by randomly permuting the vertex names (again with secret coin tosses). He then presents the teacher with

\footnote{In this section we do not discuss the "probabilistic method", a powerful proof technique. An excellent text on it is [7].}
who is challenged to tell if $K$ is isomorphic to $G$ or $H$. Observe that if $G$ and $H$ are indeed non isomorphic as claimed, then the answer is unique, and the challenge can always be met (recall that the teacher has infinite computational power). If however $G$ and $H$ are isomorphic, no teacher can guess the origin of $K$ with probability greater than 1/2. Simply, the two distributions: random isomorphic copy of $G$, and random isomorphic copy of $H$, are identically distributed, and so cannot be told apart regardless of computational power. Furthermore, if the teacher succeeds in a 100 independent challenges of this type, his probability of succeeding in all when $G$ and $H$ are isomorphic go down to $2^{-100}$, yielding an overwhelmingly convincing interactive proof that the graphs are indeed non isomorphic. And we note another remarkable fact: if you are worried about the need for the student to hide his coin tosses, there is another (more sophisticated) interactive proof due to [45] in which all coin tosses of the student are available to the prover!

We return to the general discussion. We have already discussed proof systems in sections 2.3 and 4. In both, the verifier that a given witness to a given claim is indeed a proof was required to be an efficient deterministic procedure. In the spirit of the previous section, we now relax this requirement and allow the verifier to toss coins, and err with a tiny probability.

To make the quantifiers in this definition clear, as well as allow more general interaction between the prover and the verifier, it will be convenient to view a proof system for a set $S$ (e.g., of satisfiable formulae) as a game between an all-powerful prover and the (efficient, probabilistic) verifier: Both receive an input $x$, and the prover attempts to convince the verifier that $x \in S$. Completeness dictates that the prover succeeds for every $x \in S$. Soundness dictates that every prover fails for every $x \notin S$. In the definition of $\mathcal{NP}$, both of these conditions should hold with probability 1 (in which case we may think of the verifier as deterministic). In probabilistic proof systems we relax this condition, and only require that soundness and completeness hold with high probability (e.g. 2/3, as again the error can be reduced arbitrarily via iteration and majority vote). In other words, the verifier will only rarely toss coins that will cause it to mistake the truth of the assertion.

This extension of standard $\mathcal{NP}$ proofs was suggested independently in two papers – one of Goldwasser, Micali and Rackoff [44] (whose motivation was from cryptography, in which interactions of this sort are prevalent), and the other by Babai [10] (whose motivation was to provide such interactive “certificates” for natural problems in group theory which were not known to be in $\text{co}\mathcal{NP}$). While the original definitions differed (in whether the coin tosses of the verifier are known to the prover or not), the paper of Goldwasser and Sipser [45] mentioned above showed both models equivalent.

This relaxation of proofs is not suggested as a substitute to the notion of mathematical truth. Rather, much like probabilistic algorithms, it is suggested to greatly increase the set of claims which can be efficiently proved in cases where tiny error is immaterial. As we shall see below, it turns out to yield enormous advances in computer science, while challenging our basic intuition about the very nature of proof.
We exhibit three different remarkable manifestations of that: the first shows that we can prove many more theorems, the second that we can convince others that we have a correct proof of a given theorem without revealing anything else about our proof, and the third that verifiers need only look at a handful of bits in a proof to be convinced of its validity.

6.1. Interactive proof systems. When the verifier is deterministic, we can always assume that the prover simply sends a single message (the purported “proof”), and based on this message the verifier decides whether to accept or reject the common input $x$ as a member of the target set $S$.

When the verifier is probabilistic, interaction may add power. We thus consider a (randomized) interaction between the parties, which may be viewed as an “interrogation” by a persistent student, asking the teacher “tough” questions in order to be convinced of correctness. Since the verifier ought to be efficient (i.e., run in time polynomial in $|x|$), the number of such rounds of questions is bounded by a polynomial.

**Definition 6.1** (The class $I^1P$, [44], [10]). The class $I^1P$ (for Interactive Proofs) contains all sets $S$ for which there is a verifier that accepts every $x \in S$ with probability 1 (after interacting with an adequate prover), but rejects any $x \notin S$ with probability at least 1/2 (no matter what strategy is employed by the prover).

We have already seen the potential power of such proofs in the example of graph isomorphism above, and several others were given. But the full power of $I^1P$ begun to unfold only after an even stronger proof system, allowing multiple provers, was suggested by Ben-Or et al. [14] (motivated by cryptographic considerations). A lively account of the rapid progress is given in [11]. One milestone was showing that $I^1P$ proofs can be given to every set in $coNP$ (indeed, much more, but for classes we have not defined).

**Theorem 6.2** ([77]). $coNP \subseteq I^1P$.

This was shortly followed by a complete characterization of $I^1P$ by Shamir [100]. He proved it equivalent to $PSPACE$, the class of sets computable with polynomial memory (and possibly exponential time). We note that this class contains problems which seem much harder than $NP$ and $coNP$, e.g. finding optimal strategies of games.

**Theorem 6.3** ([100]). $I^1P = PSPACE$.

We conclude by noting that this success story required the confluence and integration of ideas from different “corners” of computational complexity. A central technical tool which was developed for these results, and would play a major role in Section 6.3, is the arithmetic encoding of Boolean formulae by polynomials, and the ultra-fast verification of their properties.
6.2. **Zero-knowledge proof systems.** Assume you could prove the Riemann Hypothesis. You want to convince the mathematical world of your achievement, but you are extremely paranoid that if you revealed the proof, someone else will claim it was his idea. Is there a way to resolve this dilemma? Hold on.

The thrust in this section is not to prove more theorems, but rather to have proofs with additional properties. Randomized and interactive verification procedures as in Section 6.1 allow the (meaningful) introduction of *zero-knowledge proofs*, which are proofs that yield nothing beyond their own validity.

Such proofs seem impossible — how can you convince anyone of anything they do not know already, without giving them any information? In mathematics, whenever we cannot prove a theorem ourselves, we feel that seeing a proof will necessarily teach us something we did not know!

Well, the interactive proof above, that two graphs are non isomorphic, at least suggest that in some special cases zero-knowledge proofs are possible! Note that in each round of that proof, the student knew perfectly well what the answer to his challenge was, so he learned nothing. In other words, if the graphs were indeed non isomorphic, he could have generated the conversation without the teacher’s help! Nevertheless, the conversation convinced him that indeed the graphs were non isomorphic.

How can we define this notion formally? Extending the intuition above, we demand that on every correct claim, the verifier should be able to efficiently generate, *by himself*, (the probability distribution of) his conversation with the prover. More generally, we would be satisfied if what the verifier can generate by himself is *indistinguishable* from the actual conversation (in the same sense as pseudorandom distributions are indistinguishable from the uniform distribution 5.7).

This important definition of zero knowledge proof was suggested in the same seminal paper [44] which defined interactive proofs.

Now which theorems have zero-knowledge proofs? Well, if the verifier can determine the answer with no aid, it is trivial. Thus, any set in $\mathcal{BPP}$ has a zero-knowledge proof, in which the prover says nothing (and the verifier decides by itself). A few examples believed outside $\mathcal{BPP}$ like Graph Non-Isomorphism, are known to have such proofs unconditionally.

What is surprising is that if one allows the standard assumption of cryptography, namely assuming that *one-way functions* exist (see Section 2.11.1), then zero-knowledge proofs exist for *every* theorem of interest! Goldreich, Micali and Wigderson [41] proved:

**Theorem 6.4** ([41]). Assume the existence of one-way functions. Then every set in $\mathcal{NP}$ has a zero-knowledge interactive proof.

Here again we see the power of reductions and completeness! This theorem is proved in 2 steps. First, [41] gives a zero-knowledge proof for statements of the form *a given graph is 3-colorable*, using various structural properties of this problem. Then, it uses the $\mathcal{NP}$-completeness of this problem (in the strong form which allows
efficient translation of witnesses, not just instances, mentioned after Theorem 2.12) to infer that all \(\mathcal{NP}\) sets have a zero-knowledge proof.

We stand by the interpretation above of this theorem. If you proved the Riemann Hypothesis, and were nervous to reveal the proof lest the listener would rush to publish it first, you could convince him/her, beyond any reasonable doubt, that you indeed have such a proof, in a way which will reveal no information about it. Simply use the proof that 3Color is \(\mathcal{NP}\)-complete to translate the statement of the Riemann Hypothesis into the appropriate graph, translate your proof of it into the appropriate legal 3-coloring, and use the protocol of [41].

But the grand impact of this theorem is not in the above toy application. Zero-knowledge proofs are a major tool for forcing participants in cryptographic protocols to behave correctly, without compromising anyone’s privacy. This is combined with the secure evaluation of functions [112], [42], where (completely different) reductions and completeness are again central to the proof. Together they allow for the implementation of just about any cryptographic task (for a good example for the complexity of such tasks try to imagine playing a game of poker over the telephone).

6.3. Probabilistically checkable proofs. In this section we turn to one of the deepest and most surprising discoveries on the power of probabilistic proofs, and its consequences to the limits of approximation algorithms.

We return to the non-interactive mode, in which the verifier receives a (alleged) written proof. But now we restrict its access to the proof so as to read only a small part of it (which may be randomly selected). An excellent analogy is to imagine a referee trying to decide the correctness of a long proof by sampling a few lines of the proof. It seems hopeless to detect a single “bug” unless the entire proof is read. But this intuition is valid only for the “natural” way of writing down proofs! It fails when robust formats of proofs are used (and, as usual, we tolerate a tiny probability of error).

Such robust proof systems are called PCPs (for Probabilistically Checkable Proofs). Loosely speaking, a PCP system for a set \(S\) consists of a probabilistic polynomial-time verifier having access to individual bits in a string representing the (alleged) proof\(^{31}\). The verifier tosses coins and accordingly accesses only a constant number of the bits in the alleged proof. It should accepts every \(x \in S\) with probability \(1\) (when given a real proof, adequately encoded), but rejects any \(x \notin S\) with probability at least \(1/2\) (no matter to which “alleged proof” it is given).

A long sequence of ideas and papers, surveyed in [8], [106], culminated in the “PCP theorem” of Arora et al.:

**Theorem 6.5 (The PCP theorem, [9]).** Every set in \(\mathcal{NP}\) has a PCP system. Furthermore, there exists a polynomial-time procedure for converting any \(\mathcal{NP}\)-witness to the corresponding, “robust” PCP-proof.

\(^{31}\)In case of \(\mathcal{NP}\)-proofs the length of the proof is polynomial in the length of the input.
Indeed, the proof of the PCP theorem suggests a new way of writing “robust”
proofs, in which any bug must “spread” all over. Equivalently, if the probability
of finding a bug found in these handful of bits scanned by the verifier is small (say
<1/10), the theorem is correct! The remarkable PCP theorem was proved with a
rather complex and technical proof, which has resisted significant simplification for
over a decade. However, a conceptually different proof which is very elegant and
much simpler was given last year by Dinur [30].

The reader may find a syntactic similarity between PCPs and error correcting
codes. In the latter, if the probability of a bit being flipped in an encoded message is
small, then the message can be correctly recovered from its noisy encoding. Indeed
there are deep connections, and the cross fertilization between these two areas has
been very significant.

The main impact of the PCP theorem (and its variants) is due to its connection,
discovered by Feige et al. [33], to hardness of approximation (elaborated on in the
surveys above). The PCP theorem has revolutionized our ability to argue that certain
problems are not only hard to solve exactly, but even to get a rough approximation. We
note that in practice, a near-optimal solution to a hard problem may be almost as good
as an optimal one. But for decades, till the PCP theorem came along, we had almost
no means of proving hardness of approximation results. Even with the PCP theorem,
these are typically much harder to prove than standard \text{NP}-completeness results. We
mention two examples of the strongest such inapproximability results, both due to
Hastad [54], [55]. Both are nearly tight, in that it is \text{NP}-hard to approximate the
solution by the factor given, but trivial to do so with slightly bigger factor. In both
$\varepsilon > 0$ can be an arbitrarily small constant.

- **Linear equations.** Given a linear system of equations over $\text{GF}(2)$, approximate
the maximum number of mutually satisfiable ones, to within a factor of $2 - \varepsilon$
(clearly, a factor 2 is trivial: a random assignment will do).

- **Clique.** Given a graph with $n$ vertices, approximate its maximum clique size
to within a factor $n^{1-\varepsilon}$ (clearly, a factor $n$ is trivial: one vertex will do).

7. **Some concrete open problems**

We conclude this paper with a short list of open problems. They were all chosen
so as to be free of any reference to computational models. Indeed all have simple
elementary definitions, are natural and inviting. However, they all arise from attempts
to prove computational lower bounds and have been open for decades. Solving any
of them will represent important progress.

In all problems $F$ is a field (of your choice – the questions are of interest for any
field). We let $M_n(F)$ denote all $n \times n$ matrices over $F$ and $\text{GL}_n(F)$ all invertible ones.
When asking for an explicit matrix $B$, we really mean an infinite family $B_n$ with some
finite description.
7.1. Gauss elimination. For a matrix $A \in \text{GL}_n(F)$ let $G(A)$, the Gauss elimination complexity of $A$, denote the smallest number of row and column operations which transform $A$ to a diagonal matrix.

**Open Problem 7.1.** Find an explicit Boolean matrix $B$ with $G(B) \neq O(n)$.

7.2. Matrix rigidity. A matrix $A \in M_n(F)$ is $(k, r)$-rigid if for every matrix $A'$ obtained from $A$ by changing (arbitrarily) the values of at most $k$ entries per row, $\text{rk}(A') \geq r$ (where $\text{rk}$ is the rank over $F$).

**Open Problem 7.2.** Find an explicit Boolean matrix which is $(\sqrt{n}, n/100)$-rigid.

Find an explicit Boolean matrix which is $(n/100, \sqrt{n})$-rigid.

7.3. Permanent versus determinant. Define as usual the determinant and permanent polynomials by

$$\text{Det}_n(X) = \sum_{\sigma \in S_n} \text{sgn}(\sigma) \prod_i X_{i,\sigma(i)}$$

and

$$\text{Per}_n(X) = \sum_{\sigma \in S_n} \prod_i X_{i,\sigma(i)}.$$

Let $m(n)$ be the smallest value $m$ such that $\text{Per}_n$ is a projection of $\text{Det}_m$. Namely, that the permanent of an $n \times n$ variable matrix $X$ can be written as the determinant of an $m \times m$ matrix every entry of which is either a variable from $X$ or a constant from $F$.

**Open Problem 7.3.** Prove that $m(n) \neq n^{O(1)}$.

Note that the field $F$ cannot have characteristic 2.

7.4. Tensor rank (of matrix multiplication). For three $n \times n$ matrices of variables $X, Y, Z$ define the trilinear form $T(X, Y, Z)$ by its action on the standard basis: for every $i, j, k$ we have $T(X_{ij}, Y_{jk}, Z_{ki}) = 1$ and $T = 0$ on all other triples.

A rank 1 tensor is a product of linear forms (one in $X$, one in $Y$, one in $Z$), and the rank of a tensor is the smallest number of rank 1 tensors which add up to it.

**Open Problem 7.4.** Determine if the rank of $T$ is $O(n^2)$ or not.

7.5. Generalized polynomials for determinant. The notion of tensor rank is slightly extended here to the affine case.

Let $X$ be a set of variables. A generalized monomial is simply a product of affine functions over $X$. A generalized polynomial is a sum of generalized monomials.
Clearly generalized polynomials compute “normal” polynomials in $F[X]$, but sometimes they may be sparser (have fewer monomials). For a polynomial $q \in F[X]$ let $s(q)$ denote the minimum number of generalized monomials needed to express $q$ as a generalized polynomial.

**Open Problem 7.5.** Prove that $s(\text{Det}_n) \neq n^{O(1)}$.
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The Poincaré Conjecture

John W. Morgan

1. Introduction

It is a great pleasure for me to report on the recent spectacular developments concerning the Poincaré Conjecture.

Grigory Perelman has solved the Poincaré Conjecture. He has shown that, as Poincaré conjectured, any closed, simply connected 3-manifold is homeomorphic to the 3-sphere.

The paper in which Poincaré posed this problem in 1904 ([14]) marked, in my view, the founding of topology as an independent discipline within pure mathematics. Over the intervening 100 years, the problem has been much studied and generalized, and many related problems have been solved. It has been linked, in one way or another, with most of the progress in topology in the last 100 years. While related problems have been solved, the original conjecture stood untouched, resisting all attempts. Before Perelman’s work, there had been no progress on toward solving the Poincaré Conjecture, and many viewed it as the siren song of Topology, for many a boat had foundered on the rocks trying to reach it. There have been innumerable proposed proofs and proposed counter-examples, but none, before Perelman’s, withstood scrutiny.

Solving the Poincaré Conjecture is a signal achievement for Perelman, but it is also a signal achievement for all of mathematics, for it gives a measure of how far our understanding of the subject has advanced in the last 100 years. To paraphrase Newton, Perelman has seen far, but to do so he stood on the shoulders of giants who came before him. One giant, in particular, stands out. He is Richard Hamilton. Over a period of 25 years, Hamilton painstakingly built the solid and elaborate foundation upon which Perelman constructed the edifice of his proof. Without Hamilton’s work, Perelman’s would not have been possible.

One of the most interesting aspects of the resolution of the Poincaré Conjecture is the nature of the solution. While the problem is purely topological in its formulation, the proof is not. The proof uses deep techniques and results from other areas of mathematics, namely analysis and differential geometry. It is not at all clear a priori that these ideas have any relevance to the Poincaré Conjecture, but in the end they turn out to be the only way (so far) to approach this question successfully.

My goal in this article is to give you a sense of the importance, centrality, and the depth of the Poincaré Conjecture. Then I will discuss surfaces and 3-dimensional spaces and describe how topologists think about them. Next, I will formulate and
explain the statement of the conjecture. Then I will give an overview of the ideas that go into the solution – Ricci flow, Ricci flow with surgery, and finite-time extinction for Ricci flow with surgery when applied to a simply connected 3-manifold. The latter will be a very superficial view of the mathematics. I refer the reader to the body of Hamilton’s work [2] as well as to Perelman’s preprints [11], [13], and [12] for more precise statements of the analytic and geometric results that are needed.

2. Problems in mathematics

2.1. A brief history. The central role of problems in mathematics goes back to the Greeks (at least). From them we have the famous examples of the question of squaring the circle and of doubling the cube using only compass and straightedge, among others\(^1\). Starting in the 16th century mathematicians challenged each other with problems and by the 18th century learned societies posed problems to the general mathematical community often with prizes awarded for their solution. The most famous set of problems in modern mathematics is Hilbert’s 23 problems posed at the International Congress of Mathematicians in Paris in 1900; see [7]. These were posed for an entirely different reason and were of an entirely different order from most of the problems heretofore seen in mathematics. Hilbert’s goal was to lay out what he considered central problems across the entire subject, problems, whose solutions and even attempted solutions, he thought would be important, indeed central, for the development of the subject in the century that was about to begin. He introduced his problems, making it clear that he saw them being linked to the future development of the subject by saying “Who among us would not be glad to lift the veil behind which the future lies hidden; to cast a glance at the next advances of our science and at the secrets of its development during the future centuries?” Some of the problems were already well known before Hilbert’s address, for example the Riemann hypothesis, and others were formulated for the first time by Hilbert. Much progress has been made on many, but not all, of these problems. Some still remain open. And as Hilbert foresaw, they did play an instrumental role in mathematics. They formed the backdrop against which a significant portion of the mathematical development of the 20th century was measured. To solve one of Hilbert’s problems was to enter the Mathematical Hall of Fame.

A new list of seven problems was proposed in 2000 by the Clay Mathematics Foundation, the Clay Millennium Problems. As the Clay Foundation makes clear, the choice of the timing (100 years after Hilbert’s address) and the location (Paris, the same as the location of Hilbert’s address) was explicitly made to honor Hilbert’s address and the role his problems had indeed played in twentieth century mathematics. They are also hopeful that their list of problems will have a similar impact on mathematics in the twenty-first century. The problems which they introduced are called the 7 Millennium

\(^1\)For more details on the role of problems in mathematics, see the article by Jeremy Gray in [5].
Problems. Attached to each of the problems is a prize of $1,000,000 for its successful solution. There is one problem on this list in common with Hilbert’s list, the Riemann hypothesis. The other six are more recent problems.

One of the Clay Millennium Problems is the Poincaré Conjecture. Aside from the Riemann Hypothesis it is the oldest on the list, dating from 1904. It is the problem whose solution we are celebrating. It is the first of the Millennium Problems to be solved. None of the others seems ripe for solution. But of course, before its solution neither did the Poincaré Conjecture.

2.2. The role of problems. What makes a good problem and what role do problems play in mathematics? Quoting again from Hilbert’s address to the International Congress in 1900, “I should still more demand for a mathematical problem if it is to be perfect; for what is clear and easily comprehended attracts, the complicated repels us. Moreover, a mathematical problem should be difficult in order to entice us, yet not completely inaccessible, lest it mock our efforts. It should be to us a signpost on the tortuous paths to hidden truths, ultimately rewarding us by the pleasure in the successful solution.”

Hilbert is making several points here. If a problem is sufficiently difficult that it cannot be immediately solved but if it is not so difficult as to be inaccessible, then it will stimulate much mathematical activity and progress as different approaches are tried. History is replete with examples of extraordinary mathematics being created in an attempt to solve a long-standing problem. Sometimes these attempts result in partial solutions or further clarifications of the problem under consideration, other times, the mathematics does not reach its intended target, but ends up being useful in a completely different area. Good problems stimulate mathematical activity both directly related to the problem and in other surrounding areas of mathematics.

Another point that Hilbert is making is that problems become more famous as they resist more and more different attempts at solution, and that, when they reach this status, they are used a measuring stick against which the power of new ideas is tested. If a new idea makes progress on an old and famous problem, then it has demonstrated its originality, depth and power. Of course, solving such long-standing problems bestows honor in the first instance on the solver because he or she has succeeded where all others failed, but also most of the time it is a marker for the progress of the discipline as a whole. Mathematics has matured to the point where rarely, if ever, is the solution of a significant problem the result entirely of the work of a single mathematician. Rather such advances rest on the general advancement of understanding of the subject and the various previously developed techniques available to attack the given problem. In the case of the Poincaré Conjecture I have already referred to the indispensable work of Hamilton on Ricci flow, but Perelman’s argument also rests on the modern theory of Riemannian manifolds and the modern theory of various compactness results for spaces of Riemannian manifolds and more general singular objects. This theory has been developed over the last 50 to 60 years by an entire army of mathematicians. Hamilton’s work in turn relies on the progress
in partial differential equations on manifolds, especially parabolic equations such as
the heat equation and the mean curvature flow equation. Again the workers who
developed these techniques are too numerous to list.

To me, the most amazing thing about mathematics is that there are mathematical
problems that are hard enough that their solution requires decades if not centuries of
work, and yet it is possible by dint of long hard work, many ideas, and incremental
advances over time to arrive at a solution. Once the perspective is correct and the
technical power is sufficiently developed, they succumb. They are hard not because
they are computationally difficult, but because they are conceptually difficult; yet they
are not conceptually too difficult that human beings are incapable of solving them.
It just takes us a while to get the perspective correct, to get the right position and
with the right frame of mind to solve them. That the human race is capable of such
advances is cause for celebration by all of us.

3. The Poincaré Conjecture

This brings us to the problem whose solution we are discussing – the Poincaré Con-
jecture. This problem was originally formulated in 1904 by Henri Poincaré [14] near
the end of a long article on 3-dimensional topology. This article laid out many of the
basic tenets of topology and marked its beginning as an independent field of mathe-
matical study. At the end of the article, Poincaré states that there remains one central
question to be addressed, “Is every simply connected 3-manifold topologically equiv-
alent to the 3-sphere?” In an interesting twist of history, this is not Poincaré’s first
formulation of such a question. Several years earlier he had asked a similar question
where the hypothesis of simply connected is replaced by a related (but we now know)
weaker condition. After posing this question, Poincaré realized that he knew how
to construct counter-examples to that question and that the way to show that they
were indeed counter-examples was to use a topological invariant that he had invented
about 10 years before; we call it the fundamental group2, and in French it is called
the ‘groupe de Poincaré.’ Anyway, using this invariant he showed the answer to his
first question was ‘no’ and then he formulated the question that lasted 100 years.

The Poincaré Conjecture has all the attributes of an excellent problem. It was sim-
ple (for the mathematician) to state. It was a generalization of a well-known property
of surfaces, so it was a natural guess as to a fundamental fact about 3-dimensional
manifolds. While simple to state and while being an obvious generalization of a
known mathematical result, it was not easy to resolve, or indeed to make any progress
at all on this problem. The problem is a problem purely in topology: the hypotheses
are topological and the conclusion is topological. It was attacked by direct topological
means for 100 years without any progress; see [18]. Nevertheless, all this effort was
not futile. We learned much, just not about this question.

2For a formal definition of this group and all other technical terms see the appendix.
3.1. Mathematics generated by the Poincaré Conjecture. The Poincaré Conjecture is an attempt to characterize topologically the simplest of all 3-dimensional manifolds, the 3-sphere. In approaching this question, many techniques were developed to study 3-dimensional manifolds. Some of the most important go back to Papakyriakopoulos [10] in the 1950s. Among these are Dehn’s lemma and the loop theorem and the sphere theorem. These are incredibly powerful tools for studying 3-manifolds. For example, they allow one to prove the analogue of the Poincaré Conjecture for knots in the 3-sphere. More precisely, Papakyriakopoulos showed that a knot in the 3-sphere is topologically equivalent to the unknotted circle if and only if the fundamental group of the space obtained by removing the knot from the 3-sphere is the same as the fundamental group of the space obtained by removing the trivial unknotted circle from the 3-sphere. Using these techniques Waldhausen [20], in the 1960s, gave a complete characterization of a large class of 3-manifolds, but unfortunately from the perspective of the Poincaré Conjecture, the class that Waldhausen characterized is at the other end of the spectrum from simply connected 3-manifolds. Here, we see attempts to solve the Poincaré Conjecture leading to enormous progress in a closely related area – the study of other 3-manifolds – but saying nothing about the original conjecture. But this is just the beginning of the story.

In 1960 Smale [17], in one of the most revolutionary advances in topology, realized that it was not the case that manifolds were harder and harder to study as their dimension increased. Before Smale the thinking was: surfaces are understood; we cannot prove central results about 3-dimensional manifolds, so those of higher dimension must be even harder, too hard to even begin to think about until we understand 3-dimensional manifolds. Smale generalized the Poincaré Conjecture to all dimensions (this was fairly obvious) and then proceeded to solve it in the affirmative in all dimensions 5 and higher. This was the revolution. Four years earlier Milnor [8] had shown that a closely related question was false starting in dimension 7. In particular, Milnor showed that the smooth version\(^3\) of the Poincaré Conjecture was not true in higher dimensions. Smale and Milnor each won Fields Medals for the works we have just cited. But this was just the beginning of a 20 year period of unparalleled advances in topology. Using the ideas of Smale and Milnor and others such as René Thom, topologists succeeded in answering almost every question that could possibly be answered about manifolds of dimension 5 and greater. This whole area of topology is known as ‘surgery theory,’ or ‘Browder–Novikov surgery theory’ after its two main developers; see [1]. The reason that high dimensional manifolds are easier to study than the ones of dimensions 3 and 4 is that in them there is enough room to move submanifolds (e.g., loops and surfaces) around and put them in good position with respect to each other, whereas in lower dimensional manifolds this is not possible.

By the late 1970s high dimensional manifolds were well understood, and the attention of topologists reverted back to their ‘problem children’ – dimensions 3 and 4 – and in particular to the Poincaré Conjecture. It was not clear how to proceed. Flushed

\(^3\)See the appendix.
with the success in high dimensions (and dare we say the hubris it engendered), many topologists, myself included, felt that it was just a matter of time before the ‘so-called’ low dimensions would succumb to our purely topological techniques. Others, in particular Shing-Tung Yau, argued strongly that one needed geometric and analytic tools, for example minimal surfaces and special metrics, to attack these low dimensions. From a different direction, Atiyah and Singer were saying ‘Physics takes place in the low dimensions and could well make an impact.’ The history of the low dimensions is still being written but the verdict is in and is clear: topologists like myself were wrong; Yau was right; and Atiyah and Singer were right. The evolution to using ever more analysis, geometry, and physics to attack questions about manifolds of dimensions 3 and 4 is the next part of the story of topology and the Poincaré Conjecture.

3.2. Thurston’s generalization. The next advance in 3-dimensional topology dates from the late 1970s and early 1980s. Thurston was applying geometric ideas, in particular hyperbolic geometry\(^4\), to 3-dimensional manifolds. His work led him to formulate a general conjecture about all 3-dimensional manifolds, a conjecture that says that they could be cut apart in a very precise way into pieces that had homogeneous 3-dimensional geometries; see [19] and [15], and see also the appendix. The list of all possible 3-dimensional homogeneous geometries was known classically. Examining this list one sees that by far the most interesting case is the hyperbolic geometry that Thurston had been studying. It is also immediate from studying the list of possibilities that the Poincaré Conjecture is a very special case of Thurston’s more general conjecture. So here we have the first real progress on the Poincaré Conjecture. This progress consists in embedding the Poincaré Conjecture as a special case of a vastly more general conjecture about all 3-dimensional manifolds. Thurston’s work also established many special cases of his general conjecture, but not a case that related directly to the Poincaré Conjecture. One effect of this was that Thurston’s work convinced most topologists that his conjecture and therefore the Poincaré Conjecture was most likely true. (Some would have said definitely true.) For his work Thurston received a Fields Medal in 1982.

3.3. Resolution in dimension four. In the early 1980s there were two advances in dimension four. M. Freedman [4] managed to push the higher dimensional arguments down into dimension four and to prove the four-dimensional version of the Poincaré Conjecture, leaving only the original 3-dimensional version of the conjecture open. This argument required crinkling various surfaces inside the four-dimensional manifold infinitely badly in order to get them to fit and the argument could not be made to work with smooth surfaces. Freedman’s work not only solved the four-dimensional Poincaré Conjecture, it applied to all simply connected four-manifolds. (Unlike dimension three, there are many simply connected four-manifolds.) At almost the same time, Donaldson [3], using the Yang–Mill’s equations from physics, showed that

---

\(^4\)See appendix.
the analogues of Freedman’s results definitely did not hold for smooth manifolds. Freedman and Donaldson each received a Fields Medal in 1986 for their work on four-dimensional manifolds.

At this point, 1986, the situation is the following: The Generalized Poincaré Conjecture has been resolved affirmatively in all dimensions except dimension three. It is understood that in dimensions four and higher there is a difference between studying smooth manifolds and topological manifolds, something that was unsuspected by Poincaré and anyway does not occur in dimension three. Manifolds of dimension five and higher, and simply connected topological 4-manifolds were well understood. For all the work in topology related to the Poincaré Conjecture a total of five Fields Medals over a period of 28 years had been awarded. At the end of this unbelievable fertile period the main outstanding problem was exactly the same as it was at the beginning – the Poincaré Conjecture in its original formulation. Furthermore, all direct topological attacks on this problem had yielded no results at all – no special cases had been solved, no reductions of the problem had been made that showed promise of yielding essential new insights. While there had been incredible advances in understanding manifolds, what had been clear from the 1950s had been confirmed by these advances: the Poincaré Conjecture was the central problem in topology.

4. Method of solution

There was, however, progress being made in a different area of mathematics that would eventually pave the way for a solution of the Poincaré Conjecture. In 1982 Richard Hamilton had developed enough of the theory of the Ricci flow to prove that a compact 3-manifold admitting a Riemannian metric of non-negative Ricci curvature in fact admits a Riemannian metric of constant positive sectional curvature; see [6]. In particular, if such a manifold is simply connected, then a classical theorem, essentially going back to Riemann, implies that the Riemannian manifold is isometric to the $S^3$. While this might seem significant progress on toward the Poincaré Conjecture, the fact that the hypothesis of Hamilton’s theorem is geometric (non-negative Ricci curvature) and the fact that there was no known way to construct such metrics, meant that while this was a beautiful theorem in geometric analysis it was not apparent that it represented real progress on the Poincaré Conjecture. It suggests that it might be possible to attack the Poincaré Conjecture in this way, but whether this method is fruitful for such an attack had to await further developments. For a general survey of Ricci flow, including most of Hamilton’s papers, see [2].

There was, however, an interesting relationship, which according to Hamilton was first pointed out to him by Yau, between Thurston’s more general conjecture and Ricci flow.

---

5We discuss Riemannian metrics and curvature in more detail in Section 6 and Ricci flow in more detail in Section 7.
flow. This relationship operates at two levels. To a first approximation, Thurston’s conjecture posits that a 3-manifold admits a nice metric. Thus, in this more general conjecture the hypotheses remain topological but the conclusion is geometric. If we are searching for such a nice metric, then we can hope to find it by geometric or analytic techniques. Based on the analogy with the heat flow, one expects Ricci flow to produce such nice metrics. Indeed, in Hamilton’s result, cited above, this is exactly what happens. This is the reasoning that led Hamilton to hope to apply his evolution equation for a Riemannian metric, the Ricci flow equation, to the more general problem of constructing homogeneous metrics on 3-manifolds, that is to say to attack Thurston’s more general conjecture by using Ricci flow. But this reasoning can be pushed further to operate at a deeper level. Thurston’s conjecture requires a cutting or a surgery of 3-manifolds before finding pieces admitting nice metrics. On the other hand, the Ricci flow equation, like most non-linear parabolic equations, develops finite-time singularities that must be dealt with. It seems conceivable that these issues are of a similar nature. Maybe cutting away the finite-time singularities in order to continue the Ricci flow would exactly lead to the cutting process required in Thurston’s conjecture. This then was the idea: use the Ricci flow on all 3-manifolds and the singularity development will exactly mimic the cutting process required by Thurston’s conjecture.

To study the Ricci flow and to prove results that are relevant to 3-dimensional topology requires a detailed and delicate analytic and geometric analysis of the Ricci flow equation and the properties of its solutions. So approaching the Poincaré Conjecture and the more general geometrization conjecture of Thurston’s in this way changes the mathematical techniques and results required to solve the topological problem from topological ones (which had been attempted without success) to geometric and analytical ones, which are more refined and hence hold out the possibility of being more powerful, but of course use many deep analytic results and delicate analytic techniques.

Hamilton established some beautiful results about singularity development in Ricci flow on 3-manifolds which were suggestive that the entire program might be made to work, but he could not get good enough control on the singularities that develop in finite time to prove that he could always do surgery and continue the process. Here is where Perelman enters the story. He realized that in addition to the properties that Hamilton had established there was one more crucial one that Hamilton had not considered, a volume non-collapsing result. Perelman introduced a beautiful new concept, unlike anything in Hamilton’s work, that allowed him to establish that this extra property holds in general when dealing with Ricci flow on compact 3-manifolds. Then using a delicate combination of blow-up limits and inductive arguments he was able to show that one could always do surgery, and that after surgery the same properties hold. This allowed him to repeatedly perform surgery and create a more general flow, which is called a Ricci flow with surgery, defined for all positive time. It remained only to show that the limits as time goes to infinity of a Ricci flow with surgery satisfies Thurston’s conjecture to conclude that the initial manifold does. In the case
of the simply connected manifolds, Perelman showed that the Ricci flow with surgery eventually leads to an empty manifold. (This is analogous to, though more complicated than, Hamilton’s result about what happens when one starts with positive Ricci curvature.) From this Perelman immediately deduced the Poincaré Conjecture.

5. Statement of the Poincaré Conjecture

Poincaré derived his conjecture for 3-manifolds by arguing by analogy from what was well known for surfaces by 1900. Recall the classification of surfaces. (All surfaces are implicitly closed, and oriented.) These are classified by one invariant: the genus $g$, which is an integer $\geq 0$. The two-sphere is the only surface, up to equivalence, of genus 0. The torus, i.e., the surface of a doughnut, is the only surface of genus 1, etc. One can view the surface of genus $g$ as the result of removing from a two-sphere $g$ pairs of disks (with all $2g$ disks being disjoint) and sewing in a cylinder (i.e., an annulus) between each pair of boundary circles, so that $g$ annuli are glued to the sphere with the disks removed.

Let me say a word about what a surface is and what equivalence means in this context. A surface is a space that locally looks like the Euclidean plane. This means that near every point one can impose two local coordinate functions that behave like the $x$ and $y$ coordinates in the plane near some point. For example, on the surface of the earth in a Mercator projection we normally use latitude and longitude. Of course, near the pole we use polar coordinates. On a torus we could use the angles in each of the product circles. There is no requirement here that the coordinates extend over the entire surface or even almost all of it, they need only be defined in a neighborhood of a point. But each point has such local coordinates. There is also no assumption about how different systems of coordinates are related to each other. What I am describing here is technically a topological manifold. A closely related notion is that of a smooth of $C^\infty$-manifold. Here as one passes from one coordinate system to another there is an assumption that the coordinate functions in one system are smooth, i.e., infinitely differentiable, functions when expressed in terms of the other coordinate system. It is important to note that there are not chosen or distinguished coordinates near any point. All possible coordinate systems are on an equal footing. Thus, there is no natural notion of a metric or distance function on a topological or smooth surface. The advantage of smooth manifolds is that one can do calculus, have differential equations, etc. So, for example, a Riemannian metric only makes sense on a smooth manifold, so that the Ricci flow equation exists for smooth manifolds (with Riemannian metrics) but not for topological manifolds.

Now to the notion of equivalence. For topological manifolds it is homeomorphism. Namely, two topological manifolds are equivalent (and hence considered the same object for the purposes of classification) if there is a homeomorphism, i.e., a continuous bijection with a continuous inverse, between them. Two smooth manifolds are equivalent if there is a diffeomorphism, i.e., a continuous bijection with a
continuous inverse with the property that both the map and its inverse are smooth maps, between the manifolds. Milnor’s examples were of smooth 7-dimensional manifolds that were topologically equivalent but not smoothly equivalent to the 7-sphere. That is to say, the manifolds were homeomorphic but not diffeomorphic to the 7-sphere. Fortunately, these delicate issues need not concern us here, since in dimensions two and three every topological manifold comes from a smooth manifold and if two smooth manifolds are homeomorphic then they are diffeomorphic. Thus, in studying 3-manifolds, we can pass easily between two notions. Since we shall be doing analysis, we work exclusively with smooth manifolds.

The statement that there is a unique smooth surface up to equivalence for each \( g \geq 0 \) means that associated to every (closed, oriented) smooth surface is an invariant, called the genus (it is the number of holes), and for every \( g \geq 0 \) there is a smooth surface of genus \( g \) and any two such are diffeomorphic. Above, I have briefly described how to construct a surface of genus \( g \) for any \( g \geq 0 \). Now to the punch line for surfaces, the jumping-off point for Poincaré. For any surface of genus \( g > 0 \) (i.e., for any surface not equivalent to the sphere) there is a loop on the surface that cannot be continuously deformed to a point; namely, take a loop that ‘goes around’ one of the holes. The situation for the two-sphere is the opposite. Any loop on the two-sphere can be continuously deformed to a point: Imagine that the loop misses the north pole and then contract it along lines of longitude to the south point.

Thus, the simplest of all surfaces, the 2-sphere, is characterized by the property that every loop on the surface deforms continuously to a point. That is to say, the sphere is, up to equivalence, the only surface with this property. If every loop in a space deforms continuously to a point, then we say that the space is simply connected.

Poincaré Conjecture is the conjecture that the analogous statement holds for (closed, oriented) 3-manifolds.

**The Poincaré Conjecture.** A (closed) 3-manifold is topologically equivalent to the 3-sphere if and only if it is simply connected.

The argument showing that the 2-sphere is simply connected applies equally well to the 3-sphere, or indeed any sphere of any dimension greater than 1. Thus, the real import of the Poincaré Conjecture is that a simply connected 3-manifold is topologically equivalent to the 3-sphere. For more details on the history of the Poincaré Conjecture see [9].

5.1. A description of the 3-sphere. How should we think of the 3-sphere? By definition, it is the subset of points in Euclidean four-space at distance one from the origin:

\[
S^3 = \{ (x_1, x_2, x_3, x_4) \in \mathbb{R}^4 \mid x_1^2 + x_2^2 + x_3^2 + x_4^2 = 1 \}.
\]

Stereographic projection from the north pole \((0, 0, 0, 1)\) gives an identification of the complement of the north pole in \(S^3\) with the Euclidean 3-space, so that we can view \(S^3\) as a compactification of \(\mathbb{R}^3\) by adding one point at infinity. More useful for
what follows, we can identify each of the northern hemisphere $S^3 \cap \{x_4 \geq 0\}$ and the southern hemisphere $S^3 \cap \{x_4 \leq 0\}$ with 3-balls, and then realize $S^3$ as the union of two 3-balls with their boundaries glued together (or identified with each other).

5.2. Presentation of any 3-manifold. This latter description of the 3-sphere has a generalization that can be used to present every 3-manifold, up to equivalence. This presentation uses solid handlebodies. Consider a compact 3-manifold with boundary obtained in the following way. Begin with the compact 3-ball in 3-space and attach some number, $g$, of solid handles (two-disks cross the interval) along their ends (two-disks cross the boundary of the interval). This makes a solid subset of 3-space whose boundary is a surface of genus $g$. The solid (i.e., 3-dimensional object) is called a solid handlebody of genus $g$. We can make a 3-manifold by taking two solid handlebodies of genus $g$ and gluing their entire boundaries together by a topological equivalence. A note of caution is probably in order here: there are many ways to do this gluing, i.e., many essentially different topological equivalences between the boundaries. Using different equivalences to glue will often result in different 3-manifolds. It is a fairly direct theorem in topology that every 3-manifold is obtained by this construction for some $g$ and some gluing identification. Such a presentation of a 3-manifold is called a Heegaard decomposition and the genus of the handlebodies is called the genus of the Heegaard decomposition. Gluing two 3-balls together by an equivalence of the $S^2$ always yields a 3-manifold equivalent to $S^3$. Thus, the 3-sphere is characterized as the only 3-manifold with a Heegaard decomposition of genus 0. It is also a direct computation to deduce from the Heegaard decomposition of a 3-manifold a presentation for the fundamental group of the resulting 3-manifold. Of course, the problem here is that the 3-sphere has many other Heegaard decompositions. In fact every 3-manifold has infinitely many different Heegaard decompositions, and indeed has Heegaard decompositions of arbitrarily high genus. The direct topological approach to proving the Poincaré Conjecture is to use the information that the manifold is simply connected, which gives some information about the Heegaard decomposition, and use this information to show that the Heegaard decomposition can be reduced by the allowable moves to one of genus zero. Fortunately, there is a finite (and quite short) list of ‘moves’ that describe how to get from one Heegaard decomposition to any other. Unfortunately, this process is ineffective in the sense that knowing, say, the genus of the two-decompositions there is no bound to the number of moves that may be required nor the maximal genus of the Heegaard decompositions that occur in the ‘path’ of moves connecting the two given ones.

Another possibility, similar in spirit to much of the recent work in low dimensional topology, would be to establish a counter-example to the Poincaré Conjecture by defining a new invariant associated to Heegaard decompositions that remained invariant under the allowable moves, an invariant beyond the fundamental group, and then find a Heegaard decomposition that was simply connected yet where this more refined invariant differed from that of the 3-sphere.
In spite of much effort over a period of 100 years, no one was ever able to carry out either of these approaches successfully.

6. **Riemannian metrics and Curvature**

There was no progress on the Poincaré Conjecture coming from a direct topological attack. Rather the mathematical progress that would eventually lead to the solution was coming from the study of a certain evolution equation, the Ricci flow equation, for Riemannian metrics on manifolds. In order to set the stage for describing these advances, we leave the realm of topology and pass to differential geometry, in particular Riemannian geometry. A Riemannian metric on a smooth manifold is a smoothly varying, positive definite inner product on the tangent spaces of the manifolds. These inner products allow us to measure lengths of tangent vectors and angles between tangent vectors at the same point of the manifold. To say that the inner products vary smoothly means that the inner product of two smooth vector fields is a smooth function. Once we have a Riemannian metric, we can measure the length of any smooth curve in the manifold, and then by minimizing the lengths of smooth curves with given endpoints we construct an ordinary distance function (i.e., metric) on the manifold. The Riemannian metric however is more subtle and powerful than the resulting distance function. A diffeomorphism between Riemannian manifolds is said to be an *isometry* if it preserves the Riemannian metrics and the manifolds are said to be *isometric*. For example, the 3-sphere receives a Riemannian metric from its natural embedding in Euclidean 4-space. Given two tangent vectors to the 3-sphere, their inner product is their usual inner product in 4-space.

Let us try to understand the nature of the space of all Riemannian metrics on a given manifold. Associated to any manifold there is an infinite dimensional vector space of all smoothly varying contravariant, symmetric two-tensors on that manifold. Inside this vector space is the open cone of positive definitive ones. This positive cone is the space of Riemannian metrics on the manifold. If we work in a set of local coordinates \((x^1, \ldots, x^n)\) on the manifold, then the metric is written as

\[
g_{ij}(x^1, \ldots, x^n)dx^i \otimes dx^j
\]

where \(g_{ij}\) is a symmetric matrix of smooth functions on the coordinate patch, positive definite at every point of the coordinate patch. Of course, if we change the local coordinates the matrix \(g_{ij}\) changes; it transforms as a tensor. This means that one cannot view the matrix itself as an invariant of the metric since it depends on the local coordinates we choose to express the metric. One can ask for example, for which (local) metrics are there local coordinates in which the metric is the usual Euclidean metric

\[
g_{ij}(x^1, \ldots, x^n) = \delta_{ij}\]

The answer goes back to Riemann, and we will attempt to explain it below. We shall also need the inverse to the metric: in the local coordinates it is denoted \(g^{ij}\), where \(g^{ij}\) is the inverse matrix to \(g_{ij}\).
Let us begin with the case of surfaces where the results essentially go back to Gauss. Let \( \Sigma \) be a surface with a Riemannian metric and consider a point \( p \in \Sigma \). For each \( r > 0 \) sufficiently small, the ball \( B(p, r) \) of radius \( r \) centered at \( p \) will have an area \( A_{\Sigma, r}(r) \). If \( \Sigma \) is the Euclidean plane then \( A_{\Sigma, r}(r) = \pi r^2 \). Gauss curvature is a measure of the difference of the area \( A_{\Sigma, r}(r) \) and \( \pi r^2 \). More precisely, we consider

\[
K_\Sigma(p) = \lim_{r \to 0} \frac{12(\pi r^2 - A_{\Sigma, r}(r))}{\pi r^4}.
\]

It turns out that this limit exists and is finite, and the result is a smooth function on \( \Sigma \). This function is called the Gauss curvature of \( \Sigma \). The intuitive idea is the following. If we take the cap of an orange peel, then there is less area in this cap than in a disk in the plane of the same radius. This is evident if we press the orange peel flat. It will tear because there is not enough of it to be pushed flat. This deficit of the area as compared to Euclidean area is a reflection of the fact that the orange peel (which is basically part of a 2-sphere) has positive curvature. On the other hand, if we perform the same construction with a small disk on a rolled up cylinder, then it will flatten out without tearing since in fact we could have made the cylinder in the first place from rolling up a flat sheet of paper and this rolling does not change the Riemannian metric. The cylinder is flat, that is to say it has zero Gauss curvature.

For higher dimensional manifolds curvature is a much more complicated algebraic object than a smooth function on the manifold. Every two-dimensional direction at every point in the manifold has a Gauss-type curvature, called the sectional curvature in that direction at that point. These fit together to make a contravariant four-tensor called the Riemannian curvature tensor. The best way to view it is the following: to each two-plane in the tangent space at a point we have a sectional curvature, which is a number. These sectional curvatures fit together to define a quadratic form, the Riemann curvature tensor, on the linear space generated by the two-planes at each point. In terms of local coordinates the Riemann curvature tensor is expressed as

\[
R_m = R_{ijkl} dx^i \otimes dx^j \otimes dx^k \otimes dx^l.
\]

It has three symmetry properties: (i) skew symmetry in the first two variables, (ii) skew symmetry in the last two-variables, and (iii) symmetry under interchange of the first pair and the second pair. The first property is expressed by \( R_{ijkl} = -R_{jikl} \). It is a direct consequence of the definition. The second property is expressed by \( R_{ijlk} = -R_{ijkl} \). It is a consequence of the fact that \( R_{ij} \) is an infinitesimal orthogonal automorphism of the tangent spaces, and the usual fact that the Lie algebra of the orthogonal group is the Lie algebra of skew symmetric matrices. The third property is expressed by \( R_{klij} = R_{ijkl} \).

We will often denote the Riemann curvature tensor of a Riemannian manifold at a point \( x \) by \( R_m(x) \). In the case of a flow of metrics \( g(t) \) we will denote the Riemann curvature tensor at the point \( x \) under the metric \( g(t) \) by \( R_m(x, t) \).

According to results that go back to Riemann, the basic invariant of a Riemannian metric is its curvature, that is to say, its Riemann curvature tensor. For example, there
are local coordinates in a point of a Riemannian manifold in which the metric becomes the usual Euclidean metric if and only if the Riemann curvature tensor vanishes near the point in question. Similarly, a neighborhood of a point \( p \) in a Riemannian manifold is isometric to an open subset in the sphere of radius \( r \) if and only if all the sectional curvatures are constant and equal to \( r^{-2} \) near that point (or equivalently, if the Riemann curvature tensor viewed as a symmetric endomorphism of the second exterior power of the tangent bundle is diagonal with diagonal entries \( r^{-2} \)).

In the end, it is this result that is used to finish off the proof of the Poincaré Conjecture. Every smooth manifold has a Riemannian metric; but unfortunately it has an infinite dimensional space of them. Nevertheless, we can view the Poincaré Conjecture as saying that any simply connected manifold has a metric of constant positive curvature. The way to find this metric is to use Ricci flow starting with any Riemannian metric and show that under this evolution the metric tends to a Riemannian metric of constant sectional curvature. From this it is an easy and classical step to show that the Riemannian manifold is isometric to the 3-sphere.

7. Ricci curvature and the Ricci flow equation

A Riemannian metric \( g \) on a manifold is a point in an open cone in the infinite dimensional vector space of sections of the symmetric square of the cotangent bundle of the manifold. It follows that, formally at least, the tangent space to the space of all metrics on a manifold is the vector space of sections of the symmetric square of the cotangent bundle of the manifold. The Riemann curvature is a section of the symmetric square of the second exterior power of the cotangent bundle and hence does not have the correct tensor structure to be a tangent vector to the space of Riemannian metrics. There is however a curvature derived from the Riemann curvature tensor that does have the correct tensor structure. That is the Ricci curvature. It is the symmetric two-tensor given in local coordinates by 

\[
\text{Ric}_{ik} = g^{jl} R_{ijkl}
\]

is the trace of the Riemannian curvature tensor on the second and fourth indices. The symmetry properties of the Riemannian curvature tensor translate into the fact that \( \text{Ric}_{ik} = \text{Ric}_{ki} \), i.e., that the Ricci curvature is a symmetric two-tensor. The Ricci flow equation as written down by Hamilton is

\[
\frac{\partial g}{\partial t} = -2 \text{Ric}_g,
\]

or written in local coordinates

\[
\frac{\partial g_{ij}}{\partial t} = -2 \text{Ric}_{ij}.
\]

A solution, or a \textit{Ricci flow}, is a smooth one-parameter family of metrics \( g(t) \), parameterized by \( t \) in a non-degenerate interval, on a fixed smooth manifold, a family
satisfying this equation. Again we use the notation $\text{Ric}(x)$ to denote the Ricci curvature at the point $x$ and for a Ricci flow we denote by $\text{Ric}(x, t)$ the Ricci curvature at the point $x$ under the Riemannian metric $g(t)$.

The Ricci flow equation is an evolution equation for the Riemannian metric on a manifold, modeled on the heat equation which is mathematical model for heat flow. The intuition is that this equation should distribute the curvature equally over the manifold in much the same way as the heat equation distributes heat equally. There is one significant difference between these two situations, a difference that arises because the Ricci flow equation is non-linear. It has a correction term that is quadratic in the curvature (but involves no derivatives of the curvature). This quadratic term becomes dominant in regions where the curvature is large. As a consequence, this evolution equation can (and often does) develop singularities in finite-time. As the singularities develop the curvature is becoming unbounded and the non-linearities govern the equation.

There is one other curvature that plays an important role in the story, that is the scalar curvature. It is the trace of the Ricci curvature: $\text{R} = g^{ik} \text{Ric}_{ik}$. The scalar curvature at a point $x$ is denoted $\text{R}(x)$ and in the case of a Ricci flow the scalar curvature at a point $x$ under the metric $g(t)$ is denoted $\text{R}(x, t)$.

8. Applying Ricci flow to find good metrics

Hamilton showed that given a compact Riemannian manifold then there is a solution to the Ricci flow equation with this manifold as the initial condition and this solution is unique. Of course, one issue that plays a huge role when one uses this evolution equation is the development of singularities at finite-time $T < \infty$. As we indicated above these occur when the norm of the Riemann curvature (or indeed the scalar curvature) of $(M, g(t))$ becomes unbounded as $t$ approaches $T$. Let me give one simple example of this phenomenon. Begin with an $n$-sphere $(S^n, g_0)$ of constant sectional curvature $(n - 1)$, then the Ricci curvature is equal to the metric: $\text{Ric}(g_0) = g_0$. We see that $g(t) = (1 - 2t)g_0$ solves the Ricci flow equation. Notice that this solution becomes singular at $T = 1/2$, and that as $t$ approaches $T$, the manifold $(M, g(t))$ shrinks to a point in the sense that its diameter goes to zero. Also, notice that its sectional curvatures go uniformly to infinity as we approach the singular time $t = 1/2$.

Another closely related example is to take as the initial manifold $S^2 \times \mathbb{R}$ where the Riemannian metric is the product of a round metric on $S^2$ with the usual Euclidean metric on $\mathbb{R}$. Then the Ricci flow is the product of a shrinking family of round 2-spheres with the trivial flow on $\mathbb{R}$. Again we have a finite-time singularity and as we approach the singularity the manifold is shrinking to a line.

There is a more general result along these lines due to Hamilton. Suppose that $(M, g(0))$ is any compact Riemannian 3-manifold of positive Ricci curvature. Then the Ricci flow $(M, g(t))$ develops a finite-time singularity at some time $T < \infty$ and as $t \to T$ from below, the manifolds $(M, g(t))$ are shrinking to points and the metric
is becoming round. This example is reassuring in the sense that even though a finite-time singularity develops, as that singularity develops, the metric (rescaled to have a constant diameter) is converging to the metric for which we are searching.

In one way these examples are prototypical; in another they are very special. What is typical is that in general every finite-time singularity is associated with manifolds of non-negative curvature. What is atypical is that, unlike these examples, in general singularities develop along proper subsets of the manifold not everywhere in the manifold. This means that in order to prove results about the topology or geometry of the entire manifold one must extend the Ricci flow past the finite-time singularities. This requires a detailed and refined understanding of models for all singularities that can arise at finite time. It also requires extending all the basic results about Ricci flows to the more general flows that are constructed in extending past the singularities.

Hamilton laid out a program to do this and began a systematic study of the finite-time singularities. His results represented steps in the right direction, but much more was needed. In his first preprint on the subject [11], Perelman introduced a new ingredient, which he calls volume non-collapsing\(^6\). He showed that as singularities develop, they are volume non-collapsed on the scale of their curvature. With this extra condition Perelman was able to give a complete qualitative classification of models for singularity development: every singularity at finite-time is either modeled on a manifold of positive curvature, modeled on a manifold made up of long thin necks, or modeled on a manifold made up of a long thin neck capped off with a 3-disk or a punctured real projective 3-space, \(\mathbb{R}P^3\). Furthermore, Perelman established strong analytic control on the time derivatives and the norm of the gradient of the scalar curvature in regions of high curvature.

9. Ricci flows with surgery

Suppose that we have a 3-dimensional Ricci flow \((M, g(t)), a \leq t < T\), going singular at time \(T < \infty\). In his second preprint on Ricci flow [13], Perelman extends this flow past time \(T\) by constructing a Ricci flow with surgery. To do this he makes use of the classification of finite-time singularities described above. At the singular time \(T\) there is a limiting metric (possibly incomplete) defined on an open submanifold \(\Omega \subset M\). The ends of \(\Omega\) are diffeomorphic to \(S^2 \times [0, 1]\), with metrics near any point that look like a rescaled version of a product of a round metric on \(S^2\) with the Euclidean metric on the interval, and with the curvature tending to infinity as one approaches the end. Surgery consists in cutting off the ends of these tubes along one of the 2-spheres in the product structure and sewing in a 3-ball to construct a new compact Riemannian 3-manifold \((M', g(T))\) which will be the time-slice of the Ricci flow with surgery at time \(T\). One restarts the Ricci flow at time \(T\) using \((M', g(T))\) as the initial metric. This flow will go singular at some time \(T' > T\). See the figure below.

\(^6\)See appendix.
It is best to view a 3-dimensional Ricci flow with surgery as a 4-dimensional space-time with a given time function $t$ to $\mathbb{R}$. There is a discrete set of singular times (in the above example there is only singular time $T$). If $T_1 < T_2$ are successive singular times, then the part of space-time, $t^{-1}([T_1, T_2])$, is simply a product of the $T$-time-slice with the interval $[T_1, T_2)$, and the Ricci flow with surgery on this part of space-time is the usual Ricci flow. As we cross a singular time both the topology and the geometry of the time-slice change, but in a controlled way as indicated above.

In [13] Perelman shows that, starting with any compact Riemannian 3-manifold, this process can be repeated forever to construct a Ricci flow with surgery defined for all positive times. Furthermore, the singular times are discrete, and the topology of the manifold before surgery is easily deduced from the topology after surgery. In particular, it is easy to see from the description of the topological change as one crosses a singular time, that if the manifold after a surgery satisfies Thurston’s geometrization conjecture, then the manifold just before that surgery also satisfies Thurston’s geometrization conjecture. Arguing by induction we see that if any time-slice of this
Ricci flow with surgery satisfies Thurston’s geometrization conjecture, then so does the initial manifold.

10. Completion of the proof of the Poincaré Conjecture

Let $M$ be a closed, simply connected 3-manifold. To prove the Poincaré Conjecture for $M$, namely to prove that $M$ is diffeomorphic to the 3-sphere, we shall show that it satisfies Thurston’s geometrization conjecture, which means that it has a Riemannian metric of constant positive curvature. From there, it is easy to see that it is diffeomorphic to the 3-sphere. Fix any Riemannian metric $g(0)$ on $M$. (Remember there is an infinite dimensional space of possibilities.) Now construct the Ricci flow with surgery defined for all time with $(M, g(0))$ as the 0 time-slice. As we noted above, if we can show that any time-slice of this Ricci flow satisfies Thurston’s geometrization conjecture, then so does $M$. So the proof of the Poincaré Conjecture is completed by showing that the time-slices of this Ricci flow with surgery at all sufficiently large times are empty, that is to say the Ricci flow with surgery becomes extinct at some finite-time, just as Hamilton showed for the Ricci flow in the case when the Ricci curvature is positive.

The special property that Perelman uses about a homotopy 3-sphere in [12] in order to prove the above finite-time extinction result is the fact that its second homotopy group vanishes and its third homotopy group is non-trivial. Associated to a non-trivial element in the third homotopy group of a Riemannian manifold is a geometric invariant. This invariant is the area of a certain disk related to the homotopy element, so that in particular the invariant is always non-negative. On the other hand, Perelman shows that as long as the Ricci flow with surgery starting with a homotopy 3-sphere does not become extinct, the derivative of this invariant is bounded above by a function that eventually becomes negative and stays bounded away from zero. This means that the invariant would have to become negative in finite-time, if the Ricci flow with surgery does not become extinct. This is impossible, showing that the Ricci flow with surgery does become extinct in finite-time.

11. Status of the Geometrization Conjecture

It seems quite likely that one can apply the existence of a Ricci flow with surgery, starting with any compact manifold, to establish the complete classification of 3-manifolds as posited by Thurston’s conjecture. For example, the arguments of the previous section apply to any prime manifold with non-trivial $\pi_2$ or $\pi_3$. The Ricci flow with surgery starting at such a manifold becomes extinct in finite time, and hence these manifolds satisfy Thurston’s conjecture. To classify all 3-manifolds, one must understand the nature of the limits as $t$ tends to infinity of the $t$ time-slices. In [13] Perelman, following similar earlier arguments of Hamilton, showed that for
all sufficiently large \( t \) the time \( t \) time-slice \( M_t \) of a Ricci flow with surgery contains a finite collection of tori (and Klein bottles) whose fundamental groups inject into the fundamental group of \( M_t \). Furthermore, the complementary components are of two general types: those of the first type admit a complete hyperbolic metric of finite volume, and those of the second type are collapsed, in the sense that they are, locally at least, metrically close to lower dimensional spaces, spaces of dimension 1 or 2. To complete the proof of Thurston’s conjecture one must show that the complementary components of the second type are unions of generalized circle bundles and 2-torus bundles where the union takes place along boundary tori whose fundamental group injects into the fundamental group of \( M_t \).

Perelman has stated such a result at the end of [13], and there is a closely related result in [16], which relies on an earlier, unpublished result of Perelman. The evidence is quite strong that these arguments will withstand scrutiny, but it is still too early to say that this result has been established.

12. Future applications of Perelman’s work

Ironically enough Perelman’s proof of the Poincaré Conjecture, and even the proof of the Geometrization Conjecture, assuming that it withstands scrutiny, will have little effect of 3-dimensional topology. Those working in the subject either were already assuming these results were true, were working on hyperbolic 3-manifolds, where by definition Thurston’s conjecture holds, or were working on the properties of various algebraic, combinatorial, and geometric invariants of 3-manifolds, invariants that seem, at the present moment, to have little to do with the classification of 3-manifolds. I believe the deepest impact of Perelman’s work will lie elsewhere.

One obvious area where these ideas will have impact is in the area of 4-dimensional manifolds. We know much less about smooth 4-manifolds than we do about smooth 3-manifolds, and there are many significant questions to face before there can be full application of the Ricci flow techniques to the study of 4-manifolds. These questions include the nature of Einstein 4-manifolds (the fixed points up to scaling of the Ricci flow), as well as an extension of the curvature pinching results of Hamilton and the collapsing results of Perelman, et al., to four dimensions. Still, this is an area where there seems much possibility for future advances.

Another area, where progress is already being seen, is the area of the Kähler–Ricci flow – Ricci flow on Kähler manifolds. Here many of the analytic problems disappear, and there is much more understood about Ricci flow.

Lastly, and more speculatively, Perelman’s techniques give one strong control over singularity development in the Ricci flow for compact 3-manifolds. There are many evolution equations in both mathematics and in mathematical models of physical phenomena that are evolution equations which share many properties with Ricci flow. Understanding of singularity development in these equations could have significant influence both in mathematics and in the study of physical phenomena.
These applications, however significant, lie in the future. What we are discussing today is a milestone – the application of Ricci flow and Perelman’s breakthroughs to the proof of one of the most central and long-standing problems in mathematics. That alone is enough to demonstrate the power and originality of the techniques.

Appendix. Formal definitions

The fundamental group: For any topological space $X$ with a chosen point, $x \in X$, called the base point, the fundamental group $\pi_1(X, x)$ is defined. The elements of this group are deformation classes of loops based at $x$. The multiplication is given by composing loops. The identity element of the group is the class of the trivial loop at the base point and the inverse of the class of a loop is the class of the loop with the direction reversed.

Topological and smooth manifolds. By definition every point in a topological $n$-manifold has a neighborhood that is homeomorphic to a neighborhood in Euclidean $n$-space. Transferring the usual coordinates on Euclidean space by this homeomorphism gives us local coordinates on this neighborhood of the point. Thus, every point in a topological manifold has a neighborhood with local coordinates like those obtained by restricting the usual Euclidean coordinates to an open subset of Euclidean $n$-space. If two coordinate systems overlap, then the coordinate functions in one system are continuous functions of the other coordinates. A smooth manifold or equivalently a smooth structure on a topological manifold is a choice of a subset of coordinate systems covering the entire manifold so that when two of the chosen coordinate systems overlap, the coordinate functions of one system are infinitely differentiable functions of the other coordinates. Amazingly enough, Milnor’s results show that starting in dimension 8, it is not always possible to find a smooth structure on a topological manifold, and starting in dimension 7 it is possibly to have non-isomorphic smooth structures on a topological manifold, in fact on the 7-sphere. The work of Freedman [4] and Donaldson [3] show that the theory of smooth 4-manifolds differs enormously from the theory of topological 4-manifolds.

Hyperbolic geometry. Hyperbolic space of dimension $n$ can be thought of as the $n$-dimension sphere of radius $i$, and hence of constant curvature $-1$. The solutions to the equation

$$-x_0^2 + x_1^2 + \cdots + x_n^2 = -1$$

in $(n + 1)$-space form a two-sheeted hyperboloid. Hyperbolic $n$-space is the upper sheet of this hyperboloid, i.e., the intersection of this locus with $\{x_0 > 0\}$. Its group of isometries is the subgroup of index two of the automorphism group preserving the quadratic form $Q(x_0, \ldots, x_n) = -x_0^2 + x_1^2 + \cdots + x_n^2$ preserving the two-sheets. Hyperbolic manifolds are obtained by taking the quotient of hyperbolic space by discrete subgroups of the isometry group that act freely on hyperbolic space.
Homogeneous 3-dimensional manifolds. Homogeneous 3-dimensional manifolds are by definition 3-dimensional manifolds of the form $G/H$ where $G$ is a connected Lie group and $H \subset G$ is a compact, connected subgroup. For example, $S^3$ is homogeneous because it can be written as the quotient $\text{Spin}(4)/\text{Spin}(3)$. Hyperbolic space of dimension three, is written as the quotient $\text{SL}(2, \mathbb{C})/\text{SU}(2)$. There are 9 possibilities that lead to 3-dimensional quotients. A locally homogeneous manifold is then the quotient of $G/H$ by a discrete subgroup $\Gamma \subset G$ that acts freely on $G/H$. We are only concerned with those $G/H$ that admit cofinite volume discrete subgroups $\Gamma$. This leaves only 8 three-dimensional examples. The most interesting locally homogeneous 3-manifolds are the hyperbolic ones. All others are easily classified and give fairly simple examples.

Cutting apart 3-manifolds, Part I: The prime decomposition. Let $X$ and $Y$ be connected, oriented 3-manifolds. The connected sum of $X$ and $Y$, denoted $X \# Y$ is formed by removing from each of $X$ and $Y$ an open 3-ball and then identifying the boundary two-spheres, to create a new 3-manifold. Notice that if $X$ is homeomorphic to the 3-sphere, then $X \# Y$ is homeomorphic to $Y$. A connected sum decomposition of a 3-manifold $M$ is an equivalence between $M$ and a connected sum $X \# Y$. By definition, it is a non-trivial connected sum decomposition if and only if neither $X$ nor $Y$ is homeomorphic to the 3-sphere. A 3-manifold is prime if it does not admit a non-trivial connected sum decomposition. It is a theorem of Kneser’s from the 1920s that every 3-manifold can be decomposed as a finite connected sum of prime manifolds, and a result due to Milnor shows that this decomposition is unique up to the order of the pieces. The first step in Thurston’s Conjecture is to decompose a general compact 3-manifold into its prime pieces. This is achieved by cutting the 3-manifold open along a finite collection of disjoint 2-spheres and capping off the resulting 2-sphere boundaries with 3-balls. Of course, in general this process will produce a disconnected manifold from a connected one.

Cutting apart 3-manifolds, Part II: The decomposition along tori. Thurston’s Conjecture states that every prime 3-manifold can further be decomposed along a disjoint family of tori and Klein bottles (each of which has fundamental group injecting into the fundamental group of the 3-manifold) so that each open complementary component admits a complete, locally homogeneous metric of finite volume.

Curvature and covariant derivatives. There is another way to view the Riemann curvature tensor. A Riemannian metric produces a way to differentiate tensors on the manifold, called covariant differentiation. If $X$ is a vector field on the manifold then covariant differentiation in the $X$ direction is denoted $\nabla_X$. Briefly, there are two types of conditions that determine the covariant differentiation associated to a metric. The first are general rules for covariant differentiation in contexts much more general than this one. They are:

1. The pairing of vector fields $(X, Y) \mapsto \nabla_X Y$ is bilinear over the scalars ($\mathbb{R}$).
(2) The pairing in the first item is linear over the smooth functions in the first variable:
\[ \nabla_{fX} Y = f \nabla_X Y. \]

(3) The pairing in the first item satisfies a Leibniz rule in the second variable:
\[ \nabla_X (fY) = f \nabla_X Y + X(f)Y, \]
where \( X(f) \) is the usual differentiation of the function \( f \) by the vector field \( X \).

The rest of the rules relate the covariant differentiation determined by a Riemannian metric to that metric and to the Lie bracket of vector fields. They are:

(4) Covariant differentiation preserves the metric in the sense that for all vector fields \( X, Y, Z \) we have
\[ X \langle Y, Z \rangle = \langle \nabla_X Y, Z \rangle + \langle X, \nabla_Y Z \rangle, \]
where the brackets denote the inner product coming from the metric.

(5) The covariant derivative is symmetric in the sense that
\[ \nabla_X Y - \nabla_Y X = [X, Y], \]
where \([·, ·]\) is the usual Lie bracket of vector fields.

We then examine the extent to which the usual commutation rules fail for covariant differentiation in the coordinate directions. That is to say, suppose that we have local coordinates \((x^1, \ldots, x^n)\) on the Riemannian manifold and denote by \( \partial_i \) the (local) vector field \( \partial / \partial x^i \), in the \( i \)th-coordinate direction. Then the failure of the usual commutativity is given by
\[ R_{ij} = \nabla_{\partial_i} \nabla_{\partial_j} - \nabla_{\partial_j} \nabla_{\partial_i}. \]

Then \( R_{ij} \) acts on vector fields so that we can form
\[ R_{ijkl} = \langle R_{ij} \partial_k, \partial_l \rangle. \]

Here, the inner product is the one determined by the metric between the pair of vector fields. Also notice that reversal of indices between the two sides of the expression. The reason for this is to make the sphere have positive rather than negative curvature. Then we have the symmetry properties of \( R_{ijkl} \): skew-symmetric in the first two variables and in the last two variables, and symmetric under interchange of variables 1 and 2 with 3 and 4.

There are many ways to view this tensor, but one of the most fruitful is to make use of all the symmetries described above and thus to consider it as a symmetric bilinear pairing on the second exterior power of the tangent bundle of the manifold. The associated quadratic form associates a real number to every two-dimensional subspace in the tangent plane to the manifold at a point. This number is the sectional curvature in the two-plane direction at the point. These sectional curvatures are the analogues of the Gauss curvature for surfaces. Of course, using the metric we
can transform this symmetric bilinear pairing to a symmetric endomorphism of the second exterior power of the tangent bundle, and that is another useful way to view the Riemann curvature tensor. In the case of a surface, the Riemann curvature tensor is equivalent to the Gauss curvature.

**Volume non-collapsing.** Suppose that we have a Ricci flow \((M, g(t))\) on an \(n\)-dimensional manifold, and a point \(p \in M\). The *curvature scale* at \((p, t)\) is the largest \(r > 0\) such that the norm of the Riemann curvature tensor is bounded by \(r^{-2}\) on the ball of radius \(r\) in \((M, g(t))\) centered at \(p\), denoted \(B(p, t, r)\), for all the metrics \(g(t')\) for \(t' \in [t - r^2, t]\). Fix a positive constant \(\kappa\). We say that \((M, g(t))\) is \(\kappa\)-non-collapsed on the scale of its curvature at \((p, t)\) if for \(r\) equal to the curvature scale at \((p, t)\) we have \(\text{Vol} B(p, t, r) \geq \kappa r^n\).
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In most countries, mathematics is not present in the media at par with other basic sciences. This is especially true regarding the communication of outstanding new results, their significance and perspectives of development of the field.

The main purpose of the panel discussion, an EMS initiative, that took place at the ICM on Wednesday, August 23, between 6 and 8 p.m., was to nurture the debate on whether communicating about mathematics, as a thriving part of science, is needed, and how such a communication can be efficiently tuned to different audiences and a variety of circumstances.

For that purpose, the EMS Executive Committee set up a committee consisting of Jean-Pierre Bourguignon (Centre National de la Recherche Scientifique and Institut des Hautes Études Scientifiques, Bures-sur-Yvette, France), Olga Gil-Medrano (Universitat de València, Spain), Ari Laptev (Kungliga Tekniska Högskolan, Stockholm, Sweden), and Marta Sanz-Solé (Universitat de Barcelona, Barcelona, Spain) to prepare the event and select the panelists. Jean-Pierre Bourguignon was asked more specifically to prepare the event with the panelists and to moderate the discussion itself.

These proceedings include a revised version of the presentations made by the panelists under their signature, and a brief outline of the discussion that took place after their presentations.

A contribution that was later elaborated by a participant from the floor has been added separately from the discussion.

Philippe Tondeur (University of Illinois at Urbana-Champaign, United States of America)

The question to the panelists was, as stated in the title, “Should mathematicians care about communicating to broad audiences?”

My view is that of course they should, and the core of the argument is as follows:

(1) Mathematics is a fantastic form of human thought, and historically the basis of rational thinking.

(2) Aside from its intrinsic beauty and power, mathematics is indispensable for the progress of science and the betterment of the human condition.
(3) Mathematics is embedded in science and enables the science enterprise, even if this role is often invisible to the outsider.

(4) Mathematics and science are the greatest human enterprises ever undertaken to understand the world. Mathematicians are key partners in this process.

For the purpose of this discussion mathematics is used as shorthand for mathematics and statistics. Stochasticity is an essential and pervasive aspect of the phenomenological world.

The role of mathematics in society at large

Mathematics and science cannot fully progress without the understanding of their purposes and participation by the society in which this enterprise is embedded. In communicating with broad audiences, the message has to be calibrated to the specific audience addressed. This is most effective if done through examples.

There is enormous public interest in the biomedical realm, thus illustrating the role of mathematics in medical progress like biomedical imaging has immediate appeal. If the mysteries of the cosmos and string theory are under discussion, the rich geometric ideas underlying these efforts can be described. Cryptography is used in telecommunication and security issues are of paramount public interest. Everyday use of search engines on the web is based on mathematical page rank algorithms. The logistics of supply chains is encountered ever more frequently in everyday life. There are vast amounts of online visual material on such topics from the mathematical sciences, and public presentations can draw on these abundant sources.

This discussion also points to the critical role that mathematics plays in interdisciplinary activities. Mathematics acts as a lingua franca of interdisciplinary science. While interdisciplinary science is driven by the nature of specific science problems, it frequently operates within a contextual and quantitative framework provided by the mathematical sciences. The foreseeable future is going to be one of unprecedented pervasiveness of mathematical thought throughout the sciences. In a data driven world, mathematical concepts and algorithmic processes will be the primary navigational tools. This makes mathematics increasingly important for many of the science and engineering advances to come. The opportunities for the mathematical sciences seem unprecedented.

What it takes to get mathematics thriving

Much of the public discussion of mathematics and science focuses on the proper level of financial support. But the vitality of the mathematics and science enterprise depends on much more than this. It is a societal activity which is part of the cultural mosaic and which flourishes especially well in an open liberal society. By this I mean a society where inquiry is respected as a fundamental principle independent of the outcome, and where all authority is understood to be provisional.

The international character of the mathematical sciences makes it a model for scientific partnerships across the world. This common purpose is pursued in exemplary fashion by other disciplines like astronomy, physics, chemistry, biology, to name a few. The basic sciences are all working to develop our common patrimony.
The educational needs for success in interdisciplinary activities are manifold: aside from mathematics, modeling, and computation, there is a need for education in the fundamentals of the basic sciences, and the development of communication skills. This requires significant improvement in our current educational paradigm for mathematical scientists.

A paradoxical situation

There is a paradox developing between the increased sophistication of mathematical science research and the worldwide decline of the number of students interested in pursuing mathematics at the university level. A particular threat is the insufficient number of mathematically qualified students willing to become teachers of mathematics. Mathematicians have an educational stewardship responsibility, which is primary in post-secondary mathematics education, but we also share an important responsibility in the training of teachers of mathematics. In a broad sense, mathematical scientists share in the responsibility for the state of mathematical education in the world. I am referring to education in the broadest sense, namely the preparation for lifelong learning of a large segment of the population, however that may be achieved. I would like to compare the need for mathematical skills of future generations to the current need for reading skills. It took a long time to achieve widespread reading literacy, and it will take a long time to achieve widespread mathematical literacy. Yet there is no doubt that this will be a fundamental skill in an increasingly digital world. The participation of research mathematicians in these developments is indispensable.

Conclusion

The gift of mathematical talent allowed us individually to enter the world of mathematics, and to enjoy this most fantastic achievement of mankind as our profession. This privilege gives rise to the responsibility of sharing these insights with our fellow human beings and especially with the next generation. My experience has been that effectiveness in these endeavors is the result of well and strongly articulated convictions, using all communication tools available and adapted to specific audiences.

Marcus du Sautoy (University of Oxford and an EPSRC Senior Media Fellow, United Kingdom)

Maths for the masses

One of the books that excited me as a child about the mysterious and romantic world of mathematics was Hardy’s “A Mathematician’s Apology”. As an adult it is a book I love and hate because it comes with a very mixed message. Anyone who wants to emulate Hardy and bring the subject alive for others lives under the spectre of the opening sentence of the book:

“*It is a melancholy experience for a professional mathematician to find himself writing about mathematics. The function of a mathematician is to do something, to prove new theorems, to add to mathematics, and not to talk about what he or other mathematicians have done.*”
And this is the impression that many in the mathematical community have: anyone who talks about mathematics is a failed mathematician. So it was with a lot of trepidation that I made my own first steps to bring mathematics to the masses.

**A personal experience**

We must all as mathematicians have had the experience of trying to explain at a party what it is we do provided that discovering we are mathematicians doesn’t make the guest flee in the other direction. At one dinner in Oxford my neighbour turned out to be the Features Editor of the Times. He said that what I did sounded very sexy and would I write him an article. The next morning I found his card in my jacket pocket but realised I didn’t have the nerve to go in front of my mathematical peers saying the things I’d explained the night before.

But there is an old adage in Oxford that the academics might change but the guests remain the same. So three years later I found myself sitting next to the same journalist. “You never wrote me that article.” Impressed that he’d even remembered after three years and feeling a little more confident in my position I decided to take him up on the offer. After all Hilbert had declared in his famous 1900 address to the ICM that

“A mathematical theory is not to be considered complete until you have made it so clear that you can explain it to the first man whom you meet on the street.”

So I decided to take up the Times and Hilbert’s challenge.

I chose to write a piece about the Fields Medals which had been awarded that summer in 1994 which had got no press coverage in the UK. The piece was partly about why it hadn’t been reported. I decided to tell people what a Fields medal was (this was before Matt Damon had made them famous in the film *Good Will Hunting*) and what Zelmanov had done to win one. It went out in December 1994 under the banner “Why doesn’t maths have mass appeal?”

A few months after that article I started a ten year research position with the Royal Society which relieved me of any teaching duties. But I couldn’t do research all the time. It would send me crazy. So I decided to dedicate some of the time that I might have been teaching to try to bring maths to the masses. I had a lot of support from the Royal Society who was trying to create better dialogue between Science and Society after a government report criticizing the separation between the two groups.

Since those first beginnings I have written numerous articles about mathematics for the broadsheet newspapers, including a piece on why Beckham chose the 23 shirt to play in for Real Madrid¹. Some of these articles then formed the basis for a book I subsequently wrote called *The Music of the Primes* about the Riemann Hypothesis. I also started doing radio work. I contacted the BBC and asked if they’d like me to cover the Seattle meeting in 1996 to celebrate the centenary of the Prime Number Theorem. They gave me a tape recorder and we did a five minute piece on the BBC’s science programme about the Riemann Hypothesis. Having found a user-friendly

¹They can be found at plus.maths.org/issue26/features/sautoy/.
Should mathematicians care about communicating to broad audiences? mathematician, I’ve now done extensive work for BBC radio culminating in a series for the BBC called *Five Shapes* which I wrote and presented\(^2\).

### A challenge: bringing mathematics to TV screens

The real breakthrough in recent years has been cracking television’s fear of doing mathematics. Simon Singh’s programme on Fermat’s Last Theorem was the last serious television outing for mathematics in England and that was over a decade ago. In the summer of 2005 I made an hour long documentary for the BBC about the Riemann Hypothesis based on my book *The Music of the Primes*. It went out as the centre piece of Maths Night on the BBC. Thanks to CGI effects, I realised a lifelong dream to walk through Riemann’s zeta function. Other TV work includes:

- a movie about Euclid’s proof of the infinity of primes using my football team who, inspired by the galácticos in Real Madrid, all play in prime numbers\(^3\);
- four movies for teachers\(^4\);
- and I’m currently preparing five one hour programmes that will be broadcasted on national television over Christmas.

### Taking a broader view

Communicating mathematics to a broader audience is a rewarding but an exposing experience and you need to have a thick skin to be able to deal with criticism. Mathematicians care about details. It is what makes for a good mathematician. But going for the grand sweep of the story is what is needed when talking to the media. Sitting in some seminars I think we still have a lot to learn about communicating between ourselves not just to a wider audience. An understanding of how to empathize with a broader audience could well help our internal communication within the mathematical community. I have had wonderful support from many colleagues for the efforts I’ve made especially in my department in Oxford. It is important to support and help those journalists and mathematicians making an effort and not to sit back and carp at an inaccurate description of the Poincaré conjecture.

Why should we take the time to communicate to a broader audience? Our subject dies without new people coming into the subject. Some countries have seen student numbers in mathematics declining so much that they are closing mathematics departments. The next generation of mathematicians depends on the current generation telling them why the subject is so exciting. But our audience should not just be the young. It is politicians and business that hold the money and the power. They will not value our subject if we don’t show them it is important.

### A personal lesson

One has to be proactive if you want news coverage. This year, unlike in 1994, there was extensive reporting in the UK for the Fields medals and the Perelman story. But it

\(^2\)The series can be found at www.bbc.co.uk/radio4/science/fiveshapes.shtml.

\(^3\)To be found at www.spiked-online.com/Sections/Science/ScienceSurvey/films.shtml.

\(^4\)They can be found at www.teachers.tv/series/4289.
didn’t come from nowhere. I rang the Guardian and the BBC and other news outlets to warn them about the upcoming news story. The press office in Madrid worked tirelessly to get the fantastic international coverage that the ICM had this year. If we don’t sell them the stories, journalists are not going to come looking for them. The IMU in conjunction with national research councils might sensibly look to establish a network of mathematical ambassadors in each of its member countries who could play the same role that I tried to do this year in the British media.

In the UK the need to have scientists who can communicate their subject to society has been recognised. I have a grant from my research council that goes to my department in Oxford to pay for someone else to do my teaching so that I have that time freed up to do media work. Research councils have to be proactive in encouraging people to communicate rather than expecting them to do it in their spare time, time which is already running in the negative.

I believe Hardy was wrong to say that a mathematician can’t do and talk about mathematics at the same time. He would never have been melancholy about someone who is a good teacher suggesting that they must be a failure at research. Many of us combine fantastic teaching with research. So why can’t communicating with the masses and being a good researcher go together? We are seeing more examples of people breaking Hardy’s picture. Timothy Gowers, Fields Medal winner eight years ago, and Barry Mazur are two leading researchers who have made great efforts to broadcast the mathematical message more broadly.

It is a quote from the Opening address of the 1952 ICM that I would prefer to be remembered rather than Hardy’s melancholy message. Oswald Veblen opened the congress by saying:

“Mathematics is terribly individual. Any mathematical act, whether of creation or apprehension, takes place in the deepest recesses of the individual mind. Mathematical thoughts must nevertheless be communicated to other individuals and assimilated into the body of general knowledge. Otherwise they can hardly be said to exist.”

We are all involved in telling stories of our mathematical discoveries. That is what the ICM is about. But let us be proud of our subject and share our stories beyond the confines of the ivory tower of the ICM. A recent survey in the New Scientist indicated that readers wanted more maths stories. It is the mathematicians who are best placed to tell those stories.

**A. B. Sossinsky** (Institute for Problems in Mechanics, Russian Academy of Sciences, and Poncelet Laboratory, Centre National de la Recherche Scientifique and Independent University of Moscow, Moscow, Russia)

*Promoting mathematics: why, how, who?*

Being Russian, I am supposed to possess this inscrutable Slavic soul, prone to seeing the dark sides of our existence. Accordingly, my talk will be more emotional and
pessimistic than those of my Western colleagues. In it, I will try to express my concern about the problems addressed by this Round Table.

For the outset, we are faced with the following sad and paradoxical fact: “mathematics, the most universal and useful of all the sciences, is the least known to the general public.”

Everyone knows about Albert Einstein, Werner von Braun, and Sigmund Freud, but who has ever heard of Kurt Gödel, John von Neuman, Serge Novikov, or John Milnor? Most of us here are research mathematicians, and very proud of our profession, yet the man in the street does not even know that such a profession exists! For him mathematics, besides having been the most unpleasant subject in school, is just a specific fixed body of knowledge that some people have to learn and then apply in practice, say in engineering or accounting.

In 45 years of my life as a research mathematician, I have witnessed the spectacular expansion of mathematics into practically all fields of knowledge.

Besides its traditional spheres of application (physics and technology), mathematics now plays a key role in chemistry, biology, earth sciences, and even in linguistics, psychology, the social sciences, political and military strategy. During the same period, I have sadly observed – haven’t we all – the degradation of mathematical education at all levels, followed by what I call the demonization of mathematics and the deification of the computer.

By the latter, I mean the common opinion that whenever you want to find out something or solve some problem, all you need to do is ask the computer – it will oblige, immediately and without any possibility of error. It is the Computer (with a capital C) that gives you the answer; the fact that a mathematician invented the algorithm used by the machine and a programmer implemented it remains unnoticed by the general public. On the contrary, it is the mathematician who is viewed by most as a soulless individual using abstruse computations to create new technologies without regard to our well being or the ecology of our planet…

In Russian literature, especially in the writings of the great novelists of the end of the nineteenth century, social and ethical questions are at the forefront. Observing each serious mishap of our sorrowful history, Russian writers traditionally ask the following two sacramental questions:

(1) Who is responsible?
(2) What must be done?

Let me try to answer these two questions in the context of our discussion.

Who is responsible?

To my mind, the answer is clear: we all are. We missed the great opportunity that we had, in the past two or three decades, to promote mathematics by capitalizing on its spectacular expansion. We have been overtaken and left far behind by the Bill Gates and Sergey Brin of this world. Why did this happen? One of the principal reasons is that mathematicians are usually poor communicators.
This is related to the psychological nature of the typical mathematician: introverted and timid in his teens, he starts doing math, the most competitive and most objective of the school subjects, to assert himself; having succeeded, he develops a sense of his intellectual superiority and tends to become arrogant, at least when discussing his favorite subject. This mixture of timidity and arrogance, which I have observed in many of my colleagues (including myself, I am sorry to say), is the worst possible combination for one who wishes to communicate with others.

You have surely heard both of the following allegations from your colleagues

- the layman can’t possibly understand what I do!
- the mathematician can do it better!

You may even agree with them (I do), but what a disaster if they are in your mind at the starting point of a discussion about your profession with the nonspecialist!

Another trait of mathematicians, disastrous for communication, is the ivory tower mentality, the desire to do one’s mathematics in peace and isolation from the world. A laudable viewpoint, but hardly productive for the propaganda of mathematics.

What must be done?

To put it succinctly, we must make mathematics visible and appealing. There are many ways of doing this, and most of them are well known. Let me simply list a few without commentary, and briefly describe one or two that may not be familiar to some of you.

Visibility can be achieved via TV, art, photography (e.g. fractals), movies, exhibitions, internet sites, math-fests, popular science magazines, books, animations. As an example of the latter, let me mention the web site www.etudes.ru, which has numerous captivating and dynamic animations presenting recent mathematical results with clarity, humour, and graphical perfection.

Appliance must be differentiated depending on the targeted audience.

For teenagers, our future successors in the mathematical profession, there are olympiads and other individual problem-solving competitions, math circles, team competitions (such as the Kapp Abel contest for the Scandinavian countries), summer camps, “math rooms” in some schools (there is even a “math house” in Iran), so-called math battles.

A few words about the latter, which are practically unknown outside of Russia, but have become extremely popular there in the last decade. This is a team contest: two teams of six are given six problems to solve (with a few hours to prepare), then, as the actual “battle” begins, they take turns in challenging each other to solve one of the problems. During each of the six rounds of the battle, a member of one of the teams is at the board explaining his team’s solution, a member of the opposite team asking questions (verifying the presented solution, i.e., trying to find and point out possible mistakes), the jury (usually consisting of two or three ordinary high school teachers, not olympiad wizards) watching the proceedings and dividing the points for each problem between the teams. The problems are ordinary high school math,
the good math teacher and any good student (not especially interested in, or good at, olympiad problems) from an ordinary class are capable of solving them, so that math battles are for the masses, not the elite. Their appeal is due to the pleasure that the students derive from the teamwork involved, to the excitement of the battle itself (as a rule, the proceedings are very emotional), to the active participation and support of the teachers (who usually feel left out in olympiad-style competitions). The result is that many students, including those who are not thinking of a career in mathematics or engineering, learn that math can be fun, that it can be useful not only for engineers and accountants.

Let me note that Russian mathematicians are traditionally good at outreaching to high school students, and a good deal of the Russian experience can be used with success in other countries. An excellent web site for information about this is www.mccme.ru (although the English version does not contain all the material from the one in Cyrillic).

Reaching out to wider communities

A different approach to making math appealing must be used when we are outreaching to other categories of people. Besides teenagers, I would distinguish the following three important categories: other scientists, businessmen, politicians & bureaucrats.

Obviously, the approach in each case must be different, but I don’t want to go into details, because my own experience here is rather limited (and, I should add, not too successful).

Other aspects of the promotion of mathematics are icons, logos, and catchy titles. It would be great if math had a photographic icon as striking as the famous Che Guevara black and white outline photograph or as the marvelous photo of Albert Einstein absent-mindedly looking around his office with unseeing eyes, obviously engrossed in the workings of his inner mind. Or a simple but original graphic logo (as easily recognizable as the ones for Mercedes or Nike). The IMU has understood this, and recently sponsored a contest for such a graphic design symbolizing mathematics. The winning design is a version of the Borromean rings, which, frankly, I have found disappointing. I would have preferred a nice version of the Möbius band, but that has already been appropriated by Renault.

The choice of terms for various branches of mathematics is also important. An excellent example is the catchy title “catastrophe theory”, which became very popular, especially in the UK, due to its promotion by Christopher Zeeman in the 1970s. In public lectures, on TV and radio, Zeeman (a great lecturer and communicator) succeeded in convincing the British public that mathematics consists of the theory describing continuously evolving events (created by Newton and his followers) and the recently created mathematics of catastrophe theory, which describes events occurring discontinuously, by leaps and jumps. Some mathematicians (especially those working in singularity theory, as the theory in question was originally called) felt annoyed by what they regarded as non-objective and demagogical exploitation of their serious work. Personally, although I can easily understand their feeling, I believe that the
campaign for publicizing catastrophe theory was useful in displaying a positive image of mathematics. Of course one shouldn’t go too far in publicizing exaggerated claims about the achievements of mathematics, but certainly a lot of oversimplification and a little exaggeration are needed for success.

Besides catastrophe theory, there are several other branches of mathematics with catchy titles: tropical mathematics, quantum computing, open-key cryptography, chaos. These terms will easily catch the attention of the general public if they are used systematically in talking about mathematics.

The influence of a catchy title should not be underestimated, sometimes a clever choice of title will lead to successful promotion of the subject, even when intrinsically it is not really worthwhile (which is not the case of the branches of mathematics with the catchy titles listed above – they are all serious, interesting and useful mathematics).

A striking example is so-called “fuzzy mathematics”: after a promising start in the well-known paper by Bellman and Zadeh, the topic with that title developed into an industry producing numerous publications and PhDs, which were, in my opinion, devoid of any serious mathematical content. I am sure that if it had been entitled, say, “approximative mathematics” no one would have paid much attention to it.

Yet another way to attract ordinary people to mathematics is by showing them mathematical machines, i.e., various mechanisms demonstrating curious mathematical effects. An extremely successful example is the prime time TV programme on one of the national channels in Japan, in which mathematical ideas are described and made visible by demonstrating the functioning of various mechanisms. The name of the creator of this program, Akiyama, is a household word in Japan, as popular as, say, Larry King in the US. Another example of physical models of mathematical ideas is Chris Zeeman’s well-known “catastrophe machine”.

But all of the above will remain wishful thinking, unless we decide who is going to implement it.

Who must do it?

Again, the answer here is obvious: all of us should, each of us doing whatever is suited to his or her position and aptitudes.

The rank and file mathematician, first of all, should not be afraid to talk about mathematics in an attractive, perhaps humorous or emotional way, to friends and relations: his or her spouse, tennis or golf partners, neighbors. The inspiration for such short conversations can be provided by Hilbert’s quotation (whose exact phrasing was given in Marc du Sautoy’s talk) asserting that any worthwhile mathematics can be explained to the man in the street.

The worst possible thing that you can do is to give definitions of the main concepts involved and then state the result(s) of your own work: your interlocutor will be disoriented and bored. Before trying to explain what your work is about, you might begin by making clear that mathematics is a living, exciting, competitive activity – without declaring this directly, but by talking about your rivals and/or collaborators in other countries, about how long your field of study or the problem you are attacking
has been occupying mathematicians, about the excitement you feel when the result you want is achieved or escapes you.

You might then explain that mathematics differs from all the other sciences in that it does not necessarily have a specific object of study from real life: the same differential equation can describe completely different processes in nature, the same surface can portray all the positions of a mechanical system as well as elementary particles in quantum physics, the same formula be applicable to knots and to the phase transfer that occurs when water is transformed into ice. (You shouldn’t worry about the fact that the person you are talking to does not know the formal definition of “differential equation”, “knot”, “surface”, “phase transfer” – after all, everybody talks about television sets and mobile phones without having the least ideas about how these devices work.)

What makes mathematics so effective, you might add, is that one never knows in advance what it may be applied to. You might continue by giving examples of mathematical situations when it turned out that a solution of some problem eventually had spectacular applications to real life situations that the researcher certainly did not have in mind when working on the problem.

When I am engaged in such informal conversations with a friend or acquaintance, I like to give concrete examples from my own research experience. Thus, in answering a question like:

– “What do you guys in mathematics actually do?”,

I might say something like this:

– “Of course I do some teaching, but what I am really interested in, what really excites me, is trying to discover new facts in mathematics.”

– “There are really new facts to discover in mathematics? Like what?”

This leaves me with many possibilities of continuing the conversation, usually by referring to some of my own work or something related to it. Thus I might say:

– “Well, I’m supposed to be an expert in the theory of knots and braids. Let me tell you about braids. A braid is a geometric object that looks like several strings hanging down from a horizontal stick and interlacing with each other. The way they are studied is by means of algebra: we replace the overcrossings by special symbols and develop a calculus with these symbols that allows to answer all the complicated geometric questions about braids by means of simple calculations that I can perform by hand or let my stupid computer work out.”

The reaction to that is usually skeptical or negative:

– “But what’s the use of doing that?”

This gives me the chance to come to the punch line of the story. I explain how my rival and friend, the French mathematician Patrick Dehornoy, together with one of his graduate students, used the calculus of braids to construct a new “one-way function”, then explain how one-way functions are used in electronic banking, and conclude that someday my interlocutor’s credit card will be protected from electronic theft by... braids.
I have several ready-to-use stories like that up my sleeve (prime knot decomposition, homology of tolerance spaces and numerical solutions, soap films and random walks). Let me add that I have a new one in preparation: I have done some work related to the Poincaré conjecture, and now that it has been solved by Grigory Perelman, I have a good pretext of telling anyone who wants to listen about the dramatic story of Hamilton and Perelman, the later’s refusal of the Fields medal and his apparent disinterest in the Clay Institute’s million dollars. In the process of telling it, I will not be afraid to say that the main idea of the proof is the seemingly completely crazy idea to apply something resembling the heat equation to solve a purely topological problem.

I will not bore this audience by retelling these stories here, but I would like to appeal to all mathematicians to have such stories (preferably related to their work) at their disposal, enabling them to give well rehearsed impromptu five-ten minute talks for the benefit of non-mathematical acquaintances and friends.

Of course more formal popular presentations (e.g. public lectures) are also very useful, provided they are well done. But then not everybody can be an Ian Stewart or a Petar Kenderov, and very few people can give such deep and visually striking talks as the one of Étienne Ghys at this Congress. (If it were up to me, I would make a video of that talk and distribute it among all the leading universities of the world.)

The math administrator at a university or college, e.g. the chairperson of the math department, besides all that he or she can do as a mathematician, should feel that it is his or her direct duty to attract the best students of the institution to major in math. This can be done by outlining the advantages of our profession (no 9-to-5 drudgery, lots of travel, sabbaticals, long vacations), the career opportunities outside of research (you can tell the students that banks and other financial institutions prefer to hire, at very high starting salaries, PhDs in math or mathematical physics from Harvard, rather than people with an MBA or a PhD in computer science from the same university, or explain that the most successful people in the computer software industry are usually math majors, not students who majored in computer science).

Of course another important function of the math administrator is to attract money to math research. This can be done by outreaching to those who have the money, via the mass media and in other ways, stressing how useful mathematics can be.

The math research institutes (such as IAS, IHÉS, MSRI) must address a different class of people in their promotion of mathematics: graduate students and post docs should be the first to be targeted, and of course the people and organizations that have money and might agree to part with it. The research institutes can also sponsor other activities. As a positive example, let me mention that the director of MSRI, David Eisenbud, is organizing a conference in Moscow this fall in order to familiarize American mathematicians with the Russian experience in running math circles. I also firmly believe that, in order to make the promotion of mathematics efficient, not withstanding that “the mathematician will do it better”, the research institutes should hire experts in public relations to coordinate and organize promotional activities.
Should mathematicians care about communicating to broad audiences?

The EMS, the AMS, and the IMU, I firmly believe, should do much more to coordinate the promotion of mathematics at all levels in Europe, America, and worldwide. First of all, they should motivate and assist their members to advertise their profession and their science. This can be done, in particular, by distributing electronic or hard copy booklets or brochures explaining to individual mathematicians what they can do and how to go about it, and also by supporting and organizing various promotional activities of the kind I described previously. I am convinced, and this is a crucial point, that math must be promoted in a professional way, a qualified public relations professional hired by the corresponding Society should be responsible for these activities.

Conclusion
Starting from a pessimistic assessment of the situation, I have progressively drifted to advertising mathematics. When you advertise, you must always end on an optimistic note. So let me say, in conclusion, that if we all pitch in, mathematics will reacquire the prestige and renown that it deserves in our society. And since we are in Spain, let me end with the following slogan:

Adelante, matemáticos!

François Tisseur
(Atelier ÉcoutezVoir, Paris, France)

Producing media with mathematicians
I will be speaking in the name of Atelier ÉcoutezVoir, a non-for-profit organization initiated 30 years ago in Paris. This studio is mainly dedicated to communication of art and science through audiovisual production.

Concerning mathematics, we have been working in the fields of Engineering Science, Applied and Fundamental Mathematics. During the past 25 years, we have had the pleasure to work with a few mathematicians who wished to communicate with various audiences, ranging from children to professional mathematicians. Thus we have produced a number of videos, visual presentations, exhibitions, and taken part in various events like festivals, congresses or meetings. I would like to concentrate on video production, which is what we do most.

In practice, we start working when the mathematician has already answered the global question we are discussing today. For social, or moral, or generational reasons, his or her answer is “Yes, of course”. Then quite a few questions arise. Here are some of the ones we have had to cope with.

5I want to dedicate this text to Adrien Douady who recently and tragically passed away. In the last twenty years, his fame as mathematician extended to one of a patient and innovative communicator. His contributions to the popularisation of mathematics have taken several forms: as author and scientific director of audiovisual projects (e.g. La dynamique du Lapin), of the exhibit “A fractal world” that he accompanied in several countries, of many colorful conferences, he reached out to broader and broader types of public, further and further away from his fellow mathematicians. In the decorum of established institutions as well as in a café in rue Mouffetard, in Paris, Adrien always showed an exceptional openness to tirelessly explain the most abstract notions to anybody who was willing to listen to him, most of the time from a surprising angle leading to new fruitful insights. A DVD with his many contributions is under preparation.
**Motivation**

The mathematical community does not seem to have a unitary attitude in front of transmission and share of knowledge. Many mathematicians just dream to transmit the great pleasure they feel as they do maths. Of course, one has to practice maths before he/she knows it can be a pleasure. Some think that the general population suffers from “innumeracy” and has to be cured. Others feel that it is their duty to transmit what they get payed for, generally through public funding. Quite a number do not want to be disturbed with such questions, because they want to keep concentrated on their work and talk with colleagues only. And many others…

**Maths and the media (France)**

Let us first notice that practically no maths appear on French TV, or so little, and it would certainly be helpful to try and understand why. However, various approaches are available, like: documentaries on the community, presentation and illustration of nice classical problems, introducing new concepts or disciplines, history of ideas, recording exceptional lectures, games, and so on. Fortunately today, television is not the unique horizon for audiovisual diffusion. Producing DVD’s or webcasting have become usual practice with results of increasingly good quality. So that there are effective supports for audiovisual publishing. Authors and producers are welcome, including young ones.

**A vital need for dialogue**

How can there be a fruitful dialogue between audiovisual professionals and mathematicians who intend to publish something together?

When we film makers speak of video or film, we have narration in mind. Images and sounds come continuously and form sequences, by construction. When we make films, we are always telling a kind of story, whatever abstract it may be. But mathematicians do not read maths like a novel, in a continuous way: they will read a paragraph, then stay half an hour studying another one, reading and reading again, then study a formula, or make computations, and so on. If we decide to work together and produce a video, we will have to define what can be presented continuously, because the audiovisual language allows that only.

Another point is that we do not speak the same language. And what’s more, we do not have the same appreciation of what we have to learn in order to cooperate with meaningful results.

As non-mathematicians, we producers obviously have to learn maths for every single production we undertake with mathematicians. There’s no doubt about that for each of us. And it’s very exciting. On the other hand, mathematicians do not call themselves non-producers or non-directors. Just because, like many people, they have the feeling that it is very easy to understand how films are made: writing a script, shooting with cameras, editing, and that’s all. I want to plea for a simple idea: if we want to achieve fertile results, we have to constantly make steps towards one another. A good film is found somewhere between our respective fields. So it is vital that we all make efforts to understand each other’s approach.
Sense and meaning

But the main problem may not be good will, but rather a matter of sense and meaning. The mathematician wishes to convey something that is meaningful for him or her and colleagues: an article, formulas, a conjecture, that are consistent. Our job is to help this make sense for the audience. This could seem to be a theoretical discussion. In our case, it is what takes place in practice every time we make films with specialists of any domain, especially maths.

Let me give an example: ten years ago, Jean-Pierre Bourguignon proposed us to make a film about a memoir that Lagrange wrote in 1808. This appeared to be a revolutionary one in a certain way, as it opened completely new paths to study the movement of planets and many other abstract problems. During three months, Jean-Pierre tried and explain that to us. But it sounded absolutely abstract and meaningless, like an unfamiliar music. We used to speak of this with late Romain Weingarten, a French poet and writer; he was very excited too, and begged for more explanations. One day, I asked Jean-Pierre to tell us more about the three-body problem, then about Newton, and Kepler. Then we started meeting astronomers and specialists of history of science, but also space engineers, and this is how we finally found the red thread of our film: a poet is dreaming at night at his window, and he sees an artificial satellite in the sky. He asks his friend, a mathematician, to help him understand how the man succeeded in putting man-made objects among celestial ones. When we have had that scenario, it became very exciting to work with an increasing group of contributors to whom we asked to just play their own role: Jean-Pierre Bourguignon as a helpful mathematician, Jean Brette, as a marvellous maths popularizer, Bruno Morando as an astronomer, Huguette Connessa as an engineer and among them Romain Weingarten, a poet who kept dreaming aloud. The film is called The New Shepherd’s Lamp, and we all remind this period with great emotion. There had been a deep transformation, not of the initial subject, but of its approach, and this meant something both to mathematicians and non-mathematicians.

Investing in video math production

How far, and how much are both sides ready to invest of time and energy? Who else is needed? For a mathematician, taking part in a video production actually requires as much time as publishing an article, or even a book. But it takes more, as much patience and pedagogy are still needed to make us at least get a flavour of the topic we are going to deal with. He or she will have to answer 10, 20 times basic or naive questions, till the music becomes familiar. Then we have to get enough practice to let our imagination go. For us, this may be quite a long and hard way to get into the subject.

Here is an example again: in 1992, Adrien Douady wished to produce a series of videos to help students understand basic Holomorphic Dynamics. The first module was entitled The Dynamics of the Rabbit; it is the study of a Julia Set. It took us nearly

---

6The French version of the video is available from the CNRS Images/Vidéothèque and the English one in the Videomath series edited and distributed by Springer Verlag.
five years to produce it, and here is why and how. First, as a non mathematician, I had to learn about complex numbers, iteration, etc., and get familiarized with strange pictures (fractals). It took me about a year and a half to know enough to be able to build and discuss a pertinent script. During that period, there has been quite a lot of consulting with other mathematicians, students and teachers. Then we decided to start producing pictures, in order to show the various structures and phenomena that appear in the study. We needed to produce many, and especially animated sequences. So we had to find someone capable of producing thousands and thousands of very accurate pictures (there are 25 pics per second). Dan Sørensen was the man with this singular profile: a mathematician, and an engineer capable of developing adapted software. Dan had to take into account both the needs of the scientist and those of the film director. Then we had to find the way to transfer the computer images to video, which was not common at that time. So we had to develop specific and efficient techniques for that. We calculated more than 150,000 pictures and finally kept something like 25,000 for about 20 minutes of mute video. Adrien Douady then commented these sequences: we proposed the form of spontaneous commentary, obtained thanks to interview and accurate sound editing. After mixing, the final result is a 25 minutes video, with English and Spanish adaptations obtained thanks to mathematicians Shaun Bullett and Nuria Fagella. Finally, to give a perspective, for this project, starting with two persons, we finished with a dozen, acting successively or simultaneously.

About the audience

As we started the Rabbit project, we had in mind a specific audience consisting of advanced students and mathematicians from other fields. But during all the production process, and especially during conception, many objectives had to be re-defined, in particular due to some repeated difficulties we met. So that there has been quite a lot of interactions between us along time. This may be seen as a difficulty. In fact it is an opportunity to make films that make sense for each of us. As we produced sequences, we used to present them to different people, and get interesting and sometimes surprising feedback. We learnt how much such images speak by themselves and give more than a flavour of the subject. This is how the audience became to get broader. Finally, the Rabbit video is presented to rather large audiences, depending on whether it is projected alone, or supported by previous presentation then exploited through discussion.

Actually, the various videos we have produced are intended to these rather large audiences with little focus, as we do not work under the frame of official educational programmes. Roughly, what we now call “broad audience” includes adult people who are fond of science culture, students of various fields, even pupils of secondary school scientific sections. These persons like to understand processes and methodologies more than technical results. They read magazines, watch some rare TV programmes, and love to visit science museums.

---

7This video has been edited by Atelier ÉcoutezVoir, Paris, France (1996) and also reproduced in Video and Multimedia at Jecm (S. Zarzuela, S. Xambó, Editors), Springer VideoMATH Series, Springer Verlag (2000).
Conclusion?
Among the various dimensions we explored in maths popularisation, video is the most
difficult and exciting we have experienced. A common idea is that video can be a
useful medium to convey mathematical concepts. This is true, as animated images
and fine sound/image accordance can be efficient. But we have to keep in mind what
the audience’s social habits really are. People zap.

And we have to be humble regarding effective results. We are not going to have
millions of people love maths thanks to videos, but video can bring a very nice taste
of maths, and this might be quite a helpful way of contributing to its popularisation.

Björn Engquist (Royal Institute of Technology, Stockholm, Sweden, and University
of Texas at Austin, United States of America)

Audiences to be addressed
Several audiences need to be addressed by mathematicians: the general public, the
media, different administrations (government, universities, schools), potential stu-
dents who are, no matter how one takes it, the mathematicians of the future. The main
difficulty is deliver different but coherent messages to these manifold audiences.

The content of the messages to be passed on
The messages have to be articulated around two complementary themes: the general
culture of mathematics and its applications, while keeping always in mind which
message you are talking about and to whom you are delivering it.

Along the culture line, one has to give due value to the long history of mathematics
and the outstanding personalities that marked it. It also has to encompass the role of
mathematics in education, through its role in abstract thinking but should not avoid
talking about its recreational side.

Via its applications, mathematics is often viewed as the third pillar of science
with a major impact in everyday life, technology, and education. Mathematics is the
language of quantitative science even for experiments. Its impact in so many different
sectors of society has grown so large that illustrative examples are plentiful: from
weather prediction to signal processing, medical images, and industrial product devel-
opment. One should not forget that Google is fundamentally a mathematical product.

Mathematicians should learn from biologists, physicists,…
A key issue is a proper understanding of the interplay between pure and applied
research. The discourse that most scientists put forward is that in order to solve
problems that society wants to be solved basic research is indispensable. Too often
mathematicians tend to be more abrupt, and state their intention of doing basic research
that may, some day, be relevant to solve some problems.

The science approach is actually more effective and still does not limit freedom
of basic research. From that point of view, mathematicians should not be afraid of
using applications as motivation for curiosity driven basic research. Not being shy
does not mean that one is allowed to overstate because mathematics is almost always
not solving the real problem alone but mathematicians are important, if not essential, partners in the solution.

**The universality of mathematics**

The strength of mathematics is its universality. In one of its facets or another, it is needed in almost all aspects of modern life. One should always have examples ready and updated.

It should also not be overlooked that core mathematics also needs to be developed as foundation for all of mathematics. The case should also be made that mathematics is as fast in the relation between basic research and applications as other sciences.

It will not be surprising if, for example, any practical results from the Large Hadron Collider will take longer time than it took from theorems in harmonic analysis, via wavelets, to image compression for the Internet.

**Jean-Pierre Bourguignon** (Centre National de la Recherche Scientifique/Institut des Hautes Études Scientifiques, Bures-sur-Yvette, France)

**A brief summary of the discussion**

The discussion triggered by the five presentations was quite lively. Some colleagues wanted to share their experiences, some others to warn against possible abuses, and the possible loss of meaning about the true nature of mathematics.

The need to be very much aware of the audience when making a presentation over mathematics was stressed by several people. A lack of awareness in this direction can often lead to opposite effects than the ones hoped for. This fact is again discussed in the point of view that one of the colleagues who took part in the discussion from the floor wrote up (see an excerpt from the document received by the Panel after the Congress at the end of these proceedings).

The issue that gave rise to the most controversial exchanges is the risk of “over-selling” mathematics, and what goes with it, namely the loss of control by scientists of the products of science. What is at stakes is of course the moral value that some colleagues place above all in the practice of mathematics, and more generally of science. For some of them, this generates an extreme uneasiness when making the case for mathematics at all price, as regards the tendency of hiding inappropriate uses of mathematics made by the society at large.

According to them, the risk of losing critical sense vis-à-vis recent developments of the discipline is so high that it prevents them from participating in actions addressing large audiences about mathematics. From this point of view, the fact that the title of the Panel discussion ended with a question mark was certainly welcome. It must be acknowledged that a marked sensitivity to moral issues up to the point of creating an explicit reluctance in addressing the general public about mathematics was not represented among panel members.

Such an attitude is of course related to the fact that mathematicians necessarily wear several hats when acting in society: teachers, researchers, and in a broader sense intellectual and moral references, and finally, for some of them, politically active citizens. It was stressed how difficult it is to draw a line between these different
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responsibilities, and how serious the consequences of this situation can be on the credibility of the overall mathematical enterprise. The final issue being: who controls what? Very rarely, are mathematicians running the complete show. In issues like arms production (and the “modern” battlefield does involve dealing with a lot of data, many of which of a mathematical nature or subject to a mathematical treatment) recent developments of mathematics or demands made to mathematicians can hardly be considered neutral. The key question is then: how can one keep enough distance to be sure of what is at stakes and not let the technical discussion hide some more fundamental issues?

Actually, it was argued that the move towards an information society increases the mathematicians’ responsibilities. It should force them to make sure that the values they believe in are not betrayed in the way the practice of their discipline evolves. They should also make sure that such issues are not well kept secrets when talking about mathematics to various kinds of audiences.

This way of approaching the question under debate made the exchange very valuable and gave a very welcome depth to it. It also gives a reason to revisit it and to consider it with the appropriate focus: indeed, if approached at a too general or too technical level, the debate can miss some essential points.

An excerpt from the document submitted by Jacqui Ramagge (School of Mathematical and Physical Sciences, The University of Newcastle, Australia)

I have been involved in popularizing mathematics\(^8\) at a small and local level for about 10 years. This has included interactions with the press and regular appearances on local radio as well as workshops for children of all ages, teachers (both primary and secondary) and parents.

*Communicating and promoting mathematics*

To claim that we have nothing to do is to ignore the changes that have taken place in society over the last 30 years and is selfish in the extreme. Students have a greater choice of studies than they had in the past and some areas of study are being marketed forcefully and effectively. Doing nothing is no longer an option unless we are willing to see the demise of mathematics as a discipline and the concomitant effects on other disciplines which are highly dependent on mathematical innovation.

I argue that we need to raise the profile of mathematics significantly. We need to do this for two reasons, one is altruistic and the other pragmatic. The altruistic reason is that we are already at the stage where demand for qualified mathematicians and statisticians outstrips supply. The pragmatic reason is that many universities are now working as competitive environments and mathematics will lose out in terms of funding and influence to disciplines whose profile is higher.

Identifying those who should be involved in the raising of the mathematical profile partly depends on the context. For example, not all of us enjoy talking to the media and

\(^8\)When referring to mathematics and mathematicians, all statements are equally applicable to statistics and statisticians.
some of us might do more harm than good in that context. However, as a community, we should recognise the need for such activities and support and encourage those who do them.

Some people have a talent for stripping ideas down to their very core so that the heart of the concept is exposed and can explain it in a way that makes sense to almost anyone. Those of us less talented in this area we can still improve our performance with sufficient practice.

While it is essential to curtail technicalities when addressing a broad audience we must not mislead the audience. This leads us neatly to the next topic.

_Selling and overselling mathematics_

Some people argue that outreach activities necessarily involve misleading the public by exaggerating the impact of mathematics. Luckily, there are enough amazing examples of the impact and applications of mathematics that we don’t need to make any up.

One mistake in this context is to confuse _selling_ with _providing information_. Students are increasingly concerned about their future and ask questions such as “_I don’t want to be a teacher so why should I study mathematics?_” We need not be evangelical, but we must give students an accurate impression of what mathematicians do.

It is the responsibility of all enterprises that use mathematics and employ mathematicians to inform the population about the usefulness of mathematics. This group of enterprises is diverse and to achieve maximum impact they require coordination. Mathematicians are the obvious choice to facilitate this endeavour, and we should be proactive in this regard. This could include asking relevant organisations for support to run mathematical outreach activities.

_Mathematical games and competition(s)_

One well-established mechanism for piquing the interest of young people is to run mathematics competitions of various sizes and levels of formality. However, competitions tend to be favoured by the competitive. This may be one factor in the disproportionately low number of women amongst mathematics olympians for example. We could use hybrid approaches such as competitions for groups of students.

One problem is that the overwhelming number of current mathematicians have been attracted to mathematics by the inherent beauty of the subject and/or competitive selection processes. This makes us a surprisingly homogeneous group given that we are spread all over the globe. It is notoriously hard to see the world through the eyes of those whose motivations are completely different from our own, but that is exactly what we have to do if we want to increase diversity in mathematics.

In conclusion, if we are not seen to be passionate about mathematics, then we can hardly expect others to be passionate on our behalf.
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Introduction of the panellists by John Ball, moderator of the round table

Our panel consists of five very distinguished mathematicians:

Lennart Carleson, Professor Emeritus at the University of Uppsala and a former President of IMU. His research interests are in Harmonic Analysis and Dynamical Systems.

All of our panellists are recipients of many awards, and I have decided that it would take far too much time to list them all, but I make an exception in reminding you that Lennart Carleson was awarded this year’s Abel Prize, for which we offer many congratulations. I would like to say how much IMU values its collaboration on several fronts with the Norwegian Academy of Sciences and Letters and the Abel Fund.

Ronald Coifman, who is Professor of Mathematics and Computer Science at Yale University. His research interests are in Analysis, in particular Harmonic Analysis and Wavelets, and applications to Information Processing.
Yuri Manin, who is Professor of Mathematics at Northwestern University, a former director of the Max Planck Institute of Mathematics in Bonn, and a former chair of the Fields Medal and ICM Program Committees. His research interests lie in Algebra and Geometry, in Number Theory, Differential Equations and Mathematical Physics.

Helmut Neunzert, Professor Emeritus at the University of Kaiserslautern. He is a founding member and former President of the European Consortium for Mathematics in Industry, and his research interests are in Kinetic Theory and Fluid Dynamics.

And finally

Peter Sarnak, Professor of Mathematics at Princeton University, and whose research interests are in Number Theory and Analysis.

Just in case I betray at some point my own views on the subject of the round table, I work in Nonlinear Analysis, especially the Calculus of Variations and its applications to Materials Science.

By way of introduction, perhaps I can show the two earliest instances I know of in which the terms “Pure” and “Applied” Mathematics feature in the literature. Here is the first one, the first issue of the *Journal für die reine und angewandte Mathematik*, Crelle’s Journal, which appeared in 1826; in the contents of the first issue you can see several papers by Abel. Ten years later, the first volume of the *Journal de Mathématiques Pures et Appliquées*, Liouville’s Journal, appeared, and here you see the papers are much more applied. The authors include Coriolis, Liouville, Ampère, Lamé, Jacobi and Sturm, so these were not bad for first issues of these journals! The old volumes of these journals, incidentally, are retro-digitized and freely accessible, which is where I obtained these images.

So pure and applied mathematics have been explicitly mentioned for nearly two hundred years, and were doubtless recognized as being in some way different before that, and our topic is whether they are drifting apart.

Each of our panellists will give their presentations, and then the subject will be open to the floor, and I hope we will have a lively discussion.

**Contributions by the panellists**

**Lennart Carleson**

Mathematics really has three different faces. The first concerns general education, and mathematics is of course just as important as learning to read. This is a very important part of society. The second relation to the outside world is mathematics as the language of science, and this is the way in which I am going to use the term “applied mathematics”. The third aspect is of course a subject in its own right – a logical system. This is what most of us who are here right now represent. We must clearly understand that of the three, we are the weak part, and that it is absolutely vital for the continuation of our science that we love so much, to stay with good relations to the other two aspects.
So the answer to the question if pure mathematics and applied mathematics are drifting apart, I would say that we should make every effort that it doesn’t happen. I would like to object somehow to the word “drift”, because we are not really jellyfish and we can do something about this ourselves. So, I should like to concentrate on the aspect of the issue as far as it concerns the teaching of mathematics.

We like to talk about mathematics and applied mathematics in this order, which seems to indicate that applied mathematics is some kind of corollary of mathematics, and that we are looking for ways of applying this. This of course is completely wrong from the point of view of history. Through the years, mathematics has slowly been built from nature, and we have observed the remarkable fact that the laws of nature can be co-ordinated into groups and they follow rules. This started with geometry, of course, and numbers, and then we all know how difficult it has been to make movements into something logically reasonable. It has been around only for like two hundred years in a logical setting. If we take a subject like Probability – well, it may show that I am old, but anyway, it has been built as a mathematical subject in my lifetime really, and looking into the future, we can see new areas emerging where the mathematics is missing, and the most spectacular there is probably Computer Science.

Nevertheless, teaching of mathematics has always been done in a deductive way, that one goes from the general to the special, either as a logical system or as being applied. This of course is contrary to the traditional way of how things should be taught. Let me mention to you that this also has happened in my lifetime. When I started studying at the University of Uppsala in 1945, the first lecture was devoted to the Dedekind cut; we defined continuous functions with epsilons and deltas, we had axioms and we had definitions, and we had Riemann integrability and I don’t know what!

As the number of students has increased, and their interest in the logical structure of the field has decreased, one has successively been cutting off these typically mathematical aspects of the mathematics teaching. To put it in a striking way, I would like to say that it is only applied mathematics that remains.

We have all of us, I guess, experienced how there has been pressure from other fields, from Physics, technical subjects, or even Biology, that they want to teach their own mathematics that we don’t teach in the relevant way. I would like to say that I can somehow see their point, because we have not made any real effort to implement any kind of inductive way of teaching, that is, going from examples and cases and applications to the concept. You would think that the use of computers would have changed this in a drastic way, but that doesn’t seem to be the case at all. We are still fumbling for ways of using computers in the teaching.

My thesis here today would be to say that we should make a really concentrated effort to make our teaching into inductive teaching. One can think of different ways of accommodating students with different interests. I have made a short list of what one could possibly do to change this. One of the essential points is clearly the attitude of ourselves, so to say, and also of our colleagues. Everybody knows that most – or many – mathematicians are really uninterested in things which are not leading to
theorems or new statements, and there is a scepticism among our colleagues in other areas, that anything useful can come out of contact with mathematicians. And it is my real wish that we would all try to remedy this situation.

So what could be done? I have made three points here. The first is that one should have closer contact between basic mathematics teaching and the applied areas; at least in Sweden most departments which are applied have separate buildings and we don’t really see them. Computing stays in one area and the applied people stay in another area. It would be my wish that people with applied interests would be involved already in the construction and the teaching of the basic courses. One would need to change the curricula in some suitable way, and try to speed up the use of computers in the teaching. We should really accept the fact that most students are not really interested in mathematics. Well, many are interested in their lives, but some of them are also interested in other areas, and one should accept that. We should not try to put our values on people who do not really want them.

One could compare these people with how you learn how to drive. Most people have no idea how a car works or why it works, but you can still use it. It is similar with people who learn mathematics; they only want to be able to read books and understand the formulas that they are taught in the other courses. I think one should not criticize this; one should accept that this is a really natural attitude. After all, mathematics as we know it is a rather sophisticated and not really applicable field. Also there should be for example, something like partial differential equations, everybody should have heard about that – they are going to meet it somewhere else.

Finally, there is a movement in the world around us to apply different sections of mathematics. There is pure mathematics and there is industrial mathematics, and there is applied mathematics and there is the teaching of mathematics, which have different organizations, and different meetings, and lead their own lives. I think that makes sense. But nevertheless there should be places where they meet, where the people from these different areas come together and can exchange experiences.

**Ronald Coifman**

I will try to address some of the issues of “drifting apart”. Mathematics is a big ecological system of different species of mathematicians, and each species likes to think of itself as better than the others. The issue, though, is that the world of mathematics has expanded dramatically. Our universe is so much bigger, that everybody is drifting apart from everybody else, but in reality we enrich our lives substantially. What we have seen, I would say, over the last two decades is the insertion of the computer into our lives – of the digital age. Now that insertion is occurring at a variety of levels, I mean on the sort of everyday ability to collect numbers, and collect data, to the ability of the mathematician to actually run experiments in mathematics, and I would say that if Gauss were here he would probably run experiments like crazy. Leibniz too, and all of those. And if you asked them the question “Are they pure or applied?” they would just laugh at you.
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In a way, the drift that we seem to see is mostly social, but not necessarily intellectual. We have seen in this congress many, many people, and many of their talks are related to outside scientific fields, or inspired by outside scientific fields, and so on. The way I see it now is that in fact the need for mathematicians, pure mathematicians, not necessarily in the areas of applications, is actually much greater than it ever was. This is sort of a pre-Newtonian time, anyway, and we don’t have the mathematics to do the simplest of all things. We don’t have a descriptive language to describe various things, and we don’t even have the ability to define the geometries that need to be defined in the real world.

I think there is a serious opportunity here for mathematicians. That opportunity, to realize it, we need to follow what Lennart just said: revamp our teaching style. I am not advocating changing what we teach, just the way that we do it, in a way that makes it more transparent for people who don’t necessarily want to invest the same effort as somebody who was born with mathematics in his blood. The opportunity is really the same that occurred in the physical scientific revolution in the time of Newton and Leibniz, which is that there is a need to quantify and describe specifically and precisely all kinds of phenomena that surround us. And the number of phenomena and their complexity is really growing exponentially, just because we can’t, and so digital data is generated in overwhelming quantities all over the place, whether this is web data, document data, sensor data… and we’re stuck!

Let me give you an example. The data may be that you have the results of some medical tests, blood tests, or some number that you get, and you want to evaluate the function, which is how healthy you are, what health score you can have. We are dealing with a very simple object, which depends on ten or twenty parameters, and we don’t have the tools to approximate them. We have heard around the board today, telling us something about some potential tools, but this is a most elementary object of mathematics, which is a function, except that unfortunately the function depends on many more parameters than we used to do before computers – the number of parameters may be ten, twenty – in reality we may have ten thousand or ten million of them. And the tools are not there. So what is needed in this context is for somebody to think very deeply and come up with potential solutions – so mathematicians, pure mathematicians, and their modes of thought are necessary. Computer scientists are not trained for the job. I know of a multitude of examples of that, having to do with acoustic calculations, electromagnetic calculations. Unless you completely revamp the mathematics and reorganize everything you need to do, rebuild the language for describing the objects, you can’t go anywhere. It doesn’t do us any good to just throw a big matrix at some problem and say this is a linear problem, we can invert the matrix and do this or that – it doesn’t do anything.

The obstacles confronting us are actually much more monumental than they ever were, and they require the ability to build the language, to organize very complex objects, to organize them in a variety of geometries. I just described a minute ago the acoustics in this hall. That’s a problem that, say, twenty years ago nobody could calculate, and even now I doubt if there are more than maybe ten people in the world
who can actually calculate anything, because the object – you hear the echo and
everything – and the acoustics here are so complex that, unless you build a language –
you cannot use formulas, because formulas will not deal with that – unless you build
a new language to describe it, you are dead. So that’s one opportunity.

Similarly, by the way, if you go to the social sciences, or to, say, just documents, or
machine learning, or other fields of that sort, the language and the geometry to describe
the objects that you want to manipulate and their internal relations between them, all
of that is yet to be invented. We need people of the kind we had at the beginning, a
few of them we had last century, like Shannon, von Neumann, Benoît Mandelbrot,
who is here, who recognized certain geometries that people consistently ignored, all
of those are opportunities for mathematics, and that mathematics is pure, although
the opportunities and the challenges are coming from the outside world, but in the
past it has always been that the outside world was probably the most inspirational in
actually pushing us towards discovering structures.

It’s very nice to be motivated by internal ideas, but I don’t think one should be that
arrogant in thinking that we know everything that needs to be done – we should let the
world tell us. As I said, invention is really what’s needed. And that’s the crafting of
tools, and the people who craft the mathematical tools are people who are interested
by the tool and the applications – the test, if you wish, that the tool is effective. But
the people who build tools are mathematicians. They may be working, like Shannon,
as an engineer, but he built mathematics, and it is pure mathematics, no matter what
we say. In fact, it’s being used consistently everywhere in pure mathematics. Is
Probability an applied field? Of course not; it is motivated by application.

We see in various communities, like the machine learning community, the bio-
informatic community, the computer science community, we see emerging a variety
of methods which are mysterious, somewhat ad hoc, but extraordinarily successful.
The question really is: what are the underlying structures that enable us to assert that
certain methods will work or will not work, and what they are capable of achieving?
And what are the real deep structures underlying it – this is the job of the pure
mathematician.

Yuri Manin

I am certainly a pure mathematician, and what I would like to discuss here is the
implicit presupposition that lies at the base of our distinction between pure and applied
mathematics; namely that mathematics can tell us something about the external world,
that mathematics can be a cognitive tool, although it doesn’t look like a cognitive tool.
It doesn’t study anything specific in the surrounding world.

So in order to understand how mathematics is applied to the understanding of the
real world, it will be convenient for me to subdivide it into the following three modes of
functioning: model, theory and metaphor. A mathematical model describes a certain
range of phenomena, qualitatively or quantitatively, but feels uneasy pretending to
be something more. Probably one of the most successful early models is Ptolemy’s
model of epicycles describing planetary motions, about 150 years of our era, and one of the latest models which does call itself a model is the standard model describing the interaction of elementary particles, around 1960. Generally quantitative models cling to the observable reality by adjusting numerical values of sometimes dozens of free parameters – at least 20 in the standard model. And such models can be remarkably precise, and there are of course qualitative models offering insights into stability, instability, attractors, critical phenomena.

As an example, I quote a recent report which is dedicated to predicting a surge of homicides in Los Angeles. As a methodology it uses pattern recognition of infrequent events. Result: “We have found that the upward turn of the homicide rate is preceded within eleven months by a specific pattern of the crime statistics; both burglaries and assaults simultaneously escalate, while robberies and homicides decline. Both changes – the escalation and the decline – are not monotonic, but rather occur sporadically, each lasting some 2 to 6 months.”

Now the age of computers has seen the proliferation of models which are now produced on an industrial scale, so numerically, and very often used as black boxes with hidden computerized input procedures and oracular outputs prescribing behaviour of human users; for example, in financial transactions.

What distinguishes a mathematically formulated theory from a model is primarily its higher aspirations. A theory, so to speak, is an aristocratic model, or if you wish a model is a democratic theory. A modern physical theory – and also all physical theories – generally postulate that it would describe the world with absolute precision, if and only if the world consisted of some restricted variety of stuff, massive point particles obeying only the law of gravity – things like that. The recurring driving force in generating theories is a concept of reality beyond and above the material world; reality which may be grasped only by mathematical tools, from Plato’s solids to Galileo’s language of nature, to quantum superstrings.

A mathematical metaphor, when it aspires to be a cognitive tool, postulates that some complex range of phenomena might be compared to a mathematical construction. Probably the most known mathematical metaphor now is the artificial intelligence. We know very complex systems which are processing information because we have constructed them, and we are trying to compare them with the human brain, which we do not understand very well – we do not understand almost at all. So at the moment it is a very interesting mathematical metaphor, and what it allows us to do mostly is to sort of cut out our wrong assumptions. If we start comparing them with some very well-known reality, it turns out that they would not work.

My feeling is that mathematical metaphors… more often than not some models and theories also are used as mathematical metaphors, and as such they then contribute to changing our value systems, or at least influence our value systems. I am a little bit concerned about the proliferation of both mathematical models which are hidden inside computer hardware and software, and also I am concerned about the moral issues that are not often addressed too in discussing implications and in discussing the utility of mathematics for society.
Just to very briefly show you what I am concerned about, I will quote a recent sentence – two sentences, actually – from a recent book “Mathematics and War”. I think the sentences were written with bitter irony. “Mathematics can also be an indispensable tool. Thus when the effect of fragmentation bombs on human bodies was to be tested, but humanitarian concerns prohibited testing on pigs, mathematical simulation was put into place.”

Helmut Neunzert

Now you get a little bit of a contrast programme. After a meta-theory of applied mathematics, we go back down to Earth. Maybe that is the difference between a pure and an applied mathematician, and you see it now live. But I must say we are not drifting apart. With respect to Yuri Manin’s last sentence, I totally agree with him. But from the point of view, I would like to change a little bit our point of view now.

When I have spoken with people – Are pure and applied mathematics drifting apart? – some said. “Oh, this is this old question…” Some say “Yes”, some say “No”. I believe it is really the question of the department – if the people in each department like each other, then it’s fine. If they don’t, you have a drifting apart. But I would really like to change…. We always do as if mathematics would be the mathematics we do. We academic mathematicians are the world of mathematics. Are we really?

There is a second world, in my opinion. There’s a second world of mathematics, and in this second world of mathematics almost all our graduates live. Those people we educate; they are not in general entering our world of academic mathematics. They go somewhere else. They go into industry, banks, insurance companies, R&D departments. There is a second world of mathematics outside of our world, outside of academia – in industry. And this is what I would call mathematics as a technology. And we should all be very happy that mathematics has become a technology, as Ronald Coifman has already described. It is really, for us also – even if we are pure mathematicians – it helps us a lot. I will come to this point later.

This mathematics as a technology, this second world of mathematics, is it pure, or is it applied? Let me describe to you a little bit the results of a project I had together with a psychologist and a historian. It is nice for a mathematician to work with other people. It was a Volkswagen Foundation project, and we were trying to find out what happened to all the graduates in Germany, in mathematics, in 1998. This is eight years ago. These psychologists are unbelievable. They have really asked in questionnaires these people unbelievable questions. I would have never dared to ask “Are you planning to get children?” and “How is the relation between your profession and your family?”, and so on. But she did, and the people answered. And the question is: what have they done in the next eight years? What happened to them? Did their dreams, wishes, come true or not?

We had 3,000 graduates in Germany in 1998. That’s quite a lot. I think the number today is even higher. Mathematics is very attractive in Germany – you may ask why.
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And of this 3,000, 1,400 went into high schools, so they normally become high school teachers. The other ones — 1,600 — made their diploma (or nowadays, a Master); 600 of these 1,600 were willing to answer a questionnaire. This is a very good sample. We asked these people again in the following years — in 2001, 2003, 2006. And what happened? What came out?

First of all, of these 1,600 — if you take this as a sample — only 10% became academic people. They entered universities or research centres. So we speak always about this 10%, and we forget the other ones. 80% (10% disappeared somehow) work as software designers in R&D, in banks, in insurance, in consulting, and so on. Do they do mathematics? They don’t do much pure mathematics, I must say. I have asked 20 former PhD students of mine who work now in industry, and they were laughing and saying “Are you kidding me? If you ask us, do we do pure mathematics or applied, of course, we do not metaphors but models, and algorithms, if we do mathematics at all”.

Not all of them do real mathematics. So if I see it correctly, 25% of all our graduates are doing mathematics in industry. The rest have changed — they do management, they do something which is not really mathematics. Now compare 25% to the 10% who go into academia. I claim that the second world of mathematics is a little bit larger than the first world, and we should keep that in mind.

There was a citation in the German Mathematical Society News from a mathematician who works at IBM. He said we should not overestimate the value of mathematics in industry. It is the midwife but not the mother of innovation. But maybe it’s good to be a midwife, a very active midwife, which gives so many births to so many good innovations. So, you see what is the result; in this second world, at least as many people do mathematics as in the first world. But of course they do mainly applied mathematics. Now are these people drifting apart from pure mathematics? What would you say? There is this second world and the first world of pure mathematics — I don’t think they know whether they are drifting apart. They don’t see each other. It’s so far away. How many of this second world are at this conference? If I am very optimistic, I would say 10 (out of 4,000). So you see there is a real, big difference between this applied mathematics in industry and the pure mathematics happening here. And this, of course, is very, very bad. I think this is a damage for both worlds.

It’s a damage for the second world, for the world of mathematics in industry. Of course, there were some arguments already — we heard from Coifman and others — of course, we need more mathematics to make it better. It is not at all good in many things. In medicine, for example, we are totally missing good models which really describe the complex system of a body. So we would urgently need good mathematics which deals really with their problems. But are mathematicians really dealing with their problems? Yes, if they fit, in their own way. If not, I doubt it.

And for the first world, for our academic world, mathematics as a technology offers a lot. I think it offers new challenges — that was also already said. Many, many good problems come from this outer world. They add, certainly, public prestige. This second world adds money, if we have contacts with them, and it attracts students.
That’s not such a minor thing. I think really that both worlds need each other very urgently, but we have to do something. We in the first world have to have open minds. We have to go into industry and see their problems, to speak with them, to get in contact with them, so they know we care about them, and vice-versa – they would be interested in what we are doing.

**Peter Sarnak**

I speak as a pure mathematician. I have a very keen interest in mathematics broadly, so I have tried to follow most mathematical topics, and I’ve tried applied maths too – it is much more difficult. My main credentials here being that I was a double major in math and applied math and in fact I had a difficult time choosing between pure and applied math. My views, I think, are going to be a little extreme towards the pure math side, but I think that a good proportion of the people in the audience are on the pure side, so maybe I shall try that angle. As Helmut says, one’s views are highly influenced by one’s local daily interactions. What happens in your department, and the discussions you have with your colleagues impacts you, and you’ll see my views are impacted by my colleagues.

So firstly, are they (pure and applied math) drifting apart? Well, certainly we have to take into account this inflationary process of everything drifting apart, but even given that, it is my feeling that they are moving apart. I have been in mathematics for thirty years, and in this very short period my own experience is that it’s not exactly what it used to be thirty years ago, and I think one of the big impacts is the computer which has changed how we go about our business.

Is the drifting apart a problem? I think it is a problem, but not one that’s too serious. I think that math/applied math should evolve naturally like science, with good science surviving, and not such good science going away, and that is what should be allowed to happen here too. However, there are alarms, and we have heard a few suggestions, which sound very good. I will mention some alarms sounded by some of my younger colleagues, who I think we should definitely listen to.

Anyway, I’m going to take what may be a very controversial way of dealing with this question of whether they are drifting apart, by trying to see what is good math and what is good applied math, and if there is anything in common in fact between these two activities.

To give a formal definition of what pure math is would be very dangerous. I am sure I wouldn’t get out of the hall by the end! But without defining good mathematics – and I am talking here about pure mathematics – we can all recognize it when we see it, like a fox when it sees a rabbit. You can see something that is really good, exciting and cuts to the bottom of a problem. I think the key ingredients, the cycle of ingredients in mathematics are firstly insight, mathematical insights, which often become conjectures, theories, language – these are crucial. But to me, the Holy Grail of mathematics, and something we can never give up, is that of proof. To me, once there is no proof I am not sure it’s mathematics. At least, that is my take on it. That’s the difference between mathematics and any other science.
Given the exciting week we have had here, let me give Thurston’s geometrization conjecture as the epitome of this sort of good conjecture. It is a conjecture which when put forward immediately clarifies what one is looking for, as with all great conjectures – if they’re true, they’re great; of course, if it turned out to be false it would be much less interesting – but it appears to have turned out to be true. It’s a unifying conjecture. It clarifies the shapes of 3-dimensional topological spaces, and it was not something that was obvious, but something that was built up with many examples and theories that he developed in order to come to that conjecture. So conjecturing is, of course, a major part in our subject, but Thurston, in thinking about this – I have not spoken to him recently – but I think you could say he was driven internally rather than by applications, and it is a damn good conjecture, even if it is driven internally.

Many fields have such powerful conjectures that unify the theories. But in describing this cycle I am not only talking about these special great conjectures, or only about mathematics that is unique and comes once in a blue moon. So there’s that part of the cycle, which is conjecture, and then there is proof of the conjecture or more often proofs of approximations to the conjectures. As I have said before, and I will repeat, without proof, it’s not our subject. So we really need that part, and as it seems clear now with Thurston’s conjecture that Perelman has indeed proved it. This is as good as it gets. There have been other successes of this magnitude but we cannot judge all of mathematics by such high standards. This is what we strive for, and I think many people – young people – very strong people, go into math with such high aims in mind. Of course all of us except very few are disappointed, if our aims are so lofty.

I believe these central conjectures are what drive the subject. So we have a cycle of conjecture, theories built around the conjecture, solutions with good solutions generating good problems, and these develop further conjectures and further theories, and this cycle seems to repeat.

It looks – for someone from the outside – like a recipe for disaster, something completely internally driven. A recipe for a sterile subject. In fact, even within pure mathematics, subjects that are introspective, that interact with no other area, that only three experts in the world can talk to each other about (and one of them submits a paper to the Annals, and you get the second expert’s opinion, and it of course says that this is the best thing ever written, but you can’t get a third opinion) that’s a problem. And such subjects naturally shrink. I think that allowing their natural evolution is the best way to let these things run.

Having indicated that good pure mathematics might seem to be driven solely internally, I want to argue that it is not. In fact I would argue that pure mathematics needs other sciences as badly as they need mathematics.

Now we have heard that we need to develop more mathematical theories for more applications and that there is much demand for such. These are very important to make mathematics as active as it is, but we happen to be living in a golden era of pure mathematics, as is witnessed by the very striking successes that we have seen in
recent years. I don’t think such success can happen in a purely introspective world. Are we at this stage only because of the some special giants that have graced our field in recent times? I don’t think so; I think that we are impacted from the outside and often in subtle ways.

Let me continue with the Perelman example a little. To repeat what Hamilton said in his talk here last week. Perelman’s work depends heavily on Hamilton’s work, which in turn is based on Ricci flow, and as Hamilton explained, the Ricci flow was motivated to him by Einstein’s equations. In fact, the process he went through was the very process that Einstein went through in writing down his gravitational equations in equating the only invariant second order tensors that are around. So Hamilton when he was forming his Ricci flow equation, 25 years ago, and at that point everything was very experimental, relied on this thing that he knew about Einstein’s equations. This gave him a lot of confidence that he was on the right track. So this is a very – indirect, you might say – means of saying Physics impacted this particular programme, which on the face of it seems very internal. But it did give Hamilton the confidence to set off in the right direction and also as Perelman has indicated, his entropy idea which is one of his critical breakthroughs was inspired by a physics paper. I could give you many, many examples of similar things, where the input comes often from Physics, but also from other fields, for example Computer Science. Of course, in more complex applied math and engineering, such an impact is a little harder to see, but we do live in a world where we impact each other, and I don’t believe we are a closed cycle, and we do need the applied side.

Just on a sociological level let me tell you, based on my experience, how to tell the difference between a theoretical physicist and a pure mathematician (I am not sure where the applied mathematician fits here). A mathematician will come into your office and tell you how complicated what he is doing is “My proof is highly nontrivial it is a thousand pages long” It is a strange discipline where to convince someone of something you have to write or make use of thousands of pages of complex arguments. Probably it means that one hasn’t yet really understood the issue at hand. A Physicist comes into your office and he is always trying to tell you how simple and short what he is doing is and moreover it is universal and explains everything. He is lying because he is hiding 50 of more pages of calculations that he declares are trivial. This difference in presentation explains some of the difference in culture between these disciplines. The truth is somewhere in between. The idea that for something to be good it must be long and complicated is something that has evolved in certain quarters of mathematics, and it seems strange and wrong to me. In the end, we are always looking for the simple thing, and the real truth is somewhere in between these extreme views.

So my point is that while it is well recognized that science requires mathematics, progress in mathematics relies directly or indirectly on its applications and sub-areas of mathematics on their interaction with each other as well as with outside applications. When we turn to good applied math, I have very little right to talk, so I asked a few people for their opinions. But let me first take a completely extreme view. I
always remember this article by its title. This is an article by Halmos called 'Applied Mathematics is Bad Mathematics’. I did not read it until I was asked to be on this panel, at which point I thought “I wonder what he’s got to say?”. So I went and read it, and it is very entertaining. He is a good writer, but I think he is misguided. There are some bad points in the article, even if it is entertaining, and there are some interesting points. One bad point (in my opinion) is very relevant to what I am saying. He argues that mathematics can exist without applications – I am talking about applications generally, not just necessarily applied math but all other sciences. And he says mathematics can exist and will exist without applications, but the converse, he would argue, is false. I don’t agree with him at all. I think mathematics cannot exist and flourish without the applications. Even the most pure math would not be where it is today if it were not for the applications.

Now, if you look back far enough, if you talk about Leibniz or Newton, they are philosophers, mathematicians and applied mathematicians simultaneously. But today, with everything requiring people to be very specialized, it’s much harder to be universal. Even so, I strongly believe that the impact of applied math or applications is crucial to the development of math. Now I asked a colleague of mine, Weinan E, quite an opinionated young applied mathematician, and whose opinion I value, to give me a definition of what is good applied mathematics. He responded as follows: “It has to be relevant to application areas, whether the application area is in science, engineering, technology or industry”. That’s one thing he demands. The second thing – and this I found interesting – “It has to help in putting the relevant application area on a solid scientific foundation. This typically requires laying out the mathematical foundation”. So he is emphasizing this foundational aspect that the mathematician is supposed to do in another science. Then he added – and this worries me: “Personally I’m very worried that mathematics and applied mathematics are gradually drifting apart”, and he says this is particularly a worry in areas in which he works. He works in computational PDE, scientific computation.

Let me end here by saying there is obviously a common ground – and it was always the common ground for mathematics and anything else – and that is the search for those breakthrough ideas and insights. When I was young, I felt it was this common ground that made me feel there was no real difference between pure and applied mathematics. However, I am beginning to feel – and maybe I am just getting old – that there are differences. So as I said, in pure math, I cannot imagine mathematics without proof – or rather I cannot imagine it where proof is not important – where people say, well I do not even care about a proof. That would bother me. In applied math, the big issues or insights in the explanation of some phenomenon are central. It’s not clear to me that proof is valued so much in applications. I often go to a lecture and the person ends by saying, especially if it’s someone who has got a code or something: “My code works. Why do I need a proof that it works?” Well, it is a little hard to argue with something that works, that it requires a proof, although presumably in an ideal world the proof will give further insight, or an applied insight might lead to a proof. And that was the kind of ideal world that 25 years ago was
what I thought it was all about. But now I think this drifting apart is occurring, and I think you see this with the scientists involved, and I’m just an observer.

So let me end by saying that while it seems that the goals and the requirements of pure and applied math are diverging, even taking into account inflation, I think myself that evolution will take care of things. But I am quite concerned by the comments of Weinan E, and the comments of my fellow panellists, who also seem to be quite concerned (well, maybe not all of them – but some of them).

Contributions from the floor with answers by the panellists

John Neuberger opened the discussion by saying that pure and applied mathematics are drifting apart. “Mathematicians are badly needed in industry, but one should begin to connect with industry”, he said. He gave some practical suggestions, like knowing what students will be faced with, and then letting the teaching be influenced by this. For example, since most mathematical questions from industry are phrased in terms of computing, students need to understand about computing. In his opinion, fruitful consulting arrangements are not so easy to come by, but individual efforts to make some connections with industry would help to modify the imbalance. He felt suspicious of a bureaucratic solution trying to pair mathematicians to industry, although this is a possibility. Hard frontier scientific problems demand the abilities of pure mathematicians, and they become applied once they get involved in them.

László Lovász claimed he did not feel so much that these sides of mathematics are drifting apart. He said that “Maybe that’s because I grew up in a branch which was considered applied”. He considered his fields – discrete mathematics and graph theory – an area of pure mathematics which has good applications. However, he pointed out that applications of mathematics arise in many different ways. “In the programme of this congress one could find excellent examples. For instance, Professor Itô won the Gauss prize for work which he did by motivations that I would consider completely pure and internal mathematical motivations, and it became extremely important in very real life activities, like for stock option pricing. Another kind of application is where the mathematician looks at some phenomenon and begins to think about it – what kind of mathematical phenomena could mimic this, could help to understand this. This is like the Nevanlinna prize-winner Jon Kleinberg – how he was looking at the internet and how it relates to the eigenvalues of the corresponding matrix, or Shannon by looking at channels of communication came up with the fundamental ideas of information theory. And then there is also applied math, which Professor Neunzert was talking about”, answering direct questions from the real world. As another example, he mentioned Martin Grötschel’s lecture at the congress, describing where one actually has to produce applicable results. To ban any of these different types of research, or to consider any of these as inferior would be a very serious mistake. It is the intellectual content of the work that should matter, and not its particular form. All three are terribly important for us. The level of mathematics
that other scientists need varies very much, and sometimes such a simple thing as solving a quadratic equation could be extremely useful. And in other cases, of course, you really need very sophisticated and new mathematics. But he does not feel pure and applied mathematics are drifting apart, really. He concluded by saying that “in mathematical areas which are thriving, there is always a lot of exciting connections with applications and with areas that come from the real world”.

A participant from the floor, who introduced himself as a pure mathematician, was keen to have definitions and in particular one of an applied mathematician. He claimed not to be able to understand who was drifting from him. He asked whether people who are considered applied mathematicians should have a mathematical education.

Peter Sarnak responded: “One of the things that Weinan E was most concerned about was that people that he defines as doing applied math be educated mathematically in the traditional way. He felt this was really important. When he said he was very concerned, he in fact added that one of his concerns in this direction of education of students is that somehow the applied math community was not attracting the very best mathematically talented people. So I am just personally answering your question in connection with what he felt. I agree with you – who is drifting from who? That’s a good question, but I think there is a difference in what an applied mathematician does and what a pure mathematician does. Lovász mentioned Itô – he had a major impact on the world, but he was not motivated in what he was doing by applications. Most pure mathematicians feel they are working on problems purely because of trying to understand numbers, geometry, the theory of equations more deeply, but the application which we all hope will come – and if it wasn’t for that, it would not be that important a subject – but we do have a different way of going about things. Applied mathematics, I think, has to have applications in mind, and the style is very different. If you pick up a journal in pure mathematics, there is a theorem, there is a proof, or there is an attempt at making a certain kind of discussion. Many applied math or scientific journals you pick up, they are talking about a phenomenon, and there are pictures and phenomenology, which is all very interesting science, but we do things very differently. And I think that where these things surface is in your own department. So I would like to say that I agree with you, that we are all the same, but I think the way we go about things is very different”.

Martin Grötschel started by saying that he would like to address one issue that has been implicit in the previous discussion: psychology, or more precisely, the psychology of mathematical institutions. He said: “Often, pure and applied mathematicians are located in different buildings. Lennart Carleson, for instance, stated ‘in Sweden most departments which are applied have separate buildings’. This contributes considerably to the feeling of them and us. Many of us have lived alternating mathematical lives. I have been a pure mathematician for a while and now I am very applied, but I value both sides. One of the great experiences in my mathematical life was that, when I moved to TU Berlin, I noticed that there were no separate institutes of applied and pure mathematics – they were all together. Such an organization is actually something very precious, you can observe that people at TU Berlin – re-
search mathematicians and students, scientists from other disciplines – float between
the various areas, depending on their current interests, and the distinctions between
pure and applied vanish. I find this exchange extremely positive for all sides. This
will help keep the various parts of mathematics together. I believe that the process of
“cleaning” mathematics – which many universities went through in the last 50 years –
by driving certain areas from mathematics into applied mathematics, and from applied
mathematics into other institutions had really negative effects. If I look at the USA
situation, applied mathematics, by and large, is defined by “dealing with differential
equations”. The mathematical optimizers are mostly in industrial engineering or
management science departments, many discrete mathematicians belong to computer
science departments, statisticians are everywhere but rarely in mathematics, and so
on. Can one find really good arguments for such a distribution? What is the reason
for this? The current separation of pure and applied mathematics is not a “logical
consequence” of different ways of doing mathematics. An unbiased look at the histor-
ical development reveals that, in most cases, power games, financial considerations,
and personal conflicts within the mathematical community considerably contributed
to this effect. It is easier to separate people than solving conflicts. This has been
a bad evolution resulting in clustering processes which in turn have led to the psy-
chological situation we are faced with at present. It is my belief that we should try
to bring these separate groups/clusters back together. I think that the “institutional
unification” would resolve many of the issues we are discussing here. I believe that
the institutional and spatial separation contributes a lot to the feeling expressed here
by many that there are trenches between various parts of mathematics, in particular
between pure and applied.”

David Levermore thanked the panel for a very thoughtful discussion and com-
mented as follows. “I have a hat that is a pure hat and an applied hat, so if I can try
and speak for both sides of the issues. I think Martin raised a very important point –
institutionally what can we do? I think the issue is not so much we drift apart, I think
that criticism is valid because we do have control of this. I think the phenomenon has
to do with the expansion of human knowledge and endeavour, and that all disciplines
to some measure are confronted with this, in particular universities, but also all in-
stitutions, not just academic”. Then he mentioned some models growing in the USA
in response of what he termed balkanization: “One model that does exist in the US,
and is thriving in some institutions, is the development of centres – centres that focus
around maybe an application or an idea, that brings together people, a mathemati-
cal paradigm or an engineering paradigm, or whatever, to work together, learn from
each other and stimulate each other. Just, for example, the mathematics department
at Maryland is tied to a Norbert Wiener centre in applied harmonic analysis, which
involves pure mathematicians and engineers. We have a list of several institutes like
that. And I think that if we put our minds to it, we can overcome these sort of intel-
lectual barriers that separate us artificially, because ultimately I think the picture the
whole panel has painted is that this is a human endeavour and is really the right one,
and I look forward to a very good future”.
The moderator of the round table, John Ball, described something about his own experiences of applied mathematics. “I work in the calculus of variations, but also in its applications to materials, and I’ve written papers with electron microscopists. Now I believe in the value of theorems in applied mathematics, and I believe in the value of theorems for telling us when computer codes work. To me, it seems that the three elements of modelling, analysis and computation all feed on each other to improve what goes on. But I think there is an interesting process when you start working in a new area, a new scientific or some new application area, and something gets you interested in it and then you see that there is something mathematical and you learn a bit more about it, and at some point you have to have some confidence that you can offer something to this field. At the same time, you have not done a degree in the bio-sciences or materials or whatever subject it is, and so you have to somehow be humble and put in a lot of work to learn at least a little piece of this area so that you can break down these language barriers. I think that is a really exciting process, but to start with you may encounter some resistance from the people in the area, and one piece of advice I have is always to cut out the middleman – or woman – and talk directly to the person who is doing the experiments and try maybe to avoid some of the intervening theory”, he said.

The colleague who previously asked for a definition of an applied mathematician asked the panellists if they believe that an applied mathematician is a mathematician and if he or she should have the qualification of a mathematician.

Peter Sarnak: Well, my answer would definitely be “Yes”, but I think I’d better let some of the other people on the panel give their view of it.

Helmut Neunzert: Would you say “Yes” with respect to the question that he must have a mathematical qualification to be a mathematician?

Peter Sarnak: To a certain extent… he needs to know certain basics, absolutely.

Helmut Neunzert: How many mathematicians in this room do not have a mathematical education? I mean, I know many physicists who have become very good mathematicians later on. Would you not count them?

Ronald Coifman: If we follow Peter Sarnak here, he would tell you that anybody who can prove theorems qualifies, right? The only issue is: What do you mean by proving theorems? I know what you mean but I think you did not think about it enough. An applied mathematician would come up, say, with a computational algorithm, then the theorem involved in that algorithm is that he can by a certain scheme compute something to some precision. That’s a theorem, right? And the goal there is not to climb the Everest and prove some old conjectures or do something that will impress your colleagues. The goal is to achieve, to solve difficult problems, to find the tools to do it, and it’s really the intellectual challenge involved which maybe will qualify him as being a good mathematician or a good applied mathematician – I don’t think it makes any difference. It’s really the intellectual novelty and content that will allow you to think of the person as a mathematician. I think Shannon was an engineer, right? And there is no way you could say he was not a mathematician.
Robert Kohn found very reassuring that there was some difficulty in defining, in separating the applied mathematicians and the pure mathematicians. “I think that something that nobody took the time to do was to talk about how mathematicians pure and applied are really rather different in our mission, in our world view and in our functioning, from the other sciences. The most important thing here is not that we worry about creating separations between pure and applied mathematicians, or defining those two. It’s really more about making sure we don’t leave a big gap between mathematics on the one hand and other areas of science on the other. In the areas I work in, which tend mainly to be close to the physical sciences or finance, the mathematician’s job is to think about whether the algorithm really works, to think about what are the properties of this model, to solve problems, to look at whether opportunities have been missed by not bringing to bear the right set of tools, to develop new tools sometimes if they are called for in the application area. And there is nobody else out there who is going to do that if we don’t. Fortunately, I think that to a large extent we are not drifting apart. I disagree with many panel members, and I think that the talks at this meeting are the best possible proof of that”, he said.

Two participants asked whether there is some need to create a new type of mathematics and even a new type of science for investigation of the reality, as was suggested by the Russian mathematician Andrei Kolmogorov in the last years of his life. For example, to deal with self-references, self-organization, as one could find in biological systems.

Ronald Coifman answered: “It’s a terrific question. In terms of dealing with the kinds of mathematics that you need to deal with, say, biology or social sciences, or the more complex structures where every piece of information you measure is linked to the others. I think what seems to be emerging is something like what emerged in physics a long time ago, when Einstein decided that physics is geometry, and that you can describe the physical equations as basically the geometry of space-time, and later on in Yang–Mills and gauge field theories, somehow the physicists got to the point that the geometry encapsulates the relationship between all objects around us. I think we see this emerging in the analysis of actual data of various kinds, whether it’s data on the web where you can actually do a fast search by relating every unit of the web to each other and doing something on the global geometry of the web, in order to get the Google rank, or some others. It is a subtle and profound idea, possibly, and we see it happen in biology and neurology and everywhere else. It is a web of relations between objects which encapsulates their internal geometry or their content. That’s my view at the moment. I think it is just emerging”.

Jean Pierre Bourguignon, director of the Institut des Hautes Études Scientifiques in Bures-sur-Yvette, France, and a specialist in differential geometry and global analysis, stressed the need of conducting the discussion at three different levels to avoid further confusion. “Three levels need to be distinguished: the first one is really the science itself, and if you speak about the science itself, I think the terminology separating applied mathematics and mathematics is not a good one, as was pointed out already by some people. The second level concerns us as professionals; most of us are
really making a living by teaching, so it means that what happens to our students is something that should be of primary importance to us, and from that point of view I find the remarks by Professor Neunzert very adequate. That is, if so many of our graduates are really working in the world of technology, I think we, as professionals, need to know more than a little bit what will be our graduates’ environment. And the third level takes us as scientists, and because of the growing impact of science on society, we also have another role, namely to provide answers to problems posed by society at large. In this context, we are also asked to interact with other scientists, and more generally with people working in the world of technology. It seems to me that, depending on the level one considers, then the drifting that is the subject of the Round Table has to be measured by different means. It is certainly true that if one takes the first angle, I think there is no drift, because – and this congress provided a very good proof of it – we have ample evidence of the fantastic impact of new questions coming from technology on mathematical research. If one takes the second point of view, then the growing number of our graduates who work for companies, and therefore really using the skills we give them in a very applied way, forces us to get a better knowledge of these applications. And the third level raises the question of the way in which we can contribute to the scientific enterprise, that is more and more shaping the world, and shaping the world means good and bad things at the same time, but certainly new responsibilities – and that is probably the one in which the ethical dimension of our profession is very important –”, he said.

Anatole Joffe joined the discussion by pointing out that though the subject under discussion was far from new, the matter was still of great interest. Plutarch (Parallel Lives: Marcellus) in the context of Archimedes’ involvement with the defence of Syracuse, had already described the separation between mechanics (applied mathematics) and geometry (pure mathematics) which for Plato was the key to knowledge. He quoted Marc Kac who about forty years ago, mentioned that pure mathematics deals with deep questions in simple situations, while applied mathematics deals with simple questions in extremely complicated models. In Joffe’s opinion, it is very hard to find definitions which will please everybody. The distinction is more likely to be between the pure and the applied mathematician than between pure and applied mathematics. He argued that the pure mathematician is somebody whose motivation comes from inside the subject, while the applied mathematician answers questions asked by other scientists, in order to try to be useful to society. He recommended encouraging all mathematicians to be more receptive to dialogue with scholars of other fields.

Bernhelm Booss-Bavnbek spoke by referring to Harald Bohr and Hardy about the distinction between two phases in sciences: the extending and the consolidating phase. Clearly physics has been in a consolidating phase in the first half of the last century, after a previous period of extension with many new single results at the end of the 19th century. One could claim that mathematics in the first half of the last century still was in a phase of extension, and that what mathematics needed was a new phase of consolidation. Booss addressed Professor Manin asking him whether
he would agree with Peter Sarnak who said that we have had a golden period of about 30 years for pure mathematics, in Booss’ terms a phase of truly consolidation, where various fields in pure mathematics showed and proved to be interconnected. Could this be a good starting point to make real valuable contributions to other fields like biology, which in spite of the great achievements of Watson and Crick 50 years ago still is in this phenomenology? More concretely, if on the basis of these last 30 years of mathematics consolidation, there is a new impulse for mathematicians to do something towards contributing to consolidation in these more phenomenologically expanding sciences?

Yuri Manin answered: “Sarnak said the last 30 years were years of great consolidation and maturing of the mathematics of the 20th century. I’m less sure – I mean emotionally less sure – about how to characterize in such admittedly simplistic terms the development that is connected with computers, computer science and internet. Kolmogorov, whose name was mentioned here, introduced the notion of Kolmogorov complexity. Kolmogorov complexity, very roughly speaking, of a piece of information is the length of the shortest programme which can be then used to generate this piece of information. In this respect one can say that classical laws of physics – such fantastic laws as Newton’s law of gravity of Einstein’s equations – are extremely short programmes to generate a lot of descriptions of real physical world situations. I am not at all sure that Kolmogorov’s complexity of data that were uncovered by, say, genetics in the human genome project, or even modern cosmology data – I am not at all sure that their Kolmogorov complexity is sufficiently small that they can be really grasped by the human mind. One should be aware that if a certain large piece of information has very large Kolmogorov complexity, then we are bound not to understand it. We are bound to relegate the processing of this data to computers or computer nets, or whatever. And I have a very strong suspicion that this is a new situation in natural sciences, with which we really do not yet know how to cope. We produce technology, and it might happen that this technology is absolutely indispensable to deal with this data.

The discussion ended with a few words by the moderator, John Ball, who said that he wouldn’t dare summarize the discussion, very interesting though it had been. He thanked all those who had participated, Marta Sanz-Solé, who organized the round table, and especially the panel.
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“What was formerly begun by a single mastermind, we now must seek to accomplish by united efforts and cooperation”. The author of these prophetic words was Felix Klein, the distinguished German mathematician, and they were stated at the “World Congress” of mathematicians that took place, from the 21st to the 26th of August, as part of the 1893 Chicago World’s Columbian Exposition (Klein was one of the commissioners of the German university exhibit at the Exposition). Forty-five mathematicians attended that meeting, of which only four were foreigners: the Germans Klein and Eduard Study (the only ones who delivered lectures), the Austrian Norbert Hertz, and the Italian Bernard Paladini, although Charles Hermite, David Hilbert, Adolf Hurwitz, Hermann Minkowski, Max Noether, Salvatore Pincherle and Heinrich Weber supported the congress by submitting papers in absentia.¹

The leading role of Klein in promoting in the New World the spirit of international mathematical collaboration and interchanges (also, of course, German culture) is

clear. Indeed, after the adjournment of the Chicago congress, the Göttingen professor consented to hold a colloquium on mathematics with those members of the meeting which might wish to participate. The Northwestern University at Evanston, Illinois, tendered the use of rooms for such purpose, and there Klein lectured to 23 American mathematicians (Study was also present) from August 28 until September 9. Alfred Clebsch, Sophus Lie, the shape of algebraic curves and surfaces, the transcendency of the numbers $e$ and $\pi$, the solution of higher algebraic equations, hyperelliptic and Abelian functions, and the study of mathematics in Göttingen were among the persons and topics he treated.\(^2\)

Obviously, we cannot consider the Chicago meeting as the first international congress of mathematicians, but it certainly was the forerunner of those meetings, which began four years later in Zurich 1897, attended by less than 200 mathematicians (only 4 of them, by the way, women).

More than a century after Klein’s above cited statement, looking back from Madrid 2006 at what has happened in mathematics during all those years, we realise how wise the author of the “Erlangen Program” was. It is true that mathematics can still, perhaps more than any other scientific discipline, be practised with outstanding success in the solitude of a room, by an individual, by a “single mastermind”, but it is not less true that its scope has grown in such a way that it needs for its development and health, and very much so, “united efforts and cooperation”. That this is so is due not only, nor perhaps mainly, to the increasing difficulty of mathematical problems, but to the incredible widening of the range of fields in which mathematical expertise is needed: from aerodynamics and hydrodynamics to economics and meteorology, from architecture to ecology, not forgetting more traditional sites such as physics, or others that appeared during the XXth century, as, for instance, the design of computers. It is because of this, as well as because of the almost dramatic growth of the attendance to the International Congresses of Mathematicians, that in the title of my exposition appears the expression “From the private to the public.”

Before turning to the Zurich Congress, let me point out that mathematics was not the first scientific discipline to organise international meetings. Thus, chemists assembled in the famous 1860 Karlsruhe International Congress of Chemists (again, it was the idea of a German, Friedrich August Kekulé).\(^3\) However, that meeting was not followed by others; that is, there was not the continuity that would characterise the International Congresses of Mathematicians. In this sense, the mathematicians meetings opened a new era of international communication that was adopted by other scientific (and non-scientific) disciplines during the XXth century. (Physicists had to wait until 1911, with the Solvay Conseils, but even then their scope was very different, with only a handful of scientists being invited).

---

\(^2\)Klein’s lectures were published as: Felix Klein, *Lectures on Mathematics* (Macmillan, New York 1894; reprinted by AMS Chelsea, Providence 2000).

The first International Congress of Mathematicians: Zurich (1897)

The ideals of “united efforts and cooperation” which Klein stated in Chicago were taken up by Hermann Minkowski, then professor at the Zürich Polytechnikum, where he was teaching, among other students, Albert Einstein. In a letter dated November 17, 1896, he wrote to his friend David Hilbert (whom he joined a few years later in Göttingen): “It just occurred to me – for several days we have been meeting in regard to the international mathematical congress.” Indeed, an announcement of the proposed meeting was circulated at the beginning of the new year under the names of 22 mathematicians, eleven of which were from Zurich (one of them was C. F. Geiser, another of Einstein’s teachers at the Polytechnikum). “After considerable correspondence,” the announcement read, “the question of the place of holding the Congress has been decided in favour of Switzerland, as a country peculiarly adapted by situation, relation, and traditions of promoting international interests.”

The opening lecture of the congress was given by Henri Poincaré (“Sur les rapports de l’analyse pure et de la physique mathématique”), who, however, could not attend the meeting because of illness (a professor of the Polytechnikum, Jérôme Franel, read his contribution), while the closing one was delivered by Felix Klein (“Zur Frage des höheren mathematischen Unterrichts”). It was quite appropriate that Poincaré and Klein, who had spent years competing in mathematics research, were united in that historical First International Congress of Mathematicians. Only two other plenary lectures were delivered, by Adolf Hurwitz (Zurich) and Giuseppe Peano (Turin).

Paris (1900): Hilbert’s famous lecture

Some thought improper Poincaré’s lecture in Zurich, although posterity has given it a different status. David Hilbert considered whether he should reply to it when he thought about which topic to talk at the next congress, but Minkowski recommended him not to do so. Instead, he advised him in a letter of January 5, 1900, that it would be “most alluring… to attempt to look into the future, in other words, a characterisation of the problems to which the mathematicians should turn into the future. With this you might conceivably have people talking about your speech even decades from now. Of course, prophecy is indeed a difficult thing.” Hilbert followed his suggestion.

The Second International Congress of Mathematicians, held in Paris from August 6 to 12, 1900, with Charles Hermite as Président d’honneur and Poincaré as effective

---


President, could have been remembered for many things: perhaps for Poincaré’s new intervention, “Du rôle de l’intuition et de la logique en Mathématiques”; maybe, although not likely, for Vito Volterra’s lecture “Betti, Briosa, Casorati, trois analystes italiens et trois manières d’envisager les questions d’analyse” or Gösta Mittag-Leffler’s “Une page de la vie de Weierstrass”. Maybe even because of some of the short communications, H. Padé’s, “Aperçu sur les développements récents de la théorie des fractions continues”, or Jacques Hadamard’s “Sur les équations aux dérivées partielles à caractéristiques réelles”. However, as it is well known, that congress is remembered, even now, more than a century afterwards, for David Hilbert’s famous lecture “Mathematische Probleme.” Nevertheless, Hilbert’s presentation was not the opening lecture of the congress, such honour fell on the leading German historian of mathematics Moritz Cantor from Heidelberg, the author of the monumental Vorlesungen über Geschichte der Mathematik (Lectures on the History of Mathematics), the first volume of which appeared in 1880. Cantor’s lecture (delivered in French) was entitled “Sur l’historiographie des Mathématiques”, and was followed by the invited lecture of Volterra already mentioned. As a matter of fact, Hilbert’s contribution was only a communication at 9 o’clock in the morning of August 8, followed by two more. The session should have been presided by prince Roland Bonaparte, but Napoléon’s descendant did not appear – losing a unique occasion to be present, albeit in a secondary manner, in one of those rare occasions which could be called immortal, that his family had so much valued – and Moritz Cantor assumed the presidency. It is true that in the proceedings of the congress, Hilbert’s intervention appeared in the part of “Conférences” (plenary lectures), after Cantor’s and Volterra’s, but this was so because the editors recognised its importance once the text was received: “On trouvera plus loin,” we can read in the proceedings, “le développement de la Communication de M. Hilbert qui, en raison de sa grande importance, a été placée parmi les conférences.” Hilbert was well recognised by his French colleagues, but only to give him the presidency of the August 7 and 9 sessions. Indeed, we know from a letter that Poincaré wrote to his good friend, the Swedish Gösta Mittag-Leffler on November 22, 1900, that by then Hilbert’s text was not considered yet important or has not been received: “On va mettre sous presse,” Poincaré then wrote, “les Comptes Rendus des travaux du congrès des Mathématiciens; on commencerà naturellement par les conférences. Celles de MM. Cantor, Volterra et la mienne sont déjà composées.”

As to the closing session, it was occupied by the already mentioned lectures of Poincaré and Mittag-Leffler.

By the way, a Spaniard, Zoel García de Galdeano, from Zaragoza, presented a short (one page) communication, which was duly included in the proceedings: “Note

---

7David Hilbert, “Sur les problèmes futurs des mathématiques”, Compte Rendu du Deuxième Congrès International des Mathématiciens (Gauthier-Villars, Paris 1902), pp. 58–114. In a footnote it was stated that “L’original de la traduction a paru en allemand dans les Göttinger Nachrichten, 1900. M. Hilbert a fait ici quelques modifications à l’original au § 13 et quelques additions au § 14 et au § 23”.


The road from Zurich to Madrid

sur la critique mathématique”. He was one of the three Spaniards (among the 252 mathematicians) who attended the congress, the other two were Leonardo Torres Quevedo, the famous engineer, and José Rius y Casas, also from Zaragoza. Together with José Echegaray, García de Galdeano was the mathematician who did most to foster advanced mathematics in Spain during the XIXth century.

Among the many outstanding mathematicians participating in the meeting let us mention Émile Borel, Gaston Darboux, Ivar Fredholm, Jacques Hadamard, Tullio Levi-Civita, Hermann Minkowski, Paul Painlevé, Giuseppe Peano, Carl Runge and Giuseppe Veronese, as well as the physicists Joseph Larmor and Edmund Whittaker.

A final comment. Because of the historical importance of Hilbert’s talk, we tend to assume that the Paris Congress must have been recognised by Parisians as a special occasion at the time. Not so. As a matter of fact, it was one of some 200 conferences held in Paris that year in connection with the World Exhibition.

Heidelberg (1904), Klein’s Encyklopädie and Ludwig Prandtl

I shall report on two events of the third congress. One is the presentation of Felix Klein’s Encyklopädie der mathematischen Wissenschaften mit Einschluss ihrer Anwendungen (Encyclopaedia of mathematical sciences, including its applications), and the other is about one of the participants in the meeting, the applied mathematician and engineer Ludwig Prandtl, no one usually mentioned in the histories dealing with that congress. He was the world’s leading expert in aerodynamics, a man who was able to move with equal grace between engineering and applied mathematics. He embodied one of Felix Klein’s most dear ideals: the scholar who could promote at the same time both mathematics and an applied subject. In the words of Theodore von Kármán, another outstanding aerodynamics expert, “Perhaps what one must wonder at most in Prandtl’s scientific method, the direct connection of general, abstract theorems with experimental facts and practical applications, is pure, unadulterated Göttinger Tradition, which adapted by F. Klein in new form and to the demands of the technological century, has undergone a rejuvenation”. It is therefore not surprising that Klein succeeded (in 1904) in getting Prandtl to Göttingen as professor and as one of the two directors (the other was Carl Runge) of a brand new Institute for Applied Mathematics and Mechanics.

That Third International Congress of Mathematicians took place in Heidelberg, organized by Heinrich Weber and was attended by 336 persons, i.e. 107 more than at the previous meeting. The largest delegation was from Germany (173), followed by Russia (30), Austria-Hungary (25), France (24), United States (15), Denmark (13), Italy (12) and Switzerland (12). Only one Spaniard (again García de Galdeano) participated.

---

It was there that the first volume of one of Klein’s most ambitious mathematical enterprises, the monumental *Encyklopädie der mathematischen Wissenschaften*, which assembled all pure and applied mathematics (meaning not only “technological matters” but most physics branches) was presented. As a matter of fact, at the same time the first volume of the French version of the encyclopedia, the *Encyclopédie des sciences mathématiques*, was introduced. Its main editor, Jules Molk, from Nancy, was in charge of the presentation. As it is less known than its German counterpart, it might be of interest to quote some of Molk’s words at the presentation:12 “J’ai l’honneur de vous presenter le premier fascicule de l’édition française de l’Encyclopédie des sciences mathématiques. Cette édition française vient s’adjoindre à l’édition allemande de la même Encyclopédie. Ce n’est pas une simple traduction: c’est un exposé, fait par des mathematiciens de langue française, des articles contenus dans l’édition allemande ; ces articles son complétés, mis à jour ; le mode d’exposition est d’ailleurs entièrement conforme aux traditions françaises”.

It was at Heidelberg, too, that Ludwig Prandtl presented (as one of the eighty papers read) his most admired and enduring scientific contribution: the boundary-layer hypothesis (that a state of flow can be approximated by a wall zone of viscous influence and an outer zone of irrotational motion), which would later prove essential in the then small core of fundamental concepts constituting the theory of aerodynamics.13 Apparently, however, it “received only passing attention from the mathematicians who heard it”, according to the historians of hydraulics, Hunter Rouse and Simon Ince. Its significance, of course, was not lost on Klein.14

I mentioned before Cantor’s *Vorlesungen über Geschichte der Mathematik* and said that the first volume had been published in 1880. The second appeared in 1893, and the third in several parts between 1894 and 1898. These volumes covered the history of mathematics from its beginnings up to 1758. It was at the Heidelberg Congress that a fourth volume was planned that would go up to 1799. This volume was published in 1908, written by nine historians of mathematics, with Cantor as editor-in-chief. We may therefore say that the International Congresses of Mathematicians also form part of the historiography of mathematics, or, to express it differently, to the history of the history of mathematics.


---

Rome (1908), Volterra’s reign

The Fourth International Congress convened in the spring of 1908 in Rome, a fitting tribute to the Italian mathematics eminence. Departing from the tradition of previous congresses, the Italians doubled the number of plenary addresses. Hilbert and Klein were invited but they had to decline. Darboux and Veronese were among the speakers. So was Poincaré, but, again, he felt ill and could not deliver his lecture (it was read by Gaston Darboux, who also was in charge of one of the general lectures, “Les origines, les méthodes et les problèmes de la Géométrie infinitésimale”). It was the last time that Poincaré was to attend one of these meetings: he died a few weeks before the next one was inaugurated.

The opening address was entrusted to Vito Volterra, who spoke about “Le Matematiche in Italia nella seconda metà del Secolo XIX.” The other main speakers were Walther von Dyck, Andrew R. Forsyth, Gösta Mittag-Leffler, the American astronomer Simon Newcomb, Émile Picard, Giuseppe Veronese, and the physicist Hendrik A. Lorentz, who tackled a fundamental problem which would play a central role in the origins of quantum physics: “Le partage de l’énergie entre la matière pondérable et l’éther.” Almost nine years after Max Planck had introduced his radiation law as well as the quanta, Lorentz told his Rome audience how uncertain the situation still was:

“… si l’on compare la théorie de Planck et celle de Jeans, on trouve qu’elles ont toutes les deux leurs mérites et leurs défauts. La théorie de Planck est la seule qui nous ait donné une formule conforme aux résultats des expériences, mais nous ne pouvons l’adopter qu’à condition de rester profondément nos idées fondamentales sur les phénomènes électromagnétiques… La théorie de Jeans, au contraire, nous oblige à attribuer à un hasard pour le moment inexplicable l’accord entre les observations et les lois de Boltzmann et de Wien.”

Almost as many of the papers were presented in French (51) as in Italian (53). Max Noether, the noted algebraist, brought his daughter Emmy as a guest. I must confess that I have a special predilection for Emmy Noether. Not only because of all the difficulties she suffered during her life – just because she was a woman, a female mathematician in a men’s world – but also for her “Noether’s theorems”, which relate symmetries to conservation laws. Despite of Hilbert, Klein and Hermann Weyl’s support – and of Einstein’s – Noether never could get an official, not to say permanent, position in Göttingen. When in January 1933 Hitler assumed the power in Germany, she had to abandon her country, and travelled to the United States, to the Mathematics
Department at Bryn Mawr College, a women’s college that offered her the hope of a new life. Alas, she died soon, as a consequence of a surgical operation she underwent in April 1935. She was only 52 years old.

**Cambridge, 1912, the heritage of the Mathematical Tripos**

The Fifth International Congress took place at Cambridge in Great Britain (August 22–28, 1912). It was attended by 574 mathematicians. Lord Rayleigh was the Honorary President and Sir George H. Darwin the effective President, as president of the Cambridge Philosophical Society, which was the institution responsible for the organization of the event. A physicist the first and a geophysicist the second, both were products of the Mathematical Tripos, the educational system that reigned supreme in Cambridge since the eighteenth century. Unfortunately, I have no time here to explain this system that favoured more the development of mathematical physics than of mathematics in Britain; I will only say that its emphasis was on applied mathematics, and that many of the most distinguished British physicists, as well, of course, of mathematicians, were products of the Tripos, among them George Gabriel Stokes (1841), Arthur Cayley (1842), William Thomson (Lord Kelvin) (1845), Peter Tait (1852), Edward Routh (1854), James Clerk Maxwell (1854), John Henry Poynting (1876), Joseph Larmor (1880), Joseph J. Thomson (1880), Bertrand Russell (1893), Edmund Whittaker (1895), James Jeans (1898), Godfrey Harold Hardy (1898), James Chadwick (1900), Arthur Eddington (1904) and John Edensor Littlewood (1905). In general, physicists did better than mathematicians in the Tripos, due to its applied character.

Probably in no other congress, before or afterwards, pure and applied mathematics mixed up more. If we look, for instance, at the plenary lectures, we find that of the eight delivered, half of them were dedicated to applied mathematics: Ernest W. Brown (“Periodicities in the solar system”), Prince B. Galitzin (“The principles of instrumental seismology”), Joseph Larmor (“The Dynamics of Radiation”), and W. H. White (“The place of Mathematics in Engineering Practice”). The remaining four were given by Maxime Bôcher, Émile Borel, Federigo Enriques and Edmund Landau, all “pure” mathematicians. As to the sections, they were dedicated to: “Arithmetic, Algebra, Analysis,” “Geometry,” “Mechanics, Physical Mathematics, Astronomy” (with 25 communications presented by scientists like Max Abraham, Peter Paul Ewald, Horace Lamb, A. E. H. Love, Ludwig Silberstein, Marian von Smoluchowski, J. J. Thomson, and the Spanish Esteban Terradas, who spoke, in French, “Sur le mouvement d’un fil”), and, finally, the sections “Economics, Actuarial Science, Statistics,” and “Philosophy, History, Didactics.”

18Rayleigh (J. W. Strutt) was senior wrangler in 1865, and George Darwin second wrangler in 1868.
19The year in brackets is the year of graduation.
As I said before, Poincaré had died when the congress began. At the opening session, G. H. Darwin remembered him with the following words:\[21\]

“Up to a few weeks ago there was one man who alone of all mathematicians might have occupied the place which I hold without misgivings as to his fitness; I mean Henri Poincaré. It was at Rome just four years ago that the first dark shadow fell on us of that illness which has now terminated so fatally. You all remember the dismay which fell on us when the word was passed from man to man ‘Poincaré is ill.’ We had hoped that we might again have heard from his mouth some such luminous address as that which he gave at Rome; but it was not to be, and the loss of France in his death affects the whole world.”

Before remembering Poincaré, Darwin had said something which I also wish to quote:\[22\] “The Science of Mathematics is now so wide and is already so much specialised that it may be doubted whether there exists to-day any man fully competent to understand mathematical research in all its many diverse branches. I, at least, feel how profoundly ill-equipped I am to represent our Society as regards all that vast field of knowledge which we classify as pure mathematics. I must tell you frankly that when I gaze on some of the papers written by men in this room I feel myself much in the same position as if they were written in Sanskrit”.

Perhaps these words of a man like George Darwin, a second wrangler in the Tripos, by no means a mathematical ignorant, might console some – or many – of us when we look now upon the titles of the present congress.

Immediately after his confession, Darwin went on to proudly add:

“But if there is any place in the world in which so one-sided a President of the body which has the honour to bid you welcome is not wholly out of place it is perhaps Cambridge. It is true that there have been in the past at Cambridge great pure mathematicians such as Cayley and Sylvester, but we surely may claim without undue boasting that our University has played a conspicuous part in the advance of applied mathematics. Newton was a glory of all mankind, yet we Cambridge men are proud that fate ordained that he should have been Lucasian Professor here. But as regards the part played by Cambridge I refer rather to the men of the last hundred years, such as Airy, Adams, Maxwell, Stokes, Kelvin, and other lesser lights, who have marked out the lines of research in applied mathematics as studied in this University. Then too there are others such as our Chancellor, Lord Rayleigh, who are happily still with us.”


\[22\] Ibid., pp. 33–34.
Mathematics and politics: Strasbourg (1920), Toronto (1924), Bologna (1928)

Two years after the Cambridge Congress, the Great War, later called World War I, broke out, and the mathematical congresses suffered from that. Not only there were no meetings until 1920, but the consequences of the war affected the mathematical community for years.

The 1920 congress should have taken place in Stockholm, the site elected in Cambridge for the 1916 meeting, but politics interfered and Strasbourg, which had been annexed by the Germans after the Franco–Prussian war of 1870–1871 and reclaimed by the French at the Treaty of Versailles along with the rest of Alsace and Lorraine, took its place. It was, of course, a demonstration of political power – and revenge – by the victors of the war. Moreover, German mathematicians were not invited. Some, as Hardy, Littlewood or Mittag-Leffler objected, but to no avail. In his address for the closing ceremony, Émile Picard, who presided with Camille Jordan as Honorary President, stated:23

“En ce qui regarde spécialement notre Congrès, nous n’avons jamais dissimulé que nous entendions lui donner une signification particulière, en le réunissant à Strasbourg. Aussi avons-nous été extrêmement touchés de l’empressement avec lequel nos amis étrangers ont répondu à notre appel... Des liens plus intimes ont été formés, qui resteront précieux. Nous continuerons ainsi, entre peuples amis, nos travaux scientifiques, apportant dans cette collaboration nos qualités diverses, sans qu’aucun prétende exercer une insupportable hégémonie et sans nous soucier de certaines menaces, qu’avec une impudeur qui ne nous étonne pas, on a osé proférer.

Quant à certaines relations, qui ont été rompues par la tragédie de ces dernières années, nos successeurs verront si un temps suffisamment long et un repentir sincère pourront permettre de les reprendre un jour, et si ceux qui se sont exclus du concert des nations civilisées sont dignes d’y rentrer. Pour nous, trop proches des événements, nous faisons encore nôtre la belle parole prononcée pendant la guerre par le cardinal Mercier, que, pardonner à certains crimes, c’est s’en faire le complice.”

Mathematicians from 27 countries attended the congress, which was held from September 22 to September 30. Not surprising, the great majority (82 per cent) of the talks were in French and just 17 per cent were given in English. Only one speaker – Rudolf Fueter, from Zurich – lectured in German. One of the American participants of the congress was Norbert Wiener, who attended as MIT’s representative and presented a paper on Brownian motion. It was his first International Congress of

---

Mathematicians.

Toronto 1924, followed (it should have been New York, but in April 1922 the Americans withdrew – for reasons not stated in their Bulletin – in favour of the Canadian city). Again, no Germans were present. The plenary lecturers were Leonard Dickson, Joseph Larmor, Niels Nörlund, Charles de la Vallée-Poussin, and Vito Volterra.

A German delegation of 67 mathematicians, headed by Hilbert, attended the next congress, Bologna 1928, ten years after the end of the war. Not all the German mathematicians were in favour of that decision. One group opposed it. Its leader was Ludwig Bieberbach, who when Hitler assumed power in 1933 propagated a Deutsche Mathematik; that is, a mathematics free from the “Jewish spirit,” whatever that might had meant, and, of course, from mathematicians of Jewish origin. There is, however, a fact we must not forget: Italy was then Mussolini’s Italy, the future ally of Hitler’s Germany. As a matter of fact, when we look over the Atti (proceedings) of the congress, we find that the Comitato d’onore was presided by “S. E. Cav. Benito Mussolini, Capo del Governo”. Among the other members of the committee were T. Tittoni, Presidente del Senato, A. Casertano, Presidente della Camera dei Deputati, A. Turati, Segretario del Partito Fascista, and P. Badoglio, Maresciallo d’Italia, Capo di Stato Maggiore Generale.

Constance Reid, Hilbert’s biographer, described what happened during the opening ceremony. I will use her words:24

“At the opening session, as the Germans came into an international meeting for the first time since the war, the delegates saw a familiar figure, more frail than they remembered, marching at their head. For a few minutes there was not a sound in the hall. Then, spontaneously, every person present rose and applauded.

‘It makes me very happy,’ Hilbert told them in the familiar accent, ‘that after a long, hard time all the mathematicians of the world are represented here. This is as it should be and as it must be for the prosperity of our beloved science.

‘Let us consider that we as mathematicians stand on the highest pinnacle of the cultivation of the exact sciences. We have no other choice than to assume this highest place, because all limits, especially national ones, are contrary to the nature of mathematics. It is a complete misunderstanding of our science to construct differences according to peoples and races, and the reasons for which this has been done are very shabby ones.

‘Mathematics knows no races… For mathematics, the whole cultural world is a single country.’”

This is the sort of words we must remember, the jewels of history. They are as valid today as they were when Hilbert pronounced them, and we can very easily understand the emotion they aroused in the people that heard them.

---

24Constance Reid, Hilbert (Springer-Verlag, Berlin 1970), p. 188.
In the paper he read in Bologna, Hilbert considered a very important problem, the so-called Entscheidungsproblem, or “decision problem”: to show whether there exists an algorithm for deciding if a mathematical proposition is a logical consequence of others. He had already considered it in his 1900 Paris lecture as part of problem number 2 (“the compatibility of the arithmetic axioms”). This line of research would culminate in the works of Alonzo Church, Alan Turing and Kurt Gödel.


Zurich (1932): A woman plenary lecturer

I mentioned before Emmy Noether and the problems she had because of being a woman. The International Congresses of Mathematicians treated her better than the authorities of her country; in particular the 1932 International Congress of Mathematicians, held in September in Zurich again (there will be a third time, in 1994). She delivered one of the plenary lectures, the first woman to achieve such honour in the history of the congresses. On September 7, she spoke on “Hyperkomplexe Systeme in ihren Beziehungen zur kommutativen Algebra und zur Zahlentheorie” (“Hypercomplex systems in their relations to commutative algebra and to number theory”).

---

25 It is interesting what D. J. Albers, G. L. Alexanderson and C. Reid (International Mathematical Congresses. An Illustrated History, 1893–1986, op. cit., p. 23) wrote concerning the presence of women at the congresses of mathematicians: “Since the World Congress held in Chicago, women mathematicians had been in attendance at all but one of the international congresses. At Zurich in 1897, however, they were listed under ‘Damen,’ which classification consisted otherwise of the wives and daughters of the attending mathematicians. Attendance of women mathematicians through the second Zurich congress was as follows: Chicago, 3; Zurich, 4; Paris, 6; Heidelberg, 0; Rome, 19; Cambridge, 37; Strasbourg, 6; Toronto, 25; Bologna, 69; and Zurich, 35 (total congress attendance having declined).”

26 As a proof that tensions were not absent in the mathematical community, we have that a year later, and referring to this talk, George Birkhoff accused Noether of intentional ignorance of Anglo-American scientists. Maria Georgiadou, Constantin Carathéodory. Mathematics and Politics in Turbulent Times (Springer-Verlag, Berlin 2004), p. 272.
247 official delegates and 420 participants attended this congress. It was presided by Karl Rudolf Fueter, professor at the Zurich University, which, together with the Polytechnic (or Federal Institute of Technology), sponsored the meeting. After Fueter’s opening speech, Constantin Carathéodory delivered the lecture “Über die analytischen Abbildungen von mehrdimensionalen Räumen” (“On analytic mappings of multidimensional spaces”).

Together with Noether and Carathéodory, and among others, plenary lecturers were: James Alexander (who spoke about “Some problems in topology”), Ludwig Bieberbach (“Operationsbereiche von Funktionen”), Harald Bohr (“Fastperiodische Funktionen einer komplexen Veränderlichen”), Élie Cartan (“Les espaces riemanniens symétriques”), Gaston Julia (“Essai sur le développement de la théorie des fonctions de variables complexes”), Karl Menger (“Neuere Methoden und Probleme der Geometrie”), Marston Morse (“The calculus of variations in the large”), as well as the physicist Wolfgang Pauli, professor at Zurich, who spoke about the “Mathematische Methoden der Quantenmechanik.” Also present, although no plenary lecturers, were Edmund Landau, Hermann Weyl, Richard Courant, and the splendid mathematician and unforgettable author of *A Mathematician’s Apology* (1940), Godfrey Hardy. By the way, according to George Pólya, Landau claimed that he went to Zurich to play bridge with Hardy. I do not know if they played, but Landau must have been a difficult adversary: he was a very rich person, a millionaire.27

It was in Zurich 1932 that it was announced a bequest from the will of the Canadian John Charles Fields (1863–1932), who as a mathematician had cultivated the theory of algebraic functions and algebra. Fields died on August 8, 1932, just one month before the congress opened, but he had been working on the establishment of a prize for mathematicians. His friend, the mathematician and physicist John Lighton Synge (who had worked with Fields on the organization of the 1924 Toronto Congress) presented the proposal to the executive committee of the Zurich Congress. According to Michael Monastyrsky, the “session of the ad hoc committee that considered the question of the prize was stormy. Not all the members of the committee supported the establishment of a prize. In particular Oswald Veblen spoke against it, perhaps motivated by the thesis that the study of science is its own reward, so the researcher has no need of additional encouragement. Nevertheless, most of the committee members favoured Fields’ proposal. At the plenary session of the congress, the question was finally decided in the affirmative.”28

Oslo (1936). The first Fields medals

The next congress was held in Oslo. It can be remembered mainly for two facts. The first is that since 1933 Germany was already Hitler’s Germany, and some of the

---

best German mathematicians had fled their native country. Hermann Weyl, Richard Courant, Felix Bernstein, and Emmy Noether were no longer in Göttingen, nor were the young Privatdozenten Paul Bernays, Hans Lewy and Otto Neugebauer, who lost their venia legendi. Also Richard von Mises (he went first to Turkey, and afterwards to the United States) and Kurt Gödel left Germany. Edmund Landau had lost his chair, although he did not live to see the worst (he died in 1938). The cases of Felix Hausdorff and Otto Blumenthal were worse. Hausdorff stayed in Germany, but in January 1942, when he learnt that he was going to be interned in a concentration camp, he committed suicide. Blumenthal left Germany for Holland, but when this country was taken by the Germans, he was interned and died in a camp.

Italian mathematics also suffered. Between July and November 1938, Benito Mussolini introduced racial laws that led to the removal of many mathematicians from their university positions, because of their Jewish origins. This concerned, among others, Guido Ascoli, Federigo Enriques, Gino Fano, Beppo Levi and Tullio Levi-Civita. Most of them had attended the Bologna congress in 1928 presided by the Duce.

The second event at the Oslo Congress that deserves to be remembered is that it was there that the first Fields medals were awarded. They were given to Lars Ahlfors (then 29 years old) and to Jesse Douglas (39), for their work in complex analysis and the solution of the Plateau’s problem (i.e., the theory of minimal surfaces), respectively.29 By the way, Ahlfors only learnt that he was the winner on the eve of the ceremony and was officially notified one hour before the congress opened. Such secrecy apparently resulted in Douglas, the other winner, not coming to the congress at all.30

In Oslo, it was decided that the next congress would be celebrated in America, at Harvard University, Cambridge, Massachusetts, in 1940, organised by the American Mathematical Society. Still in June 1939, advertisements appeared in journals announcing its celebration, due to be from September 4th to 12th. The provisional program included sections on: I. Algebra and number theory; II. Analysis; III. Geometry; IV. Probability calculus and economy; V. Mathematical physics and applied mathematics; VI. Logic, philosophy, history and didactics.31 It took place there, but ten years later, in 1950.

Cambridge, Mass. (1950), the Fields medal to Laurent Schwartz and the road toward mathematical purity

Indeed, the first post-war International Congress of Mathematicians was held in 1950 in the US Cambridge (Massachusetts). Many things had changed since the times of the mathematics congress associated with the Chicago 1893 World’s Fair: no longer,
for instance, were American mathematicians so dependent on European mathematics as it had been then.

The proceedings of the Cambridge congress provide us with a rather good idea of the new and now enlarged space occupied by the discipline. Mathematicians whose wartime activities had enriched their disciplines – such as John von Neumann (theory of shock waves), Norbert Wiener (theory of statistics of prediction), Claude Shannon (information theory) and Abraham Wald (statistics) – were invited to present their latest results alongside speakers on pure mathematics – Oscar Zariski (algebraic varieties), André Weil (algebraic geometry), Henri Cartan (theory of analytic manifolds), Witold Hurewicz (homotopy), Claude Chevalley (algebraic groups) – whose work belonged to the tradition of the most prestigious mathematical sub-disciplines. It was, probably, the last occasion in which that happened. In the next congresses, “a clean ‘take-over of power’ by structural Hilbertian mathematicians”, using Amy Dahan Dalmedico’s words, took place. The number of sessions on, for example, algebra, algebraic geometry, and algebraic topology increased from congress to congress, while the number of sessions dedicated to mathematical physics, statistics and applied branches fell regularly. Large parts of classical analysis and differential equations were going to be considered for some time as more or less exhausted of interest. The interaction between mathematics and the social sciences almost disappeared from international congresses, at least until more recent congresses. Of the 21 Fields medals awarded between 1950 and 1978, four were for number theory – Atle Selberg (1950), Klaus Roth (1958), Alan Baker (1970), Enrico Bombieri (1974) – seven for algebraic geometry, five for differential topology and algebra, while only three were for analysis (Laurent Schwartz (1950), Lars Hörmander (1962), Charles Fefferman (1978)), and there were none for probability theory. The domain associated with partial differential equations was only given the medal in 1994 (Jean-Christophe Yoccoz). I think that this trend has begun to change a bit recently, with the new development of applied mathematics helped by computers, but it is too early to judge. Perhaps significant in this context is the Fields medal awarded in 1990 to Edward Witten, a man formally educated as a physicist and interested essentially in physics problems (string theories, mainly). “In honouring him,” wrote Monastyrsky, “the mathematical community was recognizing the exceptional importance of the penetration of physical ideas and methods into modern mathematics. Recent papers of medallists Jones and Drinfel’d also concern to a degree mathematical physics, or, from a different point of view, physical mathematics.”

The Fields medals are now well known throughout the world. This was not so, however, in the beginning, a development which, in accord with the title of this article, reflects the road from the private to the public. The case of Laurent Schwartz, the analyst who received the prize for his work in the theory of generalized functions (distributions), is a good example of this.

---

33 M. Monastyrsky, Modern Mathematics in the Light of the Fields Medals, op. cit., p. 105.
Schwartz received the Fields medal at the 1950 Cambridge congress (the other Fields medallist was Atle Selberg, honoured for his work in number theory, more specifically on the zeros of the Riemann zeta function and for developing an extraordinarily efficient method of estimating the distribution of primes). It is interesting to recall that Schwartz had problems to enter the United States: he was a former Trotskyist and decided leftist, and so he was denied a visa. It was thanks to the efforts of the American Mathematical Society, which pleaded his cause with president Truman, so that he got his visa some months before the meeting. Jacques Hadamard, then 85 years old, who was not a Communist but had visited the Soviet Union several times and who was one of the Honorary Presidents, was also denied a visa. His case was solved only five days before the opening of the congress.

It was the second time that the medals were awarded, since, as I said, there had been no congresses since 1936, due to World War II. In his autobiography, Schwartz remembered the events connected with his medal.34 “During the summer of 1949, Marie-Hélène [his wife] sent me to Canada a letter that informed me that I will receive the Fields medal at the next International Congress of Mathematicians, that was to be held in the summer of 1950. I did not know at all what that was [j’ignorais absolument ce que c’était]. I was to receive a gold medal, together with 500 Canadian dollars (six thousand francs), given to two mathematicians every four years, during an international congress, for my works on the distributions. The letter gave me all the necessary explications, pointing out everything would be confidential until the day of the Cambridge, Massachusetts, Congress”. And Schwartz added: “The recompense was equivalent to less than two months of my monthly salary”.

Thus, we have that this now very much valued medals, which today receive world attention when they are presented, were a much humble award at first. A long road has been covered to go from the private to the public.

**Following the road: from Amsterdam (1954) to Madrid (2006)**

After Cambridge, other congresses came, always with an increasing number of audiences. Amsterdam (1954), Edinburgh (1958), Stockholm (1962), Moscow (1966), Nice (1970), Vancouver (1974), Helsinki (1978), Warsaw (1983; the one-year delay was due to political reasons), Berkeley (1986), Kyoto (1990), Zurich (1994), Berlin (1998), Beijing (2002), and the last one, for the time being, Madrid (2006). It would be not just difficult but certainly impossible to cover all of them in a single lecture. In Edinburgh, 1958, for instance, the number of one-hour lectures by invitation of the organizing committee was already 19, with speakers such as Aleksandr Aleksandrov, Aleksei Bogolyubov, Henri Cartan, Claude Chevalley, Cornelius Lancos, Lev Pontryagyn, Stephen Kleene, René Thom, George Temple, and the physicist George Uhlenbeck.35

---

Perhaps I should remember the Moscow 1966 Congress. More than 4300 attended it from 54 countries, including delegations from Cuba, North Korea and North Vietnam, and more than a dozen others from Latin American, African and Asian countries. Of course, politics melt there quite clearly with mathematics, but anyhow it was an important occasion. A special stamp was issued to commemorate the Congress, the same that happened in 1978, when Finland issued another to mark the Helsinki Congress, and as has again happened in Spain 2006. And what is more public than a stamp? Another demonstration of the road that has taken the international community of mathematicians from the private to the public.
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