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Algorithmic randomness and computability

Rod Downey

Abstract. We examine some recent work which has made significant progress in out under-
standing of algorithmic randomness, relative algorithmic randomness and their relationship with
algorithmic computability and relative algorithmic computability.

Mathematics Subject Classification (2000). Primary 68Q30, 68Q15, 03D15, 03D25, 03D28,
03D30.

Keywords. Kolmogorov complexity, computability, degrees of unsolvability, prefix-free com-
plexity, lowness, incompressibility, martingales, computably enumerable.

1. Introduction

In the last few years we have seen some very exciting progress in our understanding
of algorithmic randomness and its relationship with computability and complexity.
These results have centered around a programme which attempts to answer questions
of the following form: when is one real more random than another? How should
this be measured? How would such measures of calibration relate to other measures
of complexity of reals, such as the traditional measures of relative complexity like
Turing degrees, which measure relative computability? These investigations have
revealed deep and hitherto unexpected properties of randomness, anti-randomness and
algorithmic complexity, as well as pointing at analogs in other areas, and answering
questions from apparently completely unrelated areas.

In this paper I will attempt to give a brief (and biased) overview of some of the more
recent highlights. I apologize for ignoring important work relating the collection of
random strings with complexity theory such as [1], [2], and work on randomness for
computably enumerable sets such as Kummer [48], [49], and Muchnik and Positelsky
[71], purely for space reasons. This overview will be too short to give a complete
account of the all of the progress. For a fuller picture, I refer the reader to the long sur-
veys of Downey, Hirschfeldt, Nies and Terwijn [28], Downey [16], [15], [17], Terwijn
[96] and the upcoming monographs Downey and Hirschfeldt [22]1, and Nies [77].

We will look at various methods of calibration by initial segment complexity such
as those introduced by Solovay [89], Downey, Hirschfeldt, and Nies [26], Downey,

1Available in prelimininary form at www.mcs.vuw.ac.nz/~downey.
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2 Rod Downey

Hirschfeldt, and LaForte [23], Downey [16], as well as other methods such as low-
ness notions of Kučera and Terwijn [47], Terwijn and Zambella [97], Nies [75], [76],
Downey, Griffiths and Reid [21], and methods such as higher level randomness no-
tions going back to the work of Kurtz [50], Kautz [38], and Solovay [89], and other
calibrations of randomness based on changing definitions along the lines of Schnorr,
computable, s-randomness, etc. Particularly fascinating is the recent work on low-
ness, which began with Downey, Hirschfeldt, Nies and Stephan, and developed in a
series of deep papers by Nies [75], [76] and his co-authors.

2. Preliminaries

Since most of our results are concerned with effectiveness/computability, we as-
sume that the reader is familiar with the basic facts concerning computability the-
ory/recursion theory. Thus, we will regard countable sets as effectively coded in the
natural numbers and consider effective processes on them as computable ones. For
example, an effective prediction function would be classified according to it com-
putability. We assume that the reader is also familiar with semi-computable (com-
putably enumerable) processes such as the computably enumerable set coding the
halting problem ∅′ = {(e, x) : the e-th program halts on input x}. Such computable
enumerable problems can be represented by sets W defined as x ∈ W iff ∃yR(x, y),
where R is a computable relation. We will call a set in the form ∃yR(x, y), �0

1 . If
N−A is �0

1 , then we say that A is �0
1. If A is both �0

1 and �0
1 we say that A is �0

1 (and
this is the same as being computable). This process can be extended to the arithmetical
hierarchy. We will say that A is �0

n iff there is a �0
n−1 relation R such that x ∈ A iff

∃yR(x, y). (Equivalently, x is in A iff ∃y∀z . . . (with n alternations)Q(x, y, z, . . . )

and Q computable.) Analogously, we can define �0
n and �0

n. We will also assume
that the reader is familiar with the process of relativization which means that we put
oracles (allowing for “read only memory”) on our machines. These oracles allow for
computations in which a finite number of effectively generated membership queries
of the oracle set are allowed. Thus, for instance, A′ = {(e, x) : the e-th program halts
on input x when given oracle A}. This is the halting problem relativized to A, usually
pronounced “A-jump”. If we classify sets under the preordering ≤T we will write
A ≤T B to mean that membership of A can be computed by a program with access
to B as an oracle. (Here we identify sets with their characteristic functions, and hence
as reals: members of Cantor space 2ω.) The equivalence classes of ≤T , which cal-
ibrate countable sets into classes of “equi-computability” are called Turing degrees,
after the famous Alan Turing. We remark that the simplest kind of Turing reduction is
called an m-reduction (for many-one) and is defined as follows: A ≤m B means that
there is a computable function f such that x ∈ A iff f (x) ∈ B. Thus to figure out
if x is in A from B, the algorithm simply says : compute f (x) and ask B if f (x) is
in B. It is easy to show that for any computably enumerable set A, A ≤m ∅′, so that
the halting problem ∅′ if m-complete, in that it is the most complicated computably
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enumerable set as measured by m-reducibility2. We remark that the relativization
of the halting problem be algorithmically unsolvable is that A′ �≤T A for any set A.
The relativization of the halting problem is intrinsically tied with the halting problem.
Namely, ∅′′, which is defined as the halting problem gained with the halting problem
as an oracle is a natural �0

2 set and it can compute any �0
2 set and any �0

2 set, and
similarly for ∅(n+1).

Any other notions from computability needed are introduced in context. We also
refer the reader to Soare [86] for further background material in computability, and
to Li–Vitanyi [56] or Calude [6] for general background in algorithmic randomness.

In this paper “real” will be interpreted as a member of Cantor space 2ω with sub-
basic clopen sets [σ ] = {σα : α ∈ 2ω}, for σ ∈ 2<ω. This space is equipped with the
standard Lebesgue measure, where, for σ ∈ 2<ω, μ([σ ]) = 2−|σ |. There have been
investigations on other measures than the uniform one, and on other spaces (the latter
notably by Gács [34]), but space precludes a thorough discussion here. For Cantor
space up to degree things, speaking loosely, it does not matter measure is used, so
long as it is not atomic. Finally, the initial segment of a real α (or a string) of length n

will be denoted by α � n.

3. Three approaches to randomness

In terms of measure a any two reals occur with probability zero, yet we would argue that
a real α = 01010101 . . . would not seem random. How should we understand this?

3.1. Martin-Löf randomness. The first author to attempt to grapple with trying to
“define” randomness was von Mises [101]. Von Mises was a statistician and attempted
to define randomness in terms of statistical laws. For instance, he argued that a random
real should pass all statistical tests. Thus, he argued, if one “selected” from a real

α = a0a1 . . . some subsequence ai0, ai1, . . . , then limn→∞
|{j :aij

=1∧1≤j≤n}|
n

should
be 1

2 . Naturally, von Mises lacked the language needed to suggest which selection
rules should be considered. That awaited the development of computable function
theory in the 1930s by Church and others, which then allowed us to argue that a
random real should be “computably stochastic” in the sense of von Mises.

Unfortunately, Wald and others showed that there are some significant problems
(see van Lambalgen [99] for a discussion) with this approach, known as computable
stochasticity. Here I refer the reader to Ambos-Spies [3], Merkle [62], [63], and
Uspensky, Semenov and Shen [98]. The first really acceptable version of von Mises
idea was developed by Per Martin-Löf in [60]. He argued that any effective statistical

2Additionally, it might seem that there might be various versions of the halting problem depending of which
programming language, or which encoding, is used. It can be shown that that are all of the same m-degree, and
hence are basically all the same. More on this in the context of randomness later.
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test was an effective null set and a random real should be one that simply avoids any
effective null set.

The notion of an effective collection of reals is are called effective classes. As a
direct analog of the arithmetical hierarchy. A �0

1 class U is a “c.e. set of reals” in
the sense that there is a computable relation R such that for each real α, α ∈ U iff
∃xRα(x), where Rα denotes R with oracle α. An equivalent definition is that U is
a �0

1 class iff there is a c.e. set of intervals W such that U = ∪{[σ ] : σ ∈ W }. Now
we can make our intuition of avoiding all effective statistical tests more precise, as
follows.

Definition 3.1 (Martin-Löf [60]). A set of reals A ⊆ 2ω is Martin-Löf null (or
�1-null) if there is a uniformly c.e. sequence {Ui}i∈ω of �0

1-classes (called a Martin-
Löf test) such that μ(Ui) ≤ 2−i and A ⊆ ⋂

i Ui . α ∈ 2ω is Martin-Löf random, or
1-random, if {α} is not �1-null.

This definition and variations form common bases for the theory of algorithmic
randomness. There are also two other approaches aside from the measure-theoretical.
These include the incompressibility paradigm and the unpredictability paradigm.

It is possible to calibrate randomness in a method similar to the arithmetical hierar-
chy, by defining n-randomness exactly as above, except that �0

1 null sets are replaced
by �0

n null sets. It can be shown (Kurtz [50]) that n+ 1-randomness is 1-randomness
relative to ∅(n), Stuart Kurtz [50] was the first meaning that if ∅′ is given as an oracle,
what is the analog of Martin-Löf randomness. to systematically examine the rela-
tionship between n-randomness and the computability, although some unpublished
work was to be found in Solovay [89], and 2-randomness was already to be found in
Gaifman and Snir [35], in implicit form.

There has been quite some work clarifying the relationship between Turing re-
ducibility and n-randomness. For example, it has long been known that if a is n + 1-
random then a is GLn, meaning that a ∪ 0n = (a ∪ 0)n, and that the “almost all”
theory of degrees is decidable (Stillwell [93]). Recently some lovely new work has
emerged. As an illustration, we mention the following unexpected result.

Theorem 3.2 (Miller and Yu [69]). Suppose that A ≤T B and B is n-random and A

is 1-random. Then A is n-random.

3.2. Kolmogorov complexity. The key idea here is that a random string (as gener-
ated by a coin toss, say) should not be easily described by a short program. Thus,
10100 is easily described by a description much shorter than its length. This incom-
pressibility idea was the famous approach pioneered by Kolmogorov [41] (also cf.
Solomonoff [88]). For our programming language (which we take as Turing ma-
chines) we consider the lengths of strings σ producing a string τ . Think of σ as a
description of τ under the action of the machine N . Then the N -complexity of the τ

is the length of the shortest σ from which N produces τ . Since we can enumer-
ate the machines M0, M1, . . . , we can make a universal machine M which acts as
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M(1e+10σ) = Me(σ).Thus, there is canonical choice for the choice of machine up
to a constant, and we define the (plain) Kolmogorov complexity of τ as

C(τ) = min{∞, |σ | : M(σ) = τ }.
The we would say that τ is C-random iff C(τ) ≥ |τ |. We will also need conditional
versions of this (and other) measures. We will write C(σ |ν) as the conditional plain
complexity of σ given ν as an oracle. (We will use analogous notation for K below.)

Plain Kolmogorov complexity produces a nice theory of randomness for strings,
but as Martin-Löf argued, plain complexity fails to capture the intentional meaning of
“the bits of σ producing the bits of τ”. This is the length of σ itself can be used in the
program, giving τ + |τ | many bits of information. Thus, it is easily shown that if α

is sufficiently long then there is some n such that C(α � n) < n, meaning that there
are no random reals if we take randomness to mean that all initial segments should
be random3.

This problem was overcome by Levin [51], [54], Schnorr [84], and Chaitin [10],
using monotone, process and prefix-free complexities. Here we focus on the prefix-
free complexity. Recall that A of intervals is called prefix-free iff for all σ , τ , if σ ≺ τ ,
then [σ ] ∈ A implies [τ ] �∈ A. Note that for such a set A,

μ(A) =
∑

{2−|σ | : [σ ] ∈ A}.
Levin and then Chaitin defined prefix-free Kolmogorov complexity using ma-

chines whose domains were prefix free. Again there is a universal one U (same
argument) and we define

K(τ) = min{|σ | : U(σ) = τ }.
Finally we can define a real to be K-random iff for all n, K(α � n) ≥ n − O(1). The
concepts of Martin-Löf randomness and K-randomness are tied together as follows.

Theorem 3.3 (Schnorr, see Chaitin [10], [12]). A ∈ 2ω is Martin-Löf random if and
only if it is K-random.

Given Schnorr’s Theorem, Solovay had asked if lim infs K(
 � n)−n → ∞. This
was solved affirmatively by Chaitin. However, there is a very attractive generalization
of this due to Miller and Yu who show that the complexity of a random real must be
above n eventually by “quite a bit.”

Theorem 3.4 (Ample Excess Lemma, Miller and Yu [69]). A real α is random iff∑
n∈N

2n−K(α�n) < ∞.

3Specifically, every string ν corresponds to some number (string) in the length/lexicographic ordering of 2<ω.

Given a long string α, take any initial segment α � n. This corresponds to a number m in this way. Now consider
the programme which, on input ρ interprets ρ’s length as a string γ and outputs γρ. If this programme is enacted
on α �n+m

n+1 the segment of α of length m beginning after α, it will output α � n + m, allowing for compression
of arbitrary segments.
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Corollary 3.5 (Miller and Yu [70]). Suppose that f is an arbitrary function with∑
m∈N 2−f (m) = ∞. Suppose that α is 1-random. Then there are infinitely many m

with K(α � m) > m + f (m).

The reader might wonder whether plain complexity could be used to characterize
1-randomness. There had been some natural “C-conditions” which had been shown
to guarantee randomness. Martin-Löf showed that if a real had infinitely often max-
imal C -complexity then it would be random. That is, Kolmogorov observed that
the greatest plain complexity a string σ can have is |σ |. We will say that a real is
Kolmogorov random iff ∃∞n[C(α � n) = n − O(1). If A is Kolmogorov random
it is 1-random. But recently more has been shown. Chaitin showed that the high-
est prefix-free complexity a string can have is |σ | + K(|σ |), and we define α to be
strongly Chaitin random iff ∃∞n[(K(α � n) > n+K(n)−O(1)]. Solovay [89] (see
Yu, Ding, Downey [107]) showed that each 3-random is strongly Chaitin random,
and every strongly Chaitin random real is Kolmogorov random and hence 1-random.
It is not known if every Kolmogorov random real is strongly Chaitin random. The
following remarkable result shows that Kolmogorov randomness can be characterized
in terms of the randomness hierarchy.

Theorem 3.6 (Nies, Stephan and Terwijn [78]). Suppose that α is Kolmogorov ran-
dom. Then α is 2-random.

Theorem 3.7 (Miller [66], Nies, Stephan and Terwijn [78]). A real α is 2-random
iff α is Kolmogorov random.

We remark that there seems no prima facie reason for 2-randomness to be the same
as Kolmogorov randomness! The question of whether there was a natural condition
in terms of plain complexity which characterized 1-randomness was finally solved by
Miller and Yu, having been open for 40 years.

Definition 3.8 (Miller and Yu [69]). Define a computable function G : ω → ω by

G(n) =
{

Ks+1(t), if n = 2〈s,t〉 and Ks+1(t) �= Ks(t),

n, otherwise.

Theorem 3.9 (Miller and Yu [69]). For x ∈ 2ω, the following are equivalent:

(i) x is 1-random.

(ii) (One direction of this is in Gács [32]) (∀n) C(x � n) ≥ n − K(n) ± O(1).

(iii) (∀n) C(x � n) ≥ n − g(n) ± O(1), for every computable g : ω → ω such that∑
n∈ω 2−g(n) is finite.

(iv) (∀n) C(x � n) ≥ n − G(n) ± O(1).
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While it is not hard to show that almost all reals are random (as one would hope),
Schnorr’s Theorem allows us to easily show that there are explicit random reals. The
halting probabilities of prefix-free Turing machines occupy the same place in algorith-
mic randomness as computably enumerable sets (the domains of partial computable
functions) do in classical computability theory. They are called left-computably enu-
merable reals (left-c.e.) and are defined as the limits of increasing computable se-
quences of rationals. A special left-c.e. real is 
 = ∑

U(σ)↓ 2−|σ | where U is a
universal prefix free machine.

Theorem 3.10 (Chaitin [10], [12]). 
 is Martin-Löf random.

Chaitin’s 
 has had a lot of popular attention. It allows us to prove Gödel’s
incompleteness theorem and the like using Kolmogorov complexity. Solovay [89]
was the first to look at basic computability-theoretical aspects of 
. For instance,
consider Dn = {x : |x| ≤ n ∧ U(x) ↓}. Solovay proved that K(Dn) = n + O(1),

where K(Dn) is the K-complexity for an index for Dn. Solovay also proved the
following basic relationships between Dn and 
 � n.

Theorem 3.11 (Solovay [89]).

(i) K(Dn|
 � n) = O(1)4.

(ii) K(
 � n|Dn+K(n)) = O(1).

The reader should note that in classical computability theory, we usually talk of
the halting problem, whereas here the definition of 
 seems thoroughly machine de-
pendent. To try to address this issue, Solovay [89] introduced the following definition,
which is a kind of analytic version of m-reducibility.

Definition 3.12 (Solovay [89]). We say that a real α is Solovay reducible to β (or β

dominates α), α ≤S β, iff there is a constant c and a partial computable function f ,
so that for all q ∈ Q, with q < β,

c(β − q) > α − f (q).

The intuition here is a sequence converging to β can generate one converging
to α at the same rate, as clarified by Calude, Hertling, Khoussainov, Wang [9]. It is
easy to see that ≤S implies ≤T for reals. Since there are only O(22d) many reals
within a radius of 2−n+d of a string representing a rational whose dyadic expansion
has length n, it follows that ≤S has the Solovay Property of the lemma below.

Lemma 3.13 (Solovay [89]). If α ≤S β then there is a c such that, for all n,

K(α � n) ≤ K(β � n) + c.

The same also holds for C in place of K .

4Indeed, Dn ≤wtt 
 � n via a weak truth table reduction with identity use, where a Turing reduction is a
weak truth table one if there is a computable bound on the size of the queries used.
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This lemma shows that, if 
 ≤S β, then β is Martin-Löf random. The next result
says the being 
-like means that a left-c.e. real look like 
.

Theorem 3.14 (Calude, Hertling, Khoussainov, Wang [9]). Suppose that β is a left-
c.e. real and that 
 ≤S β. Then β is a halting probability. That is, there is a
universal machine Û such that μ(dom(Û)) = β.

The final piece of the puzzle was provided by the following lovely result of Kučera
and Slaman.

Theorem 3.15 (Kučera and Slaman [46]). Suppose that α is random and a left-c.e.
real. Then for all left-c.e. reals β, β ≤S α, and hence α is a halting probability.

We know that all reals have complexity oscillations. The Kučera–Slaman Theorem
says that for left-c.e. random reals, they all happen in the same places. Downey,
Hirschfeldt and Nies [26], and Downey, Hirschfeldt and LaForte [24] were motivated
to look at the structure of computably enumerable reals under Solovay reducibility.
The structure remains largely unexplored.

Theorem 3.16 (Downey, Hirschfeldt and Nies [26]).

(i) The Solovay degrees of left-c.e. reals forms a distributive upper semilattice,
where the operation of join is induced by +, arithmetic addition (or multipli-
cation) (namely [x] ∨ [y] ≡S [x + y]).

(ii) This structure is dense.5 In fact if a < b < [
] then there exist incomparable
b1, b2 with a < b1 ∨ b2 = b.

(iii) However, if [
] = a ∨ b then either [
] = a or [
] = b.

Theorem 3.17 (Downey and Hirschfeldt [22]). There exist left-c.e. sets A and B such
that the Solovay degrees of A and B have no infimum in the (global) Solovay degrees.

Theorem 3.18 (Downey, Hirschfeldt, and LaForte [24]). The first order theory of the
uppersemilattice of the Solovay degrees of left-c.e. reals is undecidable.

We can view 
 as a fundamental operator on reals in the same way as we do for
the jump operator. However, we need real care when dealing with relativizing 
.
We will take the notion of universal machine to mean that the machine U should be
universal (and hence prefix-free) for all oracles, and if Me is any machine, then Me

should be effectively coded in U , meaning that for some τ , Me(σ) = U(τσ). This
definition avoids pathological machines.

The properties of omega operators acting on Cantor space and their relationship
with, for instance, Turing reducibility was really initiated by Downey, Hirschfeldt,
Miller and Nies [25]. It had been hoped, for instance, that these might be degree
invariant operators on 2ω. This hope failed about as badly as it could.

5In fact, Downey and Hirschfeldt [22] have sown the Density Theorem holds for the left-c.e. reals for any
measure of relative randomness which has a �0

3 definition, has a top degree of [
], + is a join, and where the
computable sets are in the zero degree.
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Theorem 3.19 (Downey, Hirschfeldt, Miller, Nies [25]). For any omega operator 
,
there are reals A =∗ B (meaning that they differ only by a finite amount) such that

A and 
B are relatively random (and hence 
A|T 
B).

One the other hand, omega operators do have some fascinating properties.

Theorem 3.20 (Downey, Hirschfeldt, Miller, Nies [25]). Omega operators are lower
semicontinuous but not continuous, and moreover, that they are continuous exactly at
the 1-generic reals 6.

In some sense 
 is kind of a red herring amongst random reals. It gives the impres-
sion that random reals have high computational power. Also results such as the famous
Kučera–Gács Theorem below say that some random reals have high computational
power.

Theorem 3.21 (Kučera [42], Gács [33]). Every set is Turing (wtt-)reducible to a
Martin-Löf random set.

We remark that it is by no means clear this result should be true. After all, the
very first result connecting measure and computability was the following:

Theorem 3.22 (de Leeuw, Moore, Shannon, and Shapiro [14]). Define the enumera-
tion probability of A as

P(A) = μ({X ∈ 2ω : UX = A}),
where U is some universal machine. Then if P(A) > 0, A is a computably enumerable
set.

An immediate corollary is the result first stated by Sacks [81] that A is computable
iff μ({Y : A ≤T Y }) > 0.

The question is : “How do we reconcile the notions of high computational power
and high randomness?”. Frank Stephan gave a clarification to this dichotomy. We
say that a function f is fixed point free iff for all partial computable functions ϕe,
f (e) �= ϕe(e). We will say a set A has PA if it has the computational power to
compute {0, 1} valued fixed point free function7. Whilst Kučera [44], [45] had shown
that random reals can always compute fixed point free functions8, Stephan showed
that the randoms above the degree of the halting problem are the only ones with
sufficient computational power to be able to compute a {0, 1}-valued one9.

Theorem 3.23 (Stephan [91]). Suppose that a is PA and 1-random. Then 0′ ≤T a.

6Here recall that x is 1-generic means that it is Cohen generic for 1 quantifier arithmetic.
7They are called PA degrees since the coincide with the degrees bounding complete extensions of Peano

Arithmetic. (Scott [85], Solovay.)
8Additionally, Kučera proved that if A is n-random, then A bounds an n-FPF function. We refer the reader to

[45] or [22] for definitions and details.
9Also, Kjos-Hanssen, Merkle, and Stephan [39] give a variant of in terms of Kolmogorov complexity and is

in some sense an explanation why it is true.
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All of this might leads the reader to guess that 
, and hence all halting probabilities,
have little to do with algorithmic randomness in general. Again this is not the case.

Theorem 3.24 (Downey, Hirschfeldt, Miller, Nies [25]). Suppose that A is 2-random.
Then there is a universal machine U and set B such that A = 
B

U .

That is, almost all randoms are halting probabilities. Notice that 
 is random, but
cannot be a halting probability relative to any oracle.

By analyzing the “majority vote” proof of Sacks Theorem, it is easy to show that
if A is 2-random and B ≤T A, then A is not random relative to B. Thus Theorem 3.24
stands in contrast the classical theorem from Kurtz’ regrettably unpublished Thesis.
(Proofs of this result and others from Kurtz’s Thesis, and from Solovay’s notes can
be found in Downey and Hirschfeldt [22].)

Theorem 3.25 (Kurtz [50]). Suppose that A is 2-random. Then there is a set B ≤T A

such that A is computably enumerable relative to B.

3.3. Martingales and the prediction paradigm. The last major approach to the
concept of algorithmic randomness uses the intuition that random reals should be
hard to predict. This can be formalized by imagining you had some “effective”
betting strategy which worked on the bits of a real α. At each stage you get to try to
predict the next bit of α, knowing the previous n bits. This idea leads to the following
concept.

Definition 3.26 (Levy [55]). A martingale (supermartingale) is a function f : 2<ω �→
R+ ∪ {0} such that for all σ ,

f (σ) = f (σ0) + f (σ1)

2
(resp.f (σ ) ≥ f (σ0) + f (σ1)

2
).

We say that the (super-)martingale succeeds on a real α, if lim supn F (α � n) → ∞.

Martingales were introduced by Levy [55], and Ville [102] proved that null sets
correspond to success sets for martingales. They were used extensively by Doob
in the study of stochastic processes. Schnorr [82], [83] effectivized the notion of a
(super-)martingale.

Definition 3.27. We will define a (super-)martingale f as being effective or com-
putably enumerable if f (σ) is a c.e. real, and at every stage we have effective ap-
proximations to f in the sense that f (σ) = lims fs(σ ), with fs(σ ) a computable
increasing sequence of rationals.

We remark that the reader might have expected that an effective martingale would
be one with f a computable function rather than one with computable approximations.
This is an important point and we return to it later.

Theorem 3.28 (Schnorr [82]). A real α is Martin-Löf random iff no effective (super-)
martingale succeeds on α.
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Thus, we have nice evidence that we have captured a reasonable notion of algo-
rithmic randomness in that the three approaches, measure-theoretical, compressional,
and predictability, all give the same class.

3.4. Schnorr’s critique. In [82], [83], Schnorr argued that Theorem 3.28 demon-
strated a clear failure of the intuition behind the definition of algorithmic randomness
in that it we had computable enumerable betting strategies corresponding to Martin-
Löf randomness rather than computable ones. Schnorr proposed the two variations
below, and these have had attracted considerable interest recently. The first is to re-
place computably enumerable martingales by computable martingales and obtain the
concept of computably random meaning that no computable martingale can succeed
on the real. The second is to take the definition of Martin-Löf randomness (Defi-
nition 3.1) and replace μ(Ui) ≤ 2−i by μ(Ui) = 2−i so that we know exactly the
measure of the test sets, and hence can decide if [σ ] ∈ Ui by waiting until we know
the measure of Ui to within 2−|σ |. Some clarification of the relationships between
these two concepts was obtained by Schnorr.

Definition 3.29. We say that a computable martingale strongly succeeds on a real x

iff there is a computable unbounded nondecreasing function h : N �→ N such that
F(x � n) ≥ h(n) infinitely often.

Theorem 3.30 (Schnorr [82]). A real x is Schnorr random iff no computable martin-
gale strongly succeeds on x.

Thus Martin-Löf randomness implies computable randomness which implies
Schnorr randomness. None of the implications can be reversed (van Lambalgen [99]).
These concepts were somewhat ignored for maybe 20 years after Schnorr defined
them, possibly because Martin-Löf randomness sufficed for many tasks, and because
they were rather more difficult to handle. There are no universal tests, for instance,
for Schnorr randomness. Recently, Downey and Griffiths [19] gave a nice characteri-
zation of Schnorr randomness in terms of computable machines. Here prefix-free M

is called computable iff the measure of its domain is a computable real.

Theorem 3.31 (Downey and Griffiths [19]). A real α is Schnorr random iff for all
computable machines M , there is a constant c such that, for all n, KM(α � n) ≥ n−c.

Related here is yet another notion of randomness called Kurtz or weak randomness.
We define a Kurtz test (resp. Kurtz n-test) to be a �0

1 (resp. �0
n-) class of measure 1.

Then a real A is called weakly (n-)random or Kurtz n-random10 if it passes all Kurtz
(n-)tests, meaning that A ∈ U for all such U . There is a null test version.

10Now it could be argued that weak randomness is not really a randomness notion at all, but rather a genericity
notion. However, for n ≥ 2 it is certainly a randomness notion, and n = 2 corresponds to “Martin-Lóf tests with
no effective rate of convergence.”
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Definition 3.32 (Wang [103]). A Kurtz null test is a collection {Vn : n ∈ N} of c.e.
open sets, such that

(i) μ(Vn) ≤ 2−n, and

(ii) there is a computable function f : N → (�∗)<ω such that f (n) is a canonical
index for a finite set of σ ’s, say, σ1, . . . , σn and Vn = {[σ1], . . . , [σn]}.

Theorem 3.33 (Wang [103], after Kurtz [50]). A real α is Kurtz random iff it passes
all Kurtz null tests.

Wang also gave a martingale version of Kurtz randomness.

Theorem 3.34 (Wang [103]). A real α is Kurtz random iff there is no computable
martingale F and nondecreasing computable function h, such that for almost all n,

F(α � n) > h(n).

This should be directly compared with Schnorr’s characterization of Schnorr
randomness in terms of martingales and computable orders. Downey, Griffith and
Reid [21] gave a machine characterization of Kurtz randomness, and showed that
each computably enumerable non-zero degree contained a Kurtz random left-c.e.
real. This contrasted with the theorem of Downey, Griffiths and LaForte [20] who
showed that if a left-c.e. real was Kurtz random, then its Turing degree must resemble
the halting problem in that it must be high (i.e. A′ ≡T ∅′). The definitive (and rather
difficult) result here is the following which builds on all of this work.

Theorem 3.35 (Nies, Stephan and Terwijn [78]). For every set A, the following are
equivalent.

(I) A is high (i.e. A′ ≥T ∅′′).
(II) There exists B ≡T A, such that B is computably random but not Martin-Löf

random.

(III) There exists C ≡T A, such that C is Schnorr random but not computably
random.

Moreover, the examples can be chosen as left-c.e. reals if the degrees are computably
enumerable.

Remarkably, outside of the high degrees the notions coincide.

Theorem 3.36 (Nies, Stephan and Terwijn [78]). Suppose that a set A is Schnorr
random and does not have high degree. Then A is Martin-Löf random.

An even more unexpected collapse occurs for the special class of degrees called
hyperimmune-free degrees. Following Miller and Martin [73], we say that A is
hyperimmune-free iff for all functions f ≤T A, there is a computable function g such
that for all x, f (x) ≤ g(x).
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Theorem 3.37 (Nies, Stephan, Terwijn [78]). Suppose that A is of hyperimmune-free
degree. Then A is Kurtz random iff A is Martin-Löf random.

Space precludes me for discussing a very attractive possible refutation of Schnorr’s
critique proposed by Muchnik, Semenov, and Uspensky [72] who looked at nonmono-
tonic betting strategies, where now we no longer pick the bits of the real in order.
The open question is whether using computable nonmonotonic supermartingales, we
might capture the notion of Martin-Löf randomness. We refer the reader to the paper
of Merkle, Miller, Nies, Reimann and Stephan [65] and [72].

3.5. Hausdorff dimension. Whilst I do not really have enough space to do justice to
the area, there has been a lot of very interesting work concerning effective Hausdorff
dimension of even single reals and strings. For instance, we would expect that if

 = w0w1 . . . then somehow w000w100w200 . . . should be “ 1

3 random.” We can
address this issue using a refinement of the class of measure zero sets is given by
the theory of Hausdorff Dimension. In 1919 Hausdorff [36] generalized earlier work
of Carathéodory to define a notion of an s-dimensional measure to include non-
integer values. The basic idea is that you replace measure by a kind of generalized
measure, where μ([σ ]) is replaced by 2−s|σ | where 0 < s ≤ 1. With s = 1 we
get normal Lebesgue measure. For s < 1 we get a refinement of measure zero.
We can translate this cover version into a s-gale (a version of martingales, namely
f (σ) = 2−s(f (σ0) + f (σ1))) definition in the same way that it is possible to frame
Lebesgue measure in terms of martingales.

Here we are viewing betting strategies in a hostile environment (a model of
Jack Lutz), where “inflation” is acting so not winning means that we automatically
lose money. (For normal martingales, we are to choose not to bet on some bit saving
our funds for later bits and this has no effect. Here failing to bet means that our
capital shrinks. The most hostile environment where we can win will be the effective
Hausdorff dimension.) That is, roughly speaking, it can be shown that there is some
limsup where the s-measure is not zero, and this is called the Hausdorff dimension of
the set.

The study of effective dimension was pioneered through the work of Jack Lutz
though as with much of the area of randomness there is a lot of history. In any case,
for the effective version through the work of Lutz, Mayordomo, Hitchcock, Staiger
and others we find that the notion corresponds to lim infn

K(A�n)
n

, and can take that as
a working definition of effective Hausdorff dimension. (Here I must refer the reader
to Lutz [58], [59] for more details and history.)

With this definition, it can easily be shown that the “00” version of 
 above really
has Hausdorff dimension 1

3 and in fact is 1
3 random as in Tadaki [94].

Terwijn [95], [96] and Reimann [80] have very nice results here relating Hausdorff
dimension to degree structures. The latter as well and Lutz and Mayordomo have
also looked at other dimensions, such as effective packing dimension, which can be
characterized as lim supn

K(A�n)
n

. Again it is possible to examine these concepts for
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stronger and weaker randomness notions such as Schnorr dimension. For instance,
Downey, Merkle and Reimann [30] have shown that it is possible to have computably
enumerable sets with nonzero Schnorr packing dimension, whereas their Schnorr
Hausdorff dimension is 0. Much work remains to be done here with a plethora of
open questions.

We finish this section by remarking that Lutz [58], [59] has even developed a
notion of dimension for individual strings. The approach is to replace s-gales by
“termgales” which are the analogues of s-gales for terminated strings. In essence he
has characterized dimension for individual strings exactly in terms of prefix-free
Kolmogorov complexity. Space does not allow for the development of this theory and
we refer the reader to Lutz [58], [59] or Downey and Hirschfeldt [22] for further details.

4. Calibrating randomness

We have seen that we can classify randomness in terms of initial segment complexity.
Thus it seems reasonable to think that we should also be able to classify relative ran-
domness in terms of relative initial segment complexity. This motivates the following
definition.

Definition 4.1 (Downey, Hirschfeldt, and LaForte [23]). We say a pre-ordering � is
am Q-initial segment measure of relative randomness iff it obeys the Solovay property
met earlier: A � B means that for all n, Q(A � n) ≤ Q(B � n) + O(1).

Here we are thinking of Q as C or K . We have already seen that Solovay re-
ducibility is a measure of relative randomness and can be used to characterize the
left-c.e. random reals. However, Solovay reducibility has a number of limitations
such as being too fine and only really relating to left-c.e. reals.

There are a number of other interesting measures of relative randomness. They
include segment ones ≤C and ≤K which are defined in the obvious way. Others
include the following introduced by Downey, Hirschfeldt and LaForte [23]:

(i) A ≤sw B iff there is a c and a wtt procedure � with use γ (n) = n + c, and
�B = A. If c = 0, then this is called ibT-reducibility and is the one used by
Soare and Csima in differential geometry, such as Soare [87].

(ii) A ≤rK B means that there is a c such that for all n,

K((A � n)|(B � n + c)) = O(1).

The reducibility (i) is also called effective Lipschitz reducibility and This reducibil-
ity has been analyzed by Yu and Ding [105], Barmpalias and Lewis (e.g. [4]), and
Raichev and Stephan (e.g. [79]). While I do not really have space to discuss these
reducibilities in detail, I would like to point out that they do give nice insight into
relative computability. We briefly consider sw. The idea of this reducibility is that if
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A ≤sw B, then there is an efficient way to convert the bits of B into those of A. The
Kučera–Slaman Theorem says that all versions of 
 are the same in terms of their
S-degrees. But we may ask whether there is a “bit” version of this result? Yu and
Ding [105] established the following.

Theorem 4.2 (Yu and Ding [105]).

(i) There is no sw-complete c.e. real.

(ii) There are two c.e. reals β0 and β1 so that there is no c.e. real α with β0 ≤sw α

and β1 ≤sw α.

There are other assorted results and reducibilities. However, things are still in
their infancy here. We will simply refer the reader to Downey [17], or Downey and
Hirschfeldt [22] for the current situation.

We return to looking at the basic measures ≤C and ≤K . The reader should note
that these are not really reducibilities but simply transitive pre-orderings. (Though
following tradition we will continue to refer to them as reducibilities.)

Theorem 4.3 (Yu, Ding, Downey [107]). For Q ∈ {K, C}, {X : X ≤Q Y } has
size 2ℵ0 and has members of each degree, whenever Y is random.

The replacement for this theorem is a measure-theoretical one:

Theorem 4.4 (Yu, Ding, Downey [107]). For any real A, μ({B : B ≤K A}) = 0.
Hence there are uncountably many K degrees.

We had hoped that there might be nice hierarchies related to levels of randomness.
We will denote by 
(m+1) to be 
 relative to ∅(m). We might have hoped that 
(2)

was K-above 
, but that hope turns out to be forlorn.

Theorem 4.5 (Yu, Ding, Downey [107]). For all c and n < m,

(∃∞k) [ K(
(n) � k) < K(
(m) � k) − c].
For n = 0, m = 1 Theorem 4.5 was proven by Solovay [89], using totally different

methods.
Miller and Yu have made really significant progress in our understanding here

by introducing yet more measures of relative randomness. They are based around
van Lambalgen’s Theorem which states that for all A, B, B n-random and A is
B-n-random iff A ⊕ B is n-random.

Definition 4.6 (Miller and Yu [69]). We say that α ≤vL β, α is van Lambalgen11

reducible to β if for all x ∈ 2ω, α ⊕ x is random implies β ⊕ x is random.

Miller and Yu’s basic result were as follows.
11This is closely related to a relation introduced by Nies: He defined A ≤LR B if for all Z, Z is 1-B-random

implies Z is 1-A-random. If A and B are both random then A ≤LR B iff B ≤LR A.
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Theorem 4.7 (Miller and Yu [69]). For all random α, β,

(i) α n-random and α ≤vL β implies β is n-random.

(ii) If α ⊕ β is random then α and β have no upper bound in the vL-degrees.

(iii) If α ≤T β and α is 1-random, then β ≤vL α.

(iv) There are random α ≡vL β of different Turing degrees.

(v) There are no maximal or minimal random vL-degrees, and no join.

(vi) If α ⊕ β is random then α ⊕ β <vL α, β.

(vii) The �0
1 theory of the vL-degrees is decidable.

Miller andYu show that 
(n) and 
(m) have no upper bound in the vL degrees for
n �= m. This improves the Yu, Ding, Downey (Theorem 4.5) result above. All of this
is filters through an interesting relationship between ≤vL and ≤C, ≤K .

Lemma 4.8 (Miller and Yu [69]). For random α, β,

(i) Suppose that α ≤K β. Then α ≤vL β.

(ii) Suppose that α ≤C β. Then α ≤vL β.

We state the following for ≤K but they hold equally for ≤C , as has been shown
by Miller and Yu.

Corollary 4.9 (Miller and Yu [69]).

(i) Suppose that α ≤K β, and α is n-random and β is random. Then β is n-random.

(ii) If α ⊕ β is 1-random, then α|Kβ and have no upper bound in the K-degrees.

(iii) For all n �= m, the K-degrees of 
(n) and 
(m) have no upper bound.

Miller and Yu have many other very interesting results on the K degrees of c.e.
reals. For instance, they show that if α ⊕ β is 1-random, then α|Kα ⊕ β. Miller has
proven the following.

Theorem 4.10 (Miller [67]).

(i) If α, β are random, and α ≡K β, then α′ ≡t t β ′. As a consequence, every
K-degree of a random real is countable.

(ii) If α ≤K β, and α is 3-random, then β ≤T α ⊕ ∅′.

Notice that (ii) implies that the cone of K-degrees above a 3-random is countable.
On the other hand, Miller andYu have constructed a 1-random whose K-upper cone is
uncountable. The construction of an uncountable random K-degree uses their method
of constructing K-comparable reals. Its proof uses the following clever lemma. The
current proof of Theorem 4.11 is quite difficult.
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Theorem 4.11 (Miller and Yu [70]). Suppose that
∑

n 2−f (n) < ∞, then there is a
1-random Y with

K(Y � n) < n + f (n),

for almost all n.

To finish this section, we mention further evidence that randomness is a “lowness”
notion. Miller has shown that if α is 3-random then its often useless as an oracle. We
will call α weakly-low for K if (∃∞n)[K(n) ≤ Kα(n) + O(1)]. Thus in a weakly-
low real, the information in α is so useless that it cannot help to compress n. The
following result echoes the theme articulated by Stephan that most random reals have
little usable information in them.

Theorem 4.12 (Miller [67]).

(i) If α is 3-random it is weakly-low for K .

(ii) If α is weakly-low for K , and random, then α is strongly Chaitin random in
that

(∃∞n)
[
K(α � n) ≥ n + K(n) − O(1)

]
.

5. Lowness and triviality

There have been some truly dramatic results in what has now become known as
lowness and triviality. If Q is a measure of relative randomness then we can say
that A is Q-trivial iff A ≤Q 1ω. Thus using Q we cannot distinguish A from a
computable set. We will say that A is Q-low if QA(σ) = Q(σ) + O(1), for all σ .
Thus, for instance A is K-low would mean that KA(σ) = K(σ) + O(1) for all σ .

We say that a set A is low for a randomness notion V iff the V -randoms relative to A

remain the same. (One would usually expect that fewer sets would be random.) An
apparently weaker notion is that of being low for V tests. That is, every if {Ui : i ∈ N}
is a V A test, then there is a V -test {Ûi : i ∈ N} such that ∩iUi ⊆ ∩i Ûi . We remark that
since there are universal Martin-Löf tests the test set notion and the lowness notion
are the same.

5.1. The remarkable Martin-Löf case. There have been a series of amazing results
in the case of 1-randomness. Historically, these results began with triviality. An old
result of Loveland [57] shows that Q(α � n|n) = O(1) for all n, (Q ∈ {C, K}) iff α is
computable. This result was generalized by Chaitin [11], who proved the following.

Theorem 5.1 (Chaitin [11]). α is computable iff α ≤C 1ω. (That is, iff α is C-trivial.)

I think this squares with our intuition that should α be indistinguishable from
a computable string in terms of its initial segment complexity it should itself be
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computable. Chaitin also noted that essentially the same proof shows that if α is K-
trivial, the α is �0

2 and hence computable from the halting problem. The breakthrough
was again by Solovay.

Theorem 5.2 (Solovay [89]). There are noncomputable α which are K-trivial.

Solovay’s argument was complex and mysterious. It turned out that the example α

could even be chosen as a computably enumerable set (Calude and Coles [7], Downey,
Hirschfeldt, Nies and Stephan [27], Kummer (unpubl.), An. A. Muchnik (unpubl.)).
The paper [27] gave a very simple construction of a computably enumerable K-trivial
set along the lines of the Dekker deficiency set. What is remarkable is that such
K-trivial sets solve Post’s problem.

Theorem 5.3 (Downey, Hirschfeldt, Nies and Stephan [27]). Suppose that α is
K-trivial. Then α <T ∅′.

The method of proof of Theorem 5.3 uses what has become known as the “decanter
method”(terminology of Nies) and is unfortunately very complicated, though it does
not use the priority method. No easy proof of Theorem 5.3 is known.

It was noted that the short [27] proof constructing aK-trivial set strongly resembled
and earlier construction of a computably enumerable set A which was low for Martin-
Löf randomness by Kučera and Terwijn [47]. It was conjectured that perhaps these
classes might have something to do with each other. In a ground breaking series of
papers, Nies (and Hirschfeldt) proved some completely unexpected facts.

Theorem 5.4 (Nies (and Hirschfeldt for some), [75], [76]).

(a) The following classes of reals coincide.

(i) K-low.
(ii) K-trivial.

(iii) Low for Martin-Löf randomness.

(b) All the members A of this class C are superlow in that A′ ≡wtt ∅′.
(c) The class C forms a natural �0

3 ideal in the Turing degrees. There is a low2
computably enumerable degree a such that if c ∈ C, the c < a.

(d) If A is a K-trivial real, then there is a computably enumerable set Â with
A ≤T Â.

The K-trivials form the only known natural nontrivial �0
3 ideal in the (computably

enumerable) Turing degrees. Item (c) in the above is a special case of a general
unpublished Theorem of Nies that every �0

3 ideal in the computably enumerable
degrees is bounded by a low2 computably enumerable degree. (A proof can be found
in Downey and Hirschfeldt [22].) It is possible that there is a low (non-computably
enumerable) degree a which bounds C, and even possible that such a degree could be
random. This problem seems hard.
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Subsequently, other quite deep results have been proven. For instance, we have
seen that if A is noncomputable then μ({X : A ≤T X}) = 0, but since there are
K-low reals, there must be reals A and randoms X such that X is A-random and
A ≤T X. In that case, we say that A is a base of Martin-Löf randomness.

Theorem 5.5 (Hirschfeldt, Nies, Stephan [37]). A is K-trivial iff it is a base of
Martin-Löf randomness.

We remark that Slaman has used the class of K-trivials to solve a longstanding
problem in computable model theory. As a final result in this area we mention some in-
teresting results of Csima and Montalbán. These results are related to the enumeration
of the K-trivials.

Theorem 5.6 (Chaitin [11], Zambella [108]). There are only O(2d) members of
KT (d). They are all �0

2.

The reader might wonder with the nice computable bound how many K-trivial
reals there are. Let G(d) = |{X : X ∈ KT (d)}. Then there is a crude estimate that
G(d) ≤T ∅′′′. This is the best upper bound known. In unpublished work, Downey,
Miller andYu have shown that G(d) �≤T ∅′, using the fact that

∑
d

G(d)

2d is convergent.
This is all related to the Csima–Montalbán functions. We say that f is a Csima–
Montalbán function if f is nondecreasing and

K(A � n) ≤ K(n) + f (n) + O(1)

implies that A � n is K-trivial. Such functions can be constructed from ∅′′ ⊕ G.
We define f to be weakly Csima–Montalbán, if we weaken the hypothesis to be
that lim infn f (n) → ∞. Little is known here. It is not known if the arithmetical
complexity of f depends upon the universal machine chosen. We remark that the
original use of Csima–Montalbán functions was to construct a minimal pair of K-
degrees: K-degrees a, b such that a ∧ b = 0.

In other more recent work, Downey, Nies, Weber and Yu [29] have also looked at
lowness for weak 2-randomness. Here it has been shown that such degrees do exist,
and are all K-trivial. It is not known if the converse holds.

5.2. Other lowness and triviality. One thing which this work has brought (back) to
the fore is the use of domination properties in classical computability. This was first
recognized in the study of lowness for Schnorr randomness. Terwijn and Zambella
[97] defined a degree a to be computably traceable iff there is a single computable
function f such that for all functions g ≤T a, there is a computable collection of
canonical finite sets {Dp(x) : x ∈ N}, such that

(i) |Dp(x)| < f (x), and

(ii) g(x) ∈ Dp(x) for almost all x.
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Being computably traceable is a strong form of being hyperimmune-free. Terwijn
and Zambella showed that there are 2ℵ0 many degrees that are hyperimmune-free yet
not computably traceable. There are also 2ℵ0 degrees that are computably traceable.
The following theorem completely classifies the low for Schnorr random reals. Its
proof is far from easy.

Theorem 5.7 (Terwijn and Zambella [97]). A is low for Schnorr random null sets
iff A is computably traceable.

It is clear that if A is low for tests then A is low for Schnorr randoms. But the
converse is not at all clear and had been an open question of Ambos-Spies and Kučera
[3]. The question was finally solved by Kjos-Hanssen, Stephan, and Nies [40], using
Bedregal and Nies [5]. Summarizing the results proven there, we have:

Theorem 5.8 (Kjos-Hanssen, Stephan, and Nies [40]). a is low for Schnorr null sets
iff a is low for Schnorr randomness.

I remark in passing that I am not aware of any lowness notion that differs for
null sets and for the randomness notion. In other work, Nies has examined low-
ness for polynomial time randomness, and lowness for computable randomness. For
computable randomness, the answer is rather surprising.

Theorem 5.9 (Nies [76]). Suppose that A is low for computable randomness. Then A

is computable.

Finally there has been a little work on triviality notions here. Recall that Downey
and Griffiths [19] proved that A is Schnorr trivial iff for all computable machines M ,
KM(A � n) ≥ n − O(1). This definition naturally allows us to define a reducibility
notion.

Definition 5.10 (Downey and Griffiths [19]). We say that α is Schnorr reducible to β,
α ≤Sch β, iff for all computable machines M , there is a computable machine M̂ such
that KM(β � n) − O(1) > KM̂(α � n), for all n.

This definition allows us to say that a real α is Schnorr trivial iff α ≤Sch 1ω.

Schnorr trivial reals behave quite differently than do Schnorr low reals and the K-
trivials. Downey and Griffiths constructed a Schnorr trivial real and Downey, Griffiths
and LaForte [20] showed that they can even be Turing complete, though they do not
occur in every computably enumerable Turing degree. Subsequently, they have been
investigated by Johanna Franklin [31]. Her results are summarized below.

Theorem 5.11 (Franklin [31]).
(i) There is a perfect set of Schnorr trivials (and thus some are not �0

2).

(ii) Every degree above 0′ contains a Schnorr trivial.

(iii) Every Schnorr low is Schnorr trivial.

(iv) The Schnorr lows are not closed under join.
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Finally, we mention that other lowness notions both in randomness and in other
contexts have been analyzed. Yu [104] (also Miller and Greenberg (unpublished))
proved that there are no sets low for 1-genericity. Sets low for Kurtz randomness
were first constructed by Downey, Griffiths and Reid [21]. They were shown there
to be all hyperimmune-free and were implied by Schnorr lowness. Stephan and Yu
[92] have shown that lowness for Kurtz randomness differs from lowness for Schnorr
randomness and lowness for weak genericity. To wit, they have shown the following.

Theorem 5.12 (Stephan and Yu [92]).
(i) Low for weakly generic is the same hyperimmune-free plus not of diagonally

noncomputable degree.

(ii) There is a set of hyperimmune-free degree which is neither computably trace-
able nor diagonally noncomputable.

(iii) Low for weakly generic implies low for Kurtz random.

(iv) In particular, low for weakly generic and hence low for Kurtz randomness is
not the same as Schnorr low.

The topic of lowness for such concepts remains in its infancy, and promises fas-
cinating results.
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Determinacy and large cardinals

Itay Neeman∗

Abstract. The principle of determinacy has been crucial to the study of definable sets of real
numbers. This paper surveys some of the uses of determinacy, concentrating specifically on the
connection between determinacy and large cardinals, and takes this connection further, to the
level of games of length ω1.
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1. Determinacy

Let ωω denote the set of infinite sequences of natural numbers. For A ⊂ ωω let
Gω(A) denote the length ω game with payoff A. The format of Gω(A) is displayed in
Diagram 1. Two players, denoted I and II, alternate playing natural numbers forming
together a sequence x = 〈x(n) | n < ω〉 in ωω called a run of the game. The run is
won by player I if x ∈ A, and otherwise the run is won by player II.

I x(0) x(2) . . . . . .

II x(1) x(3) . . . . . .

Diagram 1. The game Gω(A).

A game is determined if one of the players has a winning strategy. The set A is
determined if Gω(A) is determined. For � ⊂ P (ωω), det(�) denotes the statement
that all sets in � are determined.

Using the axiom of choice, or more specifically using a wellordering of the reals,
it is easy to construct a non-determined set A. det(P (ωω)) is therefore false. On the
other hand it has become clear through research over the years that det(�) is true if
all the sets in � are definable by some concrete means. Moreover det(�), taken as an
axiom, gives rise to a rich structure theory that establishes a hierarchy of complexity
on the sets in �, and completely answers all natural questions about the sets in each
level of the hierarchy. Determinacy is therefore accepted as the natural hypothesis in
the study of definable subsets of ωω.

∗This material is based upon work supported by the National Science Foundation under Grant No. DMS-
0094174.
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Definability takes increasingly liberal meanings as one progresses higher in the
hierarchy of complexity. At the lower levels it is very concrete. Let ω<ω denote the set
of finite sequences of natural numbers. For s ∈ ω<ω let Ns = {x ∈ ωω | x extends s}.
The sets Ns (s ∈ ω<ω) are the basic open neighborhoods in ωω. A ⊂ ωω is open if it
is a union of basic open neighborhoods.

ωω with the topology defined above is isomorphic to the irrational numbers. Fol-
lowing standard abuse of notation in descriptive set theory we use R to denote ωω,
and refer to its elements as reals.

A set is Borel if it can be obtained from open sets using repeated applications
of complementations and countable unions. The projection of a set B ⊂ R × R

is the set {x ∈ R | (∃y)〈x, y〉 ∈ B}. A set is analytic if it is the projection of
the complement of an open set. A set is projective if it can be obtained from open
sets using repeated applications of complementations and projections. Analyzing the
logical complexity of these definitions and using diagonal arguments one can establish
that {Borel sets} � {analytic sets} � {projective sets}, so that these classes form a
proper hierarchy.

Theorem 1.1 (Gale–Stewart [4], 1953). All open sets are determined.

Theorem 1.2 (Martin [20], 1975). All Borel sets are determined.

Theorem 1.3 (Martin [19], 1970). All analytic sets are determined.

Theorem 1.4 (Martin–Steel [22], 1985). All projective sets are determined.

Theorems 1.1 and 1.2 are theorems of ZFC, the basic system of axioms for set
theory and mathematics. Theorems 1.3, 1.4, and 1.5 (below) have additional stronger
assumptions known as large cardinal axioms, which are not listed here but will be
discussed in Section 2.1

Recall that L(R) is the smallest model of set theory which contains all the reals
and all the ordinals. It is obtained as the union

⋃
α∈ON Lα(R) of the hierarchy defined

by the conditions: L0(R) = R; for limit ordinals λ, Lλ(R) = ⋃
α<λ Lα(R); and for

each ordinal α, Lα+1(R) consists of the sets in Lα(R), and of all subsets of Lα(R)

which are definable over Lα(R) by first order formulae with parameters. The third
condition is the crucial one, placing a definability requirement on the sets that make it
into L(R). L(R) is constructed through a transfinite sequence of applications of this
condition. Notice that the projective sets are subsumed already into L1(R), the first
stage of this transfinite sequence.

Theorem 1.5 (Woodin [40], 1985). All sets of reals in L(R) are determined.

Theorems 1.1 through 1.5 establish determinacy for sets of varying levels of defin-
ability, starting from open sets which are very directly definable from real numbers,

1The determinacy of Borel sets of course follows from the determinacy of analytic sets. The new element in
Theorem 1.2 is a proof of Borel determinacy from the axioms of ZFC, without using large cardinals.
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continuing with the projective sets, which are definable from open sets using existen-
tial quantifications and negations, and ending with all sets in L(R). More is possible,
as we shall see in Section 3. The remainder of this section is devoted to consequences
of determinacy.

Let � be an adequate pointclass (that is a collection of subsets of ωω, closed
under some basic operations, see Moschovakis [27]). The first results derived from
determinacy concerned regularity properties, such as Lebesgue measurability, the
Baire property, and the perfect set property. All these properties fail outside the realm
of determinacy; counterexamples to each of them can be constructed easily using a
wellordering of the reals. Determinacy serves as an intermediary in establishing these
properties for definable sets.

Theorem 1.6 (Banach, Oxtoby [37], 1957). Assume det(�). Let A ∈ �. Then A has
the property of Baire (meaning that A is either meager, or comeager on a basic open
neighborhood).

Theorem 1.7 (Mycielski–Swierczkowski [29], 1964). Assume det(�). Then all sets
in � are Lebesgue measurable.

Theorem 1.8 (Davis [3], 1964). Assume det(�). Let A ∈ �. Then either A is
countable, or else A contains a perfect set.

More importantly, determinacy was seen to imply various structural properties
of classes of sets within its realm. For a pointclass � let ¬� denote the pointclass
consisting of complements of sets in �, and let ∃� denote the pointclass consisting of
projections of sets in �. Recall that �1

1 is the pointclass of analytic sets, �1
n = ¬�1

n,
and �1

n+1 = ∃�1
n. �1

n is the pointclass consisting of sets which are both �1
n and

�1
n. Each �1

n set A (similarly �1
n) is definable through a string of quantifiers from

an open set. The open set itself, call it D, is definable from a real number, coding the
set {s ∈ ω<ω | Ns ⊂ D}. A is lightface �1

n (similarly �1
n) if the underlying real that

defines it is recursive, that is computable by a Turing machine.
The boldface pointclasses were studied by analysts in the early 20th century.

Recall for example the following theorem of Kuratowski [16]: the intersection of any
two �1

1 (analytic) sets A, B ⊂ R can be presented as the intersection of two �1
1 sets

A′ ⊃ A and B ′ ⊃ B, such that A′ ∪ B ′ = R. This is today recast as a theorem
about the pointclass �1

1. A pointclass � is said to have the reduction property if for
any two sets A, B ⊂ R in � there are sets A′ ⊂ A and B ′ ⊂ B, both in �, so that
A′ ∪B ′ = A∪B and A′ ∩B ′ = ∅. Kuratowski’s theorem establishes that �1

1 has the
reduction property. Kuratowski also showed that �1

2 has the reduction property. This
was as far up along the projective hierarchy as one could get in those days. The basic
axioms of set theory, without the addition of determinacy or large cardinals, do not
decide questions such as the reduction property for projective pointclasses above �1

2.
In 1967 Blackwell [2] used the determinacy of open games, Theorem 1.1, to give

a new proof of Kuratowski’s reduction theorem. Inspired by his proof, Martin [18]
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and Addison–Moschovakis [1] proved that �1
3 has the reduction property, assum-

ing det(�1
2).

The reduction property is a consequence of a stronger property known as the
prewellordering property. Martin and Addison–Moschovakis obtained this stronger
property, and in fact propagated it along the odd levels of the projective hierarchy,
using determinacy.

A prewellorder on A ⊂ R is a relation 
 on A which is transitive, reflexive, and
wellfounded. The prewellorder 
 induces an equivalence relation ∼ on A (x ∼ y

iff x 
 y ∧ y 
 x), and gives rise to a wellorder of A/∼. 
 is said to belongs to a
pointclass � if there are two relations Y and N , in � and ¬� respectively, so that
for every y ∈ A, {x | x 
 y} = {x | 〈x, y〉 ∈ Y } = {x | 〈x, y〉 ∈ N}. � has the
prewellordering property just in case that every set A ∈ � admits a prewellorder in �.

Theorem 1.9 (Martin [18], Addison–Moschovakis [1], 1968). Assume projective
determinacy. Then the projective pointclasses with the prewellordering (similarly
reduction) property are �1

1, �1
2, �1

3, �1
4, �1

5, . . . .

Remark 1.10. For B ⊂ R × R and x ∈ R let Bx denote {y | 〈x, y〉 ∈ B}. Recall
that �B is the set {x ∈ R | player I has a winning strategy in Gω(Bx)}. It is common
to write (�y)B(x, y), or (�y)〈x, y〉 ∈ B, for the statement x ∈ �B. This notation is
similar to the notation used for the quantifiers (∀y) and (∃y), and (�y) too is viewed
as a quantifier, giving precise meaning to the chain (∃y(0))(∀y(1))(∃(y(2)) · · · · · · of
quantifiers over ω. For a pointclass � let �� = {�B | B ∈ �}. It is easy to check
that ��1

n = �1
n+1 and (using determinacy) ��1

n = �1
n+1. Theorem 1.9 therefore

states that the pointclasses �(n)�1
1, n < ω, all have the reduction and prewellordering

properties.

Theorem 1.9 helped establish the use of determinacy as a hypothesis in the study
of definable sets of reals. In particular it became standard to study L(R) using the
relativization to L(R) of the assumption that all sets of reals are determined, known as
the axiom of determinacy (AD) and initially advanced by Mycielski–Steinhaus [28].
The use of this assumption in L(R) is justified in retrospect by Theorem 1.5.

There has been a wealth of results on sets of reals, on structural properties of
pointclasses, and on L(R), assuming determinacy. Only a couple of results, the ones
which are directly relevant to this paper, are listed below. A more complete account
can be found in Moschovakis [27] and in the Cabal volumes [13], [10], [11], [12].

Recall that the symbol δ is used to denote the supremum of the ordertypes of �

prewellorders on � sets.

Theorem 1.11. Assume AD. Then δ1
1 is equal to ω1, δ1

2 is equal to ω2 (Martin), and δ1
3

is equal to ωω+1 (Martin). Much more is known, see Kechris [9] and Jackson [7].

The values of the ordinals δ1
1, δ1

2, etc. are absolute between L(R) and the true
universe V. Theorem 1.11 therefore implies that δ1

1 = (ω1)
L(R), δ1

2 = (ω2)
L(R),

and δ1
3 = (ωω+1)

L(R). ω1 is absolute between L(R) and V, so δ1
1 = ω1. But other
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cardinals need not be absolute. Theorem 1.11 by itself therefore does not provide
information on the cardinalities of δ1

2 and δ1
3.

Theorem 1.12 (Steel–Van Wesep [38], Woodin [39]). Assume ADL(R). Then it is
consistent (with ADL(R) and the axiom of choice) that (ω2)

L(R) = ω2, and hence that
δ1

2 = ω2.

Note that the statement that δ1
2 = ω2 implies a strong failure of the continuum

hypothesis: not only must the continuum have size at least ω2, but this must be
witnessed by �1

2 prewellorders.

2. Large cardinals

An embedding π : P → M is elementary just in case that it preserves truth, meaning
that ϕ[x1, . . . , xk] holds in P iff ϕ[π(x1), . . . , π(xk)] holds in M , for all formulae
ϕ and all x1, . . . , xk ∈ P . Large cardinal axioms state the existence of elementary
embeddings of the universe. For example, a cardinal κ is measurable if it is the
critical point of an elementary embedding π : V → M ⊂ V. The axiom “there
exists a measurable cardinal” thus asserts the existence of a non-trivial elementary
embedding acting on the entire universe.

An elementary embedding π : V → M is λ-strong if M and V agree to λ, that
is if M and V have the same bounded subsets of λ, and superstrong if M and V
agree to π(crit(π)). π : V → M is λ-strong with respect to H if it is λ-strong and
π(H) ∩ λ = H ∩ λ. κ is λ-strong if it is the critical point of a λ-strong embedding,
and similarly for superstrength and strength with respect to H . κ is <δ-strong with
respect to H if it is λ-strong with respect to H for each λ < δ. Finally, and most
importantly, δ is a Woodin cardinal if for every H ⊂ δ there is κ < δ which is <δ-
strong with respect to H . In the hierarchy of large cardinal axioms, the existence of
Woodin cardinals lies above the existence of measurable cardinals, but well below the
existence of superstrong cardinals.

Let π : V → M be elementary. Let κ = crit(π) and let λ < π(κ). The (κ, λ)-
extender induced by π is the function E : P ([κ]<ω) → P ([λ]<ω) defined by E(A) =
π(A) ∩ [λ]<ω. The extender E codes enough of the embedding π to reconstruct an
embedding σ : V → N with the property that σ(A) ∩ [λ]<ω = π(A) ∩ [λ]<ω for all
A ⊂ [κ]<ω. For sufficiently closed λ this is enough that the λ-strength of π implies
the λ-strength of σ , and similarly for strength with respect to H . Thus, the existence of
strong embeddings is equivalent to the existence of strong extenders, and the property
of being a Woodin cardinal can be recast as a statement about the existence of certain
extenders. (The point here is that extenders are sets, while embeddings are classes.)

The embedding σ : V → N is obtained from the extender E using an ultrapower
construction. Very briefly, N is the model (H/∼; R) where H = {〈f, a〉 | a ∈
[λ]<ω and f : [κ]lh(a) → V}, 〈f, a〉 ∼ 〈g, b〉 iff a�b ∈ E({x�y | f (x) = g(y)}),
and [f, a] R [g, b] iff a�b ∈ E({x�y | f (x) ∈ g(y)}). The embedding σ is defined
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by the conditions σ(x) = [cx, ∅] where cx : [κ]0 → V is the function taking constant
value x. The model N is called the ultrapower of V by E, denoted Ult(V, E), and σ

is the ultrapower embedding.
An extender E can also be derived from an embedding π : Q → M for Q �= V.

The result is an extender over Q. In the other direction, the ultrapower of a model Q by
an extender E with critical point κ can be defined so long as (P ([κ]<ω))Q = dom(E),
simply by adding the restriction f ∈ Q to the definition of H above. The resulting
ultrapower is denoted Ult(Q, E).

The process of taking ultrapowers can be iterated, and such iterations are crucial
to the study of large cardinals. Their first use appeared in Kunen [15]. Kunen worked
with measurable cardinals. The associated extenders can only give rise to linear
iteration, and this has become the norm until the work of Martin–Steel [23], who
introduced the general format of an iteration tree. This general format, which allows
non-linearity, is both necessary to the study of Woodin cardinals, and non-trivial in
their presence.

A tree order on an ordinal α is an order T so that: T is a suborder of < � α;
for each η < α, the set {ξ | ξ T η} is linearly ordered by T ; for each ξ so that
ξ + 1 < α, the ordinal ξ + 1 is a successor in T ; and for each limit ordinal γ < α, the
set {ξ | ξ T γ } is cofinal in γ . An iteration tree T of length α on a model M consists
of a tree order T on α, and sequences 〈Mξ, jζ,ξ | ζ T ξ < α〉 and 〈Eξ | ξ + 1 < α〉
satisfying the following conditions:

1. M0 = M .

2. For each ξ so that ξ + 1 < α, Eξ is an extender of Mξ .

3. Mξ+1 = Ult(Mζ , Eξ ) and jζ,ξ+1 : Mζ → Mξ+1 is the ultrapower embedding,
where ζ is the T -predecessor of ξ + 1. It is implicit in this condition that
P ([crit(Eξ )]<ω) must be the same in Mζ and Mξ , so that the ultrapower makes
sense.

4. For limit λ < α, Mλ is the direct limit of the system 〈Mζ , jζ,ξ | ζ T ξ T λ〉,
and jζ,λ : Mζ → Mλ for ζ T λ are the direct limit embeddings.

5. The remaining embeddings jζ,ξ for ζ T ξ < α are obtained through composi-
tion.

An iteration tree is linear if for every ξ , the T -predecessor of ξ + 1 is ξ .
A branch through an iteration tree T is a set b which is linearly ordered by T . The

branch is cofinal if sup(b) = lh(T ). The branch is maximal if either sup(b) = lh(T )

or else b �= {ξ | ξ T sup(b)}. The direct limit along b, denoted MT
b or simply Mb,

is the direct limit of the system 〈Mξ, jζ,ξ | ζ T ξ ∈ b〉. iTb : M → Mb is the direct
limit embedding of this system. The branch b is called wellfounded just in case that
the model Mb is wellfounded.

Theorem 2.1 (Martin–Steel [23]). Let M be a countable elementary substructure of
a rank initial segment of V, and let π : M → Vν be elementary. Let T be a countable
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iteration tree on M . Then there is a maximal branch b through T , and an embedding
σ : Mb → Vν , so that π = σ � iTb . (A branch b whose direct limit can be embedded
into Vν in this way is called realizable.)

Let M be a model of ZFC. In the (full, length ω1 +1) iteration game on M players
“good” and “bad” collaborate to construct an iteration tree T of length ωV

1 + 1 on M .
“bad” plays all the extenders, and determines the T -predecessor of ξ + 1 for each ξ .
“good” plays the branches {ζ | ζ T λ} for limit λ, thereby determining the direct
limit model Mλ. Note that “good” is also responsible for the final move, which
determines MωV

1
.

If ever a model along the tree is reached which is illfounded then “bad” wins.
Otherwise “good” wins. M is (fully) iterable if “good” has a winning strategy in this
game. An iteration strategy for M is a winning strategy for the good player in the
iteration game on M .

Notice that if Theorem 2.1 could be strengthened to state that the realizable branch
is unique, then repeated applications of the theorem (including a final application
over Vcol(ω,ω1) to obtain a branch through a tree of length ωV

1 ) would demonstrate
that countable elementary substructures of rank initial segments of V are iterable.
This observation is the key to many of the known iterability proofs, but unfortunately
uniqueness fails beyond certain large cardinals. A general proof of iterability would
be a great step forward in the study of large cardinals.

A (fine structural) inner model is a model of the form M = Lα( �E), that is the
smallest model of set theory containing the ordinals below α and closed under com-
prehension relative to �E, where �E is a sequence of extenders, over M or over initial
segments of M , satisfying certain coherence requirements. (There are various ways
to structure the sequences. For precise definitions see Mitchell–Steel [26] or Zeman
[42].) M = Lα( �E) is an initial segment of N = Lβ( �F) just in case that α ≤ β and �E
is an initial segment of �F . Since the extenders in �E may be extenders not over M

but over strict initial segments of M , an iteration tree on M may involve dropping to
initial segments, that is applying an extender in Mξ to an initial segment of Mζ . In
such cases the embedding jζ,ξ+1 acts on an initial segment of Mζ .

The following fact is the key to the use of iteration trees in the study of inner
models:

Fact 2.2 (Comparison). Let M and N be countable inner models. Suppose that M

and N are both iterable. Then there are iteration trees T and U of countable lengths
on M and N respectively, leading to final models M∗ and N∗, so that at least one of
the following conditions holds:

1. M∗ is an initial segment of N∗ and there are no drops on the branch of T
leading from M to M∗.

2. N∗ is an initial segment of M∗ and there are no drops on the branch of U
leading from N to N∗.
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The iteration trees T and U witnessing Fact 2.2 are constructed inductively. Sup-
pose the construction reached modelsMξ onT andNξ onU. If the extender sequences
of Mξ and Nξ agree, meaning that they are equal or that one is a strict initial segment
of the other, then the construction is over and one of conditions (1) and (2) in Fact 2.2
holds. If the sequences do not agree, let ρ be least so that the extender sequences of Mξ

and Nξ disagree on the ρth extender. Set Eξ to be the ρth extender on the sequence
of Mξ , and use this assignment to continue the construction of T , applying Eξ to Mζ

for the smallest possible ζ , to give rise to Mξ+1. Continue U similarly using the ρth
extender on the sequence of Nξ . These assignments determine the parts of T and U
corresponding to the bad player’s moves in the iteration game. Using the assumption
that M and N are iterable, fix iteration strategies � and � for the two models, and let
these strategies determine the remaining elements of T and U, namely the branches
to be used at limit stages.

It is one of the great discoveries of inner model theory that the process described
above, of repeatedly forming ultrapowers by disagreeing extenders, terminates, lead-
ing therefore to models which are lined-up with their extender sequences in complete
agreement. The discovery was first made by Kunen [15] in the context of a single
measurable cardinal, where linear iterations suffice. Mitchell [24], [25] developed the
framework for models with many measurable cardinals, still using linear iterations.
Martin–Steel [22], [23] discovered that in the context of Woodin cardinals the more
general (non-linear) iteration trees are both needed and sufficient. Mitchell–Steel
[26] used iteration trees, fine structure (see Jensen [8]), and several additional ideas
to develop inner models for Woodin cardinals, and reach Fact 2.2 as stated above.

The following folklore claim illustrates a simple application of the comparison
process. An inner model M is called a minimal model for a sentence θ if M satisfies θ

and no strict initial segment of M satisfies θ .

Claim 2.3. Let M and N be minimal countable inner models for the same sentence θ .
Suppose that both M and N are iterable. Then M and N have the same theory.

Proof sketch. Compare M and N , that is form T and U leading to models M∗ and N∗
which are in complete agreement, using Fact 2.2. Neither one of M∗ and N∗ can be
a strict initial segment of the other, since otherwise the longer of the two will have
a strict initial segment satisfying θ . M∗ and N∗ must therefore be equal. Similar
reasoning shows that there can be drops on either side of the comparison. Using the
elementarity of the iteration embeddings (from M to M∗ along T , and from N to N∗
along U) it follows that M has the same theory as M∗ and N has the same theory
as N∗. Since M∗ = N∗, M and N have the same theory. �

An inner model M is a sharp if its extender sequence has a final element, EM
top,

and EM
top is an extender over M . For a sharp M let M∗ be the result of iterating EM

top
through the countable ordinals, that is set M ′ equal to the final model of the iteration
tree T defined by the condition Eξ = j0,ξ (E

M
top) and the T -predecessor of ξ + 1 is ξ

for all ξ < ω1, and let M∗ = M ′‖ω1. The set I = {j0,ξ (crit(EM
top)) | ξ < ω1}
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is club in ω1. The ordinals in I are indiscernibles for M∗, in the sense that for
any formula ϕ, and any increasing sequences {α1, . . . , αk} and {β1, . . . , βk} in [I ]k ,
M∗ |= ϕ[α1, . . . , αk] iff M∗ |= ϕ[β1, . . . , βk]. The theory of k indiscernibles for M ,
denoted Thk(M), is the set of formulae ϕ so that M∗ |= ϕ[α1, . . . , αk] for some
(equivalently all) {α1, . . . , αk} ∈ [I ]k .

An argument similar to that of Claim 2.3 shows that if M and N are both min-
imal iterable sharps for the same sentence θ , then Thk(M) = Thk(N). The join⊕

k<ω Thk(M) is called the sharp for θ . The sharp for the sentence “there are n

Woodin cardinals” is called the sharp for n Woodin cardinals. The sharp for a tautol-
ogy is denoted 0�. It codes a club of indiscernibles for L.

The existence of 0� follows from the existence of a measurable cardinal. But in
general the existence of the sharp for θ does not follow directly from the existence of
large cardinals in V. The sharp also requires iterability, which is used in an essential
way through the appeal to the comparison process in the proof of Claim 2.3. At the
level of finitely many Woodin cardinals iterability can be obtained using Theorem 2.1
and additional arguments on the uniqueness of realizable branches, so that the exis-
tence of the sharp for n Woodin cardinals follows from the existence in V of n Woodin
cardinals and a measurable cardinal above them.

It was noted in Section 1 that proofs of determinacy for pointclasses from �1
1

onward require large cardinal axioms. To be specific, a proof of determinacy for the
pointclass �1

1 (Theorem 1.3) requires roughly the existence of a measurable cardinal,
a proof of determinacy for the pointclass �1

n+1 (Theorem 1.4) requires roughly the
existence of n Woodin cardinals and a measurable cardinal above them, and a proof
of determinacy for the pointclass of all sets in L(R) (Theorem 1.5) requires roughly
the existence of ω Woodin cardinals and a measurable cardinal above them. But
this is only the beginning of the connection between these pointclasses and Woodin
cardinals.

Recall that a set A is α-�1
1 if there is a sequence 〈Aξ | ξ < α〉 of �1

1 sets so that
x ∈ A iff the least ξ so that x �∈ Aξ ∨ ξ = α is odd. (The hierarchy generated by this
definition is the difference hierarchy on �1

1 sets. Note for example that for α = 2
the condition states simply that A = A0 − A1.) The set A is (lightface) α-�1

1 if the
underlying code for the sequence 〈Aξ | ξ < α〉 is recursive. A is <ω2-�1

1 if it is
α-�1

1 for some α < ω2.

Theorem 2.4 (Martin [21]). Let Bi (i < ω) be a recursive enumeration of the
<ω2-�1

1 sets. Then each of 0� and {i | player I has a winning strategy in Gω(Bi)} is
recursive in the other.

Theorem 2.4 provides a very tight connection between a large cardinal object, 0�,
and infinite games. For every formula ϕ there is a <ω2-�1

1 set B so that ϕ belongs
to 0� iff I wins Gω(B), and conversely (for every B there is ϕ).

Theorem 2.5. Let Bi (i < ω) be a recursive enumeration of the �(n)(<ω2-�1
1) sets.

Then the sharp for n Woodin cardinals and {i | player I has a winning strategy in
Gω(Bi)} are each recursive in the other.
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Theorem 2.5 generalizes Theorem 2.4 to n > 0. It has two directions. The
first states that membership in the sharp for n Woodin cardinals is equivalent to
winning a �(n)(<ω2-�1

1) game. This follows from the results of Martin–Steel [23].
Essentially they show that iterability (or more precisely the ability to survive through
the comparison process) for minimal sharps for n Woodin cardinals, can be expressed
as a �(n)(<ω2-�1

1) statement. The other direction of Theorem 2.5 states that sharps
for n Woodin cardinals can discern which player wins a �(n)(<ω2-�1

1) game. This
direction follows from the determinacy proof in Neeman [30], [32]. The proof reduces
the quantifiers involved in the �(n)(<ω2-�1

1) set to an iteration game on any model
which has a sharp for n Woodin cardinals. The reduction takes place inside the
model, and the model can tell which player in the �(n)(<ω2-�1

1) game is matched to
the good player in the iteration game. Since the sharp is iterable, this player wins the
�(n)(<ω2-�1

1) game.
Theorem 2.5 is an indication of the close connections between the study of inner

models for Woodin cardinals and the study of projective pointclasses. The connections
are tight enough that inner models can be used directly in the study of projective
pointclasses, and further up in the study of L(R) under determinacy.

Theorem 2.6 (Neeman–Woodin, see [30]). Determinacy for all �1
n+1 sets implies

determinacy for all sets in the larger pointclass �(n)(<ω2-�1
1).

Theorem 2.7 (Hjorth [6]). Work in L(R) assuming AD. Let 
 be a �(α-�1
1) prewell-

order with α < ω · k. Then the ordertype of 
 is smaller than ωk+1.

Theorem 2.8 (Neeman, Woodin, see [36]). Assume ADL(R). Then it is consistent
(with ADL(R) and the axiom of choice) that δ1

3 = ω2.

Theorem 2.6 for n = 0 is a combination of the work of Harrington [5], who
obtained 0� and its relativized versions for all reals from �1

1 determinacy, and Martin,
who obtained<ω2-�1

1 determinacy from the sharps. At higher levelsWoodin obtained
sharps for n Woodin cardinals from �1

n+1 determinacy and Neeman [30] obtained
�(n)(<ω2-�1

1) determinacy from these sharps. Theorem 2.6 had already been proved
for odd n by Kechris–Woodin [14], using methods which are purely descriptive set
theoretic. For even n the only known proofs involve large cardinals.

Hjorth [6] proved Theorem 2.7 by embedding a given �(<ω · k-�1
1) prewellorder

into a directed system of iterates of a sharp for one Woodin cardinal, and proving that
the rank of the directed system is smaller than ωk+1. Again, the proof is closely tied
up with large cardinals and iteration trees, even though the result is purely descriptive
set theoretic.

Theorem 2.8 is proved by collapsing ωω to ω1 over L(R), so that (ωω+1)
L(R),

which is equal to δ1
3 by Theorem 1.11, becomes ω2 of the generic extension. The

forcing to collapse ωω involves an ultrafilter on [Pω1(ωω)]<ω1 , and the construction
of this ultrafilter uses a directed system of iterates of fine structural inner models with
Woodin cardinals.
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3. Larger cardinals, longer games

For α < ω1 and B ⊂ Rα let Gω·α(B) denote the length ω · α game with payoff B.
Players I and II alternate playing natural numbers in the format of Diagram 2, taking
ω · α moves to produce together a sequence r = 〈r(ξ) | ξ < ω · α〉 in ωω·α . The
sequence r may be viewed as an element of (ωω)α = Rα . If r belongs to B then
player I wins, and otherwise player II wins.

I r(0) r(2) . . . r(2ξ) . . . . . .

II r(1) . . . r(2ξ + 1) . . . . . .

Diagram 2. General format of a transfinite game.

Determinacy for all length ω games with payoff in �(n)(<ω2-�1
1) is easily seen to

be the same as determinacy for all games of length ω · (n+1) with payoff in <ω2-�1
1.

Theorem 2.5 and the part of Theorem 2.6 dealing with a proof of determinacy from
sharps can therefore be rephrased as follows:

Theorem 3.1. Let Bi (i < ω) be a recursive enumeration of all the <ω2-�1
1 sets.

Suppose that there is an iterable sharp for n Woodin cardinals. Then all length
ω · (n + 1) games with payoff in <ω2-�1

1 are determined. Moreover, the sharp for n

Woodin cardinals and {i | player I wins Gω·(n+1)(Bi)} are each recursive in the other.

The same precise connection between large cardinals and determinacy can be
obtained higher up. Theorems 3.2, 3.3, and 3.4 below give several markers along the
hierarchies of large cardinals and determinacy, progressively moving upward on both.

Theorem 3.2 (Neeman, Woodin, see [33, Chapter 2]). Let α be a countable ordinal.
Let Bi (i < ω) be a recursive2 enumeration of all the <ω2-�1

1 subsets of R1+α .
Suppose that there is an iterable sharp for α Woodin cardinals. Then all length
ω · (1 + α) games with payoff in <ω2-�1

1 are determined. Moreover, the sharp for α

Woodin cardinals and {i | player I wins Gω·(1+α)(Bi)} are each recursive in the other.

For B ⊂ ω<ω1 let Gadm(B) be the following game: Players I and II alternate
natural numbers as in Diagram 2, continuing until they reach the first ordinal α so
that Lα[r(ξ) | ξ < α] is admissible. At that point the game ends. Player I wins if
〈r(ξ) | ξ < α〉 ∈ B, and otherwise player II wins.

The run 〈r(ξ) | ξ < α〉 has the property that for every β < α, Lβ [r(ξ) | ξ < β]
is not admissible. Using this property the run can be coded by a real in a canonical,
uniform manner. The payoff set B is said to be � in the codes just in case that the set
of real codes for sequences in B belongs to �.

Gadm(B) is a game of variable countable length. Its runs are countable, but the
length of a particular run depends on the moves made during the run. Each of the

2Recursiveness here is relative to a code for α.
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players can force the length of the run to be greater than any fixed countable ordinal α,
and the determinacy of Gadm(B) for all B in <ω2-�1

1 implies the determinacy of
Gα(B) for all B in <ω2-�1

1, for each countable α.
The Mitchell order on extenders is the order E � F iff E ∈ Ult(V, F ). The

Mitchell order of a cardinal κ is the ordertype of the restriction of � to extenders with
critical point κ .

Theorem 3.3 (Neeman [34]). Let Bi (i < ω) be a recursive enumeration of the
subsets of ω<ω1 which are <ω2-�1

1 in the codes. Suppose that there is an iterable
sharp for the statement “there is a cardinal κ which is a limit of Woodin cardinals
and has Mitchell order κ++”. Then the games Gadm(B) are determined for all B

which are <ω2-�1
1 in the codes. Moreover the sharp and the real {i | player I wins

Gadm(Bi)} are each recursive in the other.

For B ⊂ ω<ω1 let Glocal(L, B) be the following game: Players I and II alternate
natural numbers as in Diagram 2, continuing until they reach the first α > ω so that α

is a cardinal in L[r(ξ) | ξ < α]. At that point the game ends. Player I wins if
〈r(ξ) | ξ < α〉 ∈ B. Otherwise player II wins. Glocal(L, B) is a game ending at ω1
in L of the play. It too is a game of variable countable length.

A code for a run 〈r(ξ) | ξ < α〉 of Glocal(L, B) is simply a pair 〈w, x〉 where
w is a wellorder of ω of ordertype α, x ∈ ωω, and for each n, x(n) is equal to r(ξ)

where ξ is the ordertype of n in w. These codes belong to P (ω × ω) × ωω, which is
isomorphic to ωω. As before, B is said to be � in the codes just in case that the set of
codes for sequences in B belongs to �.

Theorem 3.4 (Neeman [33, Chapter 7]). Let Bi (i < ω) be a recursive enumeration
of the subsets of ω<ω1 which are �(<ω2-�1

1) in the codes. Suppose that there is
an iterable sharp for the statement “there is a Woodin cardinal which is also a limit
of Woodin cardinals”. Then the games Glocal(L, B) are determined for all B which
are �(<ω2-�1

1) in the codes. Moreover the sharp and the real {i | player I wins
Glocal(L, Bi)} are each recursive in the other.

Remark 3.5. Theorem 3.4 has an interesting corollary, due to Woodin: Suppose
that there is an iterable sharp for a Woodin limit of Woodin cardinals. Then it is
consistent that all ordinal definable games of length ω1 are determined. The model
witnessing this is of the form M = L[x(ξ) | ξ < γ ] where γ = ωM

1 , and the strategies
witnessing determinacy in this model are obtained through uses of Theorem 3.4 on
games ending at ω1 in L of the play. For a complete proof of the corollary see Neeman
[33, 7F.13–15].

Remark 3.6. There is another interesting game that comes up in the proof of The-
orem 3.4. For a partial function f : R → ω and a set B ⊂ ω<ω1 let Gcont(f, B) be
the following game: Players I and II alternate natural numbers as in Diagram 2. In
addition, after each block of ω moves they write a natural numbers on a “side board”.
Let xα = 〈r(ω · α + i) | i < ω〉 be the αth block of moves. The natural number
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they write following this block is nα = f (xα). They continue playing until reaching
the first α so that xα �∈ dom(f ) or nα ∈ {nβ | β < α} (meaning that the natural
number written after block α is a repetition of a number written previously). At that
point the game ends, player I wins if 〈r(ξ) | ξ < ω · α + ω〉 ∈ B, and player II wins
otherwise. The large cardinal strength of determinacy for these games is roughly a
cardinal κ which is δ + 1-strong for some Woodin cardinal δ > κ (see Neeman [33,
Chapter 3]), and the determinacy proof for these games is a precursor to the use of
extenders overlapping Woodin cardinals in the proof of Theorem 3.4.

Determinacy in Theorems 3.2, 3.3, and 3.4 is proved by reducing the long game to
an iteration game on the given model. The reduction, which uses the large cardinals
of the model, matches one of the players in the long game to the good player in the
iteration game. In effect it converts the iteration strategy for the model into a winning
strategy for this player in the long game. Determinacy therefore rests on the existence
of iterable models; the existence of large cardinals by itself is not directly sufficient.

In the case of Theorems 3.2 and 3.3, the long game is reduced to an iteration game
of a specific format, involving only linear compositions of iteration trees of length ω.
The fact that the good player can win games of this format, on countable models
which embed into rank initial segments of V, follows directly from Theorem 2.1.
The determinacy proved in Theorems 3.2 and 3.3 therefore follows from just the
assumptions of large cardinals in V: α Woodin cardinals and a measurable cardinal
above them in the case of Theorem 3.2, and a measurable cardinal above a cardinal κ

so that o(κ) = κ++ and κ is a limit of Woodin cardinals in the case of Theorem 3.3.
The iteration game generated by the proof of Theorem 3.4 is as complicated as

the full iteration game, and Theorem 2.1 by itself is not enough to produce a winning
strategy for the good player in this game. Still, by Neeman [31], the existence of
an iterable model satisfying the large cardinal assumptions of Theorem 3.4 follows
from the existence of the large cardinals, a Woodin limit of Woodin cardinals and a
measurable cardinal above it, in V.

Theorems 3.2, 3.3, and 3.4 extend the precise connection between determinacy
and inner models to levels of games of variable countable lengths, and Woodin limits
of Woodin cardinals. It is generally believed that the large cardinal hierarchy is rich
enough to calibrate the strength of all natural statements. Could determinacy provide
a rich enough hierarchy to match the full extent of the large cardinal hierarchy? If not,
how far does determinacy reach? How far does the hierarchy of long games reach?
We are very far from answers to these questions.

Let θ be a large cardinal assumption at or below the existence of a superstrong
cardinal. (Beyond the level of superstrong cardinals there are problems with the
comparison process and Claim 2.3.) The comparison process provides the best clues
in the search for long games strong enough to match θ in the sense ofTheorems 3.2, 3.3,
and 3.4: If a particular format of long games subsumes the iteration games appearing
in the comparison of minimal models of θ , then the associated game quantifier is
strong enough to define the sharp for θ .
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The following format is strong enough to subsume the full iteration game, and
therefore all iteration games appearing in all comparisons of all inner models up to
superstrong cardinals. Let L+ denote the language of set theory with an added unary
relation symbol ṙ , and let ϕ(α, β) be a formula in L+. Define Gclub,2(ϕ) to be the
following game: Players I and II alternate playing ω1 natural numbers in the manner
of Diagram 2, producing together a sequence 〈r(ξ) | ξ < ω1〉 in ωω1 . If there is a
club C ⊂ ω1 so that 〈Lω1[r], r〉 |= ϕ[α, β] for all α < β both in C then player I wins,
and otherwise player II wins. (A quick word on notation: r formally is a set of pairs
in ω1 × ω. 〈Lω1[r], r〉 |= ϕ iff ϕ holds in Lω1[r] with appearances of the predicate ṙ

in ϕ interpreted by r .)
The number 2 in Gclub,2(ϕ) refers to the number of free variables in ϕ. Games

Gclub,k(ϕ), for k �= 2 in ω and ϕ a formula with k free variables, can defined similarly.
All the definitions can be relativized to a real x by replacing Lω1[r] with Lω1[r, x]
and letting ϕ take x as a parameter. They can be relativized to a set of reals A by
replacing L with LA and allowing ϕ to take an additional predicate interpreted by
A ∩ LA

ω1
[r].

The full iteration game on a countable model M can be recast as a game of the
form Gclub,2(ϕ) relativized to a real coding M . Woodin [41] connects the determinacy
of the games Gclub,k(ϕ) and their relativizations to �2

2 absoluteness under the com-
binatorial principle generic diamond (�G). Determinacy for the games Gclub,2(ϕ) is
not provable from large cardinals, by Larson [17], but it may be provable from large
cardinals and �G. Unfortunately the games are too strong to be handled by current
methods in proofs of determinacy, precisely because they are strong enough to sub-
sume the full iteration game. If there were a match for Gclub,2 similar to the matches
in Theorems 2.4, 2.5, 3.2, 3.3, and 3.4, then the large cardinal involved would have
to be stronger than a superstrong, far beyond the level of Woodin cardinals.

The following format produces a weaker game. Let k < ω. Let �S = 〈Sa | a ∈
[ω1]<k〉 be a collection of mutually disjoint stationary subsets of ω1, with a stationary
set Sa associated to each tuple a ∈ [ω1]<k . Let [ �S] denote the set {〈α0, . . . , αk−1〉 ∈
[ω1]k | (∀i < k) αi ∈ S〈α0,...,αi−1〉}. Let ϕ(x0, . . . , xk−1) be a formula in L+. Define
Gω1,k(

�S, ϕ) to be the following game: Players I and II alternate playing ω1 natural
numbers in the manner of Diagram 2, producing together a sequence r ∈ ωω1 . If there
is a club C ⊂ ω1 so that 〈Lω1[r], r〉 |= ϕ[α0, . . . , αk−1] for all 〈α0, . . . , αk−1〉 ∈
[�S]∩[C]k then player I wins the run r . If there is a club C ⊂ ω1 so that 〈Lω1[r], r〉 |=
¬ϕ[α0, . . . , αk−1] for all 〈α0, . . . , αk−1〉 ∈ [�S]∩[C]k then player II wins r . If neither
condition holds then both players lose.

Note that the two winning conditions in the definition of Gω1,k(
�S, ϕ) cannot both

hold. This uses the fact that each of the sets Sa is stationary in ω1, and the demand
in the conditions that C must be club in ω1. Thus at most one player wins each run
of Gω1,k(

�S, ϕ). For k > 0 it may well be that neither one of the winning conditions
holds. So there may well be runs of Gω1,k(

�S, ϕ) which are won by neither player.
Determinacy for Gω1,k(

�S, ϕ) is defined in the stronger of the two possible senses.
The game is determined if one of the players has a winning strategy; a strategy which
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merely avoids losing is not enough.
Recall that a sharp for θ is an inner model M with a final extender EM

top, so that

EM
top is an extender over M and M |= θ . Let θ be the sentence “crit(EM

top) is a Woodin

cardinal”. The minimal iterable sharp for θ , if it exists, is denoted 0W . Recall that
iterating out the top extender of a sharp M produces a model M∗ and a club I ⊂ ω1
of indiscernibles for M∗, consisting of the images of crit(EM

top) under the iteration

embeddings. In the case of M = 0W , the ordinals in I are Woodin cardinals of M∗.
The existence of 0W thus implies the existence of an iterable model with a club of
indiscernible Woodin cardinals, and in fact the two are equivalent.

Remark 3.7. Iterability for countable elementary substructures of V is not known at
the level of 0W – the strongest results in this direction are the ones of Neeman [31],
reaching to the level of Woodin limits of Woodin cardinals – and the existence of 0W

is not known to follow from large cardinals in V.

Theorem 3.8 (Neeman [35]). Suppose that 0W exists. Then the games Gω1,k(
�S, ϕ)

are determined, for all �S, k, and ϕ.

There are two parameters determining the payoff of the game Gω1,k(
�S, ϕ). One is

the formula ϕ and the number k of its free variables. The other is the sequence �S. The
formula ϕ, or the formula ϕ and the real x in the case of games relativized to a real,
is the definable part of the payoff condition, analogous to the <ω2-�1

1 set, or more
precisely to its recursive definition, in Theorems 3.2, 3.3, and 3.4. The sequence �S
consists of disjoint stationary sets, and this makes it highly non-definable. It has no
parallel in Theorems 3.2, 3.3, and 3.4. It is necessary in Theorem 3.8, and the winning
strategy in Gω1,k(

�S, ϕ) depends on �S. But which of the players has a winning strategy
is determined independently of �S:

Theorem 3.9 (Neeman [35]). Suppose that 0W exists. Let �S = 〈Sa | a ∈ [ω1]<k〉
and �S∗ = 〈S∗

a | a ∈ [ω1]<k〉 be two sequences of mutually disjoint stationary subsets
of ω1. Then player I (respectively II) has a winning strategy in Gω1,k(

�S, ϕ) iff she
has a winning strategy in Gω1,k(

�S∗, ϕ).

Define �ω1(k, ϕ) to be 1 if player I has a winning strategy in Gω1,k(
�S, ϕ) for

some, and using Theorem 3.9 equivalently for all, �S. Define �ω1(k, ϕ) to be equal
to 0 otherwise.

Theorem 3.10 (Neeman [35]). Suppose that 0W exists. Then {〈k, ϕ〉 | �ω1(k, ϕ) = 1}
and 0W are each recursive in the other.

Theorems 3.8 and 3.10 establish the same precise connection between 0W and
games of length ω1 that exists between 0� and <ω2-�1

1 games of length ω. They
provide another step, the first to reach games of length ω1, in the project of matching
the hierarchy of large cardinals with the hierarchy of long games.
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[29] Mycielski, Jan, and Świerczkowski, Stanisław, On the Lebesgue measurability and the
axiom of determinateness. Fund. Math. 54 (1964), 67–71.

[30] Neeman, Itay, Optimal proofs of determinacy. Bull. Symbolic Logic 1 (3) (1995), 327–339.

[31] Neeman, Itay, Inner models in the region of a Woodin limit of Woodin cardinals. Ann. Pure
Appl. Logic 116 (1-3) (2002), 67–155.

[32] Neeman, Itay, Optimal proofs of determinacy. II. J. Math. Log. 2 (2) (2002), 227–258.

[33] Neeman, Itay, The determinacy of long games. De Gruyter Ser. Log. Appl. 7, Walter de
Gruyter, Berlin 2004.

[34] Neeman, Itay, Determinacy for games ending at the first admissible relative to the play. J.
Symbolic Logic 71 (2006), 425–459.

[35] Neeman, Itay, Games of length ω1. To appear.

[36] Neeman, Itay, Inner models and ultrafilters in L(R). To appear.

[37] Oxtoby, John C., The Banach-Mazur game and Banach category theorem. In Contributions
to the theory of games, vol. 3,Ann. of Math. Stud. 39, Princeton University Press, Princeton,
N. J., 1957, 159–163.

[38] Steel, John R., and Van Wesep, Robert, Two consequences of determinacy consistent with
choice. Trans. Amer. Math. Soc. 272 (1) (1982), 67–85.

[39] Woodin, W. Hugh, Some consistency results in ZFC using AD. In Cabal seminar 79–81,
Lecture Notes in Math. 1019, Springer-Verlag, Berlin 1983, 172–198.

[40] Woodin, W. Hugh, Supercompact cardinals, sets of reals, and weakly homogeneous trees.
Proc. Nat. Acad. Sci. U.S.A. 85 (18) (1988), 6587–6591.

[41] Woodin, W. Hugh, Beyond �
˜

2
1 absoluteness. Proceedings of the International Congress of

Mathematicians (Beijing, 2002), Vol. I, Higher Ed. Press, Beijing 2002, 515–524.

[42] Zeman, Martin, Inner models and large cardinals. De Gruyter Ser. Log. Appl. 5, Walter de
Gruyter, Berlin 2002.

Department of Mathematics, University of California Los Angeles, Los Angeles,
CA 90095-1555, U.S.A.
E-mail: ineeman@math.ucla.edu





The art of ordinal analysis

Michael Rathjen

Abstract. Ordinal analysis of theories is a core area of proof theory whose origins can be traced
back to Hilbert’s programme – the aim of which was to lay to rest all worries about the foundations
of mathematics once and for all by securing mathematics via an absolute proof of consistency.
Ordinal-theoretic proof theory came into existence in 1936, springing forth from Gentzen’s head
in the course of his consistency proof of arithmetic. The central theme of ordinal analysis is the
classification of theories by means of transfinite ordinals that measure their ‘consistency strength’
and ‘computational power’. The so-called proof-theoretic ordinal of a theory also serves to
characterize its provably recursive functions and can yield both conservation and combinatorial
independence results.

This paper intends to survey the development of “ordinally informative” proof theory from
the work of Gentzen up to more recent advances in determining the proof-theoretic ordinals of
strong subsystems of second order arithmetic.

Mathematics Subject Classification (2000). Primary 03F15, 03F05, 03F35; Secondary 03F03,
03-03.

Keywords. Proof theory, ordinal analysis, ordinal representation systems, proof-theoretic
strength.

1. Introduction

Ordinal analysis of theories is a core area of proof theory. The origins of proof
theory can be traced back to the second problem on Hilbert’s famous list of problems
(presented at the Second International Congress in Paris on August 8, 1900), which
called for a proof of consistency of the arithmetical axioms of the reals. Hilbert’s
work on axiomatic geometry marked the beginning of his live-long interest in the
axiomatic method. For geometry, he solved the problem of consistency by furnishing
arithmetical-analytical interpretations of the axioms, thereby reducing the question
of consistency to the consistency of the axioms for real numbers. The consistency of
the latter system of axioms is therefore the ultimate problem for the foundations of
mathematics.

Which axioms for real numbers Hilbert had in mind in his problem was made
precise only when he took up logic full scale in the 1920s and proposed a research
programme with the aim of providing mathematics with a secure foundation. This
was to be accomplished by first formalizing logic and mathematics in their entirety,
and then showing that these formalizations are consistent, that is to say free of contra-
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dictions. Strong restrictions were placed on the methods to be applied in consistency
proofs of axiom systems for mathematics: namely, these methods were to be com-
pletely finitistic in character. The proposal to obtain finitistic consistency proofs of
axiom systems for mathematics came to be called Hilbert’s Programme.

Hilbert’s Programme is a reductive enterprise with the aim of showing that when-
ever a ‘real’ proposition can be proved by ‘ideal’ means, it can also be proved by ‘real’,
finitistic means. However, Hilbert’s so-called formalism was not intended to elimi-
nate nonconstructive existence proofs in the practice of mathematics, but to vindicate
them.

In the 1920s, Ackermann and von Neumann, in pursuit of Hilbert’s Programme,
were working on consistency proofs for arithmetical systems. Ackermann’s 1924
dissertation gives a consistency proof for a second-order version of primitive recur-
sive arithmetic which explicitly uses a finitistic version of transfinite induction up to
the ordinal ωω

ω
. The employment of transfinite induction on ordinals in consistency

proofs came explicitly to the fore in Gentzen’s 1936 consistency proof for Peano arith-
metic, PA. This proof led to the assignment of a proof-theoretic ordinal to a theory.
This so-called ordinal analysis of theories allows one to classify theories by means
of transfinite ordinals that measure their ‘consistency strength’ and ‘computational
power’.

The subject of this paper is the development of ordinal analysis from the work
of Gentzen up to very recent advances in determining the proof-theoretic ordinals of
strong subsystems of second order arithmetic.

1.1. Gentzen’s result. The most important structure in mathematics is arguably
the structure of the natural numbers N = (

N; 0N, 1N,+N,×N, EN,<N
)
, where 0N

denotes zero, 1N denotes the number one, +N, ×N,EN denote the successor, addition,
multiplication, and exponentiation function, respectively, and<N stands for the less-
than relation on the natural numbers. In particular, EN(n,m) = nm.

Many of the famous theorems and problems of mathematics such as Fermat’s and
Goldbach’s conjecture, the Twin Prime conjecture, and Riemann’s hypothesis can be
formalized as sentences of the language of N and thus concern questions about the
structure N.

Definition 1.1. A theory designed with the intent of axiomatizing the structure N

is Peano arithmetic, PA. The language of PA has the predicate symbols =, <,
the function symbols +, ×, E (for addition, multiplication, exponentiation) and the
constant symbols 0 and 1. The Axioms of PA comprise the usual equations and laws
for addition, multiplication, exponentiation, and the less-than relation. In addition,
PA has the Induction Scheme

(IND) ϕ(0) ∧ ∀x[ϕ(x) → ϕ(x + 1)] → ∀xϕ(x)
for all formulae ϕ of the language of PA.
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Gentzen showed that transfinite induction up to the ordinal

ε0 = sup{ω,ωω, ωωω, . . . } = least α. ωα = α

suffices to prove the consistency of PA. To appreciate Gentzen’s result it is pivotal
to note that he applied transfinite induction up to ε0 solely to elementary computable
predicates and besides that his proof used only finitistically justified means. Hence,
a more precise rendering of Gentzen’s result is

F + EC-TI(ε0) � Con(PA); (1)

here F signifies a theory that embodies only finitistically acceptable means, EC-TI(ε0)

stands for transfinite induction up to ε0 for elementary computable predicates, and
Con(PA) expresses the consistency of PA. Gentzen also showed that his result was the
best possible in that PA proves transfinite induction up to α for arithmetic predicates
for any α < ε0. The compelling picture conjured up by the above is that the non-
finitist part of PA is encapsulated in EC-TI(ε0) and therefore “measured” by ε0,
thereby tempting one to adopt the following definition of proof-theoretic ordinal of a
theory T :

|T |Con = least α. F + EC-TI(α) � Con(T ). (2)

In the above, many notions were left unexplained. We will now consider them one
by one. The elementary computable functions are exactly the Kalmar elementary
functions, i.e. the class of functions which contains the successor, projection, zero,
addition, multiplication, and modified subtraction functions and is closed under com-
position and bounded sums and products. A predicate is elementary computable if its
characteristic function is elementary computable.

According to an influential analysis of finitism due to W.W. Tait, finististic reason-
ing coincides with a system known as primitive recursive arithmetic. For the purposes
of ordinal analysis, however, it suffices to identify F with an even more restricted the-
ory known as Elementary Recursive Arithmetic, ERA. ERA is a weak subsystem of
PA having the same defining axioms for +, ×, E, < but with induction restricted to
elementary computable predicates.

In order to formalize EC-TI(α) in the language of arithmetic we should first discuss
ordinals and the representation of particular ordinals α as relations on N.

Definition 1.2. A setA equipped with a total ordering≺ (i.e.≺ is transitive, irreflexive,
and ∀x, y ∈ A [x ≺ y ∨ x = y ∨ y ≺ x]) is a wellordering if every non-empty
subset X of A contains a ≺-least element, i.e. (∃u ∈ X)(∀y ∈ X)[u ≺ y ∨ u = y].

An ordinal is a transitive set wellordered by the elementhood relation ∈.

Fact 1.3. Every wellordering (A,≺) is order isomorphic to an ordinal (α,∈).
Ordinals are traditionally denoted by lower case Greek letters α, β, γ, δ, . . . and

the relation ∈ on ordinals is notated simply by <. The operations of addition, mul-
tiplication, and exponentiation can be defined on all ordinals, however, addition and
multiplication are in general not commutative.
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We are interested in representing specific ordinals α as relations on N. In essence
Cantor [10] defined the first ordinal representation system in 1897. Natural ordinal
representation systems are frequently derived from structures of the form

A = 〈α, f1, . . . , fn,<α〉 (3)

where α is an ordinal, <α is the ordering of ordinals restricted to elements of α and
the fi are functions

fi : α × · · · × α︸ ︷︷ ︸
ki times

−→ α

for some natural number ki .

A = 〈A, g1, . . . , gn,≺〉 (4)

is a computable (or recursive) representation of A if the following conditions hold:

1. A ⊆ N and A is a computable set.

2. ≺ is a computable total ordering on A and the functions gi are computable.

3. A ∼= A, i.e. the two structures are isomorphic.

Theorem 1.4 (Cantor, 1897). For every ordinal β > 0 there exist unique ordinals
β0 ≥ β1 ≥ · · · ≥ βn such that

β = ωβ0 + · · · + ωβn. (5)

The representation of β in (5) is called the Cantor normal form. We shall write
β =

CNF
ωβ1 + · · · + ωβn to convey that β0 ≥ β1 ≥ · · · ≥ βk .

ε0 denotes the least ordinal α > 0 such that (∀β < α)ωβ < α. ε0 can also be
described as the least ordinal α such that ωα = α.

Ordinals β < ε0 have a Cantor normal form with exponents βi < β and these
exponents have Cantor normal forms with yet again smaller exponents. As this process
must terminate, ordinals< ε0 can be coded by natural numbers. For instance a coding
function

� . � : ε0 −→ N

could be defined as follows:

�α� =
{

0 if α = 0,

〈�α1�, . . . , �αn�〉 if α =
CNF

ωα1 + · · · + ωαn

where 〈k1, . . . , kn〉 := 2k1+1 . . . p
kn+1
n with pi being the ith prime number (or any

other coding of tuples). Further define:

A0 := range of �.�, �α� ≺ �β� :⇔ α < β

�α� +̂ �β� := �α + β�, �α� ·̂ �β� := �α · β�, ω̂�α� := �ωα�.
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Then
〈ε0,+, ·, δ �→ ωδ,<〉 ∼= 〈A0, +̂, ·̂, x �→ ω̂x,≺〉.

A0, +̂, ·̂, x �→ ω̂x , ≺ are computable (recursive), in point of fact, they are all elemen-
tary computable.

Finally, we can spell out the scheme EC-TI(ε0) in the language of PA:

∀x [∀y (y ≺ x → P(y)) → P(x)] → ∀x P (x)
for all elementary computable predicates P .

1.2. Cut Elimination: Gentzen’s Hauptsatz. In the consistency proof, Gentzen
used his sequent calculus and employed the technique of cut elimination. As this is a
tool of utmost importance in proof theory and ordinal analysis, a rough outline of the
underlying ideas will be discussed next.

The most common logical calculi are Hilbert-style systems. They are specified by
delineating a collection of schematic logical axioms and some inference rules. The
choice of axioms and rules is more or less arbitrary, only subject to the desire to obtain
a complete system (in the sense of Gödel’s completeness theorem). In model theory
it is usually enough to know that there is a complete calculus for first order logic as
this already entails the compactness theorem.

There are, however, proof calculi without this arbitrariness of axioms and rules.
The natural deduction calculus and the sequent calculus were both invented by
Gentzen. Both calculi are pretty illustrations of the symmetries of logic. The se-
quent calculus since is a central tool in ordinal analysis and allows for generalizations
to so-called infinitary logics. Gentzen’s main theorem about the sequent calculus is
the Hauptsatz, i.e. the cut elimination theorem.

A sequent is an expression	 ⇒ 
where	 and
 are finite sequences of formulae
A1, . . . , An and B1, . . . , Bm, respectively. We also allow for the possibility that 	 or

 (or both) are empty. The empty sequence will be denoted by ∅. 	 ⇒ 
 is read,
informally, as 	 yields 
 or, rather, the conjunction of the Ai yields the disjunction
of the Bj . In particular, we have:

• If 	 is empty, the sequent asserts the disjunction of the Bj .

• If 
 is empty, it asserts the negation of the conjunction of the Ai .

• if 	 and 
 are both empty, it asserts the impossible, i.e. a contradiction.

We use upper case Greek letters 	,
,�,�,
 . . . to range over finite sequences
of formulae. 	 ⊆ 
 means that every formula of 	 is also a formula of 
.

Next we list the axioms and rules of the sequent calculus.

• Identity Axiom:
A ⇒ A

where A is any formula. In point of fact, one could limit this axiom to the case
of atomic formulae A.
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• Cut Rule:
	 ⇒ 
,A A,� ⇒ �

Cut
	,� ⇒ 
,�

The formula A is called the cut formula of the inference.

• Structural Rules:

	 ⇒ 


	′ ⇒ 
′ if 	 ⊆ 	′, 
 ⊆ 
′.

A special case of the structural rule, known as contraction, occurs when the
lower sequent has fewer occurrences of a formula than the upper sequent. For
instance, A,	 ⇒ 
,B follows structurally from A,A,	 ⇒ 
,B,B.

• Rules for Logical Operations:

Left Right

	 ⇒ 
,A

¬A,	 ⇒ 


B,	 ⇒ 


	 ⇒ 
,¬B
	 ⇒ 
,A B,� ⇒ �

A → B,	,� ⇒ 
,�

A,	 ⇒ 
,B

	 ⇒ 
,A → B

A,	 ⇒ 


A ∧ B,	 ⇒ 


B,	 ⇒ 


A ∧ B,	 ⇒ 


	 ⇒ 
,A 	 ⇒ 
,B

	 ⇒ 
,A ∧ B
A,	 ⇒ 
 B,	 ⇒ 


A ∨ B,	 ⇒ 


	 ⇒ 
,A

	 ⇒ 
,A ∨ B
	 ⇒ 
,B

	 ⇒ 
,A ∨ B
F(t), 	 ⇒ 
 ∀ L∀x F(x), 	 ⇒ 


	 ⇒ 
,F(a) ∀ R
	 ⇒ 
,∀x F(x)

F (a), 	 ⇒ 
 ∃ L∃x F(x), 	 ⇒ 


	 ⇒ 
,F(t) ∃ R
	 ⇒ 
, ∃x F(x)

In ∀L and ∃R, t is an arbitrary term. The variable a in ∀R and ∃L is an eigenvariable
of the respective inference, i.e. a is not to occur in the lower sequent.

In the rules for logical operations, the formulae highlighted in the premisses are
called the minor formulae of that inference, while the formula highlighted in the
conclusion is the principal formula of that inference. The other formulae of an
inference are called side formulae.

A proof (also known as deduction or derivation) D is a tree of sequents satisfying
the following conditions:

• The topmost sequents of D are identity axioms.
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• Every sequent in D except the lowest one is an upper sequent of an inference
whose lower sequent is also in D .

A sequent 	 ⇒ 
 is deducible if there is a proof having 	 ⇒ 
 as its the bottom
sequent.

The Cut rule differs from the other rules in an important respect. With the rules
for introduction of a connective on the left or the right, one sees that every formula
that occurs above the line occurs below the line either directly, or as a subformula of
a formula below the line, and that is also true for the structural rules. (Here A(t) is
counted as a subformula, in a slightly extended sense, of both ∃xA(x) and ∀xA(x).)
But in the case of the Cut rule, the cut formulaA vanishes. Gentzen showed that such
“vanishing rules” can be eliminated.

Theorem 1.5 (Gentzen’s Hauptsatz). If a sequent 	 ⇒ 
 is provable, then it is
provable without use of the Cut Rule (called a cut-free proof ).

The secret to Gentzen’s Hauptsatz is the symmetry of left and right rules for the
logical connectives. The proof of the cut elimination theorem is rather intricate as
the process of removing cuts interferes with the structural rules. The possibility of
contraction accounts for the high cost of eliminating cuts. Let |D | be the height of
the deduction D . Also, let rank(D) be supremum of the lengths of cut formulae
occurring in D . Turning D into a cut-free deduction of the same end sequent results,
in the worst case, in a deduction of height H(rank(D), |D |) where H(0, n) = n and
H(k + 1, n) = 4H(k,n), yielding hyper-exponential growth.

The Hauptsatz has an important corollary which explains its crucial role in ob-
taining consistency proofs.

Corollary 1.6 (The Subformula Property). If a sequent 	 ⇒ 
 is provable, then it
has a deduction all of whose formulae are subformulae of the formulae of 	 and 
.

Corollary 1.7. A contradiction, i.e. the empty sequent ∅ ⇒ ∅, is not deducible.

Proof. According to the Hauptsatz, if the empty sequent were deducible it would have
a deduction without cuts. In a cut-free deduction of the empty sequent only empty
sequents can occur. But such a deduction does not exist. ��

While mathematics is based on logic, it cannot be developed solely on the basis
of pure logic. What is needed in addition are axioms that assert the existence of
mathematical objects and their properties. Logic plus axioms gives rise to (formal)
theories such as Peano arithmetic or the axioms of Zermelo–Fraenkel set theory.
What happens when we try to apply the procedure of cut elimination to theories?
Well, axioms are poisonous to this procedure. It breaks down because the symmetry
of the sequent calculus is lost. In general, we cannot remove cuts from deductions
in a theory T when the cut formula is an axiom of T . However, sometimes the
axioms of a theory are of bounded syntactic complexity. Then the procedure applies
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partially in that one can remove all cuts that exceed the complexity of the axioms
of T . This gives rise to partial cut elimination. It is a very important tool in proof
theory. For example, it works very well if the axioms of a theory can be presented as
atomic intuitionistic sequents (also called Horn clauses), yielding the completeness
of Robinsons resolution method. Partial cut elimination also pays off in the case of
fragments of PA and set theory with restricted induction schemes, be it induction on
natural numbers or sets. This method can be used to extract bounds from proofs of
�0

2 statements in such fragments.
Full arithmetic (i.e. PA), though, does not even allow for partial cut elimination

since the induction axioms have unbounded complexity. However, one can remove
the obstacle to cut elimination in a drastic way by going infinite. The so-called ω-rule
consists of the two types of infinitary inferences:

	 ⇒ 
,F(0); 	 ⇒ 
,F(1); . . . ;	 ⇒ 
,F(n); . . .
ωR

	 ⇒ 
,∀x F(x)
F (0), 	 ⇒ 
; F(1), 	 ⇒ 
; . . . ;F(n), 	 ⇒ 
; . . .

ωL∃x F(x), 	 ⇒ 


The price to pay will be that deductions become infinite objects, i.e. infinite well-
founded trees.

The sequent-style version of Peano arithmetic with theω-rule will be termed PAω.
PAω has no use for free variables. Thus free variables are discarded and all terms
will be closed. All formulae of this system are therefore closed, too. The numerals
are the terms n, where 0̄ = 0 and n+ 1 = Sn. We shall identify n with the natural
number n. All terms t of PAω evaluate to a numeral n.

PAω has all the inference rules of the sequent calculus except for ∀R and ∃L. In
their stead, PAω has theωR andωL inferences. The Axioms of PAω are the following:
(i) ∅ ⇒ A if A is a true atomic sentence; (ii) B ⇒ ∅ if B is a false atomic sentence;
(iii) F(s1, . . . , sn) ⇒ F(t1, . . . , tn) if F(s1, . . . , sn) is an atomic sentence and si
and ti evaluate to the same numeral.

With the aid of theω-rule, each instance of the induction scheme becomes logically
deducible, albeit the price to pay will be that the proof tree becomes infinite. To
describe the cost of cut elimination for PAω, we introduce the measures of height and
cut rank of a PAω deduction D . We will notate this by

D
α

k
	 ⇒ 
 .

The above relation is defined inductively following the buildup of the deduction D .
For the cut rank we need the definition of the length, |A| of a formula: |A| = 0 if A
is atomic; |¬A0| = |A0| + 1; |A0�A1| = max(|A0, A1|)+ 1 where � = ∧,∨,→;
|∃x F(x)| = |∀x F(x)| = |F(0)| + 1.

Now suppose the last inference of D is of the form

D0
	0 ⇒ 
0

. . .
Dn

	n ⇒ 
n
. . . n < τ

I
	 ⇒ 
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where τ = 1, 2, ω and the Dn are the immediate subdeductions of D . If

Dn
αn

k
	n ⇒ 
n

and αn < α for all n < τ then

D
α

k
	 ⇒ 


providing that in the case of I being a cut with cut formulaAwe also have |A| < k. We
will write PAω

α

k
	 ⇒ 
 to convey that there exists a PAω-deductionD

α

k
	 ⇒ 
 .

The ordinal analysis of PA proceeds by first unfolding any PA-deduction into a PAω-
deduction:

If PA � 	 ⇒ 
, then PAω
ω+m
k

	 ⇒ 
 (6)

for some m, k < ω. The next step is to get rid of the cuts. It turns out that the cost of
lowering the cut rank from k + 1 to k is an exponential with base ω.

Theorem 1.8 (Cut Elimination for PAω).

If PAω
α

k+1
	 ⇒ 
 , then PAω

ωα

k
	 ⇒ 
 .

As a result, if PAω
α

n
	 ⇒ 
 , we may apply the previous theorem n times to

arrive at a cut-free deduction PAω
ρ

0
	 ⇒ 
 with ρ = ωω

..
.ω
α

, where the stack
has height n. Combining this with the result from (6), it follows that every sequent
	 ⇒ 
 deducible in PA has a cut-free deduction in PAω of length< ε0. Ruminating
on the details of how this result was achieved yields a consistency proof for PA from
transfinite induction up to ε0 for elementary decidable predicates on the basis of
finitistic reasoning (as described in (1)).

Deductions in PAω being well-founded infinite trees, they have a natural associated
ordinal length, namely: the height of the tree as an ordinal. Thus the passage from
finite deductions in PA to infinite cut-free deductions in PAω provides an explanation
of how the ordinal ε0 is connected with PA.

Gentzen, however, did not consider infinite proof trees. The infinitary version of
PA with the ω-rule was introduced by Schütte in [35]. Incidentally, the ω-rule had
already been proposed by Hilbert [18]. Gentzen worked with finite deductions in the
sequent calculus version of PA, devising an ingenious method of assigning ordinals
to purported derivations of the empty sequent (inconsistency). It turns out in recent
work by Buchholz [9] that in fact there is a much closer intrinsic connection between
the way Gentzen assigned ordinals to deductions in PA and the way that ordinals are
assigned to infinite deductions in PAω.

In the 1950s infinitary proof theory flourished in the hands of Schütte. He extended
his approach to PA to systems of ramified analysis and brought this technique to per-
fection in his monograph “Beweistheorie” [36]. The ordinal representation systems
necessary for Schütte’s work will be reviewed in the next subsection.
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1.3. A brief history of ordinal representation systems: 1904–1950. Ordinals as-
signed as lengths to deductions to keep track of the cost of operations such as cut
elimination render ordinal analyses of theories particularly transparent. In the case
of PA, Gentzen could rely on Cantor’s normal form for a supply of ordinal represen-
tations. For stronger theories, though, segments larger than ε0 have to be employed.
Ordinal representation systems utilized by proof theorists in the 1960s arose in a
purely set-theoretic context. This subsection will present some of the underlying
ideas as progress in ordinal-theoretic proof theory also hinges on the development of
sufficiently strong and transparent ordinal representation systems.

In 1904, Hardy [17] wanted to “construct” a subset of R of size ℵ1. His method was
to represent countable ordinals via increasing sequence of natural numbers and then
to correlate a decimal expansion with each such sequence. Hardy used two processes
on sequences: (i) Removing the first element to represent the successor; (ii) Diag-
onalizing at limits. E.g., if the sequence 1, 2, 3, . . . represents the ordinal 1, then
2, 3, 4, . . . represents the ordinal 2 and 3, 4, 5, . . . represents the ordinal 3 etc., while
the ‘diagonal’1, 3, 5, . . . provides a representation ofω. In general, if λ = limn∈N λn
is a limit ordinal with bn1, bn2, bn3, . . . representing λn < λ, then b11, b22, b33, . . .

represents λ. This representation, however, depends on the sequence chosen with
limit λ. A sequence (λn)n∈N with λn < λ and limn∈N λn = λ is called a funda-
mental sequence for λ. Hardy’s two operations give explicit representations for all
ordinals < ω2.

Veblen [44] extended the initial segment of the countable for which fundamental
sequences can be given effectively. The new tools he devised were the operations
of derivation and transfinite iteration applied to continuous increasing functions on
ordinals.

Definition 1.9. Let ON be the class of ordinals. A (class) function f : ON → ON
is said to be increasing if α < β implies f (α) < f (β) and continuous (in the order
topology on ON) if

f (lim
ξ<λ

αξ ) = lim
ξ<λ

f (αξ )

holds for every limit ordinal λ and increasing sequence (αξ )ξ<λ. f is called normal
if it is increasing and continuous.

The function β �→ ω+β is normal while β �→ β+ω is not continuous at ω since
limξ<ω(ξ + ω) = ω but (limξ<ω ξ)+ ω = ω + ω.

Definition 1.10. The derivative f ′ of a function f : ON → ON is the function which
enumerates in increasing order the solutions of the equation f (α) = α, also called
the fixed points of f .

If f is a normal function, {α : f (α) = α} is a proper class and f ′ will be a normal
function, too.
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Definition 1.11. Now, given a normal function f : ON → ON , define a hierarchy of
normal functions as follows:

f0 = f, fα+1 = f ′
α,

fλ(ξ) = ξ th element of
⋂
α<λ

(Range of fα) for λ a limit ordinal.

In this way, from the normal function f we get a two-place function, ϕf (α, β) :=
fα(β). Veblen then discusses the hierarchy when f = �, where �(α) = 1 + α.

The least ordinal γ > 0 closed under ϕ�, i.e. the least ordinal > 0 satisfying
(∀α, β < γ ) ϕ�(α, β) < γ is the famous ordinal 	0 which Feferman [13] and
Schütte [37], [38] determined to be the least ordinal ‘unreachable’ by predicative
means.

Veblen extended this idea first to arbitrary finite numbers of arguments, but then
also to transfinite numbers of arguments, with the proviso that in, for example
�f (α0, α1, . . . , αη), only a finite number of the arguments αν may be non-zero.
Finally, Veblen singled out the ordinal E(0), where E(0) is the least ordinal δ > 0
which cannot be named in terms of functions ��(α0, α1, . . . , αη) with η < δ, and
each αγ < δ.

Though the “great Veblen number” (as E(0) is sometimes called) is quite an
impressive ordinal it does not furnish an ordinal representation sufficient for the task
of analyzing a theory as strong as �1

1 comprehension. Of course, it is possible to
go beyond E(0) and initiate a new hierarchy based on the function ξ �→ E(ξ) or
even consider hierarchies utilizing finite type functionals over the ordinals. Still all
these further steps amount to rather mundane progress over Veblen’s methods. In
1950 Bachmann [3] presented a new kind of operation on ordinals which dwarfs all
hierarchies obtained by iterating Veblen’s methods. Bachmann builds on Veblen’s
work but his novel idea was the systematic use of uncountable ordinals to keep track
of the functions defined by diagonalization. Let � be the first uncountable ordinal.
Bachmann defines a set of ordinals B closed under successor such that with each limit
λ ∈ B is associated an increasing sequence 〈λ[ξ ] : ξ < τλ〉 of ordinals λ[ξ ] ∈ B

of length τλ ∈ B and limξ<τλ λ[ξ ] = λ. A hierarchy of functions (ϕB
α )α∈B is then

obtained as follows:

ϕB
0 (β) = 1 + β, ϕB

α+1 = (
ϕB
α

)′
,

ϕB
λ enumerates

⋂
ξ<τλ

(Range of ϕB
λ[ξ ]) if λ is a limit with τλ < �,

ϕB
λ enumerates {β < � : ϕB

λ[β](0) = β} if λ is a limit with τλ = �.

(7)

After the work of Bachmann, the story of ordinal representations becomes very com-
plicated. Significant papers (by Isles, Bridge, Pfeiffer, Schütte, Gerber to mention
a few) involve quite horrendous computations to keep track of the fundamental se-
quences. Also Bachmann’s approach was combined with uses of higher type func-
tionals by Aczel and Weyhrauch. Feferman proposed an entirely different method for
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generating a Bachmann-type hierarchy of normal functions which does not involve
fundamental sequences. Buchholz further simplified the systems and proved their
recursivity. For details we recommend the preface to [7].

2. Ordinal analyses of systems of second order arithmetic and set
theory

Ordinal analysis is concerned with theories serving as frameworks for formalising
significant parts of mathematics. It is known that virtually all of ordinary mathematics
can be formalized in Zermelo–Fraenkel set theory with the axiom of choice, ZFC.
Hilbert and Bernays [19] showed that large chunks of mathematics can already be
formalized in second order arithmetic. Owing to these observations, proof theory has
been focusing on set theories and subsystems of second order arithmetic. Further
scrutiny revealed that a small fragment is sufficient. Under the rubric of Reverse
Mathematics a research programme has been initiated by Harvey Friedman some
thirty years ago. The idea is to ask whether, given a theorem, one can prove its
equivalence to some axiomatic system, with the aim of determining what proof-
theoretical resources are necessary for the theorems of mathematics. More precisely,
the objective of reverse mathematics is to investigate the role of set existence axioms
in ordinary mathematics. The main question can be stated as follows:

Given a specific theorem τ of ordinary mathematics, which set existence
axioms are needed in order to prove τ?

Central to the above is the reference to what is called ‘ordinary mathematics’. This
concept, of course, doesn’t have a precise definition. Roughly speaking, by ordinary
mathematics we mean main-stream, non-set-theoretic mathematics, i.e. the core areas
of mathematics which make no essential use of the concepts and methods of set theory
and do not essentially depend on the theory of uncountable cardinal numbers.

2.1. Subsystems of second order arithmetic. The framework chosen for studying
set existence in reverse mathematics, though, is second order arithmetic rather than
set theory. Second order arithmetic, Z2, is a two-sorted formal system with one sort
of variables x, y, z, . . . ranging over natural numbers and the other sort X, Y,Z, . . .
ranging over sets of natural numbers. The language L2 of second-order arithmetic
also contains the symbols of PA, and in addition has a binary relation symbol ∈ for
elementhood. Formulae are built from the prime formulae s = t , s < t , and s ∈ X
(where s, t are numerical terms, i.e. terms of PA) by closing off under the connectives
∧, ∨, →, ¬, numerical quantifiers ∀x, ∃x, and set quantifiers ∀X, ∃X.

The basic arithmetical axioms in all theories of second-order arithmetic are the
defining axioms for 0, 1, +, ×, E, < (as for PA) and the induction axiom

∀X(0 ∈ X ∧ ∀x(x ∈ X → x + 1 ∈ X) → ∀x(x ∈ X)).
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We consider the axiom schema of C-comprehension for formula classes C which is
given by

C-CA ∃X∀u(u ∈ X ↔ F(u))

for all formulae F ∈ C in which X does not occur. Natural formula classes are the
arithmetical formulae, consisting of all formulae without second order quantifiers
∀X and ∃X, and the �1

n-formulae, where a �1
n-formula is a formula of the form

∀X1 . . .QXn A(X1, . . . , Xn) with ∀X1 . . .QXn being a string of n alternating set
quantifiers, commencing with a universal one, followed by an arithmetical formula
A(X1, . . . , Xn).

For each axiom scheme Ax we denote by (Ax)0 the theory consisting of the basic
arithmetical axioms plus the scheme Ax. By contrast, (Ax) stands for the theory
(Ax)0 augmented by the scheme of induction for all L2-formulae.

An example for these notations is the theory (�1
1-CA)0 which has the comprehen-

sion schema for �1
1-formulae.

In PA one can define an elementary injective pairing function on numbers, e.g
(n,m) := 2n × 3m. With the help of this function an infinite sequence of sets of
natural numbers can be coded as a single set of natural numbers. The nth section of
set of natural numbers U is defined by Un := {m : (n,m) ∈ U}. Using this coding,
we can formulate the axiom of choice for formulae F in C by

C-AC ∀x∃YF(x, Y ) → ∃Y∀xF(x, Yx).
For many mathematical theorems τ , there is a weakest natural subsystem S(τ) of Z2
such that S(τ) proves τ . Very often, if a theorem of ordinary mathematics is proved
from the weakest possible set existence axioms, the statement of that theorem will
turn out to be provably equivalent to those axioms over a still weaker base theory.
This theme is referred to as Reverse Mathematics. Moreover, it has turned out that
S(τ) often belongs to a small list of specific subsystems of Z2 dubbed RCA0, WKL0,
ACA0, ATR0 and (�1

1-CA)0, respectively. The systems are enumerated in increas-
ing strength. The main set existence axioms of RCA0, WKL0, ACA0, ATR0, and
(�1

1-CA)0 are recursive comprehension, weak König’s lemma, arithmetical com-
prehension, arithmetical transfinite recursion, and �1

1-comprehension, respectively.
For exact definitions of all these systems and their role in reverse mathematics see
[40]. The proof-theoretic strength of RCA0 is weaker than that of PA while ACA0
has the same strength as PA. Let |T | = |T |Con. To get a sense of scale, the
strengths of the first four theories are best expressed via their proof-theoretic or-
dinals: |RCA0| = |WKL0| = ωω, |ACA0| = ε0, |ATR0| = 	0. |(�1

1-CA)0|,
however, eludes expression in the ordinal representations introduced so far. �1

1-CA
involves a so-called impredicative definition. An impredicative definition of an object
refers to a presumed totality of which the object being defined is itself to be a member.
For example, to define a set of natural numbers X as X = {n∈N : ∀Y ⊆ N F(n, Y )}
is impredicative since it involves the quantified variable ‘Y ’ ranging over arbitrary
subsets of the natural numbers N, of which the set X being defined is one member.
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Determining whether ∀Y ⊆ N F(n, Y ) holds involves an apparent circle since we
shall have to know in particular whether F(n,X) holds – but that cannot be set-
tled until X itself is determined. Impredicative set definitions permeate the fabric of
Zermelo–Fraenkel set theory in the guise of the separation and replacement axioms
as well as the powerset axiom.

A major breakthrough was made by Takeuti in 1967, who for the first time obtained
an ordinal analysis of an impredicative theory. In [41] he gave an ordinal analysis of
(�1

1-CA), extended in 1973 to (�1
1-AC) in [43] jointly with Yasugi. For this Takeuti

returned to Gentzen’s method of assigning ordinals (ordinal diagrams, to be precise)
to purported derivations of the empty sequent (inconsistency).

The next wave of results, which concerned theories of iterated inductive defi-
nitions, were obtained by Buchholz, Pohlers, and Sieg in the late 1970s (see [7]).
Takeuti’s methods of reducing derivations of the empty sequent (“the inconsistency”)
were extremely difficult to follow, and therefore a more perspicuous treatment was
to be hoped for. Since the use of the infinitary ω-rule had greatly facilitated the or-
dinal analysis of number theory, new infinitary rules were sought. In 1977 (see [5])
Buchholz introduced such rules, dubbed �-rules to stress the analogy. They led to a
proof-theoretic treatment of a wide variety of systems, as exemplified in the mono-
graph [8] by Buchholz and Schütte. Yet simpler infinitary rules were put forward a
few years later by Pohlers, leading to the method of local predicativity, which proved
to be a very versatile tool (see [23]).

2.2. Set theories. With the work of Jäger and Pohlers (see [20], [21]) the forum of
ordinal analysis then switched from the realm of second-order arithmetic to set theory,
shaping what is now called admissible proof theory, after the models of Kripke–Platek
set theory, KP. Their work culminated in the analysis of the system �1

1-AC plus an
induction principle called Bar Induction BI which is a scheme asserting that transfinite
induction along well-founded relations holds for arbitrary formulae (see [21]).

By and large, ordinal analyses for set theories are more uniform and transparent
than for subsystems of Z2. The axiom systems for set theories considered in this paper
are formulated in the usual language of set theory (called L∈ hereafter) containing ∈ as
the only non-logical symbol besides =. Formulae are built from prime formulae a ∈ b
and a = b by use of propositional connectives and quantifiers ∀x, ∃x. Quantifiers
of the forms ∀x ∈ a, ∃x ∈ a are called bounded. Bounded or 
0-formulae are
the formulae wherein all quantifiers are bounded; �1-formulae are those of the form
∃xϕ(x) where ϕ(a) is a
0-formula. For n > 0, �n-formulae (�n-formulae) are the
formulae with a prefix of n alternating unbounded quantifiers starting with a universal
(existential) one followed by a 
0-formula. The class of �-formulae is the smallest
class of formulae containing the 
0-formulae which is closed under ∧, ∨, bounded
quantification and unbounded existential quantification.

One of the set theories which is amenable to ordinal analysis is Kripke–Platek
set theory, KP. Its standard models are called admissible sets. One of the reasons
that this is an important theory is that a great deal of set theory requires only the
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axioms of KP. An even more important reason is that admissible sets have been a
major source of interaction between model theory, recursion theory and set theory (cf.
[4]). KP arises from ZF by completely omitting the power set axiom and restricting
separation and collection to bounded formulae. These alterations are suggested by
the informal notion of ‘predicative’. To be more precise, the axioms of KP consist of
Extensionality, Pair, Union, Infinity, Bounded Separation

∃x ∀u [u ∈ x ↔ (u ∈ a ∧ F(u))]

for all bounded formulae F(u), Bounded Collection

∀x ∈ a ∃y G(x, y) → ∃z ∀x ∈ a ∃y ∈ zG(x, y)
for all bounded formulae G(x, y), and Set Induction

∀x [(∀y ∈ x H(y)) → H(x)] → ∀x H(x)
for all formulae H(x).

A transitive set A such that (A,∈) is a model of KP is called an admissible
set. Of particular interest are the models of KP formed by segments of Gödel’s
constructible hierarchy L. The constructible hierarchy is obtained by iterating the
definable powerset operation through the ordinals

L0 = ∅,
Lλ =

⋃
{Lβ : β < λ} λ limit

Lβ+1 = {
X : X ⊆ Lβ; X definable over 〈Lβ,∈〉}.

So any element of L of level α is definable from elements of L with levels< α and the
parameter Lα . An ordinal α is admissible if the structure (Lα,∈) is a model of KP.

Formulae of L2 can be easily translated into the language of set theory. Some of
the subtheories of Z2 considered above have set-theoretic counterparts, characterized
by extensions of KP. KPi is an extension of KP via the axiom

(Lim) ∀x∃y[x∈y ∧ y is an admissible set].
KPl denotes the system KPi without Bounded Collection. It turns out that (�1

1-AC)+
BI proves the same L2-formulae as KPi, while (�1

1-CA) proves the same L2-
formulae as KPl.

2.3. Sketches of an ordinal analysis of KP. Serving as a miniature example of
an ordinal analysis of an impredicative system, the ordinal analysis of KP (see [20],
[6]) we will sketched in broad strokes. Bachmann’s system can be recast without
fundamental sequences as follows: Let � be a “big” ordinal, e.g. � = ℵ1. By



60 Michael Rathjen

recursion on α we define sets C�(α, β) and the ordinal ψ�(α) as follows:

C�(α, β) =

⎧⎪⎨
⎪⎩

closure of β ∪ {0, �} under:

+, (ξ �→ ωξ )

(ξ �−→ ψ�(ξ))ξ<α

(8)

ψ�(α) � min{ρ < � : C�(α, ρ) ∩� = ρ }. (9)

It can be shown that ψ�(α) is always defined and that ψ�(α) < �. Moreover,
[ψ�(α),�) ∩ C�(α,ψ�(α)) = ∅; thus the order-type of the ordinals below �

which belong to the set C�(α,ψ�(α)) is ψ�(α). ψ�(α) is also a countable ordinal.
In more pictorial terms, ψ�(α) is the αth collapse of �.

Let ε�+1 be the least ordinal α > � such that ωα = α. The set of ordinals
C�(ε�+1, 0) gives rise to an elementary computable ordinal representation system.
In what follows, C�(ε�+1, 0) will be abbreviated to T (�).

In the case of PA the addition of an infinitary rule restored the possibility of cut
elimination. In order to obtain a similar result for set theories like KP, one has to
work a bit harder. A peculiarity of PA is that every object n of the intended model has
a canonical name in the language, namely, the nth numeral. It is not clear, though,
how to bestow a canonical name to each element of the set-theoretic universe. This
is where Gödel’s constructible universe L comes in handy. As L is “made” from the
ordinals it is pretty obvious how to “name” sets in L once one has names for ordinals.
These will be taken from T (�). Henceforth, we shall restrict ourselves to ordinals
from T (�). The set terms and their ordinal levels are defined inductively. First,
for each α ∈ T (�) ∩ �, there will be a set term Lα . Its ordinal level is declared
to be α. If F(a, �b) is a set-theoretic formula (whose free variables are among the
indicated) and �s ≡ s1, . . . , sn are set terms with levels< α, then the formal expression
{x∈Lα : F(x, �s)Lα } is a set term of level α. Here F(x, �s)Lα results from F(x, �s) by
restricting all unbounded quantifiers to Lα .

The collection of set terms will serve as a formal universe for a theory KP∞ with
infinitary rules. The infinitary rule for the universal quantifier on the right takes the
form: From 	 ⇒ 
,F(t) for all RS�-terms t conclude 	 ⇒ 
,∀x F(x). There
are also rules for bounded universal quantifiers: From 	 ⇒ 
,F(t) for all RS�-
terms t with levels < α conclude 	 ⇒ 
, (∀x ∈ Lα) F (x). The corresponding
rule for introducing a universal quantifier bounded by a term of the form {x∈Lα :
F(x, �s)Lα } is slightly more complicated. With the help of these infinitary rules it
now possible to give logical deductions of all axioms of KP with the exception of
Bounded Collection. The latter can be deduced from the rule of �-Reflection: From
	 ⇒ 
,C conclude 	 ⇒ 
, ∃z Cz for every �-formula C. The class of �-
formulae is the smallest class of formulae containing the bounded formulae which is
closed under ∧, ∨, bounded quantification and unbounded existential quantification.
Cz is obtained from C by replacing all unbounded quantifiers ∃x in C by ∃x ∈ z.
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The length and cut ranks of KP∞-deductions will be measured by ordinals from
T (�). If

KP � F(u1, . . . , ur)

then KP∞ �·m
�+n B(s1, . . . , sr ) holds for some m, n and all set terms s1, . . . , sr ; m

and n depend only on the KP-derivation of B(�u).
The usual cut elimination procedure works unless the cut formulae have been

introduced by �-reflection rules. The obstacle to pushing cut elimination further is
exemplified by the following scenario:

δ

�
	 ⇒ 
,C

ξ

�
	 ⇒ 
, ∃z Cz

(�-Ref)
· · · ξs

�

,Cs ⇒ � · · · (|s |< �)

ξ

�

, ∃z Cz ⇒ �

(∃L)

α

�+1
	,
 ⇒ 
,�

(Cut)

In general, it won’t be possible to remove such an instance of the Cut Rule. However,
if the complexity of the side formulae is just right, the cut can be removed by a
technique called collapsing of deductions. This method applies when the formulae
in	 and
 are�-formulae and the formulae in
 and� are�-formulae. The class of
�-formulae is the smallest class of formulae containing the bounded formulae which
is closed under ∧, ∨, bounded quantification and unbounded universal quantification.

For the technique of collapsing one needs the functionα �→ ψ�(α) and, moreover,
it is necessary to ensure that the infinite deductions are of a very uniform character.
The details are rather finicky and took several years to work out. The upshot is that
every � sentence C deducible in KP has a cut-free deduction in KP∞ of length
ψ�(ε�+1), which entails that Lψ�(ε�+1) |= C. Moreover, the proof-theoretic ordinal
of KP is ψ�(ε�+1), also known as the Bachmann–Howard ordinal.

2.4. Admissible proof theory. KP is the weakest in a line of theories that were
analyzed by proof theorists of the Munich school in the late 1970s and 1980s. In
many respects, KP is a very special case. Several fascinating aspects of ordinal
analysis do not yet exhibit themselves at the level of KP.

Recall that KPl is the set-theoretic version of (�1
1-AC) + BI, while KPi is the

set-theoretic counterpart to (�1
1-AC)+ BI . The main axiom of KPl says that every

set is contained in an admissible set (one also says that the admissible sets are cofinal
in the universe) without requiring that the universe is also admissible, too. To get a
sense of scale for comparing KP, KPl, and KPi it is perhaps best to relate the large
cardinal assumptions that give rise to the pertaining ordinal representation systems.
In the case of KPl the assumptions is that there are infinitely many large ordinals
�1, �2, �3, . . . (where �n can be taken to be ℵn) each equipped with their own
‘collapsing’ function α �→ ψ�n(α). The ordinal system sufficient for KPi is built
using the much bolder assumption that there is an inaccessible cardinal I .

As the above set theories are based on the notion of admissible set it is suitable
to call the proof theory concerned with them ‘admissible proof theory’. The salient
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feature of admissible sets is that they are models of Bounded Collection and that that
principle is equivalent to � Reflection on the basis of the other axioms of KP (see
[4]). Furthermore, admissible sets of the form Lκ also satisfy �2 reflection, i.e., if
Lκ |= ∀x ∃y C(x, y, �a) with C(x, y) bounded and �a ∈ Lκ , then there exists ρ < κ

such that �a ∈ Lρ and Lρ |= ∀x ∃y C(x, y, �a).
In essence, admissible proof theory is a gathering of cut-elimination and collapsing

techniques that can handle infinitary calculi of set theory with� and/or�2 reflection
rules, and thus lends itself to ordinal analyses of theories of the form KP+ “there are
x many admissibles” or KP+ “there are many admissibles”.

A theory on the verge of admissible proof theory is KPM, designed to axiomatize
essential features of a recursively Mahlo universe of sets. An admissible ordinal κ
is said to be recursively Mahlo if it satisfies �2-reflection in the above sense but
with the extra condition that the reflecting set Lρ be admissible as well. The ordinal
representation [25] for KPM is built on the assumption that there exists a Mahlo
cardinal. The novel feature of over previous work is that there are two layers of
collapsing functions. The ordinal analysis for KPM was carried out in [26]. A
different approach to KPM using ordinal diagrams is due to Arai [1].

The means of admissible proof theory are too weak to deal with the next level of
reflection having three alternations of quantifiers, i.e. �3-reflection.

2.5. Rewards of ordinal analysis Results that have been achieved through ordi-
nal analysis mainly fall into four groups: (1) Consistency of subsystems of classical
second order arithmetic and set theory relative to constructive theories, (2) reductions
of theories formulated as conservation theorems, (3) combinatorial independence re-
sults, and (4) classifications of provable functions and ordinals. A detailed account
of these results has been given in [31], section 3. An example where ordinal rep-
resentation systems led to a new combinatorial result was Friedman’s extension of
Kruskal’s Theorem, EKT, which asserts that finite trees are well-quasi-ordered un-
der gap embeddability (see [39]). The gap condition imposed on the embeddings is
directly related to an ordinal notation system that was used for the analysis of �1

1
comprehension. The principle EKT played a crucial role in the proof of the graph
minor theorem of Robertson and Seymour (see [16]).

Theorem 2.1 (Robertson, Seymour). For any infinite sequence G0, G1, G2, . . . of
finite graphs there exist i < j so that Gi is isomorphic to a minor of Gj .

3. Beyond admissible proof theory

Gentzen fostered hopes that with sufficiently large constructive ordinals one could
establish the consistency of analysis, i.e., Z2. The purpose of this section is to report
on the next major step in analyzing fragments of Z2. This is obviously the ordinal
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analysis of the system (�1
2-CA).1 The strength of (�1

2-CA) dwarfs that of (�1
1-AC).

The treatment of�1
2 comprehension posed formidable technical challenges (see [30],

[32], [33]). Other approaches to ordinal analysis of systems above�1
1-AC are due to

Arai (see [1], [2]) who uses ordinal diagrams and finite deductions, and Carlson [11]
who employs patterns of resemblance.

In the following, we will gradually slice �1
2 comprehension into degrees of re-

flection to achieve a sense of scale. There is no way to describe this comprehension
simply in terms of admissibility except that on the set-theoretic side,�1

2 comprehen-
sion corresponds to �1 separation, i.e. the scheme of axioms

∃z(z = {x∈a : φ(x)})
for all �1 formulas φ. The precise relationship is as follows:

Theorem 3.1. KP +�1 separation and (�1
2-CA)+ BI prove the same sentences of

second order arithmetic.

The ordinals κ such that Lκ |= KP + �1-Separation are familiar from ordinal
recursion theory.

Definition 3.2. An admissible ordinal κ is said to be nonprojectible if there is no
total κ-recursive function mapping κ one-one into some β < κ , where a function
g : Lκ → Lκ is called κ-recursive if it is � definable in Lκ .

The key to the ‘largeness’ properties of nonprojectible ordinals is that for any
nonprojectible ordinal κ , Lκ is a limit of �1-elementary substructures, i.e. for every
β < κ there exists a β < ρ < κ such that Lρ is a �1-elementary substructure of Lκ ,
written Lρ ≺1 Lκ .

Such ordinals satisfying Lρ ≺1 Lκ have strong reflecting properties. For instance,
if Lρ |= C for some set-theoretic sentence C (containing parameters from Lρ),
then there exists a γ < ρ such that Lγ |= C. This is because Lρ |= C implies
Lκ |= ∃γ CLγ , hence Lρ |= ∃γ CLγ using Lρ ≺1 Lκ .

The last result makes it clear that an ordinal analysis of�1
2 comprehension would

necessarily involve a proof-theoretic treatment of reflections beyond those surfacing
in admissible proof theory. The notion of stability will be instrumental.

Definition 3.3. α is δ-stable if Lα ≺1 Lα+δ .

For our purposes we need refinements of this notion, the simplest being pro-
vided by:

Definition 3.4. α > 0 is said to be �n-reflecting if Lα |= �n-reflection. By �n-
reflection we mean the scheme C → ∃z[ Tran(z)∧ z �= ∅ ∧Cz], where C is�n, and
Tran(z) expresses that z is a transitive set.

1For more background information see [42], p. 259, [15], p. 362, [24], p. 374.
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�n-reflection for all n suffices to express one step in the ≺1 relation.

Lemma 3.5 (cf. [34], 1.18). Lκ ≺1 Lκ+1 iff κ is �n-reflecting for all n.

The step of analyzing Kripke–Platek set theory augmented by�n-reflection rules
was taken in [29]; the ordinal representation system for �3-reflection employed a
weakly compact cardinal.

A further refinement of the notion of δ-stability will be addressed next.

Definition 3.6. κ is said to be δ-�n-reflecting if wheneverC(u, �x) is a set-theoretic�n
formula, a1, . . . , ar∈Lκ and Lκ+δ |= C[κ, a1, . . . , an], then there exists κ0, δ0 < κ

such that a1, . . . , ar∈Lκ0 and Lκ0+δ0 |= C[κ0, a1, . . . , an].
Putting the previous definition to work, one gets:

Corollary 3.7. If κ is δ + 1-�1-reflecting, then, for all n, κ is δ-�n-reflecting.

At this point let us return to proof theory to explain the need for even further
refinements of the preceding notions. Recall that the first nonprojectible ordinal ρ
is a limit of smaller ordinals ρn such that Lρn ≺1 Lρ . In the ordinal representation
system OR for �1

2-CA, there will be symbols En and Eω for ρn and ρ, respectively.
The associated infinitary proof system will have rules

(Ref�(LEn+δ))
	 ⇒ 
,C(�s)LEn+δ

	 ⇒ 
, (∃z∈LEn)(∃�x ∈ LEn)[Tran(z) ∧ C(�x)z] ,

where C(�x) is a � formula, �s are set terms of levels < En + δ, and δ < Eω. These
rules suffice to bring about the embedding KP + �1-Separation into the infinitary
proof system, but reflection rules galore will be needed to carry out cut-elimination.
For example, there will be “many” ordinals π, δ ∈ OR that play the role of δ-�n+1-
reflecting ordinals by virtue of corresponding reflection rules in the infinitary calculus.

4. A large cardinal notion

An important part of ordinal analysis is the development of ordinal representation
systems. Extensive ordinal representation systems are difficult to understand from a
purely syntactical point of view, often to such an extent that it makes no sense to present
an ordinal representation system without giving some kind of semantic interpretation.
Large cardinals have been used quite frequently in the definition procedure of strong
ordinal representation systems, and large cardinal notions have been an important
source of inspiration. In the end, they can be dispensed with, but they add an intriguing
twist to the relation between set theory and proof theory. The advantage of working
in a strong set-theoretic context is that we can build models without getting buried
under complexity considerations.
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Such systems are usually generated from collapsing functions. However, from
now on we prefer to call them projection functions since they will no longer bear any
resemblance to Mostowski’s collapsing function. In [33], the projection functions
needed for the ordinal analysis of �1

2 have been construed as inverses to certain
partial elementary embeddings. In this final section we shall indicate a model for the
projection functions, employing rather sweeping large cardinal axioms, in that we shall
presume the existence of certain cardinals, featuring a strong form of indescribability,
dubbed shrewdness.

To be able to eliminate reflections of the type described in Definition 3.6 requires
projection functions which can project intervals [κ, κ + δ] of ordinals down below κ .

Definition 4.1. Let V = ⋃
α∈ON Vα be the cumulative hierarchy of sets, i.e.

V0 = ∅, Vα+1 = {X : X ⊆ Vα}, Vλ =
⋃
ξ<λ

Vξ for limit ordinals λ.

Let η > 0. A cardinal κ is η-shrewd if for all P ⊆ Vκ and every set-theoretic
formula F(v0, v1), whenever

Vκ+η |= F [P, κ],
then there exist 0 < κ0, η0 < κ such that

Vκ0+η0 |= F [P ∩ Vκ0, κ0].
κ is shrewd if κ is η-shrewd for every η > 0.

Let F be a collection of formulae. A cardinal κ is η-F -shrewd if for all P ⊆ Vκ
and every F -formula H(v0, v1), whenever

Vκ+η |= H [P, κ],
then there exist 0 < κ0, η0 < κ such that

Vκ0+η0 |= H [P ∩ Vκ0, κ0].
We will also consider a notion of shrewdness with regard to a given class.
Let U be a fresh unary predicate symbol. Given a language L let L(U) denote its

extension by U. If A is a class we denote by 〈Vα; A〉 the structure 〈Vα; ∈; A ∩ Vα〉.
For an Lset(U)-sentence φ, let the meaning of “〈Vα; A〉 |= φ” be determined by

interpreting U(t) as t ∈ A ∩ Vα .

Definition 4.2. Assume that A is a class. Let η > 0. A cardinal κ is A-η-shrewd if
for all P ⊆ Vκ and every formula F(v0, v1) of Lset(U), whenever

〈Vκ+η; A〉 |= F [P, κ],
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then there exist 0 < κ0, η0 < κ such that

〈Vκ0+η0; A〉 |= F [P ∩ Vκ0, κ0].
κ is A-shrewd if κ is A-η-shrewd for every η > 0.

Likewise, for F a collection of formulae in a language L(U), we say that a cardinal
κ is A-η-F -shrewd if for all P ⊆ Vκ and every F -formula H(v0, v1), whenever

〈Vκ+η; A〉 |= H [P, κ],
then there exist 0 < κ0, η0 < κ such that

〈Vκ0+η0; A〉 |= H [P ∩ Vκ0, κ0].
Corollary 4.3. If κ is A-δ-shrewd and 0 < η < δ, then κ is A-η-shrewd.

There are similarities between the notions of η-shrewdness and η-indescribability
(see [12], Ch. 9, §4). However, it should be noted that if κ is η-indescribable and
ρ < η, it does not necessarily follow that κ is also ρ-indescribable (see [12], 9.4.6).

A reason for calling the above cardinals shrewd is that if there is a shrewd cardinal κ
in the universe, then, loosely speaking, for any notion of large cardinalN which does
not make reference to the totality of all ordinals, if there exists anN-cardinal then the
least such cardinal is below κ . So for instance, if there are measurable and shrewd
cardinals in the universe, then the least measurable is smaller than the least shrewd
cardinal.

To situate the notion of shrewdness with regard to consistency strength in the usual
hierarchy of large cardinals, we recall the notion of a subtle cardinal.

Definition 4.4. A cardinal κ is said to be subtle if for any sequence 〈Sα : α < κ〉 such
that Sα ⊆ α and C closed and unbounded in κ , there are β < δ both in C satisfying

Sδ ∩ β = Sβ.

Since subtle cardinals are not covered in many of the standard texts dealing with
large cardinals, we mention the following facts (see [22], §20):

Remark 4.5. Let κ(ω) denote the first ω-Erdös cardinal.

(i) {π < κ(ω) : π is subtle} is stationary in κ(ω).

(ii) ‘Subtlety’ relativises to L, i.e. if π is subtle, then L |= “π is subtle”.

Lemma 4.6. Assume that π is a subtle cardinal and that A ⊆ Vπ . Then for every
B ⊆ π closed and unbounded in π there exists κ ∈ B such that

〈Vπ ; A〉 |= “ κ is A-shrewd ”.

Corollary 4.7. Assume that π is a subtle cardinal. Then there exists a cardinal κ < π

such that κ is η-shrewd for all η < π .



The art of ordinal analysis 67

References

[1] Arai, T., Proof theory for theories of ordinals I: recursively Mahlo ordinals. Ann. Pure Appl.
Logic 122 (2003), 1–85.

[2] Arai, T., Proof theory for theories of ordinals II:�3-Reflection. Ann. Pure Appl. Logic 129
(2004), 39–92.

[3] Bachmann, H., Die Normalfunktionen und das Problem der ausgezeichneten Folgen von
Ordinalzahlen. Vierteljschr. Naturforsch. Ges. Zürich 95 (1950), 115–147.

[4] Barwise, J., Admissible Sets and Structures. Perspectives in Mathematical Logic, Springer-
Verlag, Berlin 1975.

[5] Buchholz, W., Eine Erweiterung der Schnitteliminationsmethode. Habilitationsschrift,
München 1977.

[6] Buchholz, W., A simplified version of local predicativity. In Proof theory (Leeds, 1990),
ed. by P. Aczel, H. Simmons, S. S. Wainer, Cambridge University Press, Cambridge 1993,
115–147.

[7] Buchholz, W., Feferman, S., Pohlers, W., Sieg, W., Iterated inductive definitions and sub-
systems of analysis. Lecture Notes in Math. 897, Springer-Verlag, Berlin 1981.

[8] Buchholz, W., and Schütte, K., Proof theory of impredicative subsystems of analysis. Stud.
Proof Theory Monogr. 2, Bibliopolis, Naples 1988.

[9] Buchholz, W., Explaining Gentzen’s consistency proof within infinitary proof theory. In
Computational Logic and Proof Theory, KGC ’97 (ed. by G. Gottlob et al.), Lecture Notes
in Comput. Sci. 1289, Springer-Verlag, Berlin 1997, 4–17.

[10] Cantor, G., Beiträge zur Begründung der transfiniten Mengenlehre II. Math. Ann. 49 (1897),
207–246.

[11] Carlson, T., Elementary patterns of resemblance. Ann. Pure Appl. Logic 108 (2001), 19–77.

[12] Drake, F., Set Theory: An introduction to large cardinals. Stud. Logic Found. Math. 76,
North Holland, Amsterdam 1974.

[13] Feferman, S., Systems of predicative analysis. J. Symbolic Logic 29 (1964), 1–30.

[14] Feferman, S., Proof theory: a personal report. In Proof Theory (ed. by G. Takeuti), Stud.
Logic Found. Math. 81, 2nd edition, North-Holland, Amsterdam 1987, 445–485.

[15] Feferman, S., Remarks for “The Trends in Logic”. In Logic Colloquium ‘88, North-Holland,
Amsterdam 1989, 361–363.

[16] Friedman, H., Robertson, N., Seymour, P., The metamathematics of the graph minor theo-
rem. Contemp. Math. 65 (1987), 229–261.

[17] Hardy, G. H.A theorem concerning the infinite cardinal numbers. Quart. J. Math. 35 (1904),
87–94.

[18] Hilbert, D., Die Grundlegung der elementaren Zahlentheorie. Math. Ann. 104 (1931),
485–494.

[19] Hilbert, D., and Bernays, P., Grundlagen der Mathematik II. Grundlehren Math. Wiss. 50,
Springer-Verlag, Berlin 1939.

[20] Jäger, G., Zur Beweistheorie der Kripke–Platek Mengenlehre über den natürlichen Zahlen.
Arch. Math. Logik Grundlag. 22 (1982), 121–139.



68 Michael Rathjen

[21] Jäger, G., and Pohlers, W., Eine beweistheoretische Untersuchung von 
1
2-CA + BI und

verwandter Systeme. Bayer. Akad. Wiss. Math.-Natur. Kl. Sitzungsber. 1982 (1983), 1–28.

[22] Kanamori, A., Magidor, M., The evolution of large cardinal axioms in set theory. In Higher
Set Theory (ed. by G. H. Müller, D. S. Scott), Lecture Notes in Math. 669, Springer-Verlag,
Berlin 1978, 99–275.

[23] Pohlers, W., Cut elimination for impredicative infinitary systems, part II: Ordinal analysis
for iterated inductive definitions. Arch. Math. Logik Grundlag. 22 (1982), 113–129.

[24] Pohlers, W., Proof theory and ordinal analysis. Arch. Math. Logic 30 (1991), 311–376.

[25] Rathjen, M., Ordinal notations based on a weakly Mahlo cardinal. Arch. Math. Logic 29
(1990), 249–263.

[26] Rathjen, M., Proof-Theoretic Analysis of KPM. Arch. Math. Logic 30 (1991), 377–403.

[27] Rathjen, M., How to develop proof–theoretic ordinal functions on the basis of admissible
sets. Math. Logic Quart. 39 (1993), 47–54.

[28] Rathjen, M., Collapsing functions based on recursively large ordinals: A well–ordering
proof for KPM. Arch. Math. Logic 33 (1994), 35–55.

[29] Rathjen, M., Proof theory of reflection. Ann. Pure Appl. Logic 68 (1994), 181–224.

[30] Rathjen, M., Recent advances in ordinal analysis: �1
2-CA and related systems. Bull. Sym-

bolic Logic 1 (1995), 468–485.

[31] Rathjen, M., The realm of ordinal analysis. In Sets and Proofs (ed. by S. B. Cooper and
J. K. Truss), London Math. Soc. Lecture Note Ser. 258, Cambridge University Press,
Cambridge 1999, 219–279.

[32] Rathjen, M., An ordinal analysis of stability. Arch. Math. Logic 44 (2005), 1–62.

[33] Rathjen, M., An ordinal analysis of parameter-free �1
2 comprehension. Arch. Math. Logic

44 (2005), 263–362.

[34] Richter, W. and Aczel, P., Inductive definitions and reflecting properties of admissible
ordinals. In Generalized Recursion Theory (ed. by J. E. Fenstad and P. G. Hinman), Stud.
Logic Found. Math. 79, North Holland, Amsterdam 1973, 301–381.

[35] Schütte, K., Beweistheoretische Erfassung der unendlichen Induktion in der Zahlentheorie.
Math. Ann. 122 (1951), 369–389.

[36] Schütte, K., Beweistheorie. Grundlehren Math. Wiss. 103, Springer-Verlag, Berlin 1960.

[37] Schütte, K., Eine Grenze für die Beweisbarkeit der transfiniten Induktion in der verzweigten
Typenlogik. Arch. Math. Logik Grundlagenforsch. 67 (1964), 45–60.

[38] Schütte, K., Predicative well-orderings. In Formal systems and recursive functions (ed. by
J. N. Crossley and M. A. E. Dummett), North-Holland, Amsterdam 1965, 176–184.

[39] Simpson, S., Nichtbeweisbarkeit von gewissen kombinatorischen Eigenschaften endlicher
Bäume. Arch. Math. Logik Grundlag. 25 (1985), 45–65.

[40] Simpson, S., Subsystems of second order arithmetic. Perspect. Math. Logic, Springer-
Verlag, Berlin 1999.

[41] Takeuti, G., Consistency proofs of subsystems of classical analysis. Ann. of Math. (2) 86
(1967), 299–348.

[42] Takeuti, G., Proof theory and set theory. Synthese 62 (1985), 255–263.



The art of ordinal analysis 69

[43] Takeuti, G., M. Yasugi, M., The ordinals of the systems of second order arithmetic with
the provably 
1

2-comprehension and the 
1
2-comprehension axiom respectively. Japan J.

Math. 41 (1973), 1–67.

[44] Veblen, O., Continuous increasing functions of finite and transfinite ordinals. Trans. Amer.
Math. Soc. 9 (1908), 280–292.

Department of Mathematics, The Ohio State University, Columbus, Ohio 43210, U.S.A.
and
Department of Pure Mathematics, University of Leeds, Leeds LS2 9JT, England
E-mail: rathjen@math.ohio-state.edu





Analytic difference rings

Thomas Scanlon∗

Abstract. Generalizing and synthesizing earlier work on the model theory of valued difference
fields and on the model theory of valued fields with analytic structure, we prove Ax–Kochen–
Eršov style relative completeness and relative quantifier elimination theorems for a theory of
valuation rings with analytic and difference structure. Specializing our results to the case of
W [Falg

p ], the ring of Witt vectors of the algebraic closure of the field with p elements, given
together with the relative Frobenius and the Tate algebras as analytic structure, we develop a
model theoretic account of Buium’s p-differential functions. In so doing, we derive a uniform
p-adic version of the Manin–Mumford conjecture.
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1. Introduction

If (K, v) is a complete valued field and f (x1, . . . , xn) =∑
aαxα ∈ K[[x1, . . . , xn]]

is a formal power series over K for which v(aα)→∞ as |α| → ∞, then f defines a
function On

K → K . Considering a formal first-order language rich enough to express
the field structure, the binary relation v(x) ≤ v(y) and the functions coming from such
convergent power series, one has a natural logical setting for studying nonarchimedian
analysis. If one includes in addition a unary function symbol σ to denote a field auto-
morphism which respects the valuation in the sense that v(x) = v(σ (x)) universally
and respects the analytic structure in the sense that σ(f (x)) = f σ (σ (x)) where f σ

denotes the effect of applying σ to the coefficients of f , then one has a strong enough
language to study analytic difference rings, the central object of consideration in this
paper.

While we have several motivations to study these structures, two stand out most
prominently. First, following the seminal work of Ax and Kochen [1], [2], [3] and
Eršov on the model theory of valued fields, a great many results showing that valued
fields considered in ever more complicated languages have very elegant theories have
been proven. With this work we amalgamate two different strands of the model theory
of enriched valued fields. Namely, we show that the theories of valued fields with
analytic structure and of valued difference fields may be unified. Further unification is
∗Partially supported by an NSF CAREER award.
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certainly possible. Routine modifications of the proofs presented here should suffice
to combine analytic and differential structure, or more generally D-structure, while
other extensions will require the development of genuinely new methods. Secondly,
we wish to give a model theoretic account of Buium’s theory ofp-differential geometry
and thereby deduce uniformities in Diophantine geometry through applications of the
compactness theorem and appropriate quantifier elimination theorems.

Let us recall a little of the theory of p-differential operators. For p a prime number
a p-derivation δ on a commutative ring R is a function δ : R→ R satisfying

• δ(1) = 0,

• the functional equation δ(x+y) = δ(x)+δ(y)+�p(x, y) where �p(X, Y ) ∈
Z[X, Y ] is the integral polynomial 1

p
(Xp + Yp − (X + Y )p), and

• the functional equation δ(xy) = ypδ(x)+ xpδ(y)+ pδ(x)δ(y).

Given a p-derivation δ : R→ R one can define a ring endomorphism σ : R→ R

by the equation σ(x) := xp + pδ(x). Conversely, if p is not a zero divisor in R and
τ : R → R is an endomorphism lifting the Frobenius in the sense that τ(x) ≡ xp

(mod p) for all x ∈ R, then δ̃ : R → R defined by τ(x) = xp + pδ̃(x) is a p-
derivation.

As with differential algebra, there is a p-differential geometry associated to the cat-
egory of rings with p-derivations. At the naïve level, one can consider sets defined by
the vanishing of p-differential polynomials, expressions of the form P(x, . . . , δn(x))

where P is a polynomial, as the basic affine sets. In the case that the underlying rings
are domains, this p-differential geometry is essentially the same as the correspond-
ing difference algebraic geometry coming from difference equations involving σ and
there is already a well developed model theoretic approach to this subject [7], [8].
However, a richer geometry more in line with that of Kolchin’s differential alge-
braic geometry may be obtained by p-adically completing the rings of p-differential
polynomials. Indeed, Buium notes that to globalize p-differential geometry one
must consider these p-adically complete rings of operators. The fundamental func-
tions in this theory, the p-differential functions, locally have the form F(x, . . . , δnx)

where x = (x1, . . . , xm) and F is given by p-adically convergent power series in
(n + 1)m variables. Buium shows that many arithmetically interesting functions on
the R := W [Falg

p ]-rational points of schemes over R may be expressed locally as
p-differential functions where one takes δ := 1

p
(xp − σ(x)) with σ : R → R the

Witt–Frobenius, the unique lifting of the Frobenius automorphism to an automorphism
of the Witt vectors.

One sees from the above local description of p-differential functions, that every p-
differential function over R may be expressed as a term in the language with function
symbols for p-adically convergent power series over R, the Witt–Frobenius, and
the restricted division function Dp : R → R defined by Dp(x) := x

p
if x ∈ pR

and Dp(x) := 0 otherwise. Conversely, if one were to regard all p-differential
functions as definable, then all of the above basic functions would be definable as
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well. Consequently, the logic of Buium’s p-differential functions is that of the first-
order structure of the Witt vectors of the algebraic closure of the field of p elements
with a function symbol for the Witt–Frobenius and for all p-adic analytic functions.

Even though the goal of understanding p-differential functions guides our work,
we must consider structures of a more abstract nature in order to prove our results
sufficiently uniformly in order to derive any useful information about p-differential
geometry. We achieve these results by axiomatizing the notion of an analytic differ-
ence structure on a valued field and then proving relative completeness and relative
quantifier elimination theorems for analytic difference rings in the style of the Ax–
Kochen–Eršov theorems for pure valued fields.

The essential tool in our analysis is a uniform version of the Weierstraß division
theorem. Fortunately for us, this theorem is already known in the case of most interest
to us [20]. Using the uniform Weierstraß division theorem we are able to assign an
order-degree to an analytic difference equation with respect to which we may carry
out inductive proofs.

The present author previously considered the ring W [Falg
p ] simply as a difference

ring in [17], [5] where a simple axiomatization was presented and a quantifier simpli-
fication theorem was proven. However, since difference polynomials are intrinsically
finitistic objects, we were able to consider more complicated degree relations and
worked with a version of Hensel’s lemma unavailable in the analytic difference con-
text. The restrictions imposed by considering simultaneously analytic and difference
structure have forced us to employ an ostensibly weaker form of Hensel’s lemma
which miraculously suffices.

This paper is organized as follows. In Section 2 we introduce our basic axioms
for analytic difference rings and establish some of the fundamental results about
these structures. In Section 3 we state and prove our Ax–Kochen–Eršov theorems
for analytically difference henselian rings. In Section 4 we recall the theory of p-
differential functions in detail and apply our results of Section 3 to prove a uniform
version of the Manin–Mumford conjecture.

2. Foundations of analytic and difference structure

We begin this section by recalling that a difference ring (R, σ ) is a commutative (unital)
ring R given together with a distinguished ring endomorphism σ : R→ R. While we
shall usually consider rings for which σ is an automorphism, we do not insist upon this
condition in our definition of the term difference ring. The model theory of difference
fields, namely fields given together with a distinguished endomorphism, and, hence,
also of difference domains, has been described by Chatzidakis and Hrushovski [7]
and in all characteristics by Chatzidakis, Hrushovski, and Peterzil [8].

For us, a valued difference field is a valued field (K, v) given together with a
distinguished automorphism σ : K → K which respects the valuation in the sense
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that the equality v(σ (x)) = v(x) holds universally. The model theory of valued
difference fields has been developed by Bélair, Macintyre and Scanlon [17], [5].

As mentioned in the introduction, an analytic difference ring is simply the ring
of integers of a valued difference field given together with analytic functions for
which the distinguished automorphism respects the analytic structure. For a fixed
complete valuation ring it is easy enough to say what one means by analytic structure.
However, if one wishes to express the axioms for the theory of such a ring in a
first-order language, it is necessary to formulate “analytic structure” more abstractly.
Moreover, even if one is only interested in complete rings, to compare the theories of
these rings as analytic structures one requires a uniform language.

We adapt van den Dries’ treatment of analytic Ax–Kochen–Eršov theorems [19]
and its refinements by van den Dries, Haskell, Macpherson, Lipshitz and Robin-
son [20], [15] to the valued difference field setting. While we could restrict our atten-
tion to such rings of analytic functions as Z[[t]]〈X1, . . . , Xn〉 or W [Falg

p ]〈X1, . . . , Xn〉
without sacrificing the examples of greatest interest, we work with potentially more
general rings in order to separate the work on the model theory of analytic functions
from difference algebra.

Definition 2.1. A pre-notion of analyticity, A, is given by the data of a commutative
ring R and a doubly-indexed sequence of subrings Am,n ⊆ R[X][[Y ]] of the ring of
formal power series in the n variables Y = (Y1, . . . , Yn) over the polynomial ring in
the m variables X = (X1, . . . , Xm) over R for which

1. A0,0 = R,

2. if m ≤ m′ and n ≤ n′, then Am,n is a subring of Am′,n′ via the natural inclusion,
and

3. A is closed under compositions as far as this makes sense.

Definition 2.2. Given a pre-notion of analyticity A, an A-analytic structure on a
valuation ring O with maximal ideal m is given by a sequence of homomorphisms
Im,n : Am,n → Functions(Om × mn, O) which respect the compositional identities
in A, the identities coming from the inclusions Am,n ↪→ Am′,n′ , and send the vari-
ables Xi and Yi to the obvious projection maps.

Remark 2.3. If R itself is a complete valuation ring and Am,n = R[X][[Y ]], then
the usual interpretation of the elements of Am,n gives R an A-analytic structure.

Remark 2.4. In the definition of A-analytic structure, it is not really necessary that O
be a valuation ring and m its maximal ideal. However, this is the only case we consider
in our applications.

Remark 2.5. Given a pre-notion of analyticity A and L a first-order language for
valued fields containing (at least) a sort symbol O for the valuation ring and a sort
symbol m for the maximal ideal of the valuation ring we may naturally expand L
to L(A) by new function symbols where for each f ∈ Am,n we have a function
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symbol, also denoted f , of domain sort Om × mn and range sort O. The condition
that a particular interpretation of A on a valuation ring defines an A-analytic structure
may be expressed as a first-order theory in L(A).

Before we can give our conditions on when a pre-notion of analyticity is actually a
notion of analyticity, we must recall some of the basic formalism of quotient operators
on valuation rings and leading term structures. In what follows, we use the symbol Q
for our quotient operators even though “D” is more common in the literature.

Definition 2.6. Let (K, v) be a valued field with valuation ring O := OK,v having
the maximal ideal m := mK,v . We define two operators Q0 and Q1 on O2 by
Q0(x, y) := x

y
ifv(x) ≥ v(y) 
= ∞ andQ0(x, y) = 0 otherwise whileQ1(x, y) := x

y

if v(x) > v(y) and is zero otherwise.

Remark 2.7. As shown in the work of Denef and van den Dries [9] and Lipshitz
and Robinson [15], for example, quantifier elimination for certain valuation rings
considered with analytic structure may be obtained in languages possessing Q0 and Q1
as primitives, but not without these operators.

Definition 2.8. Given a pre-notion of analyticity A and a first-order language of valu-
ation rings L as in Remark 2.5, the language LQ(A) is the expansion of L(A) by the
function symbol Q0 and Q1 of domain sort O2 and range sorts O and m, respectively.
Given a valuation ring with A-analytic structure there is a natural expansion of the
structure to an LQ(A)-structure.

We recall now the formalism of leading terms and angular components.

Definition 2.9. Let (K, v) be a valued field and t ∈ O = OK,v be a fixed nonzero
element of the ring integers of K . For each natural number n, we define the nth leading
terms of K relative to K to be the multiplicative monoid �n,t (K) := K/(1 + tnm).
We write �n,t (K)∗ := �n,t (K) � {0}. We write rn,t (K) := O/tnm. If t is understood
we write simply �n(K) for �n,t (K) and rn(K) for rn,t (K) We write �n : K → �n(K)

for the natural quotient map and πn : O→ rn(K) for the reduction map.

Remark 2.10. While �n(K)∗ is naturally a group, it carries additional structure.
For instance, the valuation map v : K → 
K ∪ {∞} descends to a map on �n(K)

which we continue to denote by v. More importantly, addition leaves a trace on
�n(K) in the form of a ternary predicate +̃n := {(x, y, z) ∈ �n(K)3 | ∃x̃, ỹ, z̃ ∈
K x̃ + ỹ = z̃, �n(x̃) = x, �n(ỹ) = y, and �n(z̃) = z}. In the sequel we shall require
that �n(K) remember more structure from K . In particular, we insist that the leading
terms remember analytic identities. That is, for each LQ(A)-term f (x1, . . . , xm) the
image of {(x1, . . . , xm, y) ∈ Km+1 | f (x) = y} under �n is to be described by an
m-ary predicate on �n.

Remark 2.11. The image of O× in �n(K) may be identified with rn(K)× and

the valuation exact sequence 1 ��O× ��K× v ��
K
��0 descends to

1 ��rn(K)× ���n(K)∗ v ��
K
��0.
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Remark 2.12. If t ∈ O× is a unit, then the leading term structures �n,t (K) are all
identical.

Remark 2.13. In our intended applications we take t = p, the residue characteris-
tic, or t = 1 when the residue characteristic is zero. In fact, we shall impose this
requirement with our axioms.

Remark 2.14. One can consider leading term structures relative to other ideals in OK

and we shall use �∞(K) := K/(1+ t∞m) where t∞m := {x ∈ O | (∀n ∈ Z+)v(x) >

v(tn)}. One cannot access �∞(K) directly in first-order logic, but when the field K is
ℵ1-compact, �∞(K) = lim←− �n(K) so that it may be approached from first-order data.

Note that the ring O(K)
[1

t

]
is a valuation ring whose residue field is r∞(K)

[ 1
π∞(t)

]
.

We refer to the corresponding coarsened valuation as v∞.

Remark 2.15. In the work of Basarab and Kuhlmann [4], [14], leading term structures
are called “additive-multiplicative congruences” or “amc structures.”

Leading term structures already live definably in valued fields, but the way in which
they nontrivially combine the value group and certain residue rings can complicate
their analysis. By working with angular component functions one can treat these parts
separately.

Definition 2.16. An angular component function of leveln is a section acn : �n(K)∗ →
rn(K)× of the valuation sequence. A system of angular component functions is a se-
quence {acn}∞n=0 where acn is an angular component function of level n and these
functions commute with the obvious quotient maps between the leading term and
residue sorts.

Remark 2.17. As with the leading terms, we shall require that the angular component
functions preserve more than just the multiplicative structure.

Remark 2.18. While angular components need not exist in general, they do if (K, v)

is sufficiently saturated. Thus, possibly at the cost of replacing (K, v) with an el-
ementarily equivalent structure, we may assume that we have angular component
functions.

Let us now fix once and for all a background language L and theory of valued
fields, TVF. We take L to be a many sorted language having sort symbols VF for the
valued field itself, O for the valuation ring, m for the maximal ideal of the valuation
ring, 
 for the value group, rn for the residue rings of Definition 2.9 and r×n for the
units in the residue ring, and �n for the leading terms. The sorts are connected by
the inclusion maps m ↪→ O ↪→ VF, r×n ↪→ rn and r×n ↪→ �n, the valuation maps
v : VF → 
 and v : �n → 
, the reduction maps πn : O → rn and πm,n : rm → rn,
and the leading term maps �n : VF → �n and �m,n : �m → �n. The sorts VF, O,
and rn come equipped with a copy of the language of rings while 
 is presented in the
language of ordered abelian groups and the �n sorts each have a binary multiplication
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operation and a ternary predicate for addition as described above. If we wish to
include angular component functions, then expand the language to L({acn}).

We axiomatize the theory of valued fields, TVF, in L with the usual axioms assert-
ing that if M |= T , then VF(M) is a field and that v : VF(M)→ 
(M) is a valuation,
and that all of the other sorts are interpreted as expected. That is, the inclusion maps
m(M) ↪→ O(M) ↪→ VF(M) are really inclusions and identify their images with the
elements of positive valuation and of nonnegative valuation, respectively, the valua-
tion maps are surjective, and the residue ring sorts and leading term sorts really give
the residue rings and leading terms, et cetera. The one nontrivial point here is that we
require �n(M) to be VF(M)/(1+m(M)) (rn(M) to be O(M)/m(M), respectively) if
the residue characteristic is zero and to be VF(M)/(1+pnm(M)) (O(M)/pnm(M),
respectively) when the residue characteristic is p > 0. This condition may be ex-
pressed by a set of first-order sentences. Of course, if we work in L({acn}), then our
theory TVF(ac) expresses that the angular component function symbols are interpreted
as angular components.

When we expand to LQ our theory T Q
VF includes axioms expressing the definitions

of Q0 and Q1. Given a pre-notion of analyticity A, we require of the expanded
language L(A) not only that there be function symbols for the elements on A but
that there be predicates on the leading term sorts corresponding to these functions.
Given any L-theory T ⊇ TVF of valued fields, the theory T (A) is obtained from T

by adjoining the axioms expressing that the valuation ring has A-analytic structure
and that the new predicates on the leading terms are interpreted correctly.

Remark 2.19. For the main theorems of this paper we require that the valued fields
under consideration have characteristic zero.

We need to say a little about affinoids before finishing the definition of a notion of
analyticity. If M |= TVF(A) is a valuation ring with A-analytic structure and (K ′, v′)
is an algebraic extension of VF(M) with an extension of the valuation v, then there
is a unique way to extend the A-analytic structure to K ′. Indeed, it is enough to see
this in the case that K ′ is a finite extension of VF(M). Fixing a basis for O(K ′) over
O(M), one can identify O(K ′) with O(M)[K:VF(M)]. In so doing, one can expand
the action of the A-analytic functions in terms of this basis as well. In particular, if
K ′ = VF(M)alg is the algebraic closure of VF(M), then (K ′, v) |= TVF(A).

Definition 2.20. Let M |= TVF(A) be a valuation ring with A-analytic structure and
fix an extension v′ of v to K ′ := VF(M)alg. A S subset of O(K ′) is said to be an
affinoid over M if there are γ1, . . . , γn ∈ 
(M) and a1, . . . , an ∈ O(M) with γ1 > γi

for i 
= 1 and S = {z ∈ O(K ′) | v(z − a1) ≥ γ1 ∧ ∧n
i=2 v(z − ai) ≤ γi}. An

affinoid set in M is the intersection of an affinoid set over M with O(M).

With the background on valued fields in place we are now ready to describe when
a pre-notion of analyticity is actually a notion of analyticity.
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Definition 2.21. Fix some theory T ⊇ TVF of valued fields. A notion of analyticity
(relative to T ) is a pre-notion of analyticity, A, for which Weierstraß division holds
uniformly in the following sense. If M |= T (A) and t (x) is an LQ(A)M -term in
the single O-variable x, then there are finitely many affinoid subsets F1, . . . , Fn of
O(M) for which O(M) = ⋃

Fi and for each i there is a rational function Ri(X)

over O(M) having no poles in Fi and L(A)M -terms Ei(x) and E−1
i (x) for which

Ei(x)E−1
i (x) ≡ 1 on Fi and t (x) = Ei(x)Ri(x) at all but finitely many points of Fi .

Remark 2.22. That the rings of convergent power series over complete DVRs give
a notion of analyticity is proven by van den Dries, Haskell and Macpherson in [20].
(Combine Proposition 4.1 with Corollary 3.4 noting that Proposition 4.1 is still general
even though it is in Section 4 where the authors claim to specialize to the case of the
p-adics.)

Remark 2.23. In our applications, we restrict attention to valued fields of character-
istic zero. Thus, the theory T in Definition 2.21 will be TVF together with the set of
sentences asserting that the valued field itself has characteristic zero.

Remark 2.24. The condition of uniform Weierstraß division may be expressed more
syntactically in that the parameters for the term t (x) may be given as a tuple of
variables y and then the affinoids, the rational functions, and the units E(x) vary
uniformly with y.

If R is any ring and σ : R → R is an automorphism, then σ extends to an auto-
morphism σ : R[X][[Y ]] → R[X][[Y ]] of the power series ring over the polynomial
ring over R. For f ∈ R[X][[Y ]] we write the f σ for the result of applying σ to f .

Definition 2.25. A notion of difference analyticity (relative to T as in Definition 2.21),
(A, σ ), is given by a notion of analyticity A and an automorphism σ : A0,0 → A0,0
which induces an automorphism on each Am,n.

Definition 2.26. Given a notion of difference analyticity (A, σ ) (relative to T ), an
A-analytic difference ring is a model M |= T (A) given together with a distin-
guished automorphism σ : M → M which preserves the valuation in the sense that
v(σ (x)) = v(x) universally and respects the A-analytic structure in the sense that
σ(f (x)) = f σ (σ (x)) for any A-function f .

The condition of being an A-analytic difference ring is clearly axiomatizable in
L(A, σ ), the expansion of the language of valuation rings with A-analytic structure
by a symbol for an automorphism.

As in the study of difference algebra, terms in LQ(A, σ ) may be expressed us-
ing terms from LQ(A) applied to prolongations, sequences of the form σ (x) =
(x, σ (x), . . . , σ n(x)). That is, if t = t (x) = t (x1, . . . , xm) is an LQ(A, σ ) term,
then we can find an LQ(A) term t̃ = t̃ (x0,1, . . . , x0,m; . . . ; xn,1, . . . , xn,m) so that
relative to the theory of A-analytic difference rings we have t (x) = t̃ (σ (x)). We
define the order of t to be the least m for which such a t̃ exists. It should be noted that
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the order of t when computed in a fixed A-analytic difference ring may be different
from the order when computed relative to the theory of A-analytic difference rings. In
our applications, when we speak of order we mean order relative to a given structure.

Fix an A-analytic difference ring M and A ⊆ M a substructure for which O(A)

generates A. If a ∈ O(M) and for some LQ(A, σ )A term t (x) over A we have
t (a) = 0 but t (x) 
≡ 0 in a neighborhood of a, then we can find such a term of
minimal possible order, n, and define the order of a over A, ord(a/A), to be that
minimal order. By the uniform Weierstraß division theorem, we may write t (x)

as E(σn(x))R(σn(x)) where R is a rational function over the LQ(A)-structure A′
generated by A and a, . . . , σ n−1(a) having no poles near σn(a) and E is an L(A)

term over A′ which is a unit near σn(a). Thus, there is actually a nonzero polynomial
over A′ which vanishes at σn(a). We define the degree of a over A, deg(a/A), to
be the minimal degree, d, of such a polynomial. We combine these data in the pair
(ord, deg)(a/A) := (ord(a/A), deg(a/A)) and order them lexicographically.

As with pure valued fields and some theories of valued fields with additional struc-
ture, the model companions of theories of A-analytic difference rings are obtained by
adjoining variants of Hensel’s lemma (and an axiom about the existence of constants)
to the theory. Unfortunately, the usual proof of Hensel’s lemma breaks down when
applied to LQ(A, σ ) terms as the quotient operators may introduce discontinuities.
However, these terms do define generically continuous functions and if one stays
within the correct domain of continuity, Newton approximation techniques do work.

Proposition 2.27. Suppose that M is an A-analytic difference ring and let p0, . . . , pd

be a finite sequence of LQ(A)M terms with parameters from M and variables
x0, . . . , xn−1. Write P(x) = ∑d

i=0 pi(σ (x))(σn(x))i . Abusing notation, we write
P ′(x) =∑

ipi(σ (x))(σn(x))i−1. Assume thata ∈ O(M)withv(P (a)) > 2v(P ′(a))

and that for any ε ∈ O(M) with v(ε) ≥ v(P (a))−v(P ′(a)) one has �0(pi(a+ε)) =
�0(pi(a)) for i ≤ d. Then there is some b ∈ O(M) with v(b − a) ≥ v(P (a)) −
v(P ′(a)) and v(P (b)) > v(P (a)).

Proof. A variant of the usual proof applies. Indeed, let η := σ−n(Q0(−P(a), P ′(a)))

and set b := a + η. From our hypotheses, v(a − b) = v(P (a)) − v(P ′(a)) and
computing P(b) we have

P(b) =
∑

pi(a + η)(σn(a + η))i

=
d∑

i=0

pi(a)[1+ ξi]
i∑

j=0

(
i

j

)
σn(a)i−j σ n(η)j where v(ξi) > 0

≡ P(a)+ P ′(a)σn(η) (mod P(a)m(M))

≡ 0 (mod P(a)m(M)) �

Corollary 2.28. With the hypotheses as in Proposition 2.27, there is a maximal
pseudoconvergent sequence {bα} from O(M) with b0 = a and v(P (bα)) increasing
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with α. If in addition O(M) is maximally complete, then b := lim bα exists and
P(b) = 0.

We convert the last part of this corollary into our version of henselianity for A-
analytic difference rings.

Definition 2.29. We say that the A-analytic difference ring M is A-analytically
difference henselian if the conclusion of Corollary 2.28 holds for M . That is, given a
sequence of LQ(A)M terms p0, . . . , pd with variables x0, . . . , xn−1 writing P(x) =∑

pi(σ (x), a)σn(x)i if a ∈ O(M) has the property that v(P (a)) > 2v(P ′(a))

while for any ε ∈ O(M) with v(ε) ≥ v(P (a))− v(P ′(a)) we have �0(pi(σ (a))) =
�0(pi(σ (a + ε))) for i ≤ d, then there is some b ∈ O(M) with P(b) = 0 and
v(b − a) ≥ v(P (a))− v(P ′(a)).

Remark 2.30. It should be noted that even when there are no quotient operators, and
even in the case of difference polynomials, the continuity hypothesis is nontrivial.

Visibly, the condition of being A-analytically difference henselian is first-order
expressible. In axiomatizing the theory of A-analytically difference henselian rings,
TA-DH, we impose two additional requirements beyond those of Definition 2.29. First,
we insist that every model of TA-DH be of characteristic zero. Secondly, we demand
that the valued field have enough constants in the sense that for every element of the
value group there is some element of the field fixed by σ and having that valuation.
This last condition can be ostensibly weakened by requiring the existence of σ -fixed
elements of each valuation only at the level of the leading terms. For the remainder
of this paper, when we speak of an A-analytically difference henselian ring we mean
a model of TA-DH where (A, σ ) is some notion of difference analyticity.

3. AKE theorems for analytically difference henselian rings

In this section we state and prove our main relative completeness and quantifier
elimination theorems for A-analytically difference henselian rings. As with much
of the earlier work on pure valued fields and on algebraic valued difference and
differential fields (but, remarkably, unlike most previous work on the model theory
of analytic functions on valued fields) we prove our results by employing a model
theoretic test for completeness and quantifier elimination involving extensions of
partial isomorphisms.

Simply put, our theorem is that for a fixed notion of difference analyticity, (A, σ ),
the theory TA-DH of A-analytically difference henselian rings is complete and elim-
inates quantifiers relative to the leading term sorts, and even, resplendently so. As
we expect the meaning here of relativity and resplendence may require some expla-
nation, we describe these terms now before announcing our theorem in its official
formulation.
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Given a many sorted language L and a nonempty set � of L-sort symbols, the
restriction of L to �, (L � �), is the language having sort symbols � and as basic
function, relation, and constant symbols exactly those from L which refer only to
sorts in �. That is, a function symbol f of L is a function symbol of (L � �) just
in case its domain sort is a sequence of sorts from � and its range sort belongs to �

while a relation symbol of L belongs to the restricted language if its field sort is a
sequence of elements of � and an L-constant symbol is an (L � �)-constant if its
sort belongs to �. If M is an L-structure, then the restriction of M to � is simply the
(L � �)-structure (M � �) consisting of the M-interpretation of the sorts in � and
the nonlogical (L � �)-symbols.

Definition 3.1. Given a many sorted language L and a nonempty set � of L-sort
symbols we say that the L-theory T is complete relative to � if for any model M |= T

the theory T ∪ Th(L��)(M � �) is complete.

To discuss relative quantifier elimination we need to recall Morleyization. Given a
language L, the Morleyization LMor of L is obtained by adjoining to L a new relation
symbol Rφ(x1, . . . , xn) for each L-formula φ with the free variables x1, . . . , xn. The
LMor-theory T Mor

L is defined by

T Mor
L := {∀x1 · · · ∀xn(Rφ(x)↔ φ(x)) | φ an L-formula}

On general grounds, any extension of T Mor
L in LMor eliminates quantifiers.

Definition 3.2. Given a many sorted language L and a nonempty set � of L-sort
symbols we say that the L-theory T eliminates quantifiers relative to � if the theory
T ∪ T Mor

(L��)
eliminates quantifiers in L ∪ (L � �)Mor.

We mentioned that our theorems hold resplendently. We employ this enhancement
of the theorem when discussing angular components. Essentially, by resplendent rel-
ative completeness (respectively, resplendent relative quantifier elimination) we mean
that relative completeness (respectively, relative quantifier elimination) continues to
hold even after arbitrarily enriching the sorts to which we relativize.

Definition 3.3. Let L be a many sorted language and � a nonempty set of L-sort
symbols. We say that the L-theory T is resplendently complete relative to � (re-
spectively, resplendently eliminates quantifiers relative to �) if for any expansion
L′ ⊇ (L � �) having only � as sort symbols and any L′-theory T ′ the theory T ∪T ′
is complete relative to � (respectively, eliminates quantifiers relative to �).

With this general nonsense on many sorted languages in place we may now state
our main theorem.

Theorem 3.4. The theory TA-DH of A-analytically difference henselian rings is re-
splendently complete relative to the leading terms sorts and resplendently eliminates
quantifiers relative to the leading terms.
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Using general results on the existence of angular components, we deduce a stronger
relative completeness theorem from Theorem 3.4.

Theorem 3.5. The theory TA-DH of A-analytically difference henselian rings is com-
plete relative to the value group and residue ring sorts.

As a particular application of Theorem 3.5 we see that if k ↪→ k′ is an extension
of algebraically closed fields of characteristic p, then the corresponding extension of
rings of Witt vectors, W [k] ↪→ W [k′], is elementary in the language L(A, σ ) where
Am,n = W [k][X][[Y ]] and σ is interpreted as the Witt–Frobenius. We shall expand
on this observation and exploit it in Section 4.

As is our wont, we shall prove Theorem 3.4 by converting it into a statement
about extending isomorphisms and then actually proving the statement on extensions
by considering the cases of residue field, totally ramified, and immediate extensions
separately. Some of these steps require merely routine modifications to the proofs in
the algebraic setting, but others are considerably trickier.

The reader should consult Section 7 of [17] or Theorem 8.4.1 of [11] for a discus-
sion of why the following technical theorem is equivalent to Theorem 3.4.

Theorem 3.6. Let L′ be an expansion of the restriction of LQ(A, σ ) to the leading
term sorts, (LQ(A, σ ) � LT), having no new sort symbols. Suppose that M1 and M2
are two saturated A-analytically difference henselian rings each of the same cardi-
nality > (|L′|ℵ0)+ considered in the language LQ(A, σ )∪L′Mor. Suppose moreover
that (M1 � LT) ≡L′ (M2 � LT) |= T Mor

L′ . Suppose that A1 ⊆ M1 and A2 ⊆ M2 are
two small (of cardinality at most |L′|) substructures of M1 and M2 for which O(Ai)

generates Ai and that f : A1 → A2 is an isomorphism of LQ(A, σ ) ∪ (L′)Mor-
structures. If a ∈ O(M1) is any element, then there is an extension of f to an
isomorphism between the substructure of M1 generated by A1 and a, A1〈a〉, and a
substructure of M2.

Throughout the remainder of this section we concentrate on proving Theorem 3.6,
and, hence, also Theorem 3.4. In the course of this proof we shall reduce the problem
to other statements with stronger hypotheses. As these restrictions are established,
we shall display our new hypotheses as boxed statements.

As M1 and M2 are saturated of the same cardinality and (M1 � LT) and (M2 � LT)

are elementarily equivalent, they are actually isomorphic. Since the map f : A1 → A2
is an isomorphism of LQ(A, σ ) ∪ (L′)Mor-structures, and, each (Mi � LT) elimi-
nates quantifiers, the restrictions of these structures to the leading terms are actually
isomorphic over f . Let us fix such an isomorphism f̃ : (M1 � LT)→ (M2 � LT) and
thereby arrive at our first reduction.

f̃ ∪ f : A1 ∪ (M1 � LT)→ A2 ∪ (M2 � LT) is an isomorphism of
LQ(A, σ ) ∪ (L′)Mor-structures.
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We fix now N1 � M1 and N2 � M2 two |L′|+-compact elementary substructures
each of cardinality less than that of M1 for which A1〈a〉 ⊆ N1 and A2 ⊆ N2. Our
hypotheses on the saturation of M1 and M2 and on their cardinalities ensure that such
structures exists. In the course of our construction of an extension of f we shall
initially extend inside N1 taking values in N2 until Ni is an immediate extension of
Ai and then we extend f to a maximal immediate extension of N1 inside M1.

With the next lemma we show that the map f may be extended so as to add new
elements to the residue ring r∞(A1).

Lemma 3.7. Let a ∈ r∞(N1). Suppose that (ord, deg)(a/r∞(A1)) = (m, d). Let
p̃0, . . . , p̃d be LQ(A)A1 terms in the variables x0, . . . , xn−1 for which the reductions
under π∞, pi = π∞(p̃i), give well-defined functions at (a, σ (a), . . . , σm−1(a)) and
P(a) = ∑

pi(σ (a))(σm(a))i = 0. Let P̃ = ∑
p̃i(σ (x))(σm(x))i . Then there are

elements ã ∈ O(N1) and b̃ ∈ O(N2) for which P̃ (ã) = 0, P̃ f (b̃) = 0, π∞(ã) = a,
f̃ (a) = π∞(b̃), and f extends to an isomorphism defined on the structure A1〈ã〉
which has no new elements in its value group taking ã to b̃.

Proof. Let a′ ∈ O(N1) be any lifting of a. By our minimality assumption, P ′(a) 
= 0.
As P(a) = 0 in r∞(N1), we see that, 2v(P̃ ′(a′)) < v(P̃ (a′)). Moreover, because
the terms pi(σ (x)) are well-defined at a, their leading terms do not depend on the
choice of a′. Hence, as N1 is A-analytically difference henselian, there is some ã

lifting a and satisfying P̃ (ã) = 0. Likewise, using ℵ1-compactness of N2 we can
find b̃ ∈ O(N2) with P̃ f (b̃) = 0 and π∞(b̃) = f̃ (a).

We argue by induction onn ≤ m that ifQ is a term of ordern, then f̃ (�∞(Q(ã))) =
�∞(Qf (b̃)). By the uniform Weierstraß property, we may express Q near ã as
E(σn(ã))R(σn(ã)) where E is given by an L(A) term over the LQ(A)-structure
generated by A1 and ã, . . . , σ n−1(ã) and is a unit near σn(ã) and R is a ratio-
nal function over the same structure having no poles near σn(a). In the case that
n = m, we may assume that the degrees of the numerator and denominator of R

are less than d. By induction, the ∞-leading terms of the parameters for E and R

are under control. As the quotient operators are not applied to σn(a) in E and E

is a unit near σn(a), its ∞-leading term is determined by that of σn(ã). Write
R(σn(ã)) = S(σn(ã))/T (σn(ã)) where S and T are polynomials. Write S = cS̃

where v(c) is equal to the Gauß valuation of S. Then π∞S̃ gives a nonvanishing
polynomial at σn(a) as either n < ord(a/r∞(A1)) or deg π∞(S̃) < deg(a/r∞(A1)).
Thus, �∞(S̃(ã)) = π∞(S̃)(a). Applying the same reasoning to T , we conclude the
induction and, hence, also the proof of this lemma. �

Repeatedly applying Lemma 3.7 we can extend f so that r∞(Ai) = r∞(Ni).
However, we delay doing this until we have achieved 
(Ai) = 
(Ni).

With the following steps we enlarge the value group of A1. Before actually adding
new elements to the value group, we extend f so that its domain has enough constants.

Lemma 3.8. If c ∈ O(A1), then f extends to some A1〈ε〉 ⊆ N1 where v(ε) = v(c),
σ(ε) = ε, and 
(A1) = 
(A1〈ε〉).



84 Thomas Scanlon

Proof. Take ζ ∈ O(N1) with σ(ζ ) = ζ and v(ζ ) = v(c). Such an element exists by
our axiom that A-analytically difference henselian rings have enough constants. Set
η := Q0(ε, c). Then η is a nonzero solution to the linear difference equation σ(X)−
Q(c, σ (c))X = 0, even upon reduction to r∞(N1). Thus, there are infinitely many
solutions to σ(X) − π∞(Q(c, σ (c))X = 0 in r∞(N1) and by |L′|+-compactness,
at least |L′|+ many solutions. In particular, there some solution a which is not
algebraic over r∞(A1). Let ã and b̃ be given by Lemma 3.7 applied to P̃ (X) =
σ(X)− π∞(Q(c, σ (c)). Set ε := ã · c. �

Iterating this construction so as to consider all the elements of the value group
of A1, we may suppose that A1 and A2 have enough constants.

A1 and A2 have enough constants

For purely ramified extensions we consider the cases of algebraic and transcen-
dental extensions separately.

Lemma 3.9. If ε ∈ O(N1), σ(ε) = ε, εn =: ζ ∈ O(A1), and mv(ε) /∈ 
(A1) for
m < n, then f extends to A1〈ε〉.
Proof. That there is some η ∈ N2 fixed by σ with ηn = f (ζ ) and that the map
extending f sending ε to η preserves the valued difference structure is already known
from the algebraic case. As noted in Section 2, the A-analytic structure extends
uniquely to algebraic extensions. �

We extend now to transcendental expansions of the value group.

Lemma 3.10. If ε ∈ O(N1) is fixed by σ and nv(ε) /∈ 
(A1) for all n ∈ Z+, then
there is some η ∈ O(N2) also fixed by σ with f̃ (�∞(ε)) = �∞(η) for which f extends
to A1〈ε〉 via ε �→ η.

Proof. Let ζ ∈ O(N2) be any element with �∞(ζ ) = f̃ (�∞(ε)) and let P(X) =
σ(X) − X. Then v(P (ζ )) > v(ζ ) > 0 = v(P ′(ζ )) as the leading term of ζ is
a constant. Indeed, we even have v∞(P (ζ )) > v∞(ζ ) where v∞ is the coarsened
valuation. It follows that if ξ ∈ O(N2) with v(ξ) ≥ v(P (ζ )), then �∞(−(ζ +
ξ)) = �∞(−ζ ). Hence, our version of Hensel’s lemma applies and we can find some
η ∈ O(N2) with �∞(η) = �∞(ζ ) = f̃ (�∞(ε)) and σ(η) = η.

Since σ(ε) = ε, every element of O(A1〈ε〉) can be expressed as an LQ(A)A1

term applied to ε. Likewise, the same is true of η with A1 replaced by A2. So, it
suffices to show that if t (x) is an LQ(A)A1 term, then f̃ (�∞(t (ε))) = �∞(tf (η)).

Using uniform Weierstraß division to express t (x) as E(x)R(x) where E is an
L(A)A1 term which is a unit near ε and R(x) is a rational function over O(A1), we
see that �∞(E(ε)) depends just on �∞(ε) and if R(x) = ( ∑

aix
i
)
/
( ∑

bjx
j
)
, then

�∞(R(ε)) = �∞(ai0)�∞(ε)i0−j0�∞(bj0) where v(ai0)+ i0v(ε) = mini v(ai)+ iv(ε)

and v(bj0)+ j0v(ε) = minj v(bj )+ jv(ε). �
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Applying Lemmata 3.9 and 3.10 repeatedly, alternating the rôles of N1 and N2,
we may extend f so that 
(Ai) = 
(Ni) for i ∈ {0, 1}. Once this has been achieved,
we may apply Lemma 3.7 repeatedly to extend f so that Ni is an immediate extension
of Ai .

Let us state this result as our second reduction.

Ni is an immediate extension of Ai for i ∈ {0, 1}
Fix now N̂1 a maximal immediate extension of N1 in M1 and a maximal immediate

extension N̂2 of N2 in M2. We shall actually extend f to N̂1.
Working by induction in N̂1 we may assume that a has the least possible (ord, deg)

over A1 of new elements of N1. That is:

If b ∈ O(N1) and (ord, deg)(b/A1) < (n, d) := (ord, deg)(a/A1),
then b ∈ O(A1).

Working by induction further we may assume that whenever we have a pseudo-
convergent solution to a low (ord, deg) A-analytic difference equation over A1 in N1,
then we have an actual solution.

If Q(x) =∑e
i=0 qi(x, σ (x), . . . , σm−1(x))(σm(x))i where (m, e) < (n, d) and

each qi is an LQ(A)A1 term and {xα} is a pseudosolution to Q in the sense that
v(Q(xα)) is increasing with α and Hensel’s lemma applies at each α, then there

is some b ∈ O(N̂1) with xα pseudoconverging to b and Q(b) = 0.

We fix now a maximal pseudoconvergent approximation {xα} to a from O(A1)

and P(X) = ∑d
i=0 pi(σ (X))(σn(X))i a minimal equation for a over A1. We shall

show the following.

1. For Q of lower complexity than that of P (that is, Q is a polynomial in σn(X)

of degree less than d having coefficients which are LQ(A, σ )A1 terms of order
less than n) we have �∞(Q(a)) = �∞(Q(xα)) for α � 0.

2. Indeed, we shall show that v∞(Q(a) − Q(xα)) > v(Q(a)) + v(a − xα) for
α � 0.

3. Possibly replacing P with a refinement, Hensel’s lemma applies along {xα}.
4. There is some b ∈ M2 for which {f (xα)} is a pseudoconvergent approximation

and P(b) = 0.

It follows that we may extend f by sending a to b and that our inductive stipulations
on f and N̂1 continue to hold.

We work by induction on m = ord(Q) to prove the first of these points.
We observe first that if U is an LQ(A, σ )A1 term of order less than m, then

for α � 0 we have v(a − xα) > v(σm(a) − U(a)). Indeed, take α large enough
so that the valuation inequality stated in Part 2 above holds for U . Assuming that
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v(σm(a)−U(a)) ≥ v(a−xα) = v(σm(xα−a)), then we have v(σm(xα)−U(xα)) =
v((σm(a)−U(a))+ (σm(xα−a))+ (U(xα)−U(a))) ≥ v(a−xα). Hensel’s lemma
then applies to produce some yα with σm(yα) = U(yα) and v(yα− xα) ≥ v(a− xα).
But then by the boxed reduction above, the sequence {yα}, and hence also {xα} has a
pseudolimit in N̂1 contradicting its maximality.

The point of this observation is that any affinoid defined over the LQ(A)-structure
generated by A1 and a, . . . , σm−1(a) containing σm(a) also contains points of the
form σm(xα).

Near σm(a) we can write

Q(x) = E(a, . . . , σm−1(a); σm(x))R(a, . . . , σm−1(a); σm(x))

where the quotient operators are not applied to σm(x) in E and E is a unit near a

and R is a rational function in σm(x) with no poles near σm(a). By induction, the
parameters in E and R have the same∞-leading terms if (a, . . . , σm−1(a)) is replaced
by (xα, . . . , σm−1(xα)) for α � 0.

Since �∞(xα) = �∞(a), E is a unit, and the∞-leading terms of the coefficients
of E(xα, . . . , σm−1(xα);X) and E(a, . . . , σm−1(a);X) are the same, it follows that
�∞(E(σ (a))) = �∞(E(σ (xα))). Moreover, since the quotient operator is not applied
to the last variable and v(E(σ (xα))) = 0, the usual Taylor series expansion can be used
to see that v(E(σ (xα))−E(σ (a))) = γ +Nv(xα−a) for some fixed γ ∈ v(O(A1)).

We can write R as U(x0, . . . , xm)/V (x0, . . . , xm) where each of U and V is a
polynomial in xm. Let us write U = ∑

ui(x0, . . . , xm−1)x
i
m. By induction we

know, among other things, that �∞(ui(σ (a))) = �∞(ui(σ (xα))) for all i and α � 0.
Replacing U with Q(U, c) where c ∈ O(A1) and v(c) = mini v(ui(σ (a))) we may
assume that v(ui(σ (a))) = 0 for some i.

Write xα = a + yα .
Let us expand U(xα).

U(xα) =
∑

ui(σ (a + yα)(σm(a + yα))i

=
∑
i,j

ui(σ (a))[1+ ξi]
(

i

j

)
σm(a)i−j σm(yα)j where v∞(ξi) > 0

=
∑
j

[1+ ζj ] 1

j !U
(j)(a)σm(yα)j where v∞(ζj ) > 0.

For α � 0, the summands on the righthand side of the equation all have dif-
ferent v∞ valuations. Thus, �∞(U(xα)) = �∞( 1

j !U
(j)(a)σm(yα)j ) for the j which

minimizes the valuation of the expression on the right. If this j is zero, then we are
done. As we have reduced to the case that v(ui(σ (a))) = 0 for some i, it follows
that the j for which the valuation is minimized must have v∞(U(j)(a)) = 0. Writing
j = k + 1, we see that Hensel’s lemma applies to U(k)(X) along xα so that by our
inductive hypothesis the sequence xα pseudoconverges to a solution to U(k)(x) = 0
contradicting its maximality. Hence, �∞(U(a)) = �∞(U(xα)).
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Repeating this calculation with V in place of U , we finish the proof of points 1.
and 2.

The above calculations apply as well to the case that U = P . This time since
P(a) = 0, necessarily the minimal valuation of a summand on the right is obtained
for some j > 0. If this j is not one and even if v∞(P ′(a)) 
= 0, then as above xα

pseudoconverges to a solution of some derivative of P . Thus, Hensel’s lemma applies
to P along xα and we can find the requisite solution to P f (X) = 0 in O(M2).

Conversely, the above calculations show that if we assumed merely that a ∈
O(M1), then there is an immediate extension of N̂1 in which xα pseudoconverges to
a solution to P(X) = 0. Indeed, arguing by induction on (ord, deg)(a/N̂1) we may
assume that P is also a minimal equation for a over N̂1. With the above calculations
we never invoked the fact that a lives in an immediate extension of A1. Therefore,
�∞(Q(a)) = �∞(Q(xα)) ∈ �∞(A1) for each lower complexity Q.

With these observations we conclude the proof of Theorem 3.6.

4. Model theory of p-differential geometry

In this section we apply the results from Section 3 to the theory of p-differential
functions obtaining amongst other theorems a uniform version of the Manin–Mumford
conjecture over W [Falg

p ].
Before discussing applications to p-differential functions we verify that the Witt

vectors may indeed be regarded as A-analytic difference henselian rings.
The reader may wish to consult Section 17 of [10] for more details on the Witt

vectors. Recall that there is a functor W taking a perfect field k of characteristic p > 0
and returning a complete valuation ring W [k]whose maximal ideal is generated by p

and whose residue field is naturally isomorphic to k. From the functoriality of the Witt
vector construction it follows that the Frobenius automorphism τ : k → k induces
an automorphism W(τ) : W [k] → W [k] which reduces to τ modulo p. We refer to
W(τ) as the Witt–Frobenius. It follows from the construction of W(τ) that it preserves
the p-adic valuation on W [k].

There is more than one reasonable choice for the analytic structure on W [k].
If we fix k, then we may wish to take Am,n := W [k][X][[Y ]]. In this way we
recover the rings of convergent power series by specializing the variables ranging
over the maximal ideal. If we wish to work uniformly in p, then we may prefer to
use Z[X][[Y ]]. In any case, the uniform Weierstraß division property follows from
the main results of [20].

The most natural angular component structure on the Witt vectors is defined by
taking the powers of p as the constant representatives of the value group. Henceforth,
when we consider the Witt vectors with angular components we insist upon this
choice. Fixing a choice of A as in the previous paragraph, we find now that the theory
of W [k] in LQ(A, σ, ac) is determined by the theory of k and admits quantifier
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elimination relative to k and the value group. From Theorem 3.4 we require the
theories of all of the residue rings to determine the full theory of the A-analytic
difference henselian ring. In the case of the Witt vectors, the intermediate quotients
rn(W [k]) = W [k]/pn+1W [k] are uniformly interpretable as the k-rational points of
ring schemes over k. Thus, their theories and questions about quantifier elimination
for these rings are determined by k.

Let us note two consequences of this characterization of the theory of the Witt
vectors as an A-analytic difference ring. First, if k ↪→ k′ is an elementary extension
of perfect fields, then W [k] ↪→ W [k′] is also elementary. Secondly, the residue field
is orthogonal to the value group in the sense that if X ⊆ r0(W [k])n × 
(W [k])m is
any definable set, then X is a finite Boolean combination of sets of the form Y × Z

where Y ⊆ kn is definable in k and Z ⊆ Z
m is definable in (Z,+, 0, <).

Let us turn now to a model theoretic study of p-differential geometry. As we
noted in the introduction, if σ : W [k] → W [k] is theWitt–Frobenius, then the operator
δ : W [k] → W [k]defined by δ(x) := 1

p
(σ (x)−xp) is a p-derivation and the functions

of the form f (x) = F(x, δx, . . . , δmx) where x = (x1, . . . , xn) and F is given by
a convergent power series in n(m + 1) variables are the p-differential functions on
W [k]n. We concentrate on one class of p-differential functions constructed by Buium,
namely the p-differential characters on abelian varieties.

As an illustration of the method, we prove a uniform version of the Manin–
Mumford conjecture for abelian varieties over W [k]. Recall that the Manin–Mumford
conjecture (or Raynaud’s theorem [16]) asserts that if A is an abelian variety over an
algebraically closed field K of characteristic zero and X ⊆ A is a closed subvariety,
then the intersection of X(K) with the torsion subgroup of A(K) is a finite union of
translates of the torsion subgroups of group subvarieties of A. For the purposes of
giving this theorem a more quantitative form it can help to present it in terms of the
Ueno locus of X.

Recall that the Ueno locus of X, Ueno(X), is the subvariety of X defined by
x ∈ Ueno(X)(K) if and only if there is an abelian subvariety B ≤ A for which
x+B ⊆ X. We shall have occasion to use the fact, noted in [13], that if the variety X

varies in an algebraic family, then so does Ueno(X). The Manin–Mumford conjecture
implies that there are only finitely many torsion points in X(K) which do not lie in
Ueno(X)(K). In fact, if one establishes this finiteness result for the number of torsion
points lying on varieties outside their Ueno loci, then the Manin–Mumford statement
follows formally.

With our terms defined we can state our uniform version of the Manin–Mumford
conjecture.

Theorem 4.1. Let k be an algebraically closed field of characteristic p > 2, S a
variety (reduced, integral scheme of finite type) over W [k] and A → S an abelian
scheme over S. Let X ⊆ A be a closed subscheme. Then there is a natural number N

such that for any point s ∈ S(W [k]) the number of torsion points in As(W [k]) lying
in Xs(W [k]) but outside of Ueno(Xs)(W [k]) is bounded by N .
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Remark 4.2. The restriction to odd p is an artifact of our proof in that this is an
hypothesis for the published theorem of Buium on the existence of p-differential
characters.

Remark 4.3. Theorem 4.1 is similar to the main theorem of [18] but is incomparable
in terms of its strength. The result in [18] is weaker in that one requires A→ S to be a
universal abelian variety over a moduli space and one obtains information only about
fibres which are canonical lifts, but it is stronger in the sense that Zariski closure of
the intersection of X(W [k]) with the set of torsion points on canonical lift fibres is
described with greater precision than is possible under the hypotheses of Theorem 4.1.

As with some of the other model theoretic theorems describing the intersection of
subvarieties of abelian varieties with certain special subgroups, we study intersections
of varieties with certain uniformly definable groups containing the torsion groups in
lieu of directly analyzing the torsion groups themselves. Unlike some of the other
work, rather than offering an alternative proof of the Manin–Mumford conjecture
itself, we use Raynaud’s theorem to derive this uniform version.

Before recalling Buium’s construction of p-differential characters on abelian va-
rieties we highlight the crucial features of the groups obtained as the kernels of his
characters that we shall exploit.

Definition 4.4. Let k be an algebraically closed field of characteristic p > 0. If X

is a scheme over W [k] and n is a natural number, then we write ρn : X(W [k]) →
X(W [k]/pn+1W [k]) for the reduction modulo pn+1 map. If n < m, then we write
ρm,n : X(W [k]/pm+1W [k]) → X(W [k]/pn+1W [k]) for the intermediate reduction
map. Using the Greenberg transform, ρm,n may be regarded as a map of schemes
over k. If Z ⊆ X(W [k]) is a closed subset of X(W [k]), then we say that Z is finite
dimensional if for every natural number n the set ρn(Z) is the set of k-rational points on
a subvariety of ρn(X(W [k]) with respect to the identification X(W [k]/pn+1W [k])
with the k-rational points of an algebraic variety over k and lim sup deg ρn+1,n �
(ρn+1Z) is finite.

At least when the characteristic of k is not two, Buium establishes that in analogy
to the group homomorphisms constructed by Manin using derivations on function
fields that if A is an abelian scheme over W [k] of relative dimension g, then there is a
group homomorphism given by a p-differential function μ : A(W [k])→ W [k]g for
which the kernel, A�(W [k]), is finite dimensional. While the actual A� groups need
not vary uniformly, Buium does observe with Remark (1) on page 327 of [6] that the
data required to produce group homomorphisms with finite dimensional kernels is
bounded uniformly. Let us reformulate his observation as a theorem.

Theorem 4.5 (Buium). Let k be an algebraically closed field of characteristic p > 2.
Suppose that S is a variety (reduced, integral scheme of finite type) over W [k] and
that A → S is an abelian scheme over S of relative dimension g. Then there is a
p-differential function μ : A(W [k]) → W [k]g such that for each s ∈ S(W [k]) the
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map μs : As(W [k])→ W [k]g is a group homomorphism for which ker(μs) is a finite
dimensional proalgebraic group.

Since the additive group is torsion free, the group ker(μs) contains the torsion
group As(W [k])tor. Moreover, since μ is a p-differential function, the group ker(μs)

is definable in L(A, σ ). In the notation of Theorem 4.1, one might like to argue that
there are boundedly many points in (Xs(W [k]) � Ueno(Xs)(W [k])) ∩ ker(μs) and
then conclude a fortiori that the same is true with ker(μs) replaced by the torsion
subgroup of As(W [k]). Unfortunately, this stronger assertion is false in general.
However, we shall establish a weak form of this boundedness statement for finite
dimensional subgroups of abelian varieties from which Theorem 4.1 follows.

Theorem 4.6. Let k be an algebraically closed field of characteristic p. Suppose
that A is an abelian scheme over W [k]. Suppose G ≤ A(W [k]) is a finite dimensional
L(A, σ )-definable subgroup of A(W [k]). If X ⊆ A is a closed subscheme, then
ρ0((X(W [k]) � Ueno(X)(W [k])) ∩G) is finite.

Proof. If there were a counter-example to this theorem, then one could be found
with k = F

alg
p . Indeed, by the quantifier elimination part of Theorem 3.4 the set

ρ0((X(W [k]) � Ueno(X)(W [k])) ∩ G) is constructible. Hence, if it is infinite it
contains a component of the form Y (k)�F(k) where Y is an irreducible variety over k

of dimension at least one and F is a proper subvariety. Since the extension W [Falg
p ] ↪→

W [k] is elementary, the assertion that there exist the appropriate parameters to define
such an A, X, G, Y , and F is true in W [Falg

p ]. Likewise, if k′ is an algebraically

closed field of characteristic p, then because W [Falg
p ] ↪→ W [k′] is elementary, we

may transfer the counterexample from W [Falg
p ] to W [k′]. Thus, we may take k to be

any algebraically closed field of characteristic p.
Let Y be as in the previous paragraph. Let Z ⊆ Y be a curve with Z(k) ∩ F(k)

finite. Translating, we may assume that Z contains the origin. Let H be the algebraic
group generated by Z and let H̃ := (ρ−1

0 H(k)) ∩ G. Then H̃ is a definable, finite
dimensional group for which ρ0((X(W [k])�Ueno(X)(W [k]))∩H̃ ) is infinite. Thus,
we may and do assume that G = H̃ .

We now transpose the proof of Proposition 4.4 of [12] to our unstable situation.
For the moment we make use of our flexibility in the choice of k by taking k to be an
algebraically closed field of characteristic p and cardinality strictly greater than that
of the continuum. For each definable set T ⊆ ker(ρ0 � G), let RT := {x ∈ Z(k) |
(∃g ∈ G) g+T = ((X(W [k])� Ueno(X)(W [k]))∩G)x}. The set RT is a definable
subset of the k-rational points of the curve Z and is thus either finite or cofinite. As
Z(k) = ⋃

T RT and there are at most continuum many such T and |Z(k)| > 2ℵ0 ,
there must be some T for which RT is cofinite. Translating T within ker(ρ0 � G),
we may assume that T contains the origin. Let S := {x ∈ ker(ρ0 � G) | x+ T = T }.
If g + T is a fibre of ((X(W [k]) � Ueno(X)(W [k]))∩G), then g + S ⊆ X showing
that g belongs to the Ueno locus of X unless S is finite, but g does not belong to the
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Ueno locus of X. Thus, S must be finite. Thus, the correspondence which associates
to x ∈ Z(k) the g for which g + T = ((X(W [k]) � Ueno(X)(W [k])) ∩G)x is one
to finite. Let Z̃ be the image of this correspondence in G. Note that Z̃ is a subset of
((X(W [k]) � Ueno(X)(W [k])) ∩G).

As the restriction of the map ρ0 to Z̃ is finite to one, for n � 0 the map
ρn+1,n : ρn+1(Z̃)→ ρn(Z̃) is a bijective morphism. Thus, we can find finitely many
definable subsets Z̃1, . . . , Z̃m of Z̃ for which ρn(Z̃i) is always irreducible. For each
such “component” if we translate Z̃i so that it contains the origin and then form the
group Li that it generates, we see that Li is definable. Indeed, by the finite dimen-
sionality of G the constructible sets ρn(Z̃i) generate an algebraic subgroup of ρn(G)

in a bounded number of steps. As the map ρ0 is finite to one on Z̃i , the same is true
on Li .

Now we use our flexibility in the choice of k to make k small: if k = F
alg
p , then every

element of ρ0(Li) is torsion. As the kernel of ρ0 on Li is finite, it follows that every
element of Li is torsion. By Raynaud’s theorem, Li ∩((X(W [k])�Ueno(X)(W [k]))
is finite. As this is true for each i, we conclude that the curve Z in question does not
actually exist and that ρ0(((X(W [k])�Ueno(X)(W [k]))∩G)) is finite after all. �

We are now in a position to complete the proof of Theorem 4.1.

Proof. Let μ : A(W [k]) → W [k]g be the p-differential function given by Theo-
rem 4.5. By Theorem 4.6 each of the sets ρ0((Xs(W [k]) � Ueno(Xs)(W [k])) ∩
ker(μs)) is finite. By the quantifier elimination part of Theorem 3.4, this family of
finite sets which prima facie is uniformly definable only in W [k] is, in fact, uniformly
definable in k. The quantifier “there exists infinitely many” may be eliminated in
algebraically closed fields. Thus, there is a number B for which each of the above
finite sets has cardinality at most B. Thus, the torsion points on Xs but outside the
Ueno locus are contained in at most B cosets of the kernel of reduction. There is
a bound M = M(g, p) on the number of unramified torsion points in the kernel of
reduction on an abelian scheme of relative dimension g depending just on g and p.
Thus, there are at most N := M ·B torsion points of As(W [k]) on Xs but outside the
Ueno locus. �
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Borel superrigidity and the classification problem for the
torsion-free abelian groups of finite rank

Simon Thomas∗

Abstract. In 1937, Baer solved the classification problem for the torsion-free abelian groups
of rank 1. Since then, despite the efforts of many mathematicians, no satisfactory solution has
been found of the classification problem for the torsion-free abelian groups of rank n ≥ 2. So
it is natural to ask whether the classification problem for the higher rank groups is genuinely
difficult. In this article, I will explain how this question can be partially answered, using ideas
from descriptive set theory and Zimmer’s superrigidity theory.

Mathematics Subject Classification (2000). Primary 03E15, 20K15, 37A20.

Keywords. Borel equivalence relation, superrigidity, torsion-free abelian group.

1. Introduction

In this article, we shall discuss some recent work which partially explains why no
satisfactory system of complete invariants has yet been found for the torsion-free
abelian groups of finite rank n ≥ 2. Recall that, up to isomorphism, the torsion-free
abelian groups A of rank n are exactly the additive subgroups of the n-dimensional
vector space Qn which contain n linearly independent elements. Thus the classifica-
tion problem for the torsion-free abelian groups of rank n can be naturally identified
with the corresponding problem for

R(Qn) = {A � Qn | A contains n linearly independent elements}.
In 1937, Baer [3] solved the classification problem for the class R(Q) of torsion-
free abelian groups of rank 1 as follows. Let P be the set of primes. Suppose that
G ∈ R(Q) and that 0 �= x ∈ G. Then for each p ∈ P, the p-height of x is defined to
be

hx(p) = sup{n ∈ N | There exists y ∈ G such that pny = x} ∈ N ∪ {∞};
and the characteristic χ(x) of x is defined to be the sequence

〈hx(p) | p ∈ P〉 ∈ (N ∪ {∞})P.
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Two sequences χ1, χ2 ∈ (N ∪ {∞})P are said to belong to the same type, written
χ1 ≡ χ2, iff

(a) χ1(p) = χ2(p) for almost all primes p; and

(b) if χ1(p) �= χ2(p), then both χ1(p) and χ2(p) are finite.

Clearly ≡ is an equivalence relation on (N∪{∞})P. Furthermore, it is easily checked
that if G ∈ R(Q), then χ(x) ≡ χ(y) for all 0 �= x, y ∈ G. Hence we can define
the type τ(G) of G to be the ≡-equivalence class containing χ(x), where x is any
non-zero element of G. In [3], Baer proved that τ(G) is a complete invariant for the
isomorphism problem for the rank 1 groups.

Theorem 1.1 (Baer [3]). If G, H ∈ R(Q), then G ∼= H iff τ(G) = τ(H).

However, the situation is much less satisfactory in the case of the torsion-free
abelian groups of rank n ≥ 2. In the late 1930s, Kurosh [22] and Malcev [25]
found complete invariants for these groups consisting of equivalence classes of infinite
sequences 〈Mp | p ∈ P〉 of matrices, where each Mp ∈ GLn(Qp). Unfortunately,
as Fuchs [8] remarks in his classic textbook, the associated equivalence relation is
so complicated that the problem of deciding whether two sequences are equivalent
is as difficult as that of deciding whether the corresponding groups are isomorphic.
It is natural to ask whether the classification problem for the higher rank groups is
genuinely more difficult than that for the rank 1 groups. Of course, if we wish to
show that the classification problem for the groups of rank n ≥ 2 is intractible, it is
not enough merely to prove that there are 2ℵ0 such groups up to isomorphism: for
there are 2ℵ0 pairwise nonisomorphic groups of rank 1 and we have just seen that
Baer has given a satisfactory classification for this class of groups. In this article,
following Friedman-Stanley [7] and Hjorth–Kechris [14], we shall explain how to
use the more sensitive notions of descriptive set theory to measure the complexity of
the classification problem for the groups of rank n ≥ 2.

The basic idea is quite simple; namely, in order to understand the relative com-
plexity of these and other classification problems, we shall consider the question of
when one classification problem can be “explicitly reduced” to another. For example,
the classification problem for the rank n groups can be explicitly reduced to that for
the rank n + 1 groups by the map

R(Qn) → R(Qn+1)

A �→ A ⊕ Q

in the sense that
A ∼= B iff A ⊕ Q ∼= B ⊕ Q.

Of course, this observation is neither surprising nor particularly interesting; and we
shall be more concerned with the question of whether there exists an “explicit map”
in the opposite direction

f : R(Qn+1) → R(Qn)
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such that
A ∼= B iff f (A) ∼= f (B).

If we drop the requirement that f should be “explicit”, then such a map certainly
exists: since R(Qn+1) and R(Qn) both contain 2ℵ0 groups up to isomorphism, we
can simply use the Axiom of Choice to match up the isomorphism classes. However,
nobody would regard such a matching as a satisfactory reduction of one classification
problem to another. In order to give a precise formulation of this question, it is first
necessary to discuss some of the basic notions from the theory of Borel equivalence
relations.

Let (X, S) be a measurable space; i.e. a set X equipped with a σ -algebra S of
subsets of X. Then (X, S) is said to be a standard Borel space iff there exists a
complete separable metric d on X such that S is the σ -algebra of Borel sets of (X, d).
By a classic result of Kuratowski [21], if (X, S) is an uncountable standard Borel
space, then (X, S) is measurably isomorphic to the unit interval [ 0, 1] equipped with
its σ -algebra of Borel sets. The obvious examples of standard Borel spaces include
R, C and Qp, as well as the Cantor space

2C = {h | h : C → 2},
where C is any countably infinite set. Furthermore, identifying each subset B ⊆ C

with its characteristic function χB ∈ 2C , it follows that the power set P (C) is also a
standard Borel space. Less obviously, there is a uniform way to represent classes of
countable structures, such as groups, fields, graphs, etc., by the elements of suitable
standard Borel spaces. For example, in order to define the standard Borel space of
countable graphs, we first restrict our attention to the set C of graphs

� = 〈 N, E�〉
with vertex set N. After identifying each such graph � ∈ C with its edge relation
E� ∈ P (N × N), it is easily checked that C is a Borel subset of the standard Borel
space P (N×N); and this implies that C is also a standard Borel space. (For example,
see Kechris [20].) It should be relatively clear how to generalise the method of this
example to deal with other classes of countable structures. However, in this article,
we shall mainly be concerned with the classes of torsion-free abelian groups of rank
n ≥ 1 and the class of finitely generated groups; and these classes can be more
conveniently represented by the following more ad hoc spaces.

Example 1.2. Let n ≥ 1. Then R(Qn) is a Borel subset of the standard Borel space
P (Qn) and so R(Qn) is a standard Borel space. For later use, note that the natural
action of GLn(Q) on the vector space Qn induces a corresponding action on R(Qn);
and that if A, B ∈ R(Qn), then A ∼= B iff there exists an element ϕ ∈ GLn(Q) such
that ϕ[A] = B.
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Example 1.3 (Champetier [4]). The standard Borel space G of finitely generated
groups can be defined as follows. Let F be the free group on countably many gen-
erators X = {xi | i ∈ N}. Suppose that G is a finitely generated group and that
(g0, . . . , gn) is a finite sequence of generators. Then, by considering the homomor-
phism π : F → G defined by

π(xi) =
{

gi if 0 ≤ i ≤ n,

1 otherwise,

we see that G can be realized as a quotient F/N , where N is a normal subgroup which
contains all but finitely many elements of the basis X. (Of course, choosing a different
generating sequence usually results in a different realization.) Thus we can identify G
with the set of all such normal subgroups N of F . With this identification, G is a
Borel subset of the standard Borel space P (F ) and hence G is a standard Borel space.
As in Example 1.2, the isomorphism relation on the standard Borel space of finitely
generated groups is the orbit equivalence relation of a natural action of a suitable
countable group. More precisely, let Autf (F ) be the subgroup of Aut(F ) generated
by the elementary Nielsen transformations

{αi | i ∈ N} ∪ {βij | i �= j ∈ N},
where αi is the automorphism sending xi to x−1

i and leaving X� {xi} fixed; and βij is
the automorphism sendingxi toxixj and leavingX�{xi}fixed. Then the natural action
of Autf (F ) on F induces a corresponding action on the space G of normal subgroups
of F which contain all but finitely many elements of the basis X; and if N , M ∈ G
are two such normal subgroups, then F/N ∼= F/M iff there exists ϕ ∈ Autf (F ) such
that ϕ[N] = M . (For example, see Champetier [4] and Lyndon–Schupp [24].)

If X, Y are standard Borel spaces, then f : X → Y is a Borel map iff f −1(B) is
Borel for every Borel subset B ⊆ Y . Equivalently, f is Borel iff graph(f ) is a Borel
subset of X × Y . Now suppose that E, F are equivalence relations on the standard
Borel spaces X, Y respectively. (For example, X and Y could be spaces of countable
structures and E, F could be the corresponding isomorphism relations.) Then E is
Borel reducible to F , written E ≤B F , if there exists a Borel map f : X → Y such
that

xEy iff f (x)Ff (y).

E and F are Borel bireducible, written E ∼B F , if both E ≤B F and F ≤B E.
Finally we write E <B F if both E ≤B F and F �B E.

Remark 1.4. Of course, the notion of a Borel reduction f : X → Y from E to F is in-
tended to capture the intuitive idea of an “explicit reduction” from the E-classification
problem to the F -classification problem. For example, with a little practice, it is easily
checked that any given explicit map f : R → R is Borel. On the other hand, many
mathematicians are reluctant to accept that an arbitrary Borel map f : R → R should
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be regarded as explicit. However, it is not necessary for us to address this question,
since we will mainly be concerned with non-reducibility results; and for such results,
it is clearly preferable to work with the broadest possible class of maps. (It is perhaps
worth mentioning that the proofs of our main results actually show that there are no
measurable reductions between the relevant classification problems. By a well-known
theorem of Solovay [30], the existence of a non-measurable map requires an essential
use of the Axiom of Choice and so such maps are certainly not explicit.)

Example 1.5. For each n ≥ 1, let ∼=n be the isomorphism relation on R(Qn). Then
the map

R(Qn) → R(Qn+1),

A �→ A ⊕ Q,

is a Borel reduction from ∼=n to ∼=n+1. Hence

(∼=1) ≤B (∼=2) ≤B · · · ≤B (∼=n) ≤B · · ·
and our earlier question of whether the classification problem for the higher rank
groups is genuinely more difficult than that for the rank 1 groups can be interpreted
as the question of whether (∼=1) <B (∼=2).

Before discussing the solution of this problem, it will be helpful to give a brief
account of some of the theory of countable Borel equivalence relations. (A detailed
development of this theory can be found in Jackson–Kechris–Louveau [17].) If X

is a standard Borel space, then a Borel equivalence relation on X is an equivalence
relation E ⊆ X2 which is a Borel subset of X2. The Borel equivalence relation E is
said to be countable iff every E-equivalence class is countable. Most of the Borel
equivalence relations that we shall consider in this article arise from group actions as
follows. Let G be an lcsc group; i.e. a locally compact second countable group. Then
a standard Borel G-space is a standard Borel space X equipped with a Borel action
(g, x) �→ g · x of G on X. The corresponding G-orbit equivalence relation on X,
which we shall denote by EX

G , is a Borel equivalence relation. In fact, by Kechris [19],
EX

G is Borel bireducible with a countable Borel equivalence relation. Conversely, by
Feldman–Moore [6], if E is an arbitrary countable Borel equivalence relation on the
standard Borel space X, then there exists a countable group G and a Borel action of G

on X such that E = EX
G .

Example 1.6. As we pointed out in Examples 1.2 and 1.3, the isomorphism relations
on the spaces R(Qn) of torsion-free abelian groups of rank n and the space G of
finitely generated groups are the orbit equivalence relations of natural actions of
suitable countable groups. These actions are easily seen to be Borel and so each of
these isomorphism relations is a countable Borel equivalence relation.

With respect to Borel reducibility, the least complex countable Borel equivalence
relations are those which are smooth; i.e. those countable Borel equivalence rela-
tions E on a standard Borel space X for which there exists a Borel function f : X → Y
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into a standard Borel space Y such that xEy iff f (x) = f (y). Equivalently, the count-
able Borel equivalence relation E on X is smooth iff the quotient X/E is a standard
Borel space. (Here X/E denotes the set of E-classes equipped with the quotient Borel
structure.)

Example 1.7. The isomorphism relation on the standard Borel space of countable
divisible abelian groups is smooth. To see this, recall that if A is a countable divisible
abelian group, then A = D⊕T , where T is the torsion subgroup and D is torsion-free.
Let r0(A) ∈ N ∪ {∞} be the rank of D; and for each prime p, let rp(A) ∈ N ∪ {∞}
be the rank of the p-component Tp of T . Then the invariant

ρ(A) = (r0(A), r2(A), r3(A), . . . , rp(A), . . . )

determines A up to isomorphism.

Next in complexity come those countable Borel equivalence relations E which are
Borel bireducible with the Vitali equivalence relation E0 defined on 2N by xE0y iff
x(n) = y(n) for almost all n. More precisely, by Harrington–Kechris–Louveau [12],
if E is a countable Borel equivalence relation, then E is nonsmooth iff E0 ≤B E.
Furthermore, by Dougherty–Jackson–Kechris [5], if E is a countable Borel equiva-
lence relation on a standard Borel space X, then the following three properties are
equivalent:

(1) E ≤B E0.

(2) E is hyperfinite; i.e. there exists an increasing sequence

F0 ⊆ F1 ⊆ · · · ⊆ Fn ⊆ · · ·
of finite Borel equivalence relations on X such that E = ⋃

n∈N Fn. (Here an
equivalence relation F is said to be finite iff every F -equivalence class is finite.)

(3) There exists a Borel action of Z on X such that E = EX
Z .

Example 1.8. As is easily checked, Baer’s classification of the rank 1 groups implies
that (∼=1) ∼B E0.

It turns out that there is also a most complex countable Borel equivalence rela-
tion E∞, which is universal in the sense that F ≤B E∞ for every countable Borel
equivalence relation F ; and, furthermore, E0 <B E∞. (Clearly this universality
property uniquely determines E∞ up to Borel bireducibility.) E∞ has a number of
natural realisations in many areas of mathematics, including algebra, topology and
recursion theory. (See Jackson–Kechris–Louveau [17].) For example, E∞ is Borel
bireducible with both the isomorphism relation for finitely generated groups [36] and
the isomorphism relation for fields of finite transcendence degree [37].

For many years, it was an open problem whether there existed infinitely many
countable Borel equivalence relations E such that E0 <B E <B E∞. This problem
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was finally resolved by Adams–Kechris [2], who used Zimmer’s superrigidity the-
ory [38] to show that there are actually 2ℵ0 such relations E up to Borel bireducibility.
More recently, Hjorth–Kechris [15] have found an “elementary” proof of this result;
i.e. a proof which requires no more background than the standard measure theory and
functional analysis which should be known by every mathematician.

Returning to our discussion of the complexity of the isomorphism relation ∼=n on
the standard Borel space R(Qn) of torsion-free abelian groups of rank n, we now see
that

(∼=1) ≤B (∼=2) ≤B · · · ≤B (∼=n) ≤B · · · ≤B E∞.

In [14], Hjorth–Kechris conjectured that (∼=2) ∼B E∞; in other words, the classi-
fication problem for the torsion-free abelian groups of rank 2 is already as complex
as that for arbitrary finitely generated groups. Of course, if true, this would have
completely explained the failure to find a satisfactory system of complete invariants
for the torsion-free abelian groups of rank n ≥ 2, since nobody expects such a system
to exist for the class of finitely generated groups. In [13], Hjorth provided some initial
evidence for this conjecture by proving that the classification problem for the higher
rank groups is indeed genuinely more difficult than that for the rank 1 groups.

Theorem 1.9 (Hjorth [13]). (∼=1) <B (∼=2).

However, the conjecture appeared considerably less plausible afterAdams–Kechris
[2] used Zimmer’s superrigidity theory [38] to prove that

(∼=∗
1) <B (∼=∗

2) <B · · · <B (∼=∗
n) <B · · ·

where (∼=∗
n) is the restriction of the isomorphism relation to the class of rigid torsion-

free abelian groups A ∈ R(Qn). Here an abelian group A is said to be rigid if its
only automorphisms are the obvious ones: a �→ a and a �→ −a. In particular,
it follows that none of the isomorphism relations ∼=∗

n is a universal countable Borel
equivalence relation. Soon afterwards, making essential use of the earlier work of
Hjorth [13] and Adams–Kechris [2], Thomas [31] proved the corresponding result for
the isomorphism relation ∼=n on the class R(Qn) of all torsion-free abelian groups of
rank n.

Theorem 1.10 (Thomas [31]). (∼=n) <B (∼=n+1) for all n ≥ 2.

Corollary 1.11. (∼=n) <B (E∞) for all n ≥ 1.

Unfortunately, while Theorem 1.10 shows that the relative complexity of the clas-
sification problem for the torsion-free abelian groups of rank n increases strictly with
the rank n, it says little about the absolute complexity of these problems. In particular,
it fails to answer the following:

Question 1.12. Is the classification problem for the torsion-free abelian groups of
rank 2 “genuinely difficult”?
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While it is difficult to imagine giving a precise formulation of Question 1.12, it
certainly includes the question of whether ∼=2 is an immediate successor of ∼=1 with
respect to Borel reducibility. In other words, does there exist a Borel equivalence
relation E such that

(∼=1) <B E <B (∼=2)?

In seeking such an equivalence relation E, it is natural to consider the classification
problem for various restricted classes of torsion-free abelian groups.

Definition 1.13. For each prime p and n ≥ 1, let Rp(Qn) be the standard Borel space
of all p-local subgroups A � Qn of rank n and let ∼=p

n be the isomorphism relation
on Rp(Qn).

Here an abelian group A is said to be p-local iff A is q-divisible for all primes
q �= p. Of course, if an abelian group A is q-divisible for all primes q, then A

is divisible and we have already seen that the divisible abelian groups are easily
classified. Consequently, all of the complexity of the classification problem for the
p-local groups is concentrated in the single prime p. In Thomas [31], it was shown
that if the prime p is fixed, then

(∼=p
1 ) <B (∼=p

2 ) <B · · · <B (∼=p
n ) <B · · · .

But this left open the more natural question of whether the classification problem for
the p-local torsion-free abelian groups of a fixed rank n ≥ 2 was strictly easier than
the classification problem for arbitrary torsion-free abelian groups of rank n. (It is
trivial that (∼=p

1 ) <B (∼=1), since there are only two p-local groups of rank 1 up to
isomorphism; namely, Q and Z(p) = {a/b ∈ Q | b is relatively prime to p}.) This
question was partially answered in Thomas [33], where it was shown that if n ≥ 3
and p �= q are distinct primes, then ∼=p

n and ∼=q
n are incomparable with respect to

Borel reducibility. Of course, this implies that if n ≥ 3, then (∼=p
n ) <B (∼=n) for

each prime p. Unfortunately, the argument in Thomas [33] made essential use of the
fact that if n ≥ 3, then SLn(Z) is a Kazhdan group; and, consequently, the problem
remained open when n = 2. This case was finally dealt with in Hjorth–Thomas
[16], which ultimately depends upon the fact that SL2(Z) satisfies a weak form of
the Kazhdan property; namely, SL2(Z) has Property (τ ) with respect to its family of
congruence subgroups. (For example, see Lubotzky [23].)

Theorem 1.14 (Hjorth–Thomas [16]). If p �= q are distinct primes, then the classifi-
cation problems for the p-local and q-local torsion-free abelian groups of rank 2 are
incomparable with respect to Borel reducibility.

Since it was already known [31] that (∼=1) <B (∼=p
2 ), it follows that

(∼=1) <B (∼=p
2 ) <B (∼=2)

for each prime p; and hence there exists an infinite antichain of countable Borel equiv-
alence relations which lie strictly between (∼=1) and (∼=2). With a little more effort,
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it is possible to show that there are uncountably many countable Borel equivalence
relations E such that

(∼=1) <B E <B (∼=2).

(It should be pointed out that the proof of the following result makes essential use
of the work of Kurosh–Malcev [22], [25], which was so unfairly dismissed earlier in
this section.)

Definition 1.15. If P ⊆ P is a set of primes, then an abelian group A is said to be
P -local iff A is q-divisible for all primes q /∈ P .

For example, an abelian group A is ∅-local iff A is divisible; while, on the other
hand, every abelian group is P-local. Clearly the class of P -local abelian groups is
included in the class of Q-local groups iff P ⊆ Q.

Theorem 1.16 (Thomas [35]). Let n ≥ 2. If P , Q are sets of primes, then the
classification problem for the P -local torsion-free abelian groups of rank n is Borel
reducible to that for the Q-local groups of rank n iff P ⊆ Q.

In particular, there exists an infinite chain {Rm | m ∈ N} of countable Borel
equivalence relations such that

(∼=1) <B R0 <B R1 <B · · · <B Rm <B · · · <B (∼=2);
and so ∼=2 is very far from being an immediate successor of ∼=1 with respect to Borel
reducibility.

Remark 1.17. It should be mentioned that IdR, E0 is the only known example (up
to Borel bireducibility) of a pair of countable Borel equivalence relations E, F such
that F is an immediate successor of E with respect to ≤B . On the other hand, there
are currently no countable Borel equivalence relations E with E0 ≤B E <B E∞ for
which it is known that no such countable Borel equivalence relation F exists.

2. Superrigidity

In this section, we shall discuss the orbit equivalence superrigidity theorems of Zimmer
[38] and Furman [9], together with the corresponding Borel superrigidity theorems
of Adams–Kechris [1], [2] and Thomas [32], [34]. Then, in the next section, we shall
explain how to apply Borel superrigidity to the study of the classification problem for
the torsion-free abelian groups of finite rank.

Recall that, by Feldman–Moore [6], if E is a countable Borel equivalence relation
on the standard Borel space X, then there exists a countable group � and a Borel
action of � on X such that E = EX

� is the corresponding orbit equivalence relation.
However, it should be pointed out that the group � cannot be canonically recovered
from E; and it is usually very difficult to determine whether two given Borel actions
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of a pair �, � of countable groups give rise to Borel bireducible orbit equivalence
relations. Consequently, the fundamental question in the study of countable Borel
equivalence relations concerns the extent to which the data (X, EX

� ) determines the
group � and its action on X. In order for there to be any chance of recovering � from
this data, it is necessary to assume the following extra hypotheses:

(i) � acts freely on X; i.e. γ · x �= x for all 1 �= γ ∈ � and x ∈ X.

(ii) There exists a �-invariant probability measure μ on X.

For example, by Dougherty–Jackson–Kechris [5], if (i) holds and (ii) fails, then for
any countable group � ⊇ �, there exists a free Borel action of � on X such that
EX

� = EX
� . If � is finite, then EX

� is smooth and so we shall suppose throughout this
section that � is infinite. In this case, μ is necessarily nonatomic (i.e. μ({x}) = 0 for
every x ∈ X) and it follows that the probability space (X, μ) is measurably isomorphic
to the unit interval [ 0, 1] equipped with its Lebesgue measure.

It is also natural to assume that the following “indecomposability hypothesis”
holds:

(iii) � acts ergodically on (X, μ); i.e. every �-invariant Borel subset of X has
measure 0 or 1.

Thus, even when working in the purely Borel setting, it is useful to focus our attention
on those orbit equivalence relations which arise from free ergodic actions of countable
groups on probability spaces.

Example 2.1. Let � be any countable group. Then the shift action of � on 2� is
defined by

(γ · h)(δ) = h(γ −1δ), γ, δ ∈ �, h ∈ 2�.

Let μ be the usual product probability measure on 2� . Then μ is �-invariant and �

acts ergodically on (2�, μ). (For example, see Hjorth–Kechris [15].) Furthermore,
letting

(2)� = {h ∈ 2� | γ · h �= h for all 1 �= γ ∈ �}
be the free part of the action, it is easily checked that μ((2)�) = 1.

Now suppose that �, � are countable groups with free ergodic Borel actions on the
probability spaces (X, μ), (Y, ν) respectively. Then, by Dougherty–Jackson–Kechris
[5], the corresponding countable Borel equivalence relations EX

� and EY
� are Borel

bireducible iff there exist Borel complete sections A ⊆ X, B ⊆ Y such that the
restricted equivalence relations are isomorphic via a Borel bijection

f : ( A, EX
� � A ) ∼= ( B, EY

� � B ).

Here, for example, A ⊆ X is said to be a complete section of EX
� iff A intersects

every EX
� -class. In particular, it follows that μ(A), ν(B) > 0. However, there is no
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reason to suppose that f preserves the corresponding “rescaled” probability measures
μA, νB on A, B respectively, defined by μA(Z) = μ(Z)/μ(A), etc. If we add the
requirement that the map f should also be measure-preserving, then we pass from the
purely Borel setting into the richer measure-theoretic setting, where the fundamental
question now concerns the extent to which the data (X, EX

� , μ) determines the group �

and its action on X.

Definition 2.2. With the above hypotheses, the actions of �, � on (X, μ), (Y, ν) are
said to be weakly orbit equivalent iff there exist Borel subsets A ⊆ X, B ⊆ Y with
μ(A), ν(B) > 0 such that the restricted equivalence relations are isomorphic via a
measure-preserving Borel bijection

f : (A, EX
� � A, μA) ∼= (B, EY

� � B, νB).

If μ(A) = ν(B) = 1, then the actions are said to be orbit equivalent.

Warning 2.3. At first glance, it might appear that weak orbit equivalence implies
Borel bireducibility. However, this is not the case. In the measure-theoretic setting,
sets and maps are only considered modulo measure zero sets; and, in particular, the
Borel sets A, B in Definition 2.2 are not required to be complete sections.

Definition 2.4. The actions of �, � on (X, μ), (Y, ν) are said to be isomorphic iff
there exist

• invariant Borel subsets X0 ⊆ X, Y0 ⊆ Y with μ(X0) = ν(Y0) = 1,

• a measure-preserving Borel bijection f : X0 → Y0, and

• a group isomorphism ϕ : � → �

such that f (γ · x) = ϕ(γ ) · f (x) for all γ ∈ � and x ∈ X0.

If the actions of �, � on (X, μ), (Y, ν) are isomorphic, then they are clearly
orbit equivalent. The strongest conceivable superrigidity theorem would say that,
conversely, if the actions are (weakly) orbit equivalent, then they are necessarily
isomorphic. Of course, in order for anything like this to be true, it is necessary to
impose strong hypotheses on the groups involved. For example, Ornstein–Weiss [27]
have shown that if � and � are amenable groups, then any free ergodic actions of �,
� are orbit equivalent.

Definition 2.5. Let G be an lcsc group and let m be a fixed Haar measure on G. Then
a subgroup � � G is a lattice iff � is discrete and the covolume m(G/�) is finite.

Suppose now that � is a lattice in a connected simple Lie group G such that
R-rank(G) ≥ 2. For example, we can take � = SLn(Z) and G = SLn(R) for any
n ≥ 3. Then, while the lattice � is not uniquely determined by (X, EX

� , μ), Zimmer’s
orbit equivalence superrigidity theorem says that this data does uniquely determine
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the ambient Lie group G. More precisely, suppose that G0 and G1 are connected
centerless simple Lie groups of R-rank at least 2 and that �0, �1 are lattices in G0, G1
respectively. (In order to keep our account as transparent as possible, we shall mainly
focus on the case of lattices in connected centerless simple Lie groups.) Suppose
that �0, �1 have free ergodic Borel actions on the probability spaces (X0, μ0) and
(X1, μ1). Then, for each 0 ≤ i ≤ 1, there is a naturally associated induced action
of Gi on the standard Borel space

X̂i = Xi × (Gi/�i)

with invariant ergodic probability measure μ̂i = μi × mi , where mi is the Haar
probability measure on Gi/�i .

Theorem 2.6 (Zimmer [38]). With the above hypotheses, if the actions of �0, �1 on
(X0, μ0), (X1, μ1) are weakly orbit equivalent, then the induced actions of G0, G1

on (X̂0, μ̂0), (X̂1, μ̂1) are isomorphic. In particular, G0 ∼= G1.

Unfortunately, there are many examples of lattices �0, �1 with free ergodic Borel
actions on probability spaces (X0, μ0), (X1, μ1) for which there exists a Borel reduc-
tion f : X0 → X1 from E

X0
�0

to E
X1
�1

such that μ1(f [X0]) = 0 ; and hence Zimmer’s
orbit equivalence superrigidity theorem cannot be directly applied in the purely Borel
setting. However, it was an important insight of Adams–Kechris [2] that it is possible
to apply Zimmer’s more fundamental cocycle superrigidity theorem. (The notion of
a cocycle will not be defined in this article. Clear accounts of the theory of cocycles
can be found in Zimmer [38] and Adams–Kechris [2]. In particular, Adams–Kechris
[2] provides a convenient introduction to the basic techniques and results in this area,
written for the non-expert in the ergodic theory of groups.)

Theorem 2.7 (Adams–Kechris [2]). With the above hypotheses, if E
X0
�0

≤B E
X1
�1

,
then G0 is involved in G1; i.e. there exist Lie subgroups N � H � G1 such that
G0 ∼= H/N . Consequently, if E

X0
�0

∼B E
X1
�1

, then G0 ∼= G1.

Corollary 2.8 (Adams–Kechris [2]). There exist infinitely many countable Borel
equivalence relations up to Borel bireducibility.

In fact, by considering Borel actions of suitable S-arithmetic groups for various
(possibly infinite) sets of primes S, Adams–Kechris [2] were able to prove that there
are 2ℵ0 such relations up to Borel bireducibility.

Corollary 2.9 (Adams–Kechris [2]). There exist countable Borel equivalence rela-
tions which are incomparable with respect to Borel reducibility.

The methods introduced by Adams–Kechris [2] are suitable for distinguishing
between orbit equivalence relations of the form EX

� and EY
�, where � and � are lattices

in nonisogeneous higher rank semisimple Lie groups. More generally, they can be
used to show that the countable Borel equivalence relations arising from suitably
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chosen actions of “large” linear groups cannot be Borel reducible to those arising
from the actions of “smaller” linear groups. For example, as we shall see in the next
section, a variant of Theorem 2.7 can be used to prove that if n ≥ 2, then the orbit
equivalence relation arising from the action of GLn+1(Q) on the standard Borel space
R(Qn+1) of torsion-free abelian groups of rank n + 1 is not Borel reducible to that
arising from the action of GLn(Q) on R(Qn); in other words, (∼=n+1) �B (∼=n). Since
we have already observed that (∼=n) ≤B (∼=n+1), this implies that (∼=n) <B (∼=n+1);
i.e. that the complexity of the classification problem for the torsion-free abelian groups
of rank n increases strictly with the rank n.

However, the methods of Adams–Kechris [2] are not as well-suited for those prob-
lems which involve distinguishing between orbit equivalence relations arising from
different actions of the same countable group; e.g. the isomorphism relations for the
p-local torsion-free abelian groups of rank 2, which arise as the orbit equivalence
relations of the actions of GL2(Q) on the standard Borel spaces Rp(Q2). The next
breakthrough occurred when Adams [1], by combining the use of Zimmer’s cocycle
superrigidity theorem with Ratner’s measure classification theorem [29], developed a
method for distinguishing between the orbit equivalence relations arising from suit-
ably chosen actions of (not necessarily distinct) lattices �, � in the same higher
rank semisimple Lie group G. (This idea had already been successfully exploited in
the measure-theoretic setting by Zimmer [39] and Furman [9].) It quickly became
clear that Adams’ techniques were applicable to a wide range of natural problems
concerning countable Borel equivalence relations. For example, combining the ideas
of Adams [1] and Gefter–Golodets [10], it is straightforward to show that if n ≥ 3,
then the orbit equivalence relations arising from the following uncountable family of
SLn(Z)-actions are pairwise incomparable with respect to Borel reducibility.

Example 2.10 (Gefter–Golodets [10]). Fix some integer n ≥ 2 and for each nonempty
set ∅ �= J ⊆ P of primes, let

Kn(J ) =
∏
p∈J

SLn(Zp),

where Zp is the ring of p-adic integers. Then Kn(J ) is a compact group and we
can regard SLn(Z) as a subgroup of Kn(J ) via the diagonal embedding. Let μJ be
the Haar probability measure on Kn(J ) and let EJ be the orbit equivalence relation
arising from the free action of SLn(Z) on Kn(J ) via left translations. By the Strong
Approximation Theorem [28], SLn(Z) is a dense subgroup of Kn(J ) and this implies
that SLn(Z) acts ergodically on (Kn(J ), μJ ).

Theorem 2.11 (Thomas [32]). Fix some integer n ≥ 3. If J0 �= J1 are distinct
nonempty subsets of P, then EJ0 and EJ1 are incomparable with respect to Borel
reducibility.

The measure-theoretic analogue of this result was proved earlier by Gefter–Golo-
dets [10], who showed that for distinctJ0 �= J1, the actions of SLn(Z)on (Kn(J0), μJ0)
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and (Kn(J1), μJ1) are not weakly orbit equivalent. More recently, Furman [9] has
shown that for many free ergodic actions of lattices � on probability spaces (X, μ),
both the group � and its action on X are “almost uniquely determined” by the orbit
equivalence relation EX

� and the measure μ. More precisely, in our particular case,
Furman’s result takes the following form. (It is easily seen that if J0 �= J1, then the
actions of SLn(Z) on (Kn(J0), μJ0) and (Kn(J1), μJ1) are not virtually isomorphic.
Thus the following result is strictly stronger than that of Gefter–Golodets [10].)

Theorem 2.12 (Furman [9]). Let n ≥ 3 and let J be a nonempty subset of P. Suppose
that � is an arbitrary countable group with a free ergodic action on the probability
space (Y, ν). If the actions of SLn(Z), � on the probability spaces (Kn(J ), μJ ),
(Y, ν) are weakly orbit equivalent, then:

(a) SLn(Z) and � are virtually isomorphic; and

(b) the actions of SLn(Z), � on the probability spaces (Kn(J ), μJ ), (Y, ν) are
virtually isomorphic.

Here two countable groups G0, G1 are said to be virtually isomorphic iff there
exist subgroups Hi � Gi of finite index and finite normal subgroups Ni � Hi for
i = 0, 1 such that H0/N0 ∼= H1/N1; and the free ergodic actions of G0, G1 on the
probability spaces (X0, μ0), (X1, μ1) are said to be virtually isomorphic iff, after
passing to ergodic components, the induced actions of H0/N0, H1/N1 on the factor
spaces (X0, μ0)/N0, (X1, μ1)/N1 are isomorphic.

No analogues of Furman’s results have yet been proved in the purely Borel setting,
where all of the currently known superrigidity results impose very restrictive condi-
tions on both the domain and the range of the relevant Borel bireduction. However, it
seems reasonable to conjecture that the corresponding strengthening of Theorem 2.11
also holds in this setting.

Conjecture 2.13. The conclusion of Theorem 2.12 remains true if weak orbit equiv-
alence is replaced by Borel bireducibility.

It is not known whether the analogue of Theorem 2.11 also holds when n = 2.
Here the main obstacle is the failure of Zimmer’s cocycle superrigidity theorem for
the low rank Lie group SL2(R). For the same reason, it is also not known whether
or not these SL2(Z)-actions are (weakly) orbit equivalent. Since SL2(Z) contains the
free group F2 on two generators as a subgroup of finite index, a positive solution of
the following problem would also provide uncountably many “natural” F2-actions
which are pairwise neither Borel bireducible nor weakly orbit equivalent. Currently
only three nonsmooth F2-actions are known up to Borel bireducibility. On the other
hand, in the measure-theoretic setting, Gaboriau–Popa [11] have recently constructed
uncountably many F2-actions which are pairwise not weakly orbit equivalent.

Conjecture 2.14. If J0 �= J1 are distinct nonempty sets of primes, then the actions
of SL2(Z) on (K2(J0), μJ0) and (K2(J1), μJ1) are neither comparable with respect
to Borel bireducibility nor weakly orbit equivalent.
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We obtain a more manageable problem if we replace the lattice SL2(Z) by

�S = SL2(Z[1/p1, . . . , 1/pt ]),
where S = {p1, . . . , pt } is a nonempty finite set of primes. Of course, �S is no longer
a lattice in SL2(R). However, if we identify �S with its image under the diagonal
embedding into

G = SL2(R) × SL2(Qp1) × · · · × SL2(Qpt ),

then �S is a lattice in G and Zimmer’s cocycle superrigidity theorem holds for G.
Furthermore, by Margulis–Tomanov [26], the analogue of Ratner’s measure classifi-
cation theorem also holds for G. For each nonempty (possibly infinite) set of primes
J such that S ∩J = ∅, let EJ

S be the orbit equivalence relation arising from the action
of �S on

K2(J ) =
∏
p∈J

SL2(Zp)

by left translations, where �S is regarded as a subgroup of K2(J ) via the diagonal
embedding.

Theorem 2.15 (Thomas [34]). Suppose that S0, S1 are nonempty finite sets of primes
and that J0, J1 are nonempty (possibly infinite) sets of primes such that S0 ∩ J0 =
S1 ∩ J1 = ∅. If (J0, S0) �= (J1, S1), then E

J0
S0

and E
J1
S1

are incomparable with respect
to Borel reducibility.

The proof of Theorem 2.15 easily extends to the more general situation of �S-
actions on homogeneous K2(J )-spaces. For example, it is well-known that the com-
pact group SL2(Zp) acts transitively on the projective line Qp ∪ {∞} over the field of
p-adic numbers.

Theorem 2.16 (Thomas [34]). Suppose that p, q are primes and that S, T are finite
nonempty sets of primes such that p /∈ S, q /∈ T . If (p, S) �= (q, T ), then the orbit
equivalence relations of �S , �T on the projective lines Qp ∪ {∞}, Qq ∪ {∞} are
incomparable with respect to Borel reducibility.

As we shall see in the next section, a variant of Theorem 2.16 can be used to prove
that if p �= q are distinct primes, then the classification problems for the p-local and
q-local torsion-free abelian groups of rank 2 are incomparable with respect to Borel
reducibility.

3. The classification problem for the torsion-free abelian groups of
finite rank

In this final section, we shall explain how to apply Borel superrigidity to the study of the
classification problem for the torsion-free abelian groups of finite rank. First we shall
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sketch the proof of Theorem 1.10, which says that the complexity of the isomorphism
relation ∼=n for the torsion-free abelian groups of rank n increases strictly with the
rank n. This will be followed by a sketch of the proof of Theorem 1.14, which says
that if p �= q are distinct primes, then the classification problems for the p-local and
q-local torsion-free abelian groups of rank 2 are incomparable with respect to Borel
reducibility.

Recall that for each m ≥ 1, the isomorphism relation ∼=m is precisely the orbit
equivalence relation arising from the natural action of GLm(Q) on the standard Borel
space R(Qm) of torsion-free abelian groups of rank m. In the last section, we saw
that if � is a lattice in a higher rank centerless simple Lie group G and � has a free
ergodic action on the probability space (X, μ), then the orbit equivalence relation
EX

� “encodes” the ambient Lie group G. More precisely, suppose that � is also a
lattice in a centerless simple Lie group H and that � has a free ergodic action on the
probability space (Y, ν). By Theorem 2.7, if EX

� ≤B EY
�, then G is involved in H ;

and, in particular, it follows that dim G ≤ dim H . This certainly suggests that the
orbit equivalence relation of GLn+1(Q) on R(Qn+1) should not be Borel reducible to
the orbit equivalence relation of GLn(Q) on R(Qn). Unfortunately, we cannot apply
Theorem 2.7 directly to our situation, since:

(i) GLm(Q) is not a lattice.

(ii) There does not exist a GLm(Q)-invariant probability measure on R(Qm).

(iii) GLm(Q) does not act freely on R(Qm).

Fortunately, none of these difficulties is insurmountable. Suppose that n ≥ 2 and that
f : R(Qn+1) → R(Qn) is a Borel reduction from ∼=n+1 to ∼=n. First, following the
example of Hjorth [13] and Adams–Kechris [2], we shall use the following result to
deal with points (i) and (ii).

Theorem 3.1 (Hjorth [13]). For each m ≥ 2, there exists a nonatomic SLm(Z)-
invariant ergodic probability measure μ on R(Qm).

In fact, Hjorth [13] has shown that for each prime p ∈ P, there exists a nonatomic
SLm(Z)-invariant ergodic probability measure μp on R(Qm) which concentrates on
the Borel subspace Rp(Qm) of p-local groups. Later in this section, we shall sketch
a proof of this result in the special case when m = 2.

Continuing the proof of Theorem 1.10, let E be the orbit equivalence relation
arising from the action of the subgroup SLn+1(Z) of GLn+1(Q) on R(Qn+1). Then
we can regard f as a countable-to-one Borel homomorphism from E to ∼=n; and
Theorem 1.10 is an easy consequence of the following result. (As we shall see, most
of our effort during the proof of Theorem 3.3 will go into dealing with point (iii).)

Definition 3.2. If E, F are equivalence relations on the standard Borel spaces X, Y ,
then the Borel map f : X → Y is a Borel homomorphism from E to F iff

xEy implies f (x)Ff (y) for all x, y ∈ X.
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Theorem 3.3 (Thomas [32]). Let m ≥ 3 and let X be a standard Borel SLm(Z)-space
with an invariant ergodic probability measure μ. Suppose that 1 ≤ n < m and that
f : X → R(Qn) is a Borel homomorphism from EX

SLm(Z) to ∼=n. Then there exists
an SLm(Z)-invariant Borel subset M with μ(M) = 1 such that f maps M into a
single ∼=n-class.

Hence, letting μ be a nonatomic SLn+1(Z)-invariant ergodic probability mea-
sure on R(Qn+1), there exists an SLn+1(Z)-invariant Borel subset M ⊆ R(Qn+1)

with μ(M) = 1 such that f maps M into a single ∼=n-class C. However, this is
impossible, since f −1(C) consists of only countably many SLn+1(Z)-orbits. Hence
(∼=n) <B (∼=n+1) for all n ≥ 2.

Next we shall sketch the proof of Theorem 3.3. Suppose that m ≥ 3 and that X

is a standard Borel SLm(Z)-space with an invariant ergodic probability measure μ.
Suppose further that 1 ≤ n < m and that f : X → R(Qn) is a Borel homomorphism
from EX

SLm(Z) to ∼=n. We shall make use of the following variant of Theorem 2.7,
which is a straightforward consequence of Zimmer’s cocycle superrigidity theorem
[38] and the ideas of Adams–Kechris [2].

Theorem 3.4 (Thomas [31]). Let m ≥ 3 and let X be a standard Borel SLm(Z)-space
with an invariant ergodic probability measure μ. Suppose that H � G(Q), where G

is an algebraic Q-group such that dim G < m2 − 1, and that H acts freely on the
standard Borel H -space Y . If f : X → Y is a Borel homomorphism from EX

SLm(Z)

to EY
H , then there exists an SLm(Z)-invariant Borel subset M ⊆ X with μ(M) = 1

such that f maps M into a single H -orbit.

As we mentioned earlier, the action of GLn(Q) on R(Qn) is not free: in fact, for
each A ∈ R(Qn), the stabilizer of A in GLn(Q) is precisely the automorphism group
Aut(A) of A. Thus we are not yet in a position to apply Theorem 3.4.

Remark 3.5. This is actually a serious problem. The proof of Theorem 3.4 makes
essential use of Zimmer’s cocycle superrigidity theorem; and if H does not act freely
on Y , then it impossible to define the associated cocycle on which the proof depends.

From now on, let Ax = f (x) ∈ R(Qn). Roughly speaking, our strategy will be
as follows. Suppose that there exists a Borel subset X0 ⊆ X with μ(X0) = 1 and
a fixed subgroup L � GLn(Q) such that Aut(Ax) = L for all x ∈ X0. Then the
equivalence relation ∼=n� f (X0) will be induced by a free action of the quotient group
H = NGLn(Q)(L)/L on the Borel subset

Y = {A ∈ R(Qn) | Aut(A) = L}
of R(Qn). Hence, provided that the quotient group H is isomorphic to a subgroup of an
algebraic Q-group G(Q) with dim G < m2 − 1, we can apply Theorem 3.4. But why
should X0 and L exist? Imagine for the moment that there are only countably many
possibilities for the subgroup Aut(Ax) � GLn(Q). Then there exists a Borel subset
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Z ⊆ X with μ(Z) > 0 and a fixed subgroup L � GLn(Q) such that Aut(Ax) = L

for all x ∈ Z. Since SLm(Z) acts ergodically on (X, μ), it follows that

X0 = {γ · x | γ ∈ SLm(Z) and x ∈ Z}.
has μ-measure 1. Let g : X → SLm(Z) be a Borel function such that g(x) · x ∈ Z

for all x ∈ X0. Then, replacing f by the Borel homomorphism f ′ defined by
f ′(x) = f (g(x) · x), we can suppose that Aut(Ax) = L for all x ∈ X0.

Unfortunately, this approach does not work, since there are uncountably many
possibilities for the subgroup Aut(Ax) � GLn(Q). In order to get around this dif-
ficulty, we shall shift our attention from the isomorphism relation on R(Qn) to the
coarser relation of quasi-isomorphism. This relation was first introduced in Jónsson
[18], where it was shown that the class of torsion-free abelian groups of finite rank has
a better decomposition theory with respect to quasi-isomorphism than with respect to
isomorphism. This decomposition theory will not concern us in this article. Rather
we shall exploit the fact that much of the number-theoretical complexity of finite
rank torsion-free abelian groups is lost when they are only considered up to quasi-
isomorphism; and this turns out to be enough to ensure that there are only countably
many possibilities for the group of quasi-automorphisms of A ∈ R(Qn).

Definition 3.6. If A, B ∈ R(Qn), then A and B are said to be quasi-equal, written
A ≈n B, iff A ∩ B has finite index in both A and B.

Definition 3.7. If A, B ∈ R(Qn), then A and B are said to be quasi-isomorphic iff
there exists ϕ ∈ GLn(Q) such that ϕ[A] ≈n B.

It is easily checked that ≈n is a countable Borel equivalence relation on R(Qn).
For each A ∈ R(Qn), let [A] be the ≈n-class containing A. We shall consider the
induced action of GLn(Q) on the set of ≈n-classes. In order to describe the setwise
stabilizer in GLn(Q) of a ≈n-class [A] , it is first necessary to introduce the notions
of a quasi-endomorphism and a quasi-automorphism. If A ∈ R(Qn), then a linear
transformation ϕ ∈ Matn(Q) is said to be a quasi-endomorphism of A iff there exists
an integer m > 0 such that mϕ[A] � A. In other words, ϕ is a quasi-endomorphism
of A iff there exists an integer m > 0 such that mϕ ∈ End(A). It is easily checked that
the collection QE(A) of quasi-endomorphisms of A is a Q-subalgebra of Matn(Q);
and, of course, this implies that there are only countably many possibilities for QE(A).
A linear transformation ϕ ∈ Matn(Q) is said to be a quasi-automorphism of A iff ϕ is
a unit of the Q-algebra QE(A); and the group of quasi-automorphisms of A is denoted
by QAut(A).

Lemma 3.8 (Thomas [31]). If A ∈ R(Qn), then QAut(A) is the setwise stabilizer
of [A] in GLn(Q).

In particular, there are only countably many possibilities for the setwise stabilizer
of [A] in GLn(Q). Hence, arguing as above, we can suppose that there exists a Borel
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subset X0 ⊆ X with μ(X0) = 1 and a fixed subgroup L � GLn(Q) such that L is
the setwise stabilizer of [Ax] for all x ∈ X0; and this implies that the quotient group
H = NGLn(Q)(L)/L acts freely on the corresponding set Y = {[A] | QAut(A) = L}
of ≈n-classes.

Lemma 3.9 (Thomas [31]). There is an algebraic Q-group G with dim G < m2 − 1
such that H � G(Q).

Consequently, we are now positioned to apply Theorem 3.4 … except for one
last complication. Unfortunately, the equivalence relation ≈n is not smooth and this
means that Y is not a standard Borel space. However, this turns out not to be a serious
difficulty. As shown in Thomas [31], the equivalence relation ≈n is hyperfinite (which
is only slightly more complicated than smooth) and Theorem 3.4 is easily extended
to cover induced free actions on quotients of standard Borel spaces by hyperfinite
equivalence relations.

Remark 3.10. The above argument does not go through in the case when n = 1
because of the failure of Zimmer’s cocycle superrigidity theorem for the low rank Lie
group SL2(R). However, as we mentioned earlier, this case had already been dealt
with by Hjorth [13], who gave a completely elementary proof that (∼=1) <B (∼=2),
based upon the fact that GL1(Q) = Q∗ is amenable and GL2(Q) is nonamenable.

In the remainder of this section, we shall sketch the proof of Theorem 1.14. This
involves trying to understand the orbit equivalence relation ∼=p

2 of the classical group
GL2(Q) on the highly non-classical space Rp(Q2) of p-local torsion-free abelian
groups of rank 2. Fortunately, using the invariants of Kurosh–Malcev [22], [25], it is
possible to replace Rp(Q2) by a much more intelligible space.

Definition 3.11. For each prime p, let Ep be the orbit equivalence relation arising
from the natural action of GL2(Q) on the projective line Qp ∪ {∞} over the field of
p-adic numbers.

Theorem 3.12 (Thomas [31]). (∼=p
2 ) ∼B (Ep).

Thus Theorem 1.14 is an immediate consequence of the following result.

Theorem 3.13 (Hjorth–Thomas [16]). If p �= q are distinct primes, then the orbit
equivalence relations Ep, Eq of GL2(Q) on the projective lines Qp ∪{∞}, Qq ∪{∞}
are incomparable with respect to Borel reducibility.

Sketch proof of Theorem 3.12. Following Kurosh–Malcev [22], [25], we shall de-
scribe how to assign points VA ∈ Qp ∪ {∞} to the p-local groups

{A ∈ Rp(Q2) | A � Q ⊕ Q, Z(p) ⊕ Z(p)}
such that:

• A ∼= B iff the corresponding points VA, VB lie in the same GL2(Q)-orbit;
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• for each point V ∈ Qp ∪ {∞}, there exists a corresponding group A such that
VA = V .

The result then follows easily from the fact that there are only countably many groups
A ∈ Rp(Q2) such that A ∼= Q ⊕ Q, Z(p) ⊕ Z(p).

It is first necessary to discuss the p-adic completion Â of each p-local group
A ∈ Rp(Q2), which is defined as follows. For the remainder of this proof, we shall
regard Q2 as an additive subgroup of the 2-dimensional vector space Q2

p over the field
of p-adic numbers; and we shall regard GL2(Q) as a subgroup of GL2(Qp). For each
A ∈ Rp(Q2), let Â = Zp ⊗ A; i.e. Â is the subgroup of Q2

p consisting of all finite
sums

γ1a1 + γ2a2 + · · · + γtat ,

where γi ∈ Zp and ai ∈ A for 1 ≤ i ≤ t . Then, while A usually has a very complex
structure, Â always decomposes into a direct sum of copies of Zp and Qp. In fact,

assuming that A � Q ⊕ Q, Z(p) ⊕ Z(p), there exist elements vA, wA ∈ Â such that

Â = QpvA ⊕ ZpwA.

(See Fuchs [8].) Let VA = QpvA. If A ∼= B, then there exists ϕ ∈ GL2(Q) such
that ϕ[A] = B. This implies that ϕ[Â] = B̂ and it follows easily that ϕ[VA] = VB .
Conversely, suppose that there exists ϕ ∈ GL2(Q) such that ϕ[VA] = VB . Since
the nontrivial proper Zp-submodules of Qp are precisely {p�Zp | � ∈ Z}, after
composing ϕ with a suitable transformation v �→ p�v if necessary, we can suppose

that ϕ[Â] = B̂. Since Â ∩ Q2 = A and B̂ ∩ Q2 = B, it follows that ϕ[A] = B.
Thus the GL2(Q)-orbit of the point VA ∈ Qp ∪ {∞} is a complete invariant for those
A ∈ Rp(Q2) such that A � Q ⊕ Q, Z(p) ⊕ Z(p). �

Remark 3.14. It is now easy to prove that for each prime p ∈ P, there exists a
nonatomic SL2(Z)-invariant ergodic probability measure μp on R(Q2) which con-
centrates on the Borel subspace Rp(Q2) of p-local groups. We have just seen how
to assign a corresponding point VA ∈ Qp ∪ {∞} to each A ∈ Rp(Q2) such that
A � Q ⊕ Q, Z(p) ⊕ Z(p). Conversely, for each point V ∈ Qp ∪ {∞}, there exists a
corresponding group A such that VA = V . In fact, there exist countably many such
groups. However, if we restrict our attention to the SL2(Z)-invariant Borel subset
X(Q2) consisting of those A ∈ Rp(Q2) such that

(i) A � Q ⊕ Q, Z(p) ⊕ Z(p),

(ii) Z2
(p) � A and Z2

(p) � pA,

then we obtain a one-to-one correspondence. In summary, the map

X(Qm) → Qp ∪ {∞},
A �→ VA,
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is a Borel bijection satisfying ϕ[VA] = Vϕ[A] for all ϕ ∈ SL2(Z) and A ∈ X(Q2).
Hence the result follows from the observation that there exists a nonatomic SL2(Z)-
invariant ergodic probability measure νp on Qp ∪ {∞}. To see this, recall that the
compact group K = SL2(Zp) acts transitively on Qp ∪ {∞}. Hence, letting L be the
stabilizer in K of some point of Qp ∪ {∞}, we can identify the K-spaces Qp ∪ {∞}
and K/L. Let νp be the Haar probability measure on K/L. Since SL2(Z) is a dense
subgroup of K , it follows that νp is the unique SL2(Z)-invariant probability measure
on K/L and hence SL2(Z) acts ergodically on (K/L, νp).

The above argument easily generalizes to show that for all m ≥ 2, there ex-
ists a nonatomic SLm(Z)-invariant ergodic probability measure μp on R(Qm) which
concentrates on the Borel subspace consisting of those A ∈ Rp(Qm) such that
dim A/pA = 1. (For example, see Thomas [31].)

Finally we shall sketch the proof of Theorem 3.13. Recall that if S = {p1, . . . , pt }
is a nonempty finite set of primes, then

�S = SL2(Z[1/p1, . . . , 1/pt ]).
Also let �∅ = SL2(Z). As we shall see, Theorem 3.13 is an easy consequence of the
following variant of Theorem 2.16, together with a crucial result of Hjorth [16].

Theorem 3.15 (Thomas [34]). Suppose that p �= q are distinct primes and that S is
a (possibly empty) finite set of primes. Let

• E1 be the orbit equivalence relation induced by the action of SL2(Z[1/q]) on
Qp ∪ {∞}, and

• E2 be the orbit equivalence relation induced by the action of �S on Qq ∪ {∞}.
If f : Qp ∪ {∞} → Qq ∪ {∞} is a Borel homomorphism from E1 to E2, then there
exists a μp-measure 1 subset which is mapped to a single E2-class.

Remark 3.16. The basic theme of Borel superigidity theory is that, under suitably
strong hypotheses, every nontrivial Borel homomorphism is a “slight perturbation”
of a virtual homomorphism of the corresponding measure-preserving permutation
groups. In the statement of Theorem 3.15, the group SL2(Z[1/q]) was chosen because
its actions on Qp ∪ {∞} and Qq ∪ {∞} are extremely incompatible; namely, while
SL2(Z[1/q]) preserves the p-adic probability measure on Qp ∪ {∞}, there are no
SL2(Z[1/q])-invariant probability measures on Qq ∪ {∞}.

Sketch proof of Theorem 3.13. Suppose that f : Qp ∪ {∞} → Qq ∪ {∞} is a Borel
reduction between the orbit equivalence relations induced by the GL2(Q)-actions.
Then we can regard f as a countable-to-one Borel homomorphism between the
SL2(Z[1/q])-action on Qp ∪ {∞} and the GL2(Q)-action on Qq ∪ {∞}. Using a
suitable Cocycle Reduction Theorem of Hjorth [16], we can “adjust” f to obtain a
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countable-to-one Borel homomorphism f ′ : Qp ∪ {∞} → Qq ∪ {∞} between the
orbit equivalence relation induced by the SL2(Z[1/q])-action on Qp ∪ {∞} and the
orbit equivalence relation induced by the �S-action on Qq ∪ {∞} for some finite set
of primes S, which contradicts Theorem 3.15. �

In view of Remark 1.17, it would be interesting to know whether ∼=p
2 is an imme-

diate successor of ∼=1 with respect to ≤B . Equivalently:

Question 3.17. Let Ep be the orbit equivalence relation arising from the action of
GL2(Q) on the projective line Qp ∪{∞} over the field of p-adic numbers. Does there
exist a (countable) Borel equivalence relation E such that E0 <B E <B Ep?
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Quiver algebras, weighted projective lines,
and the Deligne–Simpson problem

William Crawley-Boevey

Abstract. We describe recent work on preprojective algebras and moduli spaces of their rep-
resentations. We give an analogue of Kac’s Theorem, characterizing the dimension types of
indecomposable coherent sheaves over weighted projective lines in terms of loop algebras of
Kac–Moody Lie algebras, and explain how it is proved using Hall algebras. We discuss ap-
plications to the problem of describing the possible conjugacy classes of sums and products of
matrices in known conjugacy classes.
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Introduction

Preprojective algebras were introduced by Gelfand and Ponomarev, and in a deformed
version by Crawley-Boevey and Holland. They arose in the theory of representations
of quivers, but have interesting links with Kleinian singularities, Kac–Moody Lie
algebras and noncommutative symplectic geometry. In the first part of this article,
§1, we survey some of the results we have obtained in the last ten years concerning
these algebras, and moduli spaces of their representations.

The Deligne–Simpson problem asks about the existence of matrices in given con-
jugacy classes, with product the identity, and no common invariant subspace. Some
time ago it became clear that our work on preprojective algebras solves an additive
analogue. To solve the original problem, one needs to pass to a new setup, in which
representations of quivers are replaced by coherent sheaves on weighted projective
lines (or parabolic bundles), and representations of the preprojective algebra are re-
placed by logarithmic connections. We discuss all this in §4.

A key ingredient in the theory of preprojective algebras is Kac’s Theorem, describ-
ing the possible dimension vectors of indecomposable representations of quivers. In
the new setup, one needs an analogue of Kac’s Theorem for weighted projective lines.
We discuss it in §2, and outline a proof via Hall algebras in §3.

In the rest of this introduction we recall some basic facts about representations of
quivers. A quiver Q, or more precisely (I, Q, h, t), consists of finite sets I and Q
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of vertices and arrows, and maps h, t : Q→ I , assigning to each arrow its head and
tail vertices. We fix a base field K , algebraically closed unless otherwise indicated.
By a representation X of Q, one means the assignment of a vector space Xv for each
vertex v, and a linear map Xt(a)→ Xh(a) for each arrow a. There are natural notions
of homomorphisms between representations, sub-representations, etc.

The path algebra KQ has basis the paths a1a2 . . . an in Q of length n ≥ 1, with
t (ai) = h(ai+1) for all i, and a trivial path of length 0 for each vertex v. It is an
associative algebra, with the product of two paths given by their concatenation, if this
makes sense, and otherwise zero, and the sum of the trivial paths is a multiplicative
identity. The category of representations of Q is equivalent to the category of left
KQ-modules, so one can use homological algebra, composition series, the Krull–
Remak–Schmidt Theorem, and so on.

We now assume for simplicity that Q has no oriented cycles, in which case KQ

is finite dimensional, although many results hold without this restriction.
Let g be the Kac–Moody Lie algebra given by the symmetric generalized Cartan

matrix (auv)u,v∈I which has diagonal entries 2, and off-diagonal entries given by
minus the number of arrows in Q between u and v, in either direction. Thus g is
generated over C by ev, fv, hv (v ∈ I ) with relations

⎧⎪⎨
⎪⎩

[hu, hv] = 0, [eu, fv] = δuvhv,

[hu, ev] = auvev, [hu, fv] = −auvfv,

(ad eu)
1−auv (ev) = 0, (ad fu)

1−auv (fv) = 0 (if u �= v),

(1)

where δ is the Kronecker delta function. The root lattice � of g is the free additive
group on symbols αv (v ∈ I ), it grades g, with deg ev = αv , deg fv = −αv and
deg hv = 0, and the set of roots is � = {0 �= α ∈ � | gα �= 0}. Recall that
there are real roots, obtained from the simple roots αu by a sequence of reflections
sv(α) = α − (α, αv)αv , where (−,−) is the symmetric bilinear form on � with
(αu, αv) = auv , and there may also be imaginary roots. Defining p(α) = 1− 1

2 (α, α),
the real roots have p(α) = 0, and the imaginary roots have p(α) > 0.

Gabriel’s Theorem [19] asserts that a quiver Q has only finitely many indecom-
posable representations if and only if g is of finite type, i.e. the underlying graph of Q

is a Dynkin diagram (of type ADE). In this case the map sending a representation to
its dimension vector

dim X =
∑
v∈I

(dim Xv)αv ∈ �

gives a 1-1 correspondence between indecomposable representations and positive
roots. Kac’s Theorem [26], [27] extends this to g of arbitrary type: the dimension
vectors of indecomposable representations are exactly the positive roots, there is a
unique indecomposable for each real root, infinitely many for each imaginary root.
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1. Preprojective algebras

The preprojective algebra of a quiver Q is the algebra

�(Q) = KQ
/( ∑

a∈Q
(aa∗ − a∗a)

)
,

where the double Q of Q is obtained by adjoining a reverse arrow a∗ for each arrow
a ∈ Q. In the finite type case it is isomorphic, as a KQ-module, to the direct sum of
one copy of each indecomposable representation of Q. In general, it is isomorphic
to the direct sum of the indecomposable representations of Q that are preprojective,
meaning that some power of the Coxeter functor, or equivalently of the Auslander–
Reiten translation DTr, sends them to a projective KQ-module.

Preprojective algebras first appeared in unpublished work of I. M. Gelfand and
V. A. Ponomarev, in a lecture delivered by A. V. Roiter at the Second International
Conference on Representations of Algebras (Ottawa, 1979). See [45] for a discussion
about variations on this definition. Note also that work by Riedtmann [40] contains
parallel ideas.

Given λ = (λv)v∈I ∈ KI , Crawley-Boevey and Holland [15] have introduced the
deformed preprojective algebra, �λ(Q), in which the relation is replaced by

∑
a∈Q

(aa∗ − a∗a)− λ, (2)

where λ is identified with the corresponding linear combination of trivial paths.
Up to isomorphism, these algebras do not depend on the orientation of Q. They

are related to some elementary symplectic geometry. Choosing bases for the vector
spaces, representations of Q of dimension vector α =∑

v nvαv are given by elements
of the space

Rep(Q, α) =
⊕
a∈Q

Matnh(a)×nt(a)
(K),

and isomorphism classes correspond to orbits of the group

GL(α) =
∏
v∈I

GLnv (K)

acting by conjugation. The space of representations of Q can then be identified with
a cotangent bundle

Rep(Q, α) ∼= Rep(Q, α)× Rep(Q, α)∗ ∼= T ∗ Rep(Q, α).

This has a natural symplectic structure, and associated to the action of GL(α) there
is a moment map

μα : Rep(Q, α)→ gl(α), x �→
( ∑

a∈Q
h(a)=v

xaxa∗ −
∑
a∈Q

t(a)=v

xa∗xa

)
v∈I .
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Identifying λ with a central element of gl(α), there is a quotient

NQ(λ, α) = μ−1
α (λ)// GL(α),

a ‘symplectic quotient’, or ‘Marsden–Weinstein reduction’. Here the double slash
denotes the affine variety that classifies closed orbits of GL(α) on μ−1

α (λ). Now the
elements of this fibre are exactly the representations of Q satisfying (2), so NQ(λ, α)

classifies isomorphism classes of semisimple representations of �λ(Q) of dimension
vector α.

Since the trace of μα(x) is always zero, if there is a representation of �λ(Q)

of dimension vector α = ∑
nvαv , then λ · α = ∑

λvnv must be zero. If Q is a
Dynkin diagram, then �λ(Q) is finite-dimensional, and this argument shows that for
generic λ it is even the zero algebra.

The case when Q is an extended Dynkin diagram, or equivalently when g is
an affine Lie algebra, appeared in work of Kronheimer [29], made more explicit by
Cassens and Slodowy [6]. If δ is the minimal positive imaginary root, then NQ(0, δ) is
the corresponding Kleinian surface singularity, and the spaces NQ(λ, δ), for suitably
varyingλ, give its semiuniversal deformation. The key idea of [15] is that the deformed
preprojective algebras �λ(Q), for unrestricted λ, give a larger family of deformations
of the Kleinian singularity, the general one being noncommutative.

Theorem 1 (Crawley-Boevey and Holland [15]). Suppose Q is an extended Dynkin
diagram, and e is the trivial path corresponding to an extending vertex for Q. Then
Oλ = e�λ(Q)e is a noetherian domain of Gelfand–Kirillov dimension 2, Auslander-
Gorenstein and Cohen–Macaulay. Moreover, it is commutative if and only if λ ·δ = 0,
and if so, it is isomorphic to the coordinate ring of NQ(λ, δ).

For some further work on the Oλ, see [1], [4], [24]. Returning to the general
case, to decide when NQ(λ, α) is nonempty, one needs to know whether or not there
is a representation of �λ(Q) of dimension vector α. It is not hard to show that a
representation X of Q is in the image of the projection μ−1

α (λ)→ Rep(Q, α), so is
the restriction of a representation of �λ(Q), if and only if the dimension vector β of
each indecomposable direct summand of X satisfies λ · β = 0. With Kac’s Theorem,
this gives the following.

Theorem 2 ([7]). The space NQ(λ, α) is nonempty, or equivalently there is a repre-
sentation of �λ(Q) of dimension vector α, if and only if α can be written as a sum of
positive roots α = β + γ + · · · with λ · β = λ · γ = · · · = 0.

More difficult is the following.

Theorem 3 ([7]). There is a simple representation of �λ(Q) of dimension vector α

if and only if α is a positive root, λ · α = 0, and p(α) > p(β) + p(γ ) + · · · for
any nontrivial decomposition of α as a sum of positive roots α = β + γ + · · · with
λ · β = λ · γ = · · · = 0.
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We have also shown [8], [9] that if K has characteristic zero and NQ(λ, α) is
nonempty, then it is an irreducible normal variety. Bocklandt and Le Bruyn [2], [30]
have obtained further results in this direction. See [14] for more about the link with
noncommutative symplectic geometry.

There are more general moduli spaces NQ(λ, α)θ , depending on suitable stability
data θ ∈ Z

I . Examples of these are the ‘quiver varieties’used by Nakajima to construct
integrable representations of Lie algebras and quantum groups, see his ICM talk [36]
(and [7]). Note that over C, the moduli spaces are special cases of hyper-Kähler
quotients, and by a standard trick of changing the complex structure, NQ(0, α)θ is
homeomorphic to NQ(θ, α).

We now give an application of these ideas. When working over a finite field,
it is natural to consider representations of Q which are absolutely indecomposable,
meaning that they remain indecomposable over the algebraic closure of the field.
Kac showed that up to isomorphism, the number such representations of dimension
vector α is polynomial in the size q of the field, of the form aα(q) for some aα ∈ Z[t].
He conjectured that aα has non-negative coefficients, and that the constant term is the
root multiplicity dim gα . In partial answer we have the following.

Theorem 4 (Crawley-Boevey and Van den Bergh [17]). If α = ∑
v∈I nvαv is in-

divisible, meaning that the nv have no common divisor, then aα has non-negative
coefficients, and the constant term is the root multiplicity dim gα .

We explain the positivity. Since α is indivisible, one can fix λ ∈ Z
I with λ ·α = 0

but λ · β �= 0 for all 0 < β < α. The argument of Theorem 2 shows that the
number of points in NQ(λ, α), over a field with q elements and sufficiently large
characteristic, is qp(α)aα(q), and then if NQ(λ, α) had been a projective variety, the
Weil conjectures would have given positivity. However, NQ(0, α)λ is sufficiently
close to being projective for the Weil conjectures to apply to it, and by the hyper-
Kähler trick, the cohomologies of NQ(0, α)λ and NQ(λ, α) are isomorphic when the
base field is the algebraic closure of a finite field of sufficiently large characteristic.
Moreover, it is possible to ensure that this isomorphism is compatible with Frobenius
maps, so that NQ(λ, α) is good enough.

2. Weighted projective lines

In this section we give an analogue of Kac’s Theorem for weighted projective lines.
When studying representations of finite-dimensional associative algebras, quivers
tell one about hereditary algebras, i.e. those with global dimension ≤ 1. One of
the breakthroughs in this area was the discovery by Brenner and Butler [5], [23] of
algebras A that are ‘tilted’ from a hereditary algebra H . In Happel’s language [22],
there is a derived equivalence Db(mod A) 
 Db(mod H), which is useful since in
Db(mod H) any indecomposable object is a shift of a module.
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Geigle and Lenzing [20] realized that there are other algebras, including Ringel’s
‘canonical algebras’ [42], which aren’t necessarily tilted from hereditary algebras, but
are tilted from suitable hereditary abelian categories. See Reiten’s ICM talk [39] for
further progress in this direction.

We concentrate on Geigle and Lenzing’s categories. A weighted projective line X is
specified by giving a collection of distinct points D = (a1, . . . , ak) in the projective
line P

1 over K , and a weight sequence w = (w1, . . . , wk), that is, a sequence of
positive integers. The category, coh X, of coherent sheaves on X, can be defined as
the quotient of the category of finitely generated L(w)+-graded S(w, D)-modules by
the Serre subcategory of finite length modules. Here L(w) is the additive group with
generators �x1, . . . , �xk, �c and relations w1�x1 = · · · = wk �xk = �c, partially ordered,
with positive cone L(w)+ = N�c +∑k

i=1 N�xi , and

S(w, D) = K[u, v, x1, . . . , xk]/(xwi

i − λiu− μiv),

where ai = [λi : μi] ∈ P
1, with grading deg u = deg v = �c and deg xi = �xi . Geigle

and Lenzing showed that coh X is a hereditary abelian category; the free module gives
a structure sheaf O, and shifting the grading gives twists E(�x) for any sheaf E and
�x ∈ L(w); also, every sheaf is the direct sum of a ‘torsion-free’ sheaf, with a filtration
by sheaves of the form O(�x), and a finite-length ‘torsion’ sheaf.

Let Qw be the star-shaped quiver whose vertex set I consists of a central vertex ∗,
and vertices, denoted ij or i, j , for 1 ≤ i ≤ k, 1 ≤ j < wi , and with arrows
∗ ← i1← i2← · · · for all i. The appropriate Lie algebra to consider is the loop
algebra Lg = g[t, t−1], where g is the Kac–Moody algebra associated Qw, or, better,
an extension Lg with generators evr , fvr , hvr (v ∈ I , r ∈ Z) and c subject to the
relations

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

c central, [evr , evs] = 0, [fvr , fvs] = 0,

[hur, hvs] = rauv δr+s,0 c, [eur , fvs] = δuv

(
hv,r+s + r δr+s,0 c

)
,

[hur, evs] = auvev,r+s, [hur, fvs] = −auvfv,r+s,

(ad eu0)
1−auv (evs) = 0, (ad fu0)

1−auv (fvs) = 0 (if u �= v),

(3)

see [35]. The root lattice for either algebra is �̂ = �⊕Zδ, with deg evt
r = deg evr =

αv + rδ, deg fvt
r = deg fvr = −αv + rδ, deg hvt

r = deg hvr = rδ and deg c = 0,
and the set of roots for either algebra is

�̂ = {α + rδ | α ∈ �, r ∈ Z} ∪ {rδ | 0 �= r ∈ Z}.
The real roots are α + rδ with α real. (If g is of finite type, Lg is the corresponding
affine Lie algebra, and if g is of affine type, Lg is a toroidal algebra.)

The Grothendieck group K0(coh X) was computed by Geigle and Lenzing, and
following Schiffmann [46] it can be identified with �̂. Now K0(coh X) is partially
ordered, with the positive cone being the classes of objects in coh X, and this gives a
partial ordering on �̂.
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Theorem 5 ([12]). If X is a weighted projective line, there is an indecomposable
coherent sheaf on X of type φ ∈ �̂ if and only if φ is a positive root. There is a unique
indecomposable for a real root, infinitely many for an imaginary root.

We remark that there is a classification of the indecomposables if g is of finite type
[20], or affine type [32]. The latter is essentially equivalent to the classification for
tubular algebras, see Ringel’s ICM talk [41], [42].

Lenzing [31, §4.2] showed that the category of torsion-free sheaves on X is equiv-
alent to the category of (quasi) parabolic bundles on P

1 of weight type (D, w), that
is, vector bundles π : E→ P

1 equipped with a flag of vector subspaces

π−1(ai) ⊇ Ei1 ⊇ · · · ⊇ Ei,wi−1

for each i. This equivalence is not unique, but it can be chosen so that if E is a
parabolic bundle, then [E] = dim E + (deg E)δ, where the dimension vector is

dim E = n∗α∗ +
k∑

i=1

wi−1∑
j=1

nijαij ∈ �,

with n∗ = rank E and nij = dim Eij . This is necessarily strict, meaning that n∗ ≥
ni1 ≥ ni2 ≥ · · · ≥ ni,wi−1 ≥ 0. We can now restate Theorem 5 as follows (see [11]).
For each d ∈ Z there is an indecomposable parabolic bundle of dimension vector α

and degree d if and only if α is a strict root for g. There is a unique indecomposable
for a real root, infinitely many for an imaginary root.

3. Hall algebras

In this section we explain the proof of Theorem 5. Let C be an abelian category that is
finitary, meaning that its Hom and Ext spaces are finite sets. The Hall algebra of C,
over a commutative ring 
, is the free 
-module

H
(C) =
⊕

Z∈iso C


uZ,

with basis the symbols uZ , where Z runs through iso C, a set of representatives of the
isomorphism classes of C. It is an associative algebra with product

uXuY =
∑

Z∈iso C

FZ
XY uZ,

where FZ
XY is the number of subobjects Z′ of Z with Z′ ∼= Y and Z/Z′ ∼= X. In

case C is the category of finite abelian groups, or finite abelian p-groups, this notion is
due to Steinitz [47] and Hall [21]. The current interest in Hall algebras stems from the
discovery by Ringel [44] of a relationship between quantum groups and Hall algebras



124 William Crawley-Boevey

for categories of representations of finite-dimensional hereditary algebras over finite
fields. This quickly influenced the development of canonical bases, see Lusztig’s
ICM talk [34].

How to recover the underlying Lie algebra? Ringel [43] realized, for finite type
hereditary algebras over a finite field K , that if one uses a ring 
 in which |K| = 1,
and ind C is the set of indecomposables in iso C, then the uZ with Z ∈ ind C generate
a Lie subalgebra of H
(C) with bracket

[uX, uY ] =
∑
Z

(FZ
XY − FZ

YX)uZ.

To get at something resembling a semisimple Lie algebra, not just its positive part,
there is a construction of Peng and Xiao [25], [38], in which one starts not with an
abelian category, but with a triangulated K-category that is 2-periodic, meaning that
the shift functor T satisfies T 2 = 1.

Let X be a weighted projective line over a finite field K , whose marked points
are all defined over K . The category coh X is still defined and well-behaved, and
Schiffmann [46] has studied its Hall algebra. Applying the construction of Peng and
Xiao to the orbit category RX = Db(coh X)/(T 2), one obtains a Lie algebra with
triangular decomposition

L
(RX) =
( ⊕

X∈ind coh X


uX

)
⊕ (
⊗Z �̂)⊕

( ⊕
X∈ind coh X


uT X

)
,

where 
 is still a commutative ring in which |K| = 1. We have the following result.

Theorem 6 ([12]). L
(RX) contains elements evr , fvr , hvr (v ∈ I , r ∈ Z) and c

satisfying the relations (3) for Lg.

The elements are explicitly given: c = −1⊗ δ, e∗,r = uO(r �c), f∗,r = −uT O(−r �c),
and the eij,r and fij,r are all of the form uX or −uT X for suitable indecomposable
torsion sheaves X. See also [33], where elliptic Lie algebra generators are found in
L
(RX) for g of affine type.

Concerning the proof of Theorem 5, the main problem is to show that the number
of indecomposables of type φ = α+ rδ is the same as the number of type sv(α)+ rδ.
By arguments already used in the proof of Kac’s Theorem, one reduces to counting
numbers of indecomposables for weighted projective lines over finite fields, so di-
mensions of root spaces of L
(RX). A standard argument in the theory of complex
Lie algebras, using sl2-triples (e, f, h), shows that the root multiplicities for roots
related by a reflection are equal. Now Theorem 6 provides such triples, and although
the argument uses the fact that the base field has characteristic zero, for example it
involves the operator exp(ad e) with ad e acting locally nilpotently, it works if 
 is a
field of sufficiently large characteristic, and this can be arranged by taking the finite
field K to be sufficiently large.
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4. The Deligne–Simpson problem

Given invertible matrices in known conjugacy (i.e. similarity) classes, what can one
say about the conjugacy class of their product? More symmetrically, given conjugacy
classes C1, . . . , Ck in GLn(C), is there a solution to the equation

A1A2 . . . Ak = 1 (4)

with Ai ∈ Ci? The additive analogue asks for a solution to the equation

A1 + A2 + · · · + Ak = 0, (5)

where the conjugacy classes may now be in gln(C). In full generality these problems
seem to be open, but there are partial results, see for example [37]. The former arises
when studying linear ODEs

dnf

dzn
+ c1(z)

dn−1f

dzn−1 + · · · + cn(z)f = 0 (6)

whose coefficients are rational functions of z. If D = {a1, . . . , ak} is the set of
singular points of the coefficients in P

1, the monodromy of (6) is a representation in
GLn(C) of the fundamental group of the punctured Riemann sphere P

1 � D, and the
presentation of this group as 〈g1, . . . , gk | g1g2 . . . gk = 1〉, where gi is a suitable
loop around ai , shows how equation (4) arises.

To fix the conjugacy classes we choose a weight sequence w = (w1, . . . , wk),
and a collection of complex numbers ξ = (ξij ) (1 ≤ i ≤ k, 1 ≤ j ≤ wi) with
(Ai − ξi11)(Ai − ξi21) . . . (Ai − ξi,wi

1) = 0 for Ai ∈ Ci . Clearly, if one wishes one
can take wi to be the degree of the minimal polynomial of Ai , and ξi1, . . . , ξi,wi

to
be its roots. Let Qw be the quiver associated to w as in §2, let I be its vertex set, let g

be the corresponding Kac–Moody Lie algebra, and let � be its root lattice. The Ci

determine an element α =∑
v nvαv ∈ �, with n∗ = n and

nij = rank(Ai − ξi11)(Ai − ξi21) . . . (Ai − ξij 1)

for Ai ∈ Ci , and conversely w, ξ , and α determine the Ci . We define

ξ [β] =
k∏

i=1

wi∏
j=1

ξ
mi,j−1−mij

ij , ξ ∗ [β] =
k∑

i=1

wi∑
j=1

ξij (mi,j−1 −mij ),

for β = ∑
mvαv , with the convention that mi0 = m∗ and mi,wi

= 0. Theorem 2,
applied to a deformed preprojective algebra �λ(Qw), gives the following.

Theorem 7 ([11]). There is a solution to A1 + · · · + Ak = 0 with Ai in the closure
Ci of Ci if and only if α can be written as a sum of positive roots α = β + γ + · · ·
with ξ ∗ [β] = ξ ∗ [γ ] = · · · = 0.
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A solution to equation (4) or (5) is irreducible if the Ai have no common invariant
subspace. Theorem 3 gives the following.

Theorem 8 ([10]). There is an irreducible solution to A1+· · ·+Ak = 0 with Ai ∈ Ci

if and only if α is a positive root, ξ ∗ [α] = 0, and p(α) > p(β) + p(γ ) + · · · for
any nontrivial decomposition of α as a sum of positive roots α = β + γ + · · · with
ξ ∗ [β] = ξ ∗ [γ ] = · · · = 0.

What about the multiplicative equation? By the Riemann–Hilbert correspondence,
any solution arises as the monodromy of the differential equation given by a loga-
rithmic connection on a vector bundle for P

1. (Note that a Fuchsian ODE (6), as
hoped for in Hilbert’s 21st problem in his 1900 ICM talk, will not suffice, nor will
a Fuchsian system of linear differential equations, or equivalently a logarithmic con-
nection on a trivial vector bundle, as discussed by Bolibruch in his ICM talk [3].) Now
a theorem of Weil [49] asserts that a vector bundle on a compact Riemann surface
has a holomorphic connection if and only if its indecomposable direct summands
have degree 0. There is an analogous theorem for parabolic bundles and compatible
logarithmic connections, see [11], and, using it, Theorem 5 implies the following.

Theorem 9 ([11]). There is a solution to A1 . . . Ak = 1 with Ai ∈ Ci if and only if α

can be written as a sum of positive roots α = β+γ +· · · with ξ [β] = ξ [γ ] = · · · = 1.

The Deligne–Simpson problem, see [28], asks when there is an irreducible solu-
tion to (4) with Ai ∈ Ci . By considering multiplicative analogues of preprojective
algebras, Crawley-Boevey and Shaw deduce the following from Theorem 9.

Theorem 10 (Crawley-Boevey and Shaw [16]). For there to be an irreducible solution
to A1 . . . Ak = 1 with Ai ∈ Ci it is sufficient that α be a positive root, ξ [α] = 1, and
p(α) > p(β)+p(γ )+· · · for any nontrivial decomposition of α as a sum of positive
roots α = β + γ + · · · with ξ [β] = ξ [γ ] = · · · = 1.

The condition in the theorem has now also been shown to be necessary [13]. For
some recent work related to multiplicative preprojective algebras, see [18] and [48].

References

[1] Baranovsky, V., Ginzburg, V., Kuznetsov, A., Quiver varieties and a noncommutative P
2.

Compositio Math. 134 (2002), 283–318.

[2] Bocklandt, R., Le Bruyn, L., Necklace Lie algebras and noncommutative symplectic ge-
ometry. Math. Z. 240 (2002), 141–167.

[3] Bolibruch, A. A., The Riemann-Hilbert problem and Fuchsian differential equations on the
Riemann sphere. In Proceedings of the International Congress of Mathematicians (Zürich,
1994), Vol. 2, Birkhäuser, Basel 1995, 1159–1168.

[4] Boyarchenko, M., Quantization of minimal resolutions of Kleinian singularities. Preprint;
math.RT/0505165.



Quiver algebras, weighted projective lines, and the Deligne–Simpson problem 127

[5] Brenner, S., Butler, M. C. R., Generalizations of the Bernstein-Gelfand-Ponomarev reflec-
tion functors. In Representation Theory II (Ottawa, 1979), ed. by V. Dlab and P. Gabriel,
Lecture Notes in Math. 832, Springer-Verlag, Berlin 1980, 103–169.

[6] Cassens, H., Slodowy, P., On Kleinian singularities and quivers. In Singularities. The
Brieskorn anniversary volume (Oberwolfach, 1996), ed. by V. I. Arnold et al., Progr. Math.
162, Birkhäuser, Basel 1998, 263–288.

[7] Crawley-Boevey, W., Geometry of the moment map for representations of quivers. Com-
positio Math. 126 (2001), 257–293.

[8] —, Decomposition of Marsden-Weinstein reductions for representations of quivers. Com-
positio Math. 130 (2002), 225–239.

[9] —, Normality of Marsden-Weinstein reductions for representations of quivers. Math. Ann.
325 (2003), 55–79.

[10] —, On matrices in prescribed conjugacy classes with no common invariant subspace and
sum zero. Duke Math. J. 118 (2003), 339–352.

[11] —, Indecomposable parabolic bundles and the existence of matrices in prescribed conju-
gacy class closures with product equal to the identity. Inst. Hautes Études Sci. Publ. Math.
100 (2004), 171–207.

[12] —, Kac’s Theorem for weighted projective lines. Preprint; math.AG/0512078.

[13] —, The Deligne-Simpson problem. In preparation.

[14] Crawley-Boevey, W., Etingof, P., Ginzburg, V., Noncommutative geometry and quiver
algebras. Preprint; math.AG/0502301.

[15] Crawley-Boevey, W., Holland, M. P., Noncommutative deformations of Kleinian singular-
ities. Duke Math. J. 92 (1998), 605–635.

[16] Crawley-Boevey, W., Shaw, P., Multiplicative preprojective algebras, middle convolution
and the Deligne-Simpson problem. Adv. Math. 201 (2006), 180–206.

[17] Crawley-Boevey, W., Van den Bergh, M., Absolutely indecomposable representations and
Kac-Moody Lie algebras (with an appendix by Hiraku Nakajima). Invent. Math. 155 (2004),
537–559.

[18] Etingof, P., Oblomkov, A., Rains, E., Generalized double affine Hecke algebras of rank 1
and quantized Del Pezzo surfaces. Preprint; math.QA/0406480.

[19] Gabriel, P., Unzerlegbare Darstellungen, I. Manuscripta Math. 6 (1972), 71–103.

[20] Geigle, W., Lenzing, H., A class of weighted projective curves arising in representation
theory of finite dimensional algebras. In Singularities, representations of algebras, and
vector bundles (Lambrecht, 1985), ed. by G.-M. Greuel and G. Trautmann, Lecture Notes
in Math. 1273, Springer-Verlag, Berlin 1987, 265–297.

[21] Hall, P., The algebra of partitions. In Proceedings of the Fourth Canadian Mathematical
Congress (Banff, 1957), University of Toronto Press, Toronto 1959, 147–159.

[22] Happel, D., Triangulated categories in the representation theory of finite-dimensional alge-
bras. London Math. Soc. Lecture Note Ser. 119, Cambridge University Press, Cambridge
1988.

[23] Happel, D., Ringel, C. M., Tilted algebras. Trans. Amer. Math. Soc. 274 (1982), 399–443.

[24] Holland, M. P., Quantization of the Marsden-Weinstein reduction for extended Dynkin
quivers. Ann. Sci. École Norm. Sup. (4) 32 (1999), 813–834.



128 William Crawley-Boevey

[25] Hubery, A., From triangulated categories to Lie algebras: A theorem of Peng and Xiao.
Proceedings of the Workshop on Representation Theory of Algebras and related Topics
(Querétaro, 2004), ed. by J. De la Peña and R. Bautista, to appear.

[26] Kac, V. G., Infinite root systems, representations of graphs and invariant theory. Invent.
Math. 56 (1980), 57–92.

[27] —, Root systems, representations of quivers and invariant theory. In Invariant theory (Mon-
tecatini, 1982), ed. by F. Gherardelli, Lecture Notes in Math. 996, Springer-Verlag, Berlin
1983, 74–108.

[28] Kostov, V. P., The Deligne-Simpson problem—a survey. J. Algebra 281 (2004), 83–108.

[29] Kronheimer, P. B., The construction of ALE spaces as hyper-Kähler quotients. J. Differen-
tial Geom. 29 (1989), 665–683.

[30] Le Bruyn, L., Noncommutative smoothness and coadjoint orbits. J. Algebra 258 (2002),
60–70.

[31] Lenzing, H., Representations of finite dimensional algebras and singularity theory. In
Trends in ring theory (Miskolc, Hungary, 1996), ed. by V. Dlab and L. Márki, CMS Conf.
Proc. 22, Amer. Math. Soc., Providence, RI, 1998, 71–97.

[32] Lenzing, H., Meltzer, H., Sheaves on a weighted projective line of genus one, and represen-
tations of a tubular algebra. In Representations of algebras (Ottawa, 1992), ed. by V. Dlab
and H. Lenzing, CMS Conf. Proc. 14, Amer. Math. Soc., Providence, RI, 1993, 313–337.

[33] Lin,Y., Peng, L., Elliptic Lie algebras and tubular algebras. Adv. Math. 196 (2005), 487–530.

[34] Lusztig, G., Intersection cohomology methods in representation theory. In Proceedings of
the International Congress of Mathematicians (Kyoto, 1990), Vol. I, The Mathematical
Society of Japan, Tokyo, Springer-Verlag, Tokyo, 1991, 155–174.

[35] Moody, R. V., Rao, S. Eswara, Yokonuma, T., Toroidal Lie algebras and vertex representa-
tions. Geom. Dedicata 35 (1990), 283–307.

[36] Nakajima, H., Geometric construction of representations of affine algebras. In Proceedings
of the International Congress of Mathematicians (Beijing, 2002), Vol. I, Higher Ed. Press,
Beijing 2002, 423–438.

[37] Neto, O., Silva, F. C., Singular regular differential equations and eigenvalues of products
of matrices. Linear Multilin. Algebra 46 (1999), 145–164.

[38] Peng, L., Xiao, J., Triangulated categories and Kac-Moody algebras. Invent. Math. 140
(2000), 563–603.

[39] Reiten, I., Tilting theory and quasitilted algebras. In Proceedings of the International
Congress of Mathematicians (Berlin, 1998), Vol. II, Doc. Math., J. DMV, Extra Vol. ICM
Berlin, 1998, 109–120.

[40] Riedtmann, C., Algebren, Darstellungsköcher, Überlagerungen und zurück. Comment.
Math. Helv. 55 (1980), 199–224.

[41] Ringel, C. M., Indecomposable representations of finite-dimensional algebras. In Proceed-
ings of the International Congress of Mathematicians (Warszawa, 1983), Vol. 1, PWN,
Warsaw 1984, 425–436.

[42] —, Tame algebras and integral quadratic forms. Lecture Notes in Math. 1099, Springer-
Verlag, Berlin 1984.

[43] —, Hall algebras. In Topics in algebra (Warsaw, 1988), ed. by S. Balcerzyk et al., Banach
Center Publ. 26, Part 1, PWN, Warsaw 1990, 433–447.



Quiver algebras, weighted projective lines, and the Deligne–Simpson problem 129

[44] —, Hall algebras and quantum groups. Invent. Math. 101 (1990), 583–591.

[45] —, The preprojective algebra of a quiver. In Algebras and modules, II (Geiranger, 1996),
ed. by I. Reiten et al., CMS Conf. Proc. 24, Amer. Math. Soc., Providence, RI, 1998,
467–480.

[46] Schiffmann, O., Noncommutative projective curves and quantum loop algebras. Duke
Math. J. 121 (2004), 113–168.

[47] Steinitz, E., Zur Theorie der Abel’schen Gruppen. Jahresber. DMV 9 (1901), 80–85.

[48] Van den Bergh, M., Double Poisson algebras. Preprint; math.QA/0410528.

[49] Weil, A., Generalization de fonctions abeliennes. J. Math. Pures Appl. 17 (1938), 47–87.

Department of Pure Mathematics, University of Leeds, Leeds LS2 9JT, UK
E-mail: w.crawley-boevey@leeds.ac.uk





Zeta functions of groups and rings

Marcus du Sautoy and Fritz Grunewald

Abstract. We report on progress and problems concerning the analytical behaviour of the zeta
functions of groups and rings. We also describe how these generating functions are special cases
of adelic cone integrals for which our results hold.
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1. Introduction

Whenever a counting problem pertaining to some mathematical object � produces a
sequence of non-negative integers a�(n) (n = 1, 2, . . . ) we can hope to gain infor-
mation by incorporating our sequence into a generating function. There are various
ways of doing this, for example as coefficients of power series, sums representing
automorphic functions and Dirichlet series. Sometimes there is a natural choice of a
generating function dictated by the recursive properties of the sequence a�(n). We
report here on counting problems where the choice of a Dirichlet series seems to be
appropriate.

We consider first two counting problems relating to a finitely generated group G.
Write [G : H ] for the index of a subgroup H ≤ G and let

a<

G(n) := |{ H ≤ G | [G : H ] = n }|, a�
G(n) := |{ H � G | [G : H ] = n }| (1)

be the number of subgroups or normal subgroups of index precisely n in G. The
numbers a<

G(n) all being finite we call

ζ <

G(s) :=
∞∑

n=1

a<

G(n) n−s =
∑

H≤f G

[G : H ]−s (2)

the subgroup zeta function of G. The symbol H ≤f G indicates that the summation
is over all subgroups H of finite index in G. Similarly, we define

ζ �
G(s) :=

∞∑
n=1

a�
G(n) n−s =

∑
H�f G

[G : H ]−s (3)
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to be the normal subgroup zeta function of G. When we intend to address both types
of zeta functions simultaneously we write ζ ∗

G(s) for ζ <

G(s) or ζ �
G(s).

For the second type of counting problem we consider a ring R, which is for our
purposes an abelian group R carrying a biadditive product. Let us write S ≤ R if S

is a subring of R and a � R if a is a left ideal of R. Let

a<

R(n) := |{ S ≤ R | [R : S] = n }|, a�
R(n) := |{ a � R | [R : a] = n }| (4)

be the numbers of these subobjects of R which have index n ∈ N in the additive group
of R. The numbers counting subrings are finite if the additive group of R is finitely
generated. The numbers counting ideals are all finite under the weaker hypothesis
that the ring R is finitely generated. Given these circumstances define the subring
zeta function or the ideal zeta function to be respectively

ζ <

R(s) :=
∞∑

n=1

a<

R(n) n−s, ζ �
R(s) :=

∞∑
n=1

a�
R(n) n−s . (5)

Again we write ζ ∗
R(s) for ζ <

R(s) or ζ �
R(s).

While the study of the zeta functions of a finitely generated group was only begun
in [27], the ideal zeta function of a ring has the Riemann zeta function (R = Z) or
more generally the Dedekind zeta function of the ring of integers in a number field as
special cases (see [32]).

We wish to consider the Dirichlet series (2), (3), (5) not only as formal sums but
as series converging in a non-empty subset of the complex numbers. By general
theory this subset may be taken to be a right half-plane. In fact, this convergence
condition will be satisfied if and only if the coefficients in the series (2), (3), (5) grow
at most polynomially in n, more precisely if and only if there are t, c∗ ∈ R such that
a∗
G(n) ≤ c∗nt respectively a∗

R(n) ≤ c∗nt holds for all n ∈ N. In this case we will say
that G has polynomial subgroup or normal subgroup growth, the ring R will be said
to have polynomial subring or ideal growth. For finitely generated groups G there
is the following beautiful characterisation of this property by A. Lubotzky, A. Mann
and D. Segal (see [36]).

Theorem 1.1. Let G be a finitely generated residually finite group. Then G has
polynomial subgroup growth if and only if G has a subgroup of finite index which is
soluble and of finite rank.

A group G is called residually finite if for every non-trivial g ∈ G there is a
subgroup H of finite index in G with g /∈ H . Of course, this assumption is natural
for Theorem 1.1 to hold. A group G is said to be of finite rank r ∈ N if every finitely
generated subgroup of G can be generated by at most r elements.

In the following we shall assume that

• either � = G is an infinite finitely generated torsion-free nilpotent group,

• or � = R is a ring with additive group isomorphic to Zd for some d ∈ N.
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We shall denote the set of isomorphism classes of such objects by T .
Finitely generated torsion-free nilpotent groups satisfy the growth condition in

Theorem 1.1. Their classification up to isomorphism is intimately connected with the
reduction theory for arithmetic groups (see [24]). In addition there are connections
between special classes of nilpotent groups and certain diophantine problems includ-
ing the question of equivalence classes of integral quadratic forms ([25]). See [26]
for a panorama of finitely generated torsion-free nilpotent groups. The class of rings
in T contains all rings of integers in number fields and also (for example) the integer
versions of the simple Lie algebras over C.

For � ∈ T the zeta functions share a number of features in common with the
Dedekind zeta function of a number field. Before we report the story let us mention
some examples. Considering Zd (d ∈ N) as a direct product of infinite cyclic groups
we find ζ ∗

Zd (s) = ζ(s)ζ(s − 1) . . . ζ(s − d + 1) where

ζ(s) = ζ <

Z(s) = ζ �
Z(s) =

∞∑
n=1

n−s =
∏
p

1

1 − p−s

is the Riemann zeta function. A more elaborate example concerns the discrete Heisen-
berg group H3, that is the group of strictly upper triangular 3×3-matrices with integer
entries. The group H3 is a torsion-free, nilpotent group of class 2 generated by two
elements. The following formulas are proved in [46], see also [27].

ζ <

H3
(s) = ζ(s)ζ(s − 1)ζ(2s − 2)ζ(2s − 3)

ζ(3s − 3)
, ζ �

H3
(s) = ζ(s)ζ(s−1)ζ(3s−2). (6)

For an interesting example of the zeta function of a ring we can consider sl2(Z), the
additive group of integer 2 × 2-matrices of trace 0 with the usual Lie bracket. The
following formula was finally proved in [21] after contributions in [29], [5], [6]

ζ <

sl2(Z)(s) = P(2−s)
ζ(s)ζ(s − 1)ζ(2s − 2)ζ(2s − 1)

ζ(3s − 1)
(7)

where P(x) is the rational function P = (1 + 6x2 − 8x3)/(1 − x3).
All these examples of zeta functions of members of T have three distinctive

properties (evident from the formulas given):

• they converge in some right halfplane of C,

• they decompose similarly to the Riemann or Dedekind zeta function as an Euler
product of some rational expression in p−s taken over all primes p,

• they have a meromorphic continuation to C.

We believe that these three properties already justify the name zeta function for the cor-
responding generating function. A fourth property of the Dedekind zeta function, the
global functional equation (see [32]) is hardly conceivable looking at formulas (6), (7).
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Let us define now what will be the Euler factors of the zeta function of a general
� ∈ T . For a prime p we set:

ζ ∗
�,p(s) :=

∞∑
k=0

a∗
�(pk) p−ks . (8)

This expression can be considered as a function in the variable s ∈ C or equally as a
power series in p−s .

In [27] the following theorem is established.

Theorem 1.2. For � ∈ T the following hold.
(i) The Dirichlet series ζ ∗

�(s) converges in some right half-plane of C.
(ii) The Dirichlet series ζ ∗

�(s) decomposes as an Euler product

ζ ∗
�(s) =

∏
p

ζ ∗
�,p(s), (9)

where the product is to be taken over all primes p.
(iii) The power series ζ ∗

�,p(s) are rational functions in p−s . That is, for each
primep there are polynomialsZ∗

p, N∗
p ∈ Z[x] such that ζ ∗

�,p(s) = Z∗
p(p−s)/N∗

p(p−s)

holds. The polynomials Z∗
p, N∗

p can be chosen to have bounded degree as p varies.

An explicit determination of the local Euler factors (that is of the polynomials
Z∗

p, N∗
p ) of the zeta functions has been carried out in many cases including infinite

families of examples. The methods range from ingenious elementary arguments to
the use of algebraic geometry (resolving singularities). In several cases computer
assistance was used (see [51]). See Section 6 for a selection of these examples. The
database [52] collects comprehensive information on many examples treated so far.
In very few cases the zeta function could be described by a closed formula in terms
of the Riemann zeta function like in (6) or (7).

Note that, as a consequence of Theorem 1.2, the series (2), (3) and (5) converge
to holomorphic functions in some right half-plane of C. In fact the coefficients in (2),
(3) and (5) are non-negative, hence by a well known theorem of E. Landau there is
α ∈ R ∪ {−∞} such that the series in question converges (absolutely and locally
uniformly) for s ∈ C with Re(s) > α and diverges if Re(s) < α. This α is called the
abscissa of convergence of the series.

We wish to report the following theorem which collects together the main results
of [13].

Theorem 1.3. For � ∈ T the following hold.
(i) The abscissa of convergence α∗

� of ζ ∗
�(s) is a rational number.

(ii) There is a δ > 0 such that ζ ∗
�(s) can be meromorphically continued to the

region { s ∈ C | Re(s) > α∗
� − δ }.

(iii) The line { s ∈ C | Re(s) = α∗
� } contains at most one pole of ζ ∗

�(s) (at the
point s = α∗

�).
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We define b∗
� to be the order of the pole of ζ ∗

�(s) in s = α∗
�. Using another theorem

of E. Landau we find b∗
� ≥ 1. Theorem 1.3 has as an immediate consequence:

Corollary 1.1. Let � be in T . Let

s∗
�(N) :=

N∑
n=1

a∗
�(n) (N ∈ N) (10)

be the summatory function of the counting function a∗
�. We have

s∗
�(N) ∼ c∗

�Nα∗
� log(N)b

∗
�−1 (11)

with c∗
� ∈ R.

The formula (11) means that the right hand side divided by the left hand side tends
to 1 as N tends to infinity. The corollary follows from Theorem 1.3 using Tauber
theory (see [38]). Note that the third property of the zeta function is essential for this
application. Note also that c∗

� is equal to the lowest coefficient of the Laurent series
representing ζ ∗

� near the pole in s = α∗
�.

Having defined the new invariants α∗
� ∈ Q, b∗

� ∈ N and c∗
� ∈ R for every � in T

we are lead to

Problem 1.1. Relate α∗
�, b∗

�, c∗
� ∈ R to structural properties of �.

This problem is solved when � is the ring of integers of a number field for the ideal
zeta function. In this case α�

� = b�
� = 1 and the value of c�

� is given by Dirichlet’s
class number formula (see [32]). In the general case we have only the very scarce
information reported in later sections. The following asymptotic relations can be read
off from formulas (6) and (7), they reveal the values of our invariants.

s<

H3
(N) ∼ ζ(2)2

2ζ(3)
N2 log(N), s<

sl2(Z)(N) ∼ 20ζ(2)2ζ(3)

31ζ(5)
N2 (12)

The examples above illustrate that α∗
� can often be any natural number. However

examples described in Section 6 show that 5/2 and 7/2 are also possible values
of α∗

�. Considering Zd (d ∈ N) as a ring we have ζ �
Zd (s) = ζ(s)d and hence b�

Zd = d.
Examples from Section 6 illustrate that b∗

� can take the values 1, 2, 3, 4. In fact, the
Heisenberg group H3 has b<

H3
= 2. This is most of the knowledge we so far have on

Problem 1.2. What is the range of the pairs (α∗
�, b∗

�) as � varies over T ?

Problem 1.2 has many more concrete variants, let us mention one of them. Define
S∗

group := { α∗
G } ⊂ R to be the set of abscissas of convergence of the subgroup or

normal subgroup zeta functions as G varies over all finitely generated torsion-free
nilpotent groups. Define S∗

ring := { α∗
R } ⊂ R similarly as R varies over all rings in T .

Let us briefly explain the proof of



136 Marcus du Sautoy and Fritz Grunewald

Proposition 1.1. The set S<
group ⊂ R is discrete, that is below any real number there

are only finitely many members of S<
group.

Let G be a torsion-free nilpotent group and Gab its abelianisation. Let h(G) be the
Hirsch-length of G, that is the maximal number of infinite cyclic factors appearing in
a composition series of G. A simple argument shows h(Gab) ≤ α∗

G ≤ h(G). These
two inequalities have been improved in several directions (see [27] and [42]). An
unpublished result of D. Segal gives the lower bound

(
3 − √

2
)
h(G) − 1

2
≤ α<

G. (13)

The main result of [4] implies that once we fix the Hirsch-length of G there is a
universal denominator which all denominators of local zeta functions of nilpotent
groups of that Hirsch-length have to divide. The results of Sections 2 and 3 together
with (13) prove Proposition 1.1. The results of [4] apply also to the normal subgroup
zeta function and to the zeta functions of rings, but a replacement for (13) has not
been found. So we raise

Problem 1.3. Are the sets S�
group, S<

ring and S�
ring discrete? If not, what are their

accumulation points?

Are �1, �2 ∈ T isomorphic if their zeta functions agree? Questions of this
nature are traditionally called isospectrality problems. Examples of non-isomorphic
rings of integers R1, R2 in number fields with ζ �

R1
(s) = ζ �

R2
(s) are contained in [44].

The two finitely generated nilpotent groups (of class 2) G1, G2 described in Exam-
ple 4 of Section 6 are not isomorphic but have isomorphic profinite completions.
Hence ζ <

G1
(s) = ζ <

G2
(s), ζ �

G1
(s) = ζ �

G2
(s) both hold. These examples show that the

isospectrality problem in general has a negative answer. But there remains:

Problem 1.4. Suppose that ζ ∗
�1

(s) = ζ ∗
�2

(s) holds for both or at least one of the
possibilities ∗ ∈ { <, � } for �1, �2 ∈ T . Which structural invariants of �1 and �2
are the same? For example, are the profinite completions of �1 and �2 isomorphic?

For a more extensive discussion of isospectrality problems see [12]. This paper
also contains an example of a group G which satisfies ζ <

G(s) = ζ <

Z2 but which does
not have the same profinite completion as Z2. The group G is one of the plane
crystallographic groups, it has Z2 as a subgroup of index 2 but it is not nilpotent.

In this survey we mainly discuss properties of the zeta functions of groups and
rings. There are many topics not treated here, see [20] and [10] for relations to other
subjects. Connections to the by now vast field of subgroup growth are not treated
here. For this see the surveys [34] and [35].

In Sections 2, 3 we describe the proofs of Theorems 1.2 and 1.3. As a first
step the Euler factors ζ ∗

�,p(s) are described as certain p-adic integrals. These are
evaluated by the methods of p-adic integration. Having obtained explicit formulas
we multiply the (global) Euler product by an Artin L-function to enlarge its region of
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convergence. Section 4 discusses the variation with p of the Euler factors. Certain
functional equations of the Euler factors are the subject of Section 5. Section 6
contains examples. In Section 7 we describe variations on the zeta function theme.

2. p-adic formalism

While the proof of the first two items of Theorem 1.2 is elementary, the third requires
an expression for the local Euler factor ζ ∗

�,p(s) (p a prime) of the zeta function ζ ∗
�(s)

in terms of a certain p-adic integral. We shall briefly explain this procedure in the
case when � = R ∈ T is a ring and ∗ = �. For more details see [27] Section 3
or [13].

Let p be a prime. We write Qp for the field of p-adic numbers and Zp for its ring
of integers. For x ∈ Qp we define vp(x) to be the p-adic valuation of x and |x|p to
be the normalised p-adic absolute value. We write Trd(Z), Trd(Zp) (d ∈ N) for the
space of upper triangular d × d-matrices with entries in Z respectively Zp. We think

of Trd(Zp) being identified with Z
d(d+1)/2
p .

Let R ∈ T be a ring (with additive group isomorphic to Zd ) and p a prime. We fix
a Z-basis of R. Analysing the conditions for the rows of an upper triangular matrix
(in Trd(Z)) to be a triangular basis of an ideal in R, we find polynomials

f1, g1, . . . , fl, gl ∈ Z[x11, . . . , xdd ] (14)

such that

M�(R) := { x ∈ Trd(Z) | f1(x) || g1(x), . . . , fl(x) || gl(x) } (15)

is exactly the set of upper triangular matrices with entries in Z for which the rows
generate an ideal in R. Here we write a || b if the integer a divides the integer b. We
now use our Z-basis of R also as a Zp-basis of Zp ⊗Z R. We conclude that

M�(R, p) := { x ∈ Trd(Zp) | vp(fi(x)) ≤ vp(gi(x)) for i = 1, . . . , l } (16)

is exactly the set of upper triangular matrices with entries in Zp for which the rows
additively generate an ideal in Zp ⊗Z R.

The map a → a ∩ R sets up a one to one correspondence between the ideals of
index pn (n ∈ N) in Zp ⊗Z R and ideals of the same index in R. An exercise in p-adic
integration shows that

ζ �
R,p(s) = (1 − p−1)−d

∫
M�(R,p)

|x11|s−n
p |x22|s−n+1

p . . . |xdd |s−1
p dx (17)

holds for every primep withdx the normalised Haar measure on Trd(Zp) = Z
d(d+1)/2
p .

The same approach applies to the subring zeta function of a ring R ∈ T . See Section 3
of [27] or Section 5 of [13] for more details.
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A similar, slightly more elaborate, analysis yields polynomials (14) in d(d + 1)/2
variables such that formula (17) holds in case � = G is a finitely generated torsion-
free nilpotent group. For more details see Section 2 of [27] and Section 5 of [13].
Here, due to the use of Lie ring methods, finitely many primes have to be excluded.
The natural number d has to be taken to be the Hirsch-length of G.

The proof in [27] of the rationality of these p-adic integrals relied on observing that
M∗(�, p) are definable subsets in the language of fields. One can then apply a theorem
of Denef [1] which establishes the rationality of definable p-adic integrals. Denef’s
proof relies on an application of Macintyre’s quantifier elimination for the theory of
Qp which simplifies in a generally mysterious way the description of definable subsets
like M∗(�, p). In the next section we shall report on a concrete formula computing
integrals like (17) which replaces the use of the model theoretic black box in the proof
of the rationality.

3. p-adic and adelic cone integrals

We define here certain Euler products with factors given by p-adic integrals which
are generalized versions of the p-adic integrals occurring in formula (17). We then
analyze the analytical properties of these Euler products.

Let m be a natural number. A collection of polynomials

D = (f0, g0; f1, g1, . . . , fl, gl) (f0, g0, f1, g1, . . . , fl, gl ∈ Q[x1, . . . , xm]) (18)

is called cone integral data. We associate to D the following closed subset of Zm
p (p

a prime)

M(D, p) := { x ∈ Zm
p | vp(fi(x)) ≤ vp(gi(x)) for i = 1, . . . , l } (19)

and a p-adic integral with conventions as in Section 2:

ZD (s, p) =
∫

M(D,p)

|f0(x)|sp |g0(x)|p dx. (20)

Note that Section 2 shows that the local zeta functions of the � ∈ T are special cases of
the ZD (s, p). The p-adic integral (20) is easily seen to exist for s ∈ C with sufficiently
large real part. It can be expressed as a power series ZD (s) = ∑∞

i=0 ap,i p−is with
non-negative integer coefficients and ap,0 �= 0. In fact, a result of Denef [1] says that
the power series in (20) is rational in p−s . Given the cone integral data D we can
define ZD (s, p) for every prime p. We use this to define an Euler product

ZD (s) =
∏
p

(a−1
p,0 · ZD (s, p)) (21)

which we call the global or adelic cone integral. In fact, with appropriate normali-
sation of measures, ZD (s) can be defined as an adelic integral (see [39] for a special
case).
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Special cases of the p-adic integrals (20) appear in [28]. We use an adaptation of
a method to calculate p-adic integrals from [1] and [2] to show:

Proposition 3.1. Let D = (f0, g0; f1, g1, . . . , fl, gl) be cone integral data. Define
the polynomial F(x) := ∏l

i=0 fi(x)gi(x). Let (Y, h) be a resolution of singularities
over Q of F . Let Ei (i ∈ T ) be the irreducible components defined over Q of the
reduced scheme (h−1(D))red where D = Spec(Q[x]/F ). Then the following hold.

(i) There exist rational functions PI (X, Y ) ∈ Q(X, Y ) for each I ⊂ T with the
property that for almost all p:

ZD (s) =
∑
I⊂T

cp,I PI (p, p−s) (22)

where cp,I = |{a ∈ Ȳ (Fp) | a ∈ Ei if and only if i ∈ I }| and Ȳ is the reduction
mod p of the scheme Y .

(ii) There is a closed polyhedral cone C ⊂ Rt≥0 where t = |T | and a decomposition
of C into open simplicial pieces which we denote by Rk (k ∈ {0, 1, . . . , w}). We
arrange that R0 = (0, . . . , 0) and R1, . . . , Rq are the one-dimensional pieces. For
each k ∈ {0, 1, . . . , w} let Mk ⊂ {1, . . . , q} denote the one-dimensional pieces in the
closure of Rk . Then there are positive integers Aj , Bj for j ∈ {1, . . . , q} such that
for almost all primes p:

ZD (s) =
w∑

k=0

(p − 1)Ik p−m cp,Ik

∏
j∈Mk

p−(Aj s+Bj )

1 − p−(Aj s+Bj )
(23)

where Ik is the subset of T defined so that i ∈ T \Ik if and only if the i-th coordinate
is zero for all elements of Rk .

The study of p-adic integrals like (20) has been initiated by J. Igusa. His funda-
mental results are documented in [28]. The references in [28] provide access to the
vast literature on this subject. Previous to the results documented here the global or
adelic versions (21) have only received attention in special cases (see [39]). Using
various methods from analytic number theory and arithmetic geometry we show in
[13] that Proposition 3.1 implies:

Corollary 3.1. Let D = (f0, g0; f1, g1, . . . , fl, gl) be cone integral data. Suppose
ZD (s) is not the constant function.

(i) The abscissa of convergence α = αD of ZD (s) = ∑∞
n=1 ann

−s is a rational
number.

(ii) ZD (s) has a meromorphic continuation to Re(s) > α − δ for some δ > 0.

(iii) The line { s ∈ C | Re(s) = α� } contains only one pole of ζD (s) at s = α�.

In fact, we multiply ZD (s) by the Artin L-function corresponding to the permuta-
tion representation of the absolute Galois group of Q on the irreducible components
of the Ei (i ∈ T ) appearing in Proposition 3.1. Using the estimates of Hasse and
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Weil for the number of points on algebraic varieties over finite fields on the cp,Ik
in

formula (23) we can analyse the analytic properties of the product of ZD (s) with its
Artin L-function near the abscissa of convergence of ZD (s).

Theorem 1.3 is a consequence of this corollary together with the discussion in
Section 2.

Following classical analytic number theory it is natural to ask how far the adelic
cone integrals ZD (s) can be meromorphically continued to the left. The analysis of
special cases shows that often natural boundaries arise as one continues to the left
(see [11]). That is, in these cases, poles or zeroes of the continued function accumulate
densely to the points of a vertical line in C. Beyond this line no continuation is possible.
The following problems seem to be of interest.

Problem 3.1. Find all cone integral data D such that ζD (s) has a meromorphic
continuation to C, or at least give sufficient conditions for this to happen.

Problem 3.2. Find all � ∈ T such that ζ�(s) has a meromorphic continuation to C,
or at least give sufficient conditions for this to happen.

Problem 3.3. Show that either ζD (s) has a meromorphic continuation to C or that
there is some rational number βD such that the line { s ∈ C | Re(s) = β� } is a natural
boundary.

In [14] and [16] we attempt, partially successfully, to replace the zeta function
by a ghost zeta function which has more amenable analytic properties but which has
Euler factors which are in a specific sense near to those of the original zeta function.

The process of continuation to the left ties up the Dirichlet series ζD (s) with the
zeta functions defined by A. Weil and R. Langlands for smooth Q-defined projective
algebraic varieties. Let us report on a special example. Let y2−x3−ax−b (a, b ∈ Q)
be a polynomial representing an elliptic curve E. Define

ZE,p(s) :=
∫

Z2
p

|y2 − x3 − ax − b|sp dx, ZE(s) :=
∏
p

(λ−1
p ZE,p(s)) (24)

with appropriate normalisation factors λp. We have shown in [17] that the Dirichlet
series ZE(s) converges for Re(s) > 0. Moreover when attempting to continue ZE(s)

to the left, the symmetric power L-functions attached to E arise. It is conjectured that
these symmetric power L-functions can all be meromorphically continued to C.1 If
this is true then ZE(s) can be meromorphically continued to the region Re(s) > −3/2.
Results of J. P. Serre concerning the Sato–Tate conjecture for E then imply that the
line Re(s) = −3/2 is a natural boundary beyond which no continuation is possible.

1Note added in proof: these conjectures have recently been proved.
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4. The local factors: variation with p

The behaviour of the local factors as we vary p is one of the other major problems in
the field. If we consider formula (6) we easily see that

ζH3,p(s) = W1(p, p−s)

W2(p, p−s)
(25)

where W1, W2 can be given without reference to the prime p as polynomials
W1(X, Y ) = (1 − Y )(1 − XY)(1 − X2Y 2)(1 − X3Y 2), W2(X, Y ) = 1 − X3Y 3.
Groups with this property are said to have uniform subgroup or normal subgroup
growth. In [27] it is proved that a finitely generated free nilpotent group of class 2
has both uniform subgroup and normal subgroup growth. As revealed in [7] the fol-
lowing problem ties up intimately with classification problems of finite p-groups, in
particular with Higman’s PORC-conjecture.

Problem 4.1. Show that every finitely generated free nilpotent group has both uniform
subgroup and normal subgroup growth.

We can also consider a similar variety of problems for rings. We define uniform
subring or ideal growth as above in the group case and raise

Problem 4.2. Show that the following Lie rings have uniform subring and ideal
growth.

• Free nilpotent Lie rings of finite Z-rank,

• sln(Z) (n ∈ N) or any other integer version of a simple Lie algebra over C.

Let us now consider the Heisenberg group H3 with entries from the ring of integers
of a quadratic number field. The behaviour of the local factors of its zeta functions
depends on how p behaves in the number field [27]. That is formulas like (25) hold,
but finitely many pairs of polynomials are needed to describe the variation of the local
factor of the zeta function with p. Groups with this property are said to have finitely
uniform subgroup or normal subgroup growth. There is a similar concept in the case
of rings.

For a long time this was the only type of variation with p which was known.
Our explicit formula however takes the subject away from the behaviour of primes
in number fields to the problem of counting points modulo p on a variety, a question
which is in general wild and far from the uniformity predicted by all previous examples
seen in [27]. Two papers [8] and [9] by the first author contain the following example
of a class two nilpotent group of Hirsch length 9 whose zeta function depends on
counting points mod p on the elliptic curve y2 = x3 − x. Define

G =
〈
x1, x2, x3, x4, x5, x6,

y1, y2, y3

[x1, x4] = y3, [x1, x5] = y1, [x1, x6] = y2,

[x2, x4] = y2, [x2, x6] = y1, [x3, x4] = y1,

[x3, x5] = y3

〉
(26)
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with the convention that commutators not mentioned are equal to 1. By [9] there exist
rational functions P1(X, Y ), P2(X, Y ) ∈ Q(X, Y ) such that for almost all primes p

ζ �
G,p(s) = P1(p, p−s) + |E(Fp)|P2(p, p−s), (27)

where E is the elliptic curve y2 = x3 −x. In [9] this formula is used to show that G is
not finitely uniform. To see where the elliptic curve is hidden in the above presentation,
take the determinant of the 3 × 3 matrix (aij ) with entries aij = [xi, xj+3] and you
will get the projective version of E.

Formula (23) shows that the variation type with p of the Euler factors ζD,p(s)

(D cone condition data) is that of functions counting points on a Q-defined algebraic
variety modulo primes p. But might their be further restrictions once we consider the
Euler factors ζ�,p(s) for � ∈ T ?

Problem 4.3. Let V be a Q-defined algebraic variety. Is there �V ∈ T such that
there are rational functions P1(X, Y ), P2(X, Y ) ∈ Q(X, Y ) such that for almost all
primes p

ζ�V ,p(s) = P1(p, p−s) + |V (Fp)|P2(p, p−s) (28)

holds?

The consideration of zeta functions obtained by motivic integration (see [18])
sheds some light on this new dialogue between groups and rings and questions of
arithmetic geometry.

5. Functional equations of the local factors

There is another remarkable feature of many of the rational functions representing the
local zeta function of nilpotent groups: they satisfy a certain palindromic symmetry.
Let us explain this in the case of the normal subgroup zeta function of F2,3, the free
nilpotent group of class two on three generators. The group F2,3 is torsion-free and
has Hirsch-length 6. From [27] we know that

ζ �
F2,3,p

(s) = 1 + X3Y 3 + X4Y 3 + X6Y 5 + X7Y 5 + X10Y 8

(1 − Y )(1 − XY)(1 − X2Y )(1 − X8Y 5)(1 − X6Y 9)

∣∣∣∣
X=p, Y=p−s

(29)
holds for every prime p. Let us replace p by p−1 (and p−s by ps) in this expression.
Indicating this replacement by p → p−1, we find:

ζ �
F2,3,p

(s)|p→p−1 = p15−9sζ �
F2,3,p

(s). (30)

This phenomenon was found in all examples of all finitely generated nilpotent groups
of class 2 and Lie rings of nilpotency class 2 where explicit computations have been
done. We pose here the
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Problem 5.1. Let G be a nilpotent group of class 2 and Hirsch-length h. Assume that
the quotient of G modulo its center (which is abelian) has torsion-free rank m. Show
that

ζ<
G,p(s)|p→p−1 = (−1)d p

h(h−1)
2 −hs ζ<

G,p(s), (31)

ζ �
G,p(s)|p→p−1 = (−1)d p

h(h−1)
2 −(h+m)s ζ �

G,p(s) (32)

hold for almost all primes p.

In [48] C. Voll is able to answer Problem 5.1 affirmatively for the special case
of local zeta functions counting normal subgroups of torsion-free class 2 nilpotent
groups which have a centre of Z-rank 2 by giving explicit formulas for the local
zeta functions in this case. C. Voll [49] and P. Paajanen [40], [43] and [41] have
also confirmed the functional equation for the normal subgroup zeta function in more
general settings by analysing the geometry of the Pfaffian hypersurface associated to
presentations of class 2 nilpotent groups. Note however that the functional equation
for zeta functions of nilpotent groups is not a completely general phenomenon. The
Lie ring LW introduced in Example 3 of the next section has nilpotency class 3. The
Euler factors of the ideal counting zeta function do not satisfy a functional equation,
although the Euler factors of the subring zeta function do have such a symmetry.

Problem 5.1 should be seen in connection with a result of Denef and Meuser [2]
who prove that the rational expression (in p−s) corresponding to the Igusa-type p-adic
integral

Z{g0, 1},p(s) :=
∫

Zm

|g0(x)|sp dx (33)

satisfy a functional equation if g0 ∈ Zp[x1, . . . , xm] is absolutely irreducible and
defines a smooth projective hypersurface over the finite field Fp. A key role in their
proof is played by the functional equation satisfied by the algebraic geometric zeta
function for this hypersurface proved by A. Weil.

In [48] C. Voll uses the functional equation for the local zeta functions of elliptic
curves to prove that the zeta function (27) of the nilpotent group encoding an elliptic
curve in its presentation has a functional equation of the type predicted by (31).
The paper [31] of B. Klopsch and C. Voll treats interesting new counting problems
related to orthogonal and unitary groups over finite fields which arose in the study of
functional equations.

The only counterexamples to the functional equations for zeta functions of groups
and rings relate to counting normal subgroups in groups or ideals in rings. We therefore
raise the following:

Problem 5.2. Let � be in T . Show that there are rational numbers a, b and c such
that

ζ<
�,p(s)|p→p−1 = (−1)c pas+b ζ<

�,p(s) (34)

for almost all primes p.
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In his thesis [51] L. Woodward analyses a general setting in which certain cone
integrals are conjectured to have functional equations which could generalise the
result of Denef and Meuser. The cone integral data has to satisfy what Woodward
calls a homogeneity condition, namely deg(gi) = deg(fi) + 1 for i = 1, . . . , l. The
cone integrals describing zeta functions counting all subgroups or subrings satisfy this
homogeneity condition in contrast to the normal subgroup and ideal zeta functions.
Using results of Stanley on functional equations of polyhedral cones Woodward can
prove the functional equation in the special case that all the polynomials of the cone
integral data are monomials.

6. Examples

This section contains a brief description of the information obtained so far on the zeta
functions of several series of Lie rings. We also describe the pair of finitely generated
nilpotent groups which solves the isospectrality problem negatively.

Example 1. Let F(2, n) be the free nilpotent Lie ring of class two on n ∈ N (n ≥ 2)
generators. This Lie ring has Z-rank h(n) = n+n(n+1)/2. Note that the Lie ring of
the Heisenberg group H3 is isomorphic to F(2, 2). An explicit formula for the Euler
factors of the ideal zeta function is given by C. Voll in [48] (see [40] for special cases).
From these

α�
F(2,n) = max

{
n,

(
n(n−1)

2 − j
)
(n + j) + 1

h(n) − j

∣∣∣ j = 1, . . . ,
n(n − 1)

2
− 1

}
(35)

can be deduced. This formula shows that for n ≥ 5, the abscissa of convergence of
the global ideal zeta function is greater than n and is usually not an integer. However,
sometimes it may just happen to be an integer. The only n in the range 5 ≤ n ≤ 200
for which this happens is n = 26. Furthermore the ideal growth of F(2, n) is uniform
and the Euler factors ζF(2,n),p satisfy the functional equation of Problem 5.1 (see
[50]).

Example 2. Let n be a natural number with n ≥ 2. Define G(n) to be the Lie ring

G(n) := 〈 z, x1, . . . , xn−1, y1, . . . , yn−1 | [z, xi] = yi (i = 1, . . . , n − 1) 〉. (36)

Our convention again is that all commutators between the generators not mentioned
are equal to 0. Hence G(n) has nilpotency class two and Z-rank 2n − 1. D. Gren-
ham [22] has determined explicit formulas for the ideal zeta functions of G(n) for
n = 2, 3, 4, 5. Let us report his formula in case n = 4. Define W4(X, Y ) to be the
rational function

W4(X, Y ) := 1 + X4Y 3 + X5Y 3 + X8Y 5 + X9Y 5 + X18Y 8

(1 − Y )(1 − XY)(1 − X2Y )(1 − X3Y )(1 − X6Y 3)(1 − X10Y 5)
.

(37)
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Grenham’s formula reads as

ζ �
G(4),p(s) = W4(X, Y )|X=p, Y=p−s . (38)

From this it is immediately clear that G(4) has uniform ideal growth. Also α�
G(4)

= 4
and b�

G(4)
= 1 can be read off. Further analysis of the numerator in (37) shows that

the global zeta function ζ �
G(4)

(s) has a natural boundary at Re(s) = 9/5 (see [11]).
Using methods of algebraic geometry C. Voll [49] has developed a closed formula

for ζ �
G(n),p

(s) which holds for every n ≥ 2 and every prime p. This formula shows
that G(n) has uniform ideal growth for every n ≥ 2, it also confirms the conjectures
from Section 5 concerning functional equations of the Euler factors. Also, for n ≥ 6
the abscissa of convergence α�

G(n)
is greater than n, and it is in general not an integer.

Indeed, if 6 ≤ n ≤ 200, the abscissa of convergence is an integer if and only if
n = 2N2 + 6N + 5 for some integer N .

D. Grenham [22] has also studied the subring zeta function of G(n). We cite
from [22] the following pole orders:

b<

G(3) = 2, b<

G(4) = 2, b<

G(5) = 3. (39)

The corresponding abscissas of convergence are

α<

G(3) = 3, α<

G(4) = 4, α<

G(5) = 5. (40)

Example 3. The following example of a Lie ring played an important role in the
development of the conjectures from Section 5 concerning functional equations of
the Euler factors. Define

LW := 〈 z, w1, w2, x1, x2, y | [z, w1] = x1, [z, w2] = x2, [z, x1] = y 〉. (41)

This Lie ring has nilpotency class 3 and Z-rank 6. It was discovered and extensively
studied by L. Woodward in [51]. The Lie ring LW has uniform subring and ideal
growth but only the local subring counting zeta function satisfies a functional equation.
We further report from [51]:

α<

LW
= 3, b<

LW
= 4, α�

LW
= 3, b�

LW
= 1. (42)

The global zeta function ζ <

LW
(s) has a natural boundary at Re(s) = 17/7 whereas

ζ �
LW

(s) has a natural boundary at Re(s) = 7/6.

Example 4. In [23] it is proved that the following two finitely generated nilpotent
groups

G1 =
〈

g1, g2, g3, g4,

z1, z2

[g1, g2] = 1, [g3, g4] = 1, [g1, g3] = z1,

[g1, g4] = z2, [g2, g3] = z2, [g2, g4] = z−5
1

〉
, (43)

G2 =
〈

g1, g2, g3, g4,

z1, z2

[g1, g2] = 1, [g3, g4] = 1, [g1, g3] = z1,

[g1, g4] = z2, [g2, g3] = z−1
1 z2

2, [g2, g4] = z−3
1 z2

〉
(44)
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have the same profinite completion but are not isomorphic. It follows that both their
zeta functions are the same. Both groups have Hirsch-length equal to 6 and are of
nilpotency class 2. These groups come as special cases of an infinite series of l-tuples
(l ≥ 2) of examples of such groups arising from a number theoretic setting.

7. Variation

We have put the emphasis on counting subgroups or normal subgroups in nilpotent
groups and on counting subrings or ideals in rings, however our results extend in a
number of other directions.

(1) Variants of our zeta functions have been considered which count only sub-
groups with some added feature, for example characteristic subgroups or subgroups
of a finitely generated torsion-free nilpotent group G which are isomorphic to G.
Theorems 1.2 and 1.3 hold in this case and for many of these variants. In fact, there
is always a p-adic formalism like in Section 2 which reduces Theorem 1.3 to Corol-
lary 3.1 (see [27]). The paper [19] relates the zeta functions counting subgroups of G

which are isomorphic to G to zeta functions defined by A. Weil for Q-defined linear
algebraic groups.

(2) The rationality result of Theorem 1.2 also holds for finitely generated nilpotent
groups which are not necessarily torsion-free. In fact, the first author proved in [3]
that this result extends to all finitely generated soluble groups of finite rank.

(3) In [12] it is proved that all crystallographic groups or more generally all finitely
generated groups which contain an abelian subgroup of finite index have zeta functions
which have a meromorphic continuation to all of C. This is done by relating these
zeta functions to zeta functions of orders in central simple Q-algebras.

(4) The local zeta functions of the classical groups (see [14], [13]) can be expressed
as p-adic cone integrals and our results apply to the corresponding Euler product.

(5) Let g(n, c, d) be the number of finite nilpotent groups of size n, of nilpotency
class bounded by c and generated by at most d elements. In [7] the zeta function

ζN (c,d)(s) :=
∞∑

n=1

g(n, c, d)n−s (45)

is shown to be expressible as the Euler product of p-adic cone integrals. Hence our
results apply and give asymptotic results for the partial sums of the g(n, c, d). The
formalism of zeta functions has been applied successfully in [7] to solve conjec-
ture P, which had appeared in connection with periodicity in trees connected with the
classification problem for finite p-groups in terms of coclass.

(6) Thinking of Hilbert’s basis theorem we might expect a connection between the
ideal counting zeta function of a ring R and that of the polynomial ring R[x] over R.
This expectation is confirmed by a beautiful formula of D. Segal [45] which holds for
Dedekind rings R.
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(7) The formalism of zeta functions has been used to count representations of
arithmetic and p-adic analytic groups in the papers [37] of B. Martin and A. Lubotzky,
[30] of A. Jaikin-Zapirain and [33] of M. Larsen and A. Lubotzky.

References

[1] Denef, J., The rationality of the Poincaré series associated to the p-adic points on a variety.
Invent. Math. 77 (1984), 1–23.

[2] Denef, J., Meuser, D., A functional equation of Igusa’s local zeta function. Amer. J. Math.
113 (1991), 1135–1152.

[3] du Sautoy, M. P. F., Finitely generated groups, p-adic analytic groups and Poincaré series.
Ann. of Math. 137 (1993), 639–670.

[4] du Sautoy, M. P. F., Zeta functions of groups and Lie algebras: uniformity. Israel J. Math.
86 (1994), 1–23.

[5] du Sautoy, M. P. F., The zeta function of sl2(Z). Forum Math. 12 (2000), 197–221.

[6] du Sautoy, M. P. F., Addendum to the paper: The zeta function of sl2(Z). Forum Math. 12
(2000), 383.

[7] du Sautoy, M. P. F., Counting p-groups and nilpotent groups. Inst. Hautes Études Sci. Publ.
Math. 92 (2000), 63–112.

[8] du Sautoy, M. P. F., A nilpotent group and its elliptic curve: non-uniformity of local zeta
functions of groups. Israel J. Math. 126 (2001), 269–288.

[9] du Sautoy, M. P. F., Counting subgroups in nilpotent groups and points on elliptic curves.
J. Reine Angew. Math. 549 (2002), 1–21.

[10] du Sautoy, M. P. F., Zeta functions of groups: the quest for order versus the flight from
ennui. Groups St. Andrews 2001 in Oxford, Vol. I, , London Math. Soc. Lecture Note Ser.
304, Cambridge University Press, Cambridge 2003, 150–189.

[11] du Sautoy, M. P. F., Natural boundaries for zeta functions of groups. Preprint.

[12] du Sautoy, M. P. F., McDermott, J. J., Smith, G. C., Zeta functions of crystallographic
groups and meromorphic continuation. Proc. London Math. Soc. 79 (1999), 511–534.

[13] du Sautoy, M. P. F., Grunewald, F., Analytic properties of zeta functions and subgroup
growth. Ann. of Math. 152 (2000), 793–833.

[14] du Sautoy, M. P. F., Grunewald, F., Zeta functions of classical groups and their friendly
ghosts. C. R. Acad. Sci. Paris Sér. I Math. 327 (1998), 1–6.

[15] du Sautoy, M. P. F., Grunewald, F., Analytic properties of Euler products of Igusa type zeta
functions and subgroup growth of nilpotent groups. C. R. Acad. Sci. Paris Sér. I Math. 329
(1999), 351–356.

[16] du Sautoy, M. P. F., Grunewald, F., Zeta functions of groups: Zeros and friendly ghosts.
Amer. J. Math. 124 (2002), 1–48.

[17] du Sautoy, M. P. F., Grunewald, F., Natural boundaries for Euler products of Igusa zeta
functions of elliptic curves. Preprint.

[18] du Sautoy, M. P. F., Loeser, F., Motivic zeta functions of infinite dimensional Lie algebras.
Selecta Math. 10 (2004), 253–303.



148 Marcus du Sautoy and Fritz Grunewald

[19] du Sautoy, M. P. F., Lubotzky, A., Functional equations and uniformity for local zeta-
functions of nilpotent groups. Amer. J. Math. 118 (1996), 39–90.

[20] du Sautoy, M. P. F., Segal, D., Zeta functions of groups. In New Horizons in pro-p Groups
(ed. by M. P. F. du Sautoy, D. Segal, A. Shalev), Progr. Math. 184, Birkhäuser, Boston
2002, 249–286.

[21] du Sautoy, M. P. F., Taylor, G., The zeta function of sl2 and resolution of singularities.
Math. Proc. Cambridge Philos. Soc. 132 (2002), 57–73.

[22] Grenham, D., Some topics in nilotent group theory. DPhil Thesis, Oxford, 1988.

[23] Grunewald, F., Scharlau, R., A note on finitely generated torsion-free groups of class 2.
J. Algebra 58 (1979), 162–175.

[24] Grunewald, F., Segal, D., Some general algorithms. II: Nilpotent Groups. Ann. of Math.
112 (1980), 585–617.

[25] Grunewald, F., Segal, D., Nilpotent groups of Hirsch length six. Math. Z. 179 (1982),
219–235.

[26] Grunewald, F., Segal, D., Reflections on the classification of torsion-free nilpotent groups.
In Group theory (Essays for Philip Hall), ed. by K. W. Gruenberg and J. E. Roseblade,
Academic Press, London 1984.

[27] Grunewald, F. J., Segal, D., Smith, G. C., Subgroups of finite index in nilpotent groups.
Invent. Math. 93 (1988), 185–223.

[28] Igusa, J., An introduction to the theory of local zeta functions. AMS/IP Stud. Adv. Math.
14, Amer. Math. Soc., Providence, RI, International Press, Cambrigde, MA, 2002.

[29] Ilani, I., Zeta functions relating to the group SL2(Zp). Israel J. Math. 109 (1999), 157–172.

[30] Jaikin-Zapirain, A., Zeta function of representations of compact p-adic analytic groups.
J. Amer. Math. Soc. 19 (2006), 91–118.

[31] Klopsch, B., Voll, C., Igusa-type functions associated to finite formed spaces and their
functional equations. Preprint, 2006.

[32] Lang, S., Algebraic Number Theory. Addison Wesley Publishing Company, Reading, MA,
1970.

[33] Larsen, M., Lubotzky, A., Counting representations: zeta functions and rates of growth.
Preprint.

[34] Lubotzky, A., Counting finite index subgroups. In Groups ’93 Galway/St. Andrews, Vol. 2,
London Math. Soc. Lecture Note Ser. 212, Cambridge University Press, Cambridge 1995,
368–404.

[35] Lubotzky, A., Subgroup growth. In Proceedings of the International Congress of Mathe-
maticians (Zürich, 1994), Vol. 1, Birkhäuser, Basel 1995, 309–317.

[36] Lubotzky, A., Mann, A., and Segal, D., Finitely generated groups of polynomial subgroup
growth. Israel J. Math. 82 (1993) 363-371.

[37] Lubotzky, A., Martin, B., Polynomial representation growth and the congruence subgroup
problem. Israel J. Math. 144 (2004), 293–316.

[38] Narkiewicz, W., Number Theory. World Scientific Publishing Co., Singapore 1983.

[39] Ono, T., An integral attached to a hypersurface. Amer. J. Math. 90 (1968), 1224–1236.

[40] Paajanen, P. M., The normal zeta function of the free class two nilpotent group on four
generators. Geom. Dedicata 115 (2005), 135–163.



Zeta functions of groups and rings 149

[41] Paajanen, P. M., Zeta functions of groups and arithmetic geometry. DPhil. Thesis, Oxford,
2005.

[42] Paajanen, P. M., On the degree of polynomial subgroup growth in class 2 nilpotent groups.
Israel J. Math., to appear.

[43] Paajanen, P. M., Zeta functions of groups and the Segre surface. Preprint.

[44] Perlis, R., On the equation ζK(s) = ζK ′(s). J. Number Theory 9 (1977), 342–360.

[45] Segal, D., Ideals of finite index in a polynomial ring. Quart. J. Math. Oxford 48 (1997),
83–92.

[46] Smith, G. C., Zeta functions of torsion free finitely generated nilpotent groups. Ph.D. thesis,
Manchester (UMIST), 1983.

[47] Taylor, G., Zeta functions of algebras and resolution of singularities. Ph.D. thesis, Cam-
bridge, 2001.

[48] Voll, C., Zeta functions of groups and enumeration in Bruhat-Tits buildings. Amer. J. Math.
126 (2004), 1005–1032.

[49] Voll, C., Functional equations for local normal zeta functions of nilpotent groups. Geom.
Funct. Anal. 15 (2005), 274–295.

[50] Voll, C., Normal subgroup growth in free class 2 nilpotent groups. Math. Ann. 332 (2005),
67–79.

[51] Woodward, L., Zeta functions of groups: computer calculations and functional equations.
DPhil Thesis, Oxford, 2005.

[52] Woodward, L., Zeta functions of Lie rings archive. http://www.lack-of.org.uk/zfarchive/.

Mathematical Institute, 24–29 St Giles, Oxford OX1 3LB, UK
E-mail: dusautoy@maths.ox.ac.uk

Mathematisches Institut, Heinrich-Heine-Universität, 40225 Düsseldorf, Germany
E-mail: fritz@math.uni-duesseldorf.de





On differential graded categories

Bernhard Keller

Abstract. Differential graded categories enhance our understanding of triangulated categories
appearing in algebra and geometry. In this survey, we review their foundations and report on
recent work by Drinfeld, Dugger–Shipley, Toën, Toën–Vaquié, and others.
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Keywords. Homological algebra, derived category, homotopy category, derived functor, Hoch-
schild cohomology, K-theory, Morita theory, non-commutative algebraic geometry.

1. Introduction

1.1. Triangulated categories and dg categories. Derived categories were invented
by Grothendieck–Verdier in the early sixties in order to formulate Grothendieck’s
duality theory for schemes, cf. [69]. Today, they have become an important tool
in many branches of algebraic geometry, in algebraic analysis, non-commutative
algebraic geometry, representation theory, mathematical physics …. In an attempt
to axiomatize the properties of derived categories, Grothendieck–Verdier introduced
the notion of a triangulated category. For a long time, triangulated categories were
considered too poor to allow the development of more than a rudimentary theory.
This vision has changed in recent years [112], [113], but the fact remains that many
important constructions of derived categories cannot be performed with triangulated
categories. Notably, tensor products and functor categories formed from triangulated
categories are no longer triangulated. One approach to overcome these problems has
been the theory of derivators initiated by Heller [63] and Grothendieck [59], cf. also
[75], at the beginning of the nineties. Another, perhaps less formidable one is the
theory of differential graded categories (= dg categories), together with its cousin,
the theory of A∞-categories.

Dg categories already appear in [86]. In the seventies, they found applications
[130], [35] in the representation theory of finite-dimensional algebras. The idea to
use dg categories to ‘enhance’ triangulated categories goes back at least to Bondal–
Kapranov [21], who were motivated by the study of exceptional collections of coherent
sheaves on projective varieties.

The synthesis of Koszul duality [11], [12] with Morita theory for derived categories
[124] was the aim of the study of the unbounded derived category of a dg category
in [76].
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It is now well-established that invariants likeK-theory, Hochschild (co-)homolo-
gy and cyclic homology associated with a ring or a variety ‘only depend’ on its
derived category. However, in most cases, the derived category (even with its trian-
gulated structure) is not enough to compute the invariant, and the datum of a triangle
equivalence between derived categories is not enough to construct an isomorphism be-
tween invariants (cf. Dugger–Shipley’s [38] results results in Section 3.9). Differential
graded categories provide the necessary structure to fill this gap. This idea was applied
to K-theory by Thomason–Trobaugh [152] and to cyclic homology in [78], [80].

The most useful operation which can be performed on triangulated categories is
the passage to a Verdier quotient. It was therefore important to lift this operation
to the world of differential graded categories. This was done implicitly in [80] but
explicitly, by Drinfeld, in [34].

In a certain sense, differential graded categories and differential graded functors
contain too much information and the main problem in working with them consists
in ‘discarding what is irrelevant’. It now appears clearly that the best tool for doing
this are Quillen model categories [121]: They provide a homotopy theoretic frame-
work which allows simple, yet precise statements and rigorous but readable proofs.
Building on the techniques of [34], a suitable model structure on the category of small
differential graded categories was constructed in [146]. Starting from this structure,
Toën has given a new approach to Morita theory for dg categories [155]. In their joint
work [156], Toën and Vaquié have applied this to the construction of moduli stacks
of objects in dg categories, and notably in categories of perfect complexes arising in
geometry and representation theory.

Thanks to [155], [87] and to recent work by Tamarkin [148], we are perhaps getting
closer to answering Drinfeld’s question [34]: What do DG categories form?

1.2. Contents. After introducing notations and basic definitions in Section 2 we
review the derived category of a dg category in Section 3. This is the first opportunity
to practice the language of model categories. We present the structure theorems for
algebraic triangulated categories which are compactly generated or, more generally,
well-generated. We conclude with a survey of recent important work by Dugger
and Shipley on topological Morita equivalence for dg categories. In Section 4, we
present the homotopy categories of dg categories and of ‘triangulated’ dg categories
following Toën’s work [155]. The most important points are the description of the
mapping spaces of the homotopy category via quasi-functors (Theorem 4.3), the
closed monoidal structure (Theorem 4.5) and the characterization of dg categories
of finite type (Theorem 4.12). We conclude with a summary of the applications to
moduli problems. In the final Section 5, we present the most important invariance
results for K-theory, Hochschild (co-)homology and cyclic homology. The derived
Hall algebra presented in Section 5.6 is a new invariant due to Toën [153]. Its further
development might lead to significant applications in representation theory.

Acknowledgments. I thank Bertrand Toën, Henning Krause, Brooke Shipley and
Gonçalo Tabuada for helpful comments on previous versions of this article.
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2. Definitions

2.1. Notations. Let k be a commutative ring, for example a field or the ring of
integers Z. We will write ⊗ for the tensor product over k. Recall that a k-algebra
is a k-module A endowed with a k-linear associative multiplication A ⊗k A → A

admitting a two-sided unit 1 ∈ A. For example, a Z-algebra is just a (possibly non-
commutative) ring. A k-category A is a ‘k-algebra with several objects’ in the sense
of Mitchell [106]. Thus, it is the datum of a class of objects obj(A), of a k-module
A(X, Y ) for all objects X, Y of A, and of k-linear associative composition maps

A(Y, Z)⊗A(X, Y )→ A(X,Z), (f, g) �→ fg

admitting units 1X ∈ A(X,X). For example, we can view k-algebras as k-categories
with one object. The category ModA of right A-modules over a k-algebra A is
an example of a k-category with many objects. It is also an example of a k-linear
category, i.e. a k-category which admits all finite direct sums.

A graded k-module is a k-module V together with a decomposition indexed by
the positive and the negative integers:

V =
⊕
p∈Z

V p.

The shifted module V [1] is defined by V [1]p = V p+1, p ∈ Z. A morphism f : V →
V ′ of graded k-modules of degree n is a k-linear morphism such that f (V p) ⊂ V p+n
for all p ∈ Z. The tensor product V ⊗W of two graded k-modules V and W is the
graded k-module with components

(V ⊗W)n =
⊕
p+q=n

V p ⊗Wq, n ∈ Z.

The tensor product f ⊗ g of two maps f : V → V ′ and g : W → W ′ of graded
k-modules is defined using the Koszul sign rule: We have

(f ⊗ g)(v ⊗ w) = (−1)pqf (v)⊗ g(w)
if g is of degree p and v belongs to V q . A graded k-algebra is a graded k-module A
endowed with a multiplication morphism A⊗ A→ A which is graded of degree 0,
associative and admits a unit 1 ∈ A0. We identify ‘ordinary’ k-algebras with graded
k-algebras concentrated in degree 0. We write G(k) for the category of graded k-
modules.

A differential graded (=dg) k-module is a Z-graded k-module V endowed with a
differential dV , i.e. a map dV : V → V of degree 1 such that d2

V = 0. Equivalently, V
is a complex of k-modules. The shifted dg module V [1] is the shifted graded module
endowed with the differential −dV . The tensor product of two dg k-modules is the
graded module V ⊗W endowed with the differential dV ⊗ 1W + 1V ⊗ dW .
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2.2. Differential graded categories. A differential graded or dg category is a k-cat-
egory A whose morphism spaces are dg k-modules and whose compositions

A(Y, Z)⊗A(X, Y )→ A(X,Z)

are morphisms of dg k-modules.
For example, dg categories with one object may be identified with dg algebras,

i.e. graded k-algebras endowed with a differential d such that the Leibniz rule holds:

d(fg) = d(f )g + (−1)pf d(g)

for all f ∈ Ap and all g. In particular, each ordinary k-algebra yields a dg category
with one object. A typical example with several objects is obtained as follows: Let B
be a k-algebra and C(B) the category of complexes of right B-modules

. . . �� Mp
dM �� Mp+1 �� · · · , p ∈ Z .

For two complexes L,M and an integer n ∈ Z, we define Hom(L,M)n to be the
k-module formed by the morphisms f : L → M of graded objects of degree n, i.e.
the families f = (f p) of morphisms f p : Lp → Mp+n, p ∈ Z, of B-modules. We
define Hom(L,M) to be the graded k-module with components Hom(L,M)n and
whose differential is the commutator

d(f ) = dM 	 f − (−1)nf 	 dL.
The dg category Cdg(B) has as objects all complexes and its morphisms are defined
by

Cdg(B)(L,M) = Hom(L,M).

The composition is the composition of graded maps.
Let A be a dg category. The opposite dg category Aop has the same objects as A

and its morphisms are defined by

Aop(X, Y ) = A(Y,X);
the composition of f ∈ Aop(Y,X)p with g ∈ Aop(Z, Y )q is given by (−1)pqgf .
The category Z0(A) has the same objects as A and its morphisms are defined by

(Z0A)(X, Y ) = Z0(A(X, Y )),

where Z0 is the kernel of d : A(X, Y )0 → A(X, Y )1. The category H 0(A) has the
same objects as A and its morphisms are defined by

(H 0(A))(X, Y ) = H 0(A(X, Y )),

where H 0 denotes the 0th homology of the complex A(X, Y ). For example, if B is
a k-algebra, we have an isomorphism of categories

Z0(Cdg(B)) = C(B)
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and an isomorphism of categories

H 0(Cdg(B)) = H(B),

where H(B) denotes the category of complexes up to homotopy, i.e. the category
whose objects are the complexes and whose morphisms are the morphisms of com-
plexes modulo the morphisms f homotopic to zero, i.e. such that f = d(g) for some
g ∈ Hom(L,M)−1. The homology category H ∗(A) is the graded category with the
same objects as A and morphisms spaces H ∗A(X, Y ).

2.3. The category of dg categories. Let A and A′ be dg categories. A dg functor
F : A → A′ is given by a map F : obj(A) → obj(A′) and by morphisms of dg
k-modules

F(X, Y ) : A(X, Y )→ A(FX,FY ), X, Y ∈ obj(A),

compatible with the composition and the units. The category of small dg categories
dgcatk has the small dg categories as objects and the dg functors as morphisms. Note
that it has an initial object, the empty dg category ∅, and a final object, the dg category
with one object whose endomorphism ring is the zero ring. The tensor product A⊗B
of two dg categories has the class of objects obj(A)×obj(B) and the morphism spaces

(A⊗B)((X, Y ), (X′, Y ′)) = A(X,X′)⊗B(Y, Y ′)

with the natural compositions and units.
For two dg functorsF,G : A→ B, the complex of graded morphismsHom(F,G)

has as its nth component the module formed by the families of morphisms

φX ∈ B(FX,GX)n

such that (Gf )(φX) = (φY )(Ff ) for all f ∈ A(X, Y ), X, Y ∈ A. The differential
is induced by that of B(FX,GX). The set of morphisms F → G is by definition in
bijection with Z0Hom(F,G).

Endowed with the tensor product, the category dgcatk becomes a symmetric tensor
category which admits an internal Hom-functor, i.e.

Hom(A⊗B,C) = Hom(A,Hom(B,C)),

for A,B,C ∈ dgcatk , where Hom(B,C) has the dg functors as objects and the
morphism space Hom(F,G) for two dg functors F and G. The unit object is the dg
category associated with the k-algebra k.

A quasi-equivalence is a dg functor F : A→ A′ such that

1) F(X, Y ) is a quasi-isomorphism for all objects X, Y of A, and

2) the induced functor H 0(F ) : H 0(A)→ H 0(A′) is an equivalence.

Note that neither the tensor product nor the internal Hom-functor respect the quasi-
equivalences, a source of technical difficulties.
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3. The derived category of a dg category

3.1. Dg modules. Let A be a small dg category. A left dg A-module is a dg functor

L : A→ Cdg(k)

and a right dg A-module a dg functor

M : Aop → Cdg(k).

Equivalently, a right dg A-moduleM is given by complexesM(X) of k-modules, for
each X ∈ obj(A), and by morphisms of complexes

M(Y)⊗A(X, Y )→ M(X)

compatible with compositions and units. The homologyH ∗(M) of a dg moduleM is
the induced functor

H ∗(A)→ G(k), X �→ H ∗(M(X))

with values in the category G(k) of graded k-modules (cf. 2.1). For each object X
of A, we have the right module represented by X

X∧ = A(?, X).

The category of dg modules C(A) has as objects the dg A-modules and as morphisms
L→ M the morphisms of dg functors (cf. 2.3). Note that C(A) is an abelian category
and that a morphism L→ M is an epimorphism (respectively a monomorphism) iff
it induces surjections (respectively injections) in each component of L(X)→ M(X)

for each objectX of A. A morphism f : L→ M is a quasi-isomorphism if it induces
an isomorphism in homology.

We have C(A) = Z0(Cdg(A)), where, in the notations of 2.3, the dg category
Cdg(A) is defined by

Cdg(A) = Hom(Aop,Cdg(k)).

We write Hom(L,M) for the complex of morphisms from L to M in Cdg(A). For
each X ∈ A, we have a natural isomorphism

Hom(X∧,M) ∼−→ M(X). (1)

The category up to homotopy of dg A-modules is

H(A) = H 0(Cdg(A)).

The isomorphism (1) yields isomorphisms

H(A)(X∧,M[n]) ∼−→ Hn(Hom(X∧,M)) ∼−→ HnM(X), (2)

where n ∈ Z and M[n] is the shifted dg module Y �→ M(Y)[n].
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If A is the dg category with one object associated with a k-algebra B, then a
dg A-module is the same as a complex of B-modules. More precisely, we have
C(A) = C(B), Cdg(A) = Cdg(B) and H(A) = H(B). In this case, if X is the
unique object of A, the dg module X∧ is the complex formed by the free right B-
module of rank one concentrated in degree 0.

3.2. The derived category, resolutions. The derived category D(A) is the local-
ization of the category C(A) with respect to the class of quasi-isomorphisms. Thus,
its objects are the dg modules and its morphisms are obtained from morphisms of dg
modules by formally inverting [53] all quasi-isomorphisms. The projection functor
C(A)→ D(A) induces a functor H(A)→ D(A) and the derived category could
equivalently be defined as the localization of H(A) with respect to the class of all
quasi-isomorphisms. Note that from this definition, it is not clear that the morphism
classes of D(A) are sets or that D(A) is an additive category.

Call a dg module P cofibrant if, for every surjective quasi-isomorphism L→ M ,
every morphism P → M factors through L. For example, for an object X of A,
the dg module X∧ is cofibrant. Call a dg module I fibrant if, for every injective
quasi-isomorphism L → M , every morphism L → I extends to M . For example,
if E is an injective cogenerator of the category of k-modules and X an object of A,
the dg module Hom(A(X, ?), E) is fibrant.

Proposition 3.1. a) For each dg moduleM , there is a quasi-isomorphism pM → M

with cofibrant pM and a quasi-isomorphism M → iM with fibrant iM .
b) The projection functor H(A)→ D(A) admits a fully faithful left adjoint given

by M �→ pM and a fully faithful right adjoint given by M �→ iM .

One can construct pM and iM explicitly, as first done in [5] (cf. also [76]). We call
pM → M a cofibrant resolution andM → iM a fibrant resolution ofM . According
to b), these resolutions are functorial in the category up to homotopy H(A) and we
can compute morphisms in D(A) via

H(A)(pL,M) = D(A)(L,M) = H(A)(L, iM).

In particular, for an object X of A and a dg module M , the isomorphisms (2) yield

D(A)(X∧,M[n]) ∼−→ H(A)(X∧,M[n]) ∼−→ HnM(X) (3)

since X∧ is cofibrant. The embedding D(A) → H(A) provided by p also shows
that the derived category is additive.

If A is associated with a k-algebra B and M is a right B-module considered as a
complex concentrated in degree 0, then pM → M is a projective resolution ofM and
M → iM an injective resolution. The proposition is best understood in the language
of Quillen model categories [121]. We refer to [45] for a highly readable introduction
and to [66], [65] for in-depth treatments. The proposition results from the following
theorem, proved using the techniques of [66, 2.3].
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Theorem 3.2. The category C(A) admits two structures of Quillen model category
whose weak equivalences are the quasi-isomorphisms:

1) The projective structure, whose fibrations are the epimorphisms. For this struc-
ture, each object is fibrant and an object is cofibrant iff it is a cofibrant dg
module.

2) The injective structure, whose cofibrations are the monomorphisms. For this
structure, each object is cofibrant and an object is fibrant iff it is a fibrant dg
module.

For both structures, two morphisms are homotopic iff they become equal in the cate-
gory up to homotopy H(A).

3.3. Exact categories, Frobenius categories. Recall that an exact category in the
sense of Quillen [120] is an additive category E endowed with a distinguished class
of sequences

0 �� A
i �� B

p �� C �� 0 ,

where i is a kernel ofp andp a cokernel of i. We will state the axioms these sequences
have to satisfy using the terminology of [52]: The morphisms p are called deflations,
the morphisms i inflations and the pairs (i, p) conflations. The axioms are:

Ex0 The identity morphism of the zero object is a deflation.

Ex1 The composition of two deflations is a deflation.

Ex2 Deflations are stable under base change.

Ex2′ Inflations are stable under cobase change.

As shown in [74], these axioms are equivalent to Quillen’s and they imply that if E
is small, then there is a fully faithful functor from E into an abelian category E ′ whose
image is an additive subcategory closed under extensions and such that a sequence
of E is a conflation iff its image is a short exact sequence of E ′. Conversely, one easily
checks that an extension closed full additive subcategory E of an abelian category E ′
endowed with all conflations which become exact sequences in E ′ is always exact. The
fundamental notions and constructions of homological algebra, and in particular the
construction of the derived category, naturally extend from abelian to exact categories,
cf. [107] and [77].

A Frobenius category is an exact category E which has enough injectives and
enough projectives and where the class of projectives coincides with the class of
injectives. In this case, the stable category E obtained by dividing E by the ideal
of morphisms factoring through a projective-injective carries a canonical structure of
triangulated category, cf. [62], [60], [85], [57]. We write f for the image in E of a
morphism f of E . The suspension functor S of E is obtained by choosing a conflation

0 �� A �� IA �� SA �� 0
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for each objectA. Each triangle is isomorphic to a standard triangle (ı, p, e) obtained
by embedding a conflation (i, p) into a commutative diagram

0 �� A
i ��

1
��

B

��

p �� C

e

��

�� 0

0 �� A �� IA �� SA �� 0.

3.4. Triangulated structure. Let A be a small dg category. Define a sequence

0 �� L
i �� M

p �� N �� 0

of C(A) to be a conflation if there is a morphism r ∈ Hom(M,L)0 such that ri = 1L
or, equivalently, a morphism s ∈ Hom(N,M) such that ps = 1N .

Lemma 3.3. a) Endowed with these conflations, C(A) becomes a Frobenius category.
The resulting stable category is canonically isomorphic to H(A). The suspension
functor is induced by the shift M �→ M[1].

b) Endowed with the suspension induced by that of H(A) and the triangles iso-
morphic to images of triangles of H(A) the derived category D(A) becomes a
triangulated category. Each short exact sequence of complexes yields a canonical
triangle.

3.5. Compact objects, Brown representability. Let T be a triangulated category
admitting arbitrary coproducts. Since the adjoint of a triangle functor is a triangle
functor [85], the coproduct of triangles is then automatically a triangle. Moreover, T
is idempotent complete [18], i.e. each idempotent endomorphism of an object of T
is the composition of a section with a retraction. An object C of T is compact if
the functor T (C, ?) commutes with arbitrary coproducts, i.e. for each family (Xi) of
objects of T , the canonical morphism

∐
T (C,Xi)→ T

(
C,

∐
Xi

)

is invertible. The triangulated category T is compactly generated if there is a set G
of compact objects G such that an object X of T vanishes iff we have T (G,X) = 0
for each G ∈ G.

Theorem 3.4 (Characterization of compact objects [152], [108]). An object of T is
compact iff it is a direct factor of an iterated extension of copies of objects of G shifted
in both directions.

Theorem 3.5 (Brown representability [25], [1], [109]). If T is compactly generated,
a cohomological functor F : T op → Mod Z is representable iff it takes coproducts
of T to products of Mod Z.
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A set of objects G symmetrically generates T [95] if we have

1) an object X of T vanishes iff T (G,X) = 0 for each G ∈ G, and

2) there is a set of objects G′ such that a morphism f : X → Y of T induces
surjections T (G,X) → T (G, Y ) for all G ∈ G iff it induces injections
T (Y,G′)→ T (X,G′) for all G′ ∈ G′.

If G compactly generates T , then we can take for G′ the set of objects G′ defined by

T (?,G′) = Homk(T (G, ?), E), G ∈ G

whereE is an injective cogenerator of the category of k-modules. Thus, in this case, G
also symmetrically generates T .

Theorem 3.6 (Brown representability for the dual [111], [95]). If T is symmetrically
generated, a homological functor F : T → Mod Z is corepresentable iff it commutes
with products.

Let A be a small dg category. The derived category D(A) admits arbitrary coprod-
ucts and these are induced by coproducts of modules. Thanks to the isomorphisms

D(A)(X∧[n],M) ∼−→ H−nM(X) (4)

obtained from (3), each dg moduleX∧[n], whereX is an object of A and n an integer,
is compact. The isomorphism (4) also shows that a dg moduleM vanishes in D(A) iff
each morphism X∧[n] → M vanishes. Thus the set G formed by the X∧[n], X ∈ A,
n ∈ Z, is a set of compact generators for D(A). The triangulated category tria(A)
associated with A is the closure in D(A) of the set of representable functors X∧,
X ∈ A, under shifts in both directions and extensions. The category of perfect objects
per(A) the closure of tria(A) under passage to direct factors in D(A). The above
theorems yield the

Corollary 3.7. An object of D(A) is compact iff it lies in per(A). A cohomological
functor D(A)op → Mod k is representable iff it takes coproducts of D(A) to products
of Mod k. A homological functor D(A)→ Mod k is corepresentable iff it commutes
with products.

3.6. Algebraic triangulated categories. Let T be a k-linear triangulated category.
We say that T is algebraic if it is triangle equivalent to E for some k-linear Frobenius
category T . It is easy to see that each subcategory of an algebraic triangulated cat-
egory is algebraic. We will see below that each Verdier localization of an algebraic
triangulated category is algebraic (if we neglect a set-theoretic problem). Moreover,
categories of complexes up to homotopy are algebraic, by 3.4. Therefore, ‘all’ trian-
gulated categories occurring in algebra and geometry are algebraic. Non algebraic
triangulated categories appear naturally in topology (cf. also Section 3.9): For in-
stance, in the homotopy category of 2-local spectra, the identity morphism of the
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cone over twice the identity of the sphere spectrum is of order four, but in each alge-
braic triangulated category, the identity of the cone on twice the identity of an object is
of order two at most. A general method to prove that a triangulated category obtained
from a suitable stable Quillen model category is not algebraic is to show that its [123]
Hom-functor enriched in spectra does not factor through the canonical functor from
the derived category of abelian groups to the homotopy category of spectra.

We wish to show that ‘all’ algebraic triangulated categories can be described by
dg categories. Let T be a triangulated category and G a full subcategory. We make G
into a graded category Ggr by defining

Ggr (G,G
′) =

⊕
n∈Z

T (G, SnG′).

We obtain a natural functor F from T to the category of graded Ggr -modules by
sending an object Y of T to the Ggr -module

X �→
⊕
n∈Z

T (X, SnY )

Theorem 3.8 ([76]). Suppose that T is algebraic. Then there is a dg category A
such that H ∗(A) is isomorphic to Ggr and a triangle functor

F : T → D(A)

such that the composition H ∗ 	 F is isomorphic to F . Moreover,

a) F induces an equivalence from T to tria(A) iff T coincides with its smallest
full triangulated subcategory containing G;

b) F induces an equivalence from T to per(A) iff T is idempotent complete
(cf. Section 3.5) and equals the closure of G under shifts in both directions,
extensions and passage to direct factors;

c) F is an equivalence T
∼−→ D(A) iff T admits arbitrary coproducts and the

objects of G form a set of compact generators for T .

Examples arise from commutative and non-commutative geometry: A. Bondal
and M. Van den Bergh show in [19] that if X is a quasi-compact quasi-separated
scheme, then the (unbounded) derived category T = Dqc(X) of complexes of OX-
modules with quasi-coherent homology admits a single compact generatorG and that
moreover, Hom(G,G[n]) vanishes except for finitely many n. Thus T is equivalent
to the derived category of a dg category with one object whose endomorphism ring
has bounded homology.

R. Rouquier shows in [131] (cf. also [96]) that if X is a quasi-projective scheme
over a perfect field k, then the derived category of coherent sheaves over X admits a
generator as a triangulated category (as in part b) and, surprisingly, that it is even of
‘finite dimension’ as a triangulated category: each object occurs as a direct factor of
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an object which admits a ‘resolution’ of bounded length by finite sums of shifts of the
generator. Thus, the bounded derived category of coherent sheaves is equivalent to
per(A) for a dg category with one object whose endomorphism ring satisfies a strong
regularity condition.

In [17], J. Block describes the bounded derived category of complexes of sheaves
with coherent homology on a complex manifoldX as the categoryH 0(A) associated
with a dg category constructed from the Dolbeault dg algebra (A0,•(X), ∂). This can
be seen as an instance of a), where, for G, we can take for example the category of
coherent sheaves (i.e. complexes concentrated in degree 0). Note however that the
term ‘perfect derived category’ is used with a different meaning in [17].

In the independently obtained [40], W. Dwyer and J. Greenlees give elegant de-
scriptions via dg endomorphism rings of categories of complete, respectively torsion,
modules. Their results are applied in a unifying study of duality phenomena in algebra
and topology in [41].

One of the original motivations for the theorem was D. Happel’s description [60],
[61] of the bounded derived category of a finite-dimensional associative algebra of
finite global dimension as the stable category of a certain Frobenius category. This in
turn was inspired by Bernstein–Gelfand–Gelfand’s [16] and Beilinson’s [9] descrip-
tions of the derived category of coherent sheaves on projective space.

A vast generalization of the theorem to non-additive contexts [137] is due to
S. Schwede and B. Shipley [139], cf. also Section 3.9 below.

3.7. Well-generated algebraic triangulated categories. A triangulated category T
is well-generated [112], [94] if it admits arbitrary coproducts and a good set of gen-
erators G, i.e. G is stable under shifts in both directions and satisfies

1) an object X of T vanishes iff T (G,X) = 0 for each G ∈ G,

2) there is a cardinal α such that eachG ∈ G is α-compact, i.e. for each family of
objects Xi , i ∈ I , of T , each morphism

X→
⊕
i∈I

Xi

factors through a subsum
⊕

i∈J Xi for some subset J of I of cardinality strictly
smaller than α,

3) for each family of morphisms fi : Xi → Yi , i ∈ I , of T which induces
surjections

T (G,Xi)→ T (G, Yi)

for all G ∈ G and all i ∈ I , the sum of the fi induces surjections

T (G,
⊕

Xi)→ T (G,
⊕

Yi)

for all G ∈ G.
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Clearly each compactly generated triangulated category is well-generated. A. Nee-
man proves in [112] that the Brown representability theorem holds for well-generated
triangulated categories. This is one of the main reasons for studying them. Another
important result of [112] is that if T is well-generated and S → T is a localization
(i.e. a fully faithful triangle functor admitting a left adjoint whose kernel is generated
by a set of objects) then S is well-generated. Thus each localization of a compactly
generated triangulated category is well-generated and in particular, so is each local-
ization of the derived category of a small dg category.

Here is another class of examples: Let B be a Grothendieck abelian category, e.g.
the category of modules on a ringed space. Then, by the Popescu–Gabriel theorem
[118], [101], B is the localization of the category of ModA of A-modules over some
ring A. One can deduce from this that the unbounded derived category of the abelian
category B (cf. [51], [151], [71]) is a localization of D(A) and thus is well-generated.

Theorem 3.9 ([119]). Let T be an algebraic triangulated category. Then T is well-
generated iff it is a localization of D(A) for some small dg category A. Moreover,
if T is well-generated and U ⊂ T a full small subcategory such that, for eachX ∈ T ,
we have

X = 0⇔ T (U, SnX) = 0 for all n ∈ Z and U ∈ U,

then there is an associated localization T → D(A) for some small dg category A
with H ∗(A) = Ugr .

3.8. Morita equivalence. Let A and B be small dg categories. Let X be an A-B-
bimodule, i.e. a dg Aop⊗B-module X. Thus X is given by complexes X(B,A), for
all A in A and B in B, and morphisms of complexes

B(A,A′)⊗X(B,A)⊗A(B ′, B)→ X(B ′, A′).

For each dg B-module M , we obtain a dg A-module

GM = Hom(X,M) : A �→ Hom(X(?, A),M).

The functorG : C(B)→ C(A) admits a left adjointF : L �→ L⊗AX. These functors
do not respect quasi-isomorphisms in general, but they form a Quillen adjunction
(cf. Section 3.9) and their derived functors

LF : L �→ F(pL) and RG : M �→ G(iM)

form an adjoint pair of functors between D(A) and D(B).

Lemma 3.10 ([76]). The functor LF : D(A) → D(B) is an equivalence if and
only if

a) the dg B-module X(?, A) is perfect for all A in A,

b) the morphism
A(A,A′)→ Hom(X(?, A),X(?, A′))

is a quasi-isomorphism for all A, A′ in A, and
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c) the dg B-modules X(?, A), A ∈ A, form a set of (compact) generators for
D(B).

For example, ifE : A→ B is a dg functor, thenX(B,A) = B(B,E(A)) defines
a dg bimodule so that the above functorG is the restriction along E. Then the lemma
shows that RG is an equivalence iff E is a quasi-equivalence. We loosely refer to the
functor LF associated with a dg A-B-bimodule as a tensor functor.

Theorem 3.11 ([76]). The following are equivalent:

1) There is an equivalence D(A) → D(B) given by a composition of tensor
functors and their inverses.

2) There is a dg subcategory G of C(B) formed by cofibrant dg modules such that
the objects of G form a set of compact generators for D(B) and there is a chain
of quasi-equivalences

A← A′ → · · · ← G′ → G

linking A to G.

We say that A and B are dg Morita equivalent if the conditions of the theorem are
satisfied. In this case, there is of course a triangle equivalence D(A)→ D(B). In
general, the existence of such a triangle equivalence is not sufficient for A and B to be
dg Morita equivalent, cf. Section 3.9. The following theorem is therefore remarkable:

Theorem 3.12 (Rickard [124]). Suppose that A and B have their homology concen-
trated in degree 0. Then the following are equivalent:

1) A and B are dg Morita equivalent.

2) There is a triangle equivalence D(A)→ D(B).

3) There is a full subcategory T of D(B) such that

a) the objects of T form a set of compact generators of D(B),

b) we have D(B)(T , T ′[n]) = 0 for all n �= 0 and all T , T ′ of T ,

c) there is an equivalence H 0(A)
∼−→ T .

We refer to [76] or [36] for this form of the theorem. A subcategory T satisfying a)
and b) in 3) is called a tilting subcategory, a concept which generalizes that of a tilting
module. We refer to [122], [3] for the theory of tilting, from which this theorem
arose and which provides huge classes of examples from the representation theory
of finite-dimensional algebras and finite groups as well as from algebraic geometry,
cf. also the appendix to [113] and [88], [125], [132].
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3.9. Topological Morita equivalence. In recent years, Morita theory has been
vastly generalized from algebraic triangulated categories to stable model categories in
work due to S. Schwede and B. Shipley. This is based on the category of symmetric
spectra as constructed in [67] (cf. [46] for a different construction of a symmetric
monoidal model category for the category of spectra). We refer to [136] for an
excellent exposition of these far-reaching results and their surprising applications
in homotopy theory. In work by D. Dugger and B. Shipley [38], cf. also [37],
[39], this ‘topological Morita theory’ has been applied to dg categories. We
briefly describe their results and refer to [141] for a highly readable, more detailed
survey.

The main idea is to replace the monoidal base category, the derived category of
abelian groups D(Z), by a more fundamental category: the ‘derived category of the
category of sets’, i.e. the homotopy category of spectra. To preserve higher homo-
topical information, one must not, of course, work at the level of derived categories
but has to introduce model categories. So instead of considering D(Z), one considers
its model category C(Z) of complexes of abelian groups and replaces it by a con-
venient model of the category of spectra: the category of symmetric spectra, which
one might imagine as ‘complexes of abelian groups up to homotopy’. We refer to
[67] or [136] for the precise definition. As shown in [67], symmetric spectra form
a symmetric monoidal category which carries a compatible Quillen model structure
and whose homotopy category is equivalent to the homotopy category of spectra of
Bousfield and Friedlander [24]. The tensor product is the smash product ∧ and the
unit object is the sphere spectrum S. The unit object is cofibrant and the smash product
induces a monoidal structure on the homotopy category of symmetric spectra. The
Eilenberg–MacLane functor H is a lax monoidal functor from the category of com-
plexes C(k) to the category of symmetric spectra such that the homology groups of
a complex C become isomorphic to the homotopy groups of HC. Since H is lax
monoidal, if A is a dg Z-algebra, then HA is naturally an algebra in the category
of symmetric spectra and if M is an A-module, then HM becomes an HA-module.
More generally, if A is a dg category over Z, then HA becomes a spectral category,
i.e. a category enriched in symmetric spectra, cf. [138], [140]. Each A-module M
then gives rise to a spectral module HM over HA. The spectral modules over a
spectral category form a Quillen model category [140].

Recall that if L and M are Quillen model categories, a Quillen adjunction is given
by a pair of adjoint functors L : L→M and R : M→ L such that L preserves cofi-
brations and R fibrations. Such a pair induces an adjoint pair between the homotopy
categories of L and M. If the induced functors are equivalences, then (L,R) is a
Quillen equivalence. The model categories L and M are Quillen equivalent if they
are linked by a chain of Quillen equivalences.

It was shown by A. Robinson [129], cf. also [139], that for an ordinary ring R, the
unbounded derived category of R-modules is equivalent to the homotopy category of
spectral modules over HR. This result is generalized and refined as follows:
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Theorem 3.13 (Shipley [140]). If A is a dg category over Z, the model categories of
dg A-modules and of spectral modules over HA are Quillen equivalent.

This allows us to define two small dg categories A and B to be topologically
Morita equivalent if their categories of spectral modules are Quillen equivalent.

Proposition 3.14 ([38]). Let A and B be two dg rings. Then statement a) implies b)
and b) implies c):

a) A and B are dg Morita equivalent.

b) A and B are topologically Morita equivalent.

c) D(A) is triangle equivalent to D(B).

It is remarkable that in general, these implications are strict. Examples which show
this were obtained in recent joint work by D. Dugger and B. Shipley [38], cf. also [141].
To show that c) does not imply b), they invoke Schlichting’s example [135]: Let p
be an odd prime. The module categories over A′ = Z/p2 and B ′ = (Z/p)[ε]/ε2

are Frobenius categories. Their stable categories are triangle equivalent (both are
equivalent to the category of Z/p-vector spaces with the identical suspension and the
split triangles) but the K-theories associated with the stable module categories are
not isomorphic. Since K-theory is preserved under topological Morita equivalence
(cf. Section 5.2 below), the dg algebras A and B associated (cf. Section 3.6) with the
canonical generators (corresponding to the one-dimensional vector space over Z/p)
of the stable categories of A′ and B ′ cannot be topologically Morita equivalent.

To show that b) does not imply a), Dugger and Shipley consider two dg algebrasA
and B with homology isomorphic to Z/2 ⊕ Z/2[2]. The isomorphism classes of
such algebras in the homotopy category of dg Z-algebras are parametrized by the
Hochschild cohomology group HH 4

Z(Z/2,Z/2). Their isomorphism classes in the
homotopy category of S-algebras are parametrized by the topological Hochschild
cohomology group THH 4

S (Z/2,Z/2) as shown in [97]. The computation of the
Hochschild cohomology group HH 4

Z(Z/2,Z/2) is elementary and, thanks to Fran-
jou–Lannes–Schwartz’ work [50], the topological Hochschild cohomology algebra

THH ∗S (Z/2,Z/2)

is known. Dugger–Shipley then conclude by exhibiting a non-trivial element in the
kernel of the canonical map

� : HH 4
Z(Z/2,Z/2)→ THH 4

S (Z/2,Z/2).

The explicit description of the two algebras is given in [140], [36], [38]. The appear-
ance of torsion in these examples is unavoidable: for dg algebras over the rationals,
statements a) and b) above are equivalent [38].
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4. The homotopy category of small dg categories

4.1. Introduction. Invariants like K-theory, Hochschild homology, cyclic homol-
ogy… naturally extend from k-algebras to dg categories (cf. Section 5). In analogy
with the case of ordinary k-algebras, these extended invariants are preserved under
dg Morita equivalence. However, unlike the module category over a k-algebra, the
derived category of a dg category, even with its triangulated structure, does not contain
enough information to compute the invariant (cf. the examples in Section 3.9). Our
aim in this section is to present a category obtained from that of small dg categories
by ‘inverting the dg Morita equivalences’. It could be called the ‘homotopy category
of enhanced (idempotent complete) triangulated categories’ [20] or the ‘Morita ho-
motopy category of small dg categories’ Hmo, as in [145]. Invariants like K-theory
and cyclic homology factor through the Morita homotopy category.

The Morita homotopy category very much resembles the category of small, idem-
potent complete, triangulated categories. In particular, it admits ‘dg quotients’ [34],
which correspond to Verdier localizations. Like these, they are characterized by a
universal property. The great advantages of the Morita homotopy category over that
of small triangulated categories are that moreover, it admits all (homotopy) limits and
colimits (like any homotopy category of a Quillen model category) and is monoidal
and closed.

The Morita homotopy category Hmo is a full subcategory of the localization Hqe
of the category of small dg categories with respect to the quasi-equivalences. The first
step is therefore to analyze the larger category Hqe. Its morphism spaces are revealed
by Toën’s theorem 4.3 below.

4.2. Inverting quasi-equivalences. Let k be a commutative ring and dgcatk the
category of small dg k-categories as in Section 2.2. An analogue of the following
theorem for simplicial categories is proved in [15].

Theorem 4.1 ([146]). The category dgcatk admits a structure of cofibrantly gener-
ated model category whose weak equivalences are the quasi-equivalences and whose
fibrations are the dg functors F : A→ B which induce componentwise surjections
A(X, Y ) → B(FX,FY ) for all X, Y in A and such that, for each isomorphism
v : F(X)→ Z of H 0(B), there is an isomorphism u of H 0(A) with F(u) = v.

This shows in particular that the localization Hqe of dgcatk with respect to the
quasi-equivalences has small Hom-sets and that we can compute morphisms from A
to B in the localization as morphisms modulo homotopy from a cofibrant replacement
Acof of A to B (note that all small dg categories are fibrant). In general, the cofibrant
replacement Acof is not easy to compute with but if A(X, Y ) is cofibrant in C(k)
and the unit morphisms k → A(X,X) admit retractions in C(k) for all objects X,
Y of A, for example if k is a field, then for Acof , we can take the category with the
same objects as A and whose morphism spaces are given by the ‘reduced cobar-bar
construction’, cf. e.g. [34], [84]. The homotopy relation is then the one of [80, 3.3].
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However, the morphism sets in the localization are much better described as fol-
lows: Consider two dg categories A and B. If necessary, we replace A by a quasi-
equivalent dg category so as to achieve that A is k-flat, i.e. the functor A(X, Y )⊗?
preserves quasi-isomorphisms for allX, Y of A (for example, we could take a cofibrant
replacement of A). Let rep(A,B) be the full subcategory of the derived category
D(Aop ⊗ B) of A-B-bimodules formed by the bimodules X such that the tensor
functor

?
L⊗A X : D(A)→ D(B)

takes the representable A-modules to objects which are isomorphic to representable
B-modules. In other words, we require that X(?, A) is quasi-isomorphic to a repre-
sentable B-module for each object A of A. We call such a bimodule a quasi-functor
since it yields a genuine functor

H 0(A)→ H 0(B).

We think of rep(A,B) as the ‘category of representations up to homotopy of A in B’.

Theorem 4.2 (Toën [155]). The morphisms from A to B in the localization of dgcatk
with respect to the quasi-equivalences are in natural bijection with the isomorphism
classes of rep(A,B).

The theorem has been in limbo for some time, cf. [78, 2.3], [80], [34]. It is due
to B. Toën, as a corollary of a much more precise statement: Recall from [66, Ch. 5]
that each model category M admits a mapping space bifunctor

Map : Ho(M)op × Ho(M)→ Ho(Sset)

such that we have, for example, the natural isomorphisms

π0(Map(X, Y )) = Ho(M)(X, Y ).

The spaces Map may also be viewed as the morphism spaces in the Dwyer–Kan
localization [44], [42], [43] of M with respect to the class of weak equivalences, cf.
[43], [65]. Now let R(A,B) be the category with the same objects as rep(A,B) and
whose morphisms are the quasi-isomorphisms of dg bimodules. Thus, the category
R(A,B) is a non-full subcategory of the category of dg bimodules C(Aop ⊗B).

Theorem 4.3 (Toën [155]). There is a canonical weak equivalence of simplicial sets
between Map(A,B) and the nerve of the category R(A,B).

The theorem allows one to compute the homotopy groups of the classifying space
|dgcat| of dg categories, which is defined as the nerve of the category of quasi-
equivalences between dg categories. Of course, the connected components of this
space are in bijection with the isomorphism classes of Hqe. Now let A be a small dg
category. Then the fundamental group of |dgcat| at A is the group of automorphisms
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of A in Hqe (cf. [120]). For example, if A is the category of bounded complexes
of projective B-modules over an ordinary k-algebra B, then this group is the derived
Picard group of B as studied in [133], [82], [166]. For the higher homotopy groups,
we have the

Corollary 4.4 ([155]). a) The groupπ2(|dgcat|,A) is the group of invertible elements
of the dg center of A (= its zeroth Hochschild cohomology group).

b) For i ≥ 2, the group πi(|dgcat|,A) is the (2 − i)-th Hochschild cohomology
of A.

4.3. Closed monoidal structure. As we have observed in Section 2.2, the category
dgcatk admits a tensor product⊗ and an internal Hom-functor Hom. If A is cofibrant,
then the functor A⊗? preserves weak equivalences so that the localization Hqe inherits

a tensor product
L⊗. However, the tensor product of two cofibrant dg categories is

not cofibrant in general (in analogy with the fact that the tensor product of two non-
commutative free algebras is not non-commutative free in general). By the adjunction
formula

Hom(A,Hom(B,C)) = Hom(A⊗B,C),

it follows that even if A is cofibrant, the functor Hom(A, ?) cannot preserve weak
equivalences in general and thus will not induce an internal Hom-functor in Hqe.
Nevertheless, we have the

Theorem 4.5 ([34], [155]). The monoidal category (Hqe,
L⊗) admits an internal Hom-

functor RHom. For two dg categories A and B such that A is k-flat, the dg category
RHom(A,B) is isomorphic in Hqe to the dg category repdg(A,B), i.e. the full sub-
category of the dg category of A-B-bimodules whose objects are those of rep(A,B)
and which are cofibrant as bimodules.

Thus we have equivalences (we suppose A k-flat)

H 0(RHom(A,B)) = H 0(repdg(A,B))
∼−→ rep(A,B).

In terms of the internal Hom-functor Hom of dgcatk , we have

H 0(RHom(A,B)) = H 0(Hom(A,B))[�−1],
where � is the set of morphisms φ : F → G such that φ(A) is invertible in H 0(B)
for all objects A of A, cf. [78].

Yet another description can be given in terms of A∞-functors: Let A be a dg
category such that the morphism spaces A(A,A′) are cofibrant in C(k) and the unit
maps k → A(A,A) admit retractions in C(k) for all objects A, A′ of A. Then the
dg category RHom(A,B) is quasi-equivalent to theA∞-category of (strictly unital)
A∞-functors from A to B, cf. [91], [98], [104], [84]. Since B is a dg category, this
A∞-category is in fact a dg category.
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An important point of classical Morita theory is that for two ringsB, C, there is an
equivalence between the category of B-C-bimodules and the category of coproduct
preserving functors from the category of B-modules to that of C-modules (note that
here and in what follows, we need to consider ‘large’ categories and should introduce
universes to make our statements rigorous…). Similarly, if A is a small k-flat dg
category, we consider the large dg category Ddg(A): it is the full dg subcategory of
Cdg(A)whose objects are all the cofibrant dg modules. Thus we have an equivalence
of categories

D(A) = H 0(Ddg(A)).

This shows that if B is another dg category, then each quasi-functor X in

rep(Ddg(A),Ddg(B))

gives rise to a functor D(A) → D(B). We say that the quasifunctor X preserves
coproducts if this functor preserves coproducts.

Theorem 4.6 ([155]). There is a canonical isomorphism in Hqe

Ddg(A
op ⊗B)

∼−→ RHomc(Ddg(A),Ddg(B)),

where RHomc denotes the full subcategory of RHom formed by the coproduct pre-
serving quasifunctors.

If we apply this theorem to B = A and compare the endomorphism algebras of the
identity functors on both sides, we see that the Hochschild cohomology (cf. Section 5.4
below) of the small dg category A coincides with the Hochschild cohomology of
the large dg category Ddg(A), which is quite surprising. An analogous result for
Grothendieck abelian categories (in particular, module categories) is due to T. Lowen
and M. Van den Bergh [102].

4.4. Dg localizations, dg quotients, dg-derived categories. Let A be a small dg
category. Let S be a set of morphisms of H 0(A). Let us say that a morphism
R : A→ B of Hqe makes S invertible if the induced functor

H 0(A)→ H 0(B)

takes each s ∈ S to an isomorphism.

Theorem 4.7 ([155]). There is a morphism Q : A → A[S−1] of Hqe such that Q
makes S invertible and each morphism R of Hqe which makes S invertible uniquely
factors through Q.

We call A[S−1] the dg localization of A at S. Note that it is unique up to unique
isomorphism in Hqe. It is constructed in [155] as a homotopy pushout∐

s∈S I ��

��

A

��∐
s∈S k �� A[S−1],



On differential graded categories 171

where I denotes the dg k-category freely generated by one arrow f : 0 → 1 of
degree 0 with df = 0 and left vertical arrow is induced by the morphisms I → k

which sends f to 1. The universal property of Q : A → A[S−1] admits refined
forms, namely, Q induces an equivalence of categories

rep(A[S−1],B) ∼−→ repS(A,B),

an isomorphism of Hqe

repdg(A[S−1],B) ∼−→ repdg,S(A,B),

and a weak equivalence of simplicial sets

Map(A[S−1],B) ∼−→ MapS(A,B).

Here repS and repdg,S denote the full subcategories of quasi-functors whose associated
functors H 0(A)→ H 0(B) make S invertible and MapS the union of the connected
components containing these quasi-functors.

An important variant is the following: Let N be a set of objects of A. Let us say
that a morphism Q : A→ B of Hqe annihilates N if the induced functor

H 0(A)→ H 0(B)

takes all objects of N to zero objects (i.e. objects whose identity morphism vanishes
in H 0(B)).

Theorem 4.8 ([80], [34]). There is a morphism Q : A→ A/N of Hqe which anni-
hilates N and is universal among the morphisms annihilating N .

We call A/N the dg quotient of A by N . If A is k-flat (cf. Section 4.2), then
A/N admits a beautiful simple construction [34]: One adjoins to A a contracting
homotopy for each object of N . The general case can be reduced to this one or treated
using orthogonal subcategories [80]. The dg quotient has refined universal properties
analogous to those of the dg localization. In particular, the morphism A → A/N
induces an equivalence [34]

rep(A/N ,B)→ repN (A,B),

where repN denotes the full subcategory of quasi-functors whose associated functors
H 0(A)→ H 0(B) annihilate N .

Dg quotients yield functorial dg versions of Verdier localizations [160]. For ex-
ample, if E is a small abelian (or, more generally, exact) category, we can take for A
the dg category of bounded complexes Cbdg(E) over E and for N the dg category of

bounded acyclic complexes Acbdg(E). Then we obtain the dg-derived category

Db
dg(E) = Cbdg(E)/Ac

b
dg(E)
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so that we have
Db(E) = H 0(Db

dg(E)).

More generally, every localization pair [80] (= Frobenius pair [134]) gives rise to a
dg category. After taking the necessary set-theoretic precautions, we also obtain a
dg-derived category

Ddg(E) = Cdg(E)/Acdg(E)

which refines the unbounded derived category of a k-linear Grothendieck abelian
category E . For a quasi-compact quasi-separated scheme X, let us write Ddg(X)

for Ddg(E), where E is the Grothendieck abelian category of quasi-coherent sheaves
on X. The following theorem shows that dg functors between dg derived categories
are much more closely related to geometry than triangle functors between derived
categories, cf. [23], [114].

Theorem 4.9 ([155]). LetX and Y be quasi-compact separated schemes over k such
that X is flat over Spec k. Then we have a canonical isomorphism in Hqe

Ddg(X ×k Y ) ∼−→ RHomc(Ddg(X),Ddg(Y )),

where RHomc denotes the full subcategory of RHom formed by the coproduct pre-
serving quasi-functors. Moreover, ifX and Y are smooth and projective over Spec k,
we have a canonical isomorphism in Hqe

pardg(X ×k Y ) ∼−→ RHom(pardg(X), pardg(Y ))

where pardg denotes the full dg subcategory of Ddg whose objects are the perfect
complexes.

4.5. Pretriangulated dg categories. Let A be a small dg category. We say that A
is pretriangulated or exact if the image of the Yoneda functor

Z0(A)→ C(A), X �→ X∧

is stable under shifts in both directions and extensions (in the sense of the exact
structure of Section 3.4). Equivalently, for all objectsX, Y of A and all integers n, the
object X∧[n] is isomorphic to X[n]∧ and the cone over a morphism f ∧ : X∧ → Y∧
is isomorphic to C(f )∧ for unique objects X[n] and C(f ) of Z0(A). If A is exact,
then Z0(A) becomes a Frobenius subcategory of C(A) and H 0(A) a triangulated
subcategory of H(A). If B is an exact dg category and A an arbitrary dg category,
then Hom(A,B) is exact (whereas A⊗B is not, in general).

If A is an arbitrary small dg category, there is a universal dg functor

A→ pretr(A)

to a pretriangulated dg category pretr(A), i.e. a functor inducing an equivalence

Hom(A,B)
∼−→ Hom(pretr(A),B)
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for each exact dg category B. The dg category pretr(A) is the pretriangulated hull
of A constructed explicitly in [21], cf. also [34], [145].

For any dg category A, the category H 0(pretr(A)) is equivalent to the triangu-
lated subcategory of HA generated by the representable dg modules. The functor
pretr preserves quasi-equivalences and induces a left adjoint to the inclusion of the
full subcategory of exact dg categories into the homotopy category Hqe. If B is
pretriangulated, then so is RHom(A,B) for each small dg category A and we have

RHom(pretr(A),B) ∼−→ RHom(A,B).

4.6. Morita fibrant dg categories, exact sequences. A dg functor F : A → B
between small dg categories is a Morita morphism if it induces an equivalence
D(B) → D(A). Each quasi-equivalence is a Morita morphism (cf. Section 3.8)
and so is the canonical morphism A→ pretr(A) from A to its pretriangulated hull.

Theorem 4.10 ([145]). The category dgcatk admits a structure of cofibrantly gener-
ated model category whose weak equivalences are the Morita morphisms and whose
cofibrations are the same as those of the canonical model structure on dgcatk (cf.
Theorem 4.1).

A dg category A is Morita fibrant (or triangulated in the terminology of [156])
iff it is fibrant with respect to this model structure. This is the case iff the canonical
functor H 0(A) → per(A) is an equivalence iff A is pretriangulated and H 0(A)
is idempotent complete (cf. Section 3.5). We write A → perdg(A) for a fibrant
replacement of A and then have

per(A) = H 0(perdg(A)).

We write Hmo for the localization of dgcatk with respect to the Morita morphisms.
Then the functor A �→ perdg(A) yields a right adjoint of the quotient functor Hqe→
Hmo and induces an equivalence from Hmo onto the subcategory of Morita fibrant
dg categories in Hqe, cf. [145]. The category Hmo is pointed: The dg category with
one object and one morphism is both initial and terminal. Moreover, Hmo admits all
finite coproducts (they are induced by the disjoint unions) and these are isomorphic
to products.

Let

A
I �� B

P �� C (5)

be a sequence of Hqe such that PI = 0 in Hmo.

Theorem 4.11. The following are equivalent:

i) In Hmo, I is a kernel of P and P a cokernel of I .

ii) The morphism I induces an equivalence of per(A) onto a thick subcategory
of per(B) and P induces an equivalence of the idempotent closure [8] of the
Verdier quotient with per(C).
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iii) The functor I induces an equivalence of D(A) with a thick subcategory of
D(B) and P identifies the Verdier quotient with D(C).

The theorem is proved in [80]. The equivalence of ii) and iii) is a consequence of
Thomason–Trobaugh’s localization theorem [152], [108], [112]. We say that (5) is
an exact sequence of Hmo if the conditions of the theorem hold. For example, ifX is
a quasi-compact quasi-separated scheme, U ⊂ X a quasi-compact open subscheme
and Z = X \ U , then the sequence

pardg(X on Z) �� pardg(X) �� pardg(U)

is an exact sequence of Hmo by the results of [152, Sect. 5], where pardg(X) denotes
the dg quotient of the category of perfect complexes (viewed as a full dg subcategory
of the category of complexes of OX-modules) by its subcategory of acyclic perfect
complexes and pardg(X on Z) the full subcategory of perfect complexes supported
on Z.

4.7. Dg categories of finite type. Let M be a cofibrantly generated model category
and I a small category. Recall that the category of functors MI is again a cofibrantly
generated model category (with the componentwise weak equivalences). Thus, the
diagonal functor Ho(M) → Ho(MI ) admits a left adjoint, the homotopy colimit
functor, and a right adjoint, the homotopy limit functor. An object X of M is ho-
motopically finitely presented if, for each filtered direct system Yi , i ∈ I , of M, the
canonical morphism

hocolim Map(X, Yi)→ Map(X, hocolim Yi)

is a weak equivalence of simplicial sets. The category M is homotopically locally
finitely presented if, in Ho(M), each object is the homotopy colimit of a filtered direct
system (in M) of homotopically finitely presented objects.

For example [64], the category of dg algebras is homotopically locally finitely
presented and a dg algebra is homotopically finitely presented iff, in the homotopy
category, it is a retract of a non-commutative free graded algebra k〈x1, . . . , xn〉 en-
dowed with a differential such that dxi belongs to k〈x1, . . . , xi−1〉 for each 1 ≤ i ≤ n.
A dg category is of finite type if it is dg Morita equivalent to a homotopically finitely
presented dg algebra.

Theorem 4.12 ([156]). The category of small dg categories endowed with the canoni-
cal model structure whose weak equivalences are the Morita morphisms is homotopi-
cally locally finitely presented and a dg category is homotopically finitely presented
iff it is of finite type.

A dg category A is called smooth if the bimodule (X, Y ) �→ A(X, Y ) is perfect

in D(Aop
L⊗A). This property is invariant under dg Morita equivalence. The explicit
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description of the homotopically finitely presented dg algebras shows that a dg cate-
gory of finite type is smooth. Conversely [156], a dg category A is of finite type if
it is smooth and proper, i.e. dg Morita equivalent to a dg algebra whose underlying
complex of k-modules is perfect.

4.8. Moduli of objects in dg categories. Let T be a small dg category. In [156],
B. Toën and M. Vaquié introduce and study the D−-stack (in the sense of [157]) of
objects in T . By definition, this D−-stack is the functor

MT : Scalg→ Sset

which sends a simplicial commutative k-algebra A to the simplicial set

Map(T op, perdg(NA)),

whereNA is the commutative dg k-algebra obtained fromA by the Dold–Kan equiv-
alence. They show that if T is a dg category of finite type, then this D−-stack is
locally geometric and locally of finite presentation. Moreover, if E : T → perdg(k)

is a k-point of MT , then the tangent complex of MT at E is given by

TMT ,E
∼−→ RHom(E,E)[1].

In particular, if E is quasi-isomorphic to a representable x∧, then we have

TMT ,E
∼−→ T (x, x)[1].

It follows that the restriction of MT to the category of commutative k-algebras is a
locally geometric∞-stack in the sense of C. Simpson [144]. Here are three conse-
quences derived from these results in [156]:

1) If T is a dg category over a field k and is smooth, proper and Morita fibrant,
then the sheaf associated with the presheaf

R �→ AutHqeR(T ⊗k R),

on the category of commutative k-algebras is a group scheme locally of finite type
over k (cf. [166] for the case where T is an algebra).

2) If X is a smooth proper scheme over a commutative ring k, then the∞-stack
of perfect complexes on X is locally geometric.

3) If A is a (non-commutative) k-algebra over a field k, then the ∞-stack of
bounded complexes of finite-dimensional A-modules is locally geometric if either A
is the path algebra of a finite quiver or a finite-dimensional algebra of finite global
dimension.
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4.9. Dg orbit categories. Let A be a dg category and F : A→ A an automorphism
of A in Hqe. Let us assume for simplicity that F is given by a dg functor A→ A.
The dg orbit category A/FZ has the same objects as A and the morphisms defined by

(A/FZ)(X, Y ) =
⊕
d∈Z

colimnA(F nX, Fn+dY ).

The projection functor P : A → A/FZ is endowed with a canonical morphism
φ : PF → P which becomes invertible inH 0(A/FZ) and the pair (P, φ) is the solu-
tion of a universal problem, cf. [83]. The categoryH 0(A)/FZ is defined analogously.
It is isomorphic toH 0(A/FZ) and can be thought of as the ‘category of orbits’ of the
functor F acting in H 0(A).

Let us now assume that k is a field. Let Q be a quiver (= oriented graph) whose
underlying graph is a Dynkin graph of type A, D or E. Let mod kQ be the abelian
category of finite-dimensional representations of Q over k (cf. e.g. [52], [4]). Let
A = Db

dg(modQ) and F : A → A an automorphism in Hqe. We say that F acts

properly if no indecomposable object of Db(mod kQ) is isomorphic to its image
under F . For example, if � is the Serre functor of A, defined by the bimodule

(X, Y ) �→ Homk(A(Y,X), k),

then � acts properly and, more generally, if S is the suspension functor, then S−d�
acts properly for each d ∈ N unless Q is reduced to a point.

Theorem 4.13 ([83]). If F acts properly, the orbit category Db
dg(mod kQ)/FZ is

Morita fibrant and thus Db(mod kQ)/FZ is canonically triangulated.

In the particular case where F = S−d�, the triangulated category H 0(A/FZ) is
Calabi–Yau [91] of CY-dimension d (cf. [83]). For d = 1, the categoryH 0(A/FZ) is
equivalent to the category of finite-dimensional projective modules over the prepro-
jective algebra (cf. [56], [31], [128]) associated with the Dynkin graph underlyingQ.
For d = 2, one obtains the cluster category associated with the Dynkin graph. This
category was introduced in [27] for type A and in [6] in the general case. It serves in
the representation-theoretic approach (cf. e.g. [6], [26], [55]) to the study of cluster
algebras [47], [48], [13], [49]. It seems likely [2] that if k is algebraically closed, the
theorem yields almost all Morita fibrant dg categories whose associated triangulated
categories have finite-dimensional morphism spaces and only finitely many isoclasses
of indecomposables. In particular, those among these categories which are Calabi–
Yau of fixed CY-dimension d � 0 are expected to be parametrized by the simply
laced Dynkin diagrams.

5. Invariants

5.1. Additive invariants. Let Hmo0 be the category with the same objects as Hmo
and where morphisms A→ B are given by elements of the Grothendieck group of
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the triangulated category rep(A,B). The composition is induced from that of Hmo.
The category Hmo0 is additive and endowed with a canonical functor Hmo→ Hmo0
(cf. [22] for a related construction). One can show [145] that a functor F defined on
Hmo with values in an additive category factors through Hmo→ Hmo0 iff for each
exact dg category A endowed with full exact dg subcategories B and C which give
rise to a semi-orthogonal decomposition H 0(A) = (H 0(B),H 0(C)) in the sense
of [21], the inclusions induce an isomorphism F(B) ⊕ F(C) ∼−→ F(A). We then
say that F is an additive invariant. The most basic additive invariant is given by
FA = K0(per A)). In Hmo0, it becomes a corepresentable functor: K0(per(A)) =
Hmo0(k,A). As we will see below, the K-theory spectrum and all variants of cyclic
homology are additive invariants. This is of interest since non-isomorphic objects of
Hmo can become isomorphic in Hmo0. For example, if k is an algebraically closed
field, each finite-dimensional algebra of finite global dimension becomes isomorphic
to a product of copies of k in Hmo0 (cf. [78]) but it is isomorphic to such a product in
Hmo only if it is semi-simple.

5.2. K-theory. Let A be a small dg k-category. Its K-theory K(A) is defined by
applying Waldhausen’s construction [161] to a suitable category with cofibrations and
weak equivalences: here, the category is that of perfect A-modules, the cofibrations
are the morphisms i : L→ M of A-modules which admit retractions as morphisms
of graded A-modules (i.e. the inflations of Section 3.4) and the weak equivalences are
the quasi-isomorphisms. This construction can be improved so as to yield a functor
K from dgcatk to the homotopy category of spectra. As in [152], from Waldhausen’s
results [161] one then obtains the following

Theorem 5.1. a) [36] The map A �→ K(A) yields a well-defined functor on Hmo.
b) Applied to the bounded dg-derived category Db

dg(E) of an exact category E ,
the K-theory defined above agrees with Quillen K-theory.

c) The functor A �→ K(A) is an additive invariant. Moreover, each short exact
sequence A→ B → C of Hmo (cf. Section 4.6) yields a long exact sequence

· · · �� Ki(A) �� Ki(B) �� Ki(C) �� . . . �� K0(B) �� K0(A).

Part a) can be improved on: In fact, D. Dugger and B. Shipley show in [36] that
K-theory is even preserved under topological Morita equivalence. Part c) can be im-
proved on by defining negativeK-groups and showing that the exact sequence extends
indefinitely to the right. We refer to [134] for the most recent results, which include
the case of dg categories. By combining part a) with Rickard’s theorem 3.12, one
obtains the invariance of the K-theory of rings under triangle equivalences between
their derived categories. By combining a) and b), one obtains the invariance of the
K-theory of abelian categories under equivalences between their derived categories
which come from isomorphisms of Hmo (or, more generally, from topological Morita
equivalences). In fact, according to A. Neeman’s results [110] the K-theory of an



178 Bernhard Keller

abelian category is even determined by the underlying triangulated category of its
derived category, cf. [113] for a survey of his work.

Of course, any invariant defined for small triangulated categories applied to the
perfect derived category yields an invariant of small dg categories. For example,
Balmer–Witt groups (cf. [7] for a survey), defined for dg categories A endowed with
a suitable involution A

∼−→ Aop in Hmo, yield such invariants.

5.3. Hochschild and cyclic homology. Let A be a small k-flat k-category. Fol-
lowing [106] the Hochschild chain complex of A is the complex concentrated in
homological degrees p ≥ 0 whose pth component is the sum of the

A(Xp,X0)⊗A(Xp,Xp−1)⊗A(Xp−1, Xp−2)⊗ · · · ⊗A(X0, X1),

where X0, . . . , Xp range through the objects of A, endowed with the differential

d(fp ⊗ . . .⊗ f0) = fp−1 ⊗ · · · ⊗ f0fp +
p∑
i=1

(−1)ifp ⊗ · · · ⊗ fifi−1 ⊗ · · · ⊗ f0.

Via the cyclic permutations

tp(fp−1 ⊗ · · · ⊗ f0) = (−1)pf0 ⊗ fp−1 ⊗ · · · ⊗ f1

this complex becomes a precyclic chain complex and thus gives rise [77, Sect. 2]
to a mixed complex C(A) in the sense of [72], i.e. a dg module over the dg algebra
	 = k[B]/(B2), where B is of degree−1 and dB = 0. As shown in [72], all variants
of cyclic homology [100] only depend on C(A) considered in D(	). For example,

the cyclic homology of A is the homology of the complex C(A)
L⊗	 k.

If A is a k-flat differential graded category, its mixed complex is the sum-total
complex of the bicomplex obtained as the natural re-interpretation of the above com-
plex. If A is an arbitrary dg k-category, its Hochschild chain complex is defined as
the one of a k-flat (e.g. a cofibrant) resolution of A.

Theorem 5.2 ([79], [80]). a) The map A �→ C(A) yields an additive functor
Hmo0 → D(	). Moreover, each exact sequence of Hmo (cf. Section 4.6) yields
a canonical triangle of D(	).

b) If A is a k-algebra, there is a natural isomorphism C(A)
∼−→ C(perdg(A)).

c) If X is a quasi-compact separated scheme, there is a natural isomorphism
C(X)

∼−→ C(pardg(X)), where C(X) is the cyclic homology of X in the sense of
[99], [163] and pardg(X) the dg category defined in Section 4.6.

The second statement in a) may be viewed as an excision theorem analogous
to [164]. We refer to the recent proof [28] ofWeibel’s conjecture [162] on the vanishing
of negative K-theory for an application of the theorem. The brave new algebra
description of topological Hochschild (co-)homology [142] would suggest that it is
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also preserved under topological Morita equivalence but no reference seems to exist
as yet.

The endomorphism algebra RHom	(k, k) is quasi-isomorphic to k[u], where u

is of degree 2 and d(u) = 0. It acts on C(A)
L⊗	 k and this action is made visible in

the isomorphism

C(A)
L⊗	 k = C(A)⊗ k[u]

where u is of degree 2 and the differential on the right hand complex is given by

d(x ⊗ f ) = d(x)⊗ f + (−1)|x|xB ⊗ uf.
The following ‘Hodge–de Rham conjecture’ is true for the dg category of perfect
complexes on a smooth projective variety or over a finite-dimensional algebra of
finite global dimension. It is wide open in the general case.

Conjecture 5.3 ([33], [90]). If A is a smooth proper dg category over a field k of
characteristic 0, then the homology of C(A)⊗ k[u]/(un) is a flat k[u]/(un)-module
for all n ≥ 1.

5.4. Hochschild cohomology. Let A be a small cofibrant dg category. Its cohomo-
logical Hochschild complex C(A,A) is defined as the product-total complex of the
bicomplex whose 0th column is

∏
A(X0, X0),

where X0 ranges over the objects of A, and whose pth column, for p ≥ 1, is
∏

Homk(A(Xp−1, Xp)⊗A(Xp−2, Xp−1)⊗ · · · ⊗A(X0, X1),A(X0, Xp))

where X0, . . . , Xp range over the objects of A. The horizontal differential is given
by the Hochschild differential. This complex carries rich additional structure: As
shown in [58], it is a B∞-algebra, i.e. its bar construction carries, in addition to its
canonical differential and comultiplication, a natural multiplication which makes it
into a dg bialgebra. The B∞-structure contains in particular the cup product and the
Gerstenhaber bracket, which both descend to the Hochschild cohomology

HH ∗(A,A) = H ∗C(A,A).
The Hochschild cohomology is naturally interpreted as the homology of the complex

Hom(1A, 1A)

computed in the dg category RHom(A,A), where 1A denotes the identity functor
of A (i.e. the bimodule (X, Y ) �→ A(X, Y )). Then the cup product corresponds to the
composition (whereas the Gerstenhaber bracket has no obvious interpretation). Each
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c ∈ HHn(A,A) gives rise to morphisms cM : M → M[n] of D(A), functorial in
M ∈ D(A). Another interpretation links the Hochschild cohomology of A to the
derived Picard group and to the higher homotopy groups of the category of quasi-
equivalences between dg categories, cf. Section 4.2.

A natural way of obtaining theB∞-algebra structure onC(A,A) is to consider the
A∞-category ofA∞-functors from A to itself [91], [98], [104]. Here, theB∞-algebra
C(A,A) appears as the endomorphism algebra of the identity functor (cf. [84]).

Note that C(A,A) is not functorial with respect to dg functors. However, if
F : A→ B is a fully faithful dg functor, it clearly induces a restriction map

F ∗ : C(B,B)→ C(A,A)

and this map is compatible with the B∞-structure. This can be used to construct [81]
a morphism

φX : C(B,B)→ C(A,A)

in the homotopy category of B∞-algebras associated with each dg A-B-bimodule X
such that the functor

?
L⊗A X : per(A)→ DB

is fully faithful. If moreover the functor X
L⊗B? : per(Bop) → D(Aop) is fully

faithful, then φX is an isomorphism. In particular, the Hochschild complex becomes
a functor

Hmoop
ff → Ho(B∞),

where Ho(B∞) is the homotopy category of B∞-algebras and Hmoff the (non-full)
subcategory of Hmo whose morphisms are the quasi-functors X ∈ rep(A,B) such
that

?
L⊗A X : per(A)→ per(B)

is fully faithful. We refer to [102] for the closely related study of the Hochschild
complex of an abelian category.

Let us suppose that k is a field of characteristic 0. Endowed with the Gerstenhaber
bracket the Hochschild complex C(A,A) becomes a differential graded Lie algebra
and this Lie algebra ‘controls the deformations of the A∞-category A’, cf. e.g. [93].
Here the A∞-structures (mn), n ≥ 0, may have a non-trivial term m0. Some (but not
all) Hochschild cocycles also correspond to deformations of A as an object of Hmo.
To be precise, let k[ε] be the algebra of dual numbers and consider the reduction
functor

R : Hmok[ε] → Hmok, B �→ B
L⊗k[ε] k.

A first order Morita deformation of A is a pair (A′, φ) formed by a dg k[ε]-category A′
and an isomorphism φ : RA′ → A of Hmok . An equivalence between such deforma-
tions is given by an isomorphism ψ : A′ → A′′ such that φ′Rψ = φ. Then one can
show [54] that the equivalence classes of first order Morita deformations of A are in
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natural bijection with the classes c ∈ HH 2(A,A) such that the induced morphism
cP : P → P [2] is nilpotent inH ∗Hom(P, P ) for each perfect A-module P . If A is
proper or, more generally, if HnA(?, X) vanishes for n � 0 for all objects X of A,
then this condition holds for all Hochschild 2-cocycles c. On the other hand, if A is
given by the dg algebra k[u, u−1], where u is of degree 2 and du = 0, then it does
not hold for the cocycle u ∈ HH 2(A,A).

5.5. Fine structure of the Hochschild complexes. The Hochschild cochain com-
plex of a dg category carries a natural homotopy action of the little squares operad.
This is the positive answer to a question by P. Deligne [29] which has been obtained,
for example, in [105], [92], [14]…. Hochschild cohomology acts on Hochschild ho-
mology and this action comes from a homotopy action of the Hochschild cochain
complex, viewed as a homotopy algebra over the little squares, on the Hochschild
chain complex. This is the positive answer to a series of conjectures due to B. Tsygan
[158] and Tamarkin–Tsygan [149]. It has recently been obtained by B. Tsygan and
D. Tamarkin [159]. Together, the two Hochschild complexes endowed with these
structures yield a non-commutative calculus [150] analogous to the differential cal-
culus on a smooth manifold. The link with classical calculus on smooth commutative
manifolds is established through M. Kontsevich’s formality theorem [89], [147] for
Hochschild cochains and in [143] (cf. also [32]) for Hochschild chains.

Clearly, these finer structures on the Hochschild complexes are linked to the cat-
egory of dg categories and its simplicial enrichment given by the Dwyer–Kan local-
ization as developed in [155]. At the end of the introduction to [155], the reader will
find a more detailed discussion of these links, cf. also [87]. A precise relationship is
announced in [148].

5.6. Derived Hall algebras. Let A be a finitary abelian category, i.e. such that the
underlying sets of A(X, Y ) and Ext1(X, Y ) are finite for all objects X, Y of A. The
Ringel–Hall algebra H(A) is the free abelian group on the isomorphism classes
of A endowed with the multiplication whose structure constants are given by the
Hall numbers f ZXY , which count the number of subobjects of Z isomorphic to X and
such that Z/X is isomorphic to Y , cf. [30] for a survey. Thanks to Ringel’s famous
theorem [126], [127], for each simply laced Dynkin diagram �, the positive part of
the Drinfeld–Jimbo quantum group Uq(�) (cf. e.g. [73], [103]) is obtained as the
(generic, twisted) Ringel–Hall algebra of the abelian category of finite-dimensional
representations of a quiver �� with underlying graph �. Since Ringel’s discovery, it
was first pointed out by Xiao [165], cf. also [70], that an extension of the construction of
the Ringel–Hall algebra to the derived category of the representations of ��might yield
the whole quantum group. However, if one tries to mimic the construction of H(A) for
a triangulated category T by replacing short exact sequences by triangles one obtains
a multiplication which fails to be associative, cf. [70], [68]. It is remarkable that
nevertheless, as shown by Peng–Xiao [115], [116], [117], the commutator associated
with this multiplication yields the correct Lie algebra.
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A solution to the problem of constructing an associative multiplication from the
triangles has recently been proposed by B. Toën in [153]. He obtains an explicit
formula for the structure constants φZXY of an associative multiplication on the rational
vector space generated by the isomorphism classes of any triangulated category T
which appears as the perfect derived category per(T ) of a proper dg category T over
a finite field k. The resulting Q-algebra is the derived Hall algebra DH(T ) of T .
The formula for the structure constants reads as follows:

φZXY =
∑
f

|Aut(f/Z)|−1
∏
i>0

|Ext−i (X,Z)|(−1)i |Ext−i (X,X)|(−1)i+1
,

where f ranges over the set of orbits of the group Aut(X) in the set of morphisms
f : X → Z whose cone is isomorphic to Y , and Aut(f/Z) denotes the stabilizer of
f under the action of Aut(X). The proof of associativity is inspired by methods from
the study of higher moduli spaces [157], [155], [156] and by the homotopy theoretic
approach to K-theory [120]. From the formula, it is immediate that DH(T ) is
preserved under triangle equivalences per(T ) ∼−→ per(T ′). Another consequence is
that if A is the heart of a non-degenerate t-structure [10] on per(T ), then the Ringel–
Hall algebra of A appears as a subalgebra of DH(T ). The derived Hall algebra of
the derived category of representations of �� over a finite field appears closely related
to the constructions of [70]. Its precise relation to the quantum group Uq(�) remains
to be investigated.

Notice that like the K0-group, the derived Hall algebra only depends on the un-
derlying triangulated category of per(T ). One would expect that geometric versions
of the derived Hall algebra, as defined in [154, 3.3] will depend on finer data.
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Abstract. We discuss the homological algebra of representation theory of finite dimensional
algebras and finite groups. We present various methods for the construction and the study of
equivalences of derived categories: local group theory, geometry and categorifications.
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1. Introduction

This paper discusses derived equivalences, their construction and their use, for finite
dimensional algebras, with a special focus on finite group algebras.

In a first part, we discuss Broué’s abelian defect group conjecture and its ramifica-
tions. This is one of the deepest problem in the representation theory of finite groups.
It is part of local representation theory, which aims to relate characteristic p repre-
sentations of a finite group with representations of local subgroups (normalizers of
non-trivial p-subgroups). We have taken a more functorial viewpoint in the definition
of classical concepts (defect groups, subpairs,...).

In § 2.1.4, we presentAlperin’s conjecture, which gives a prediction for the number
of simple representations, and Broué’s conjecture, which is a much more precise
prediction for the derived category, but does apply only to certain blocks (those with
abelian defect groups).

We discuss in § 2.2 various types of equivalences that arise and present the crucial
problem of lifting stable equivalences to derived equivalences.

In § 2.3, we present some local methods. We give a stronger version of the abelian
defect group conjecture that can be approached inductively and reduced to the prob-
lem explained above of lifting stable equivalences to derived equivalences. Roughly
speaking, in a minimal counterexample to that refinement of the abelian defect con-
jecture, there is a stable equivalence. Work of Rickard suggested to impose conditions
on the terms of the complexes: they should be direct summands of permutation mod-
ules. We explain that one needs also to put conditions on the maps, that make the
complexes look like complexes of chains of simplicial complexes.

There is no understanding on how to construct candidates complexes who would
provide the derived equivalences expected by the abelian defect group conjecture in
general. For finite groups of Lie type (in non-describing characteristic), we explain
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(§ 2.4) Broué’s idea that such complexes should arise as complexes of cohomology of
Deligne–Lusztig varieties. We describe (§ 2.4.2) the Jordan decomposition of blocks
(joint work with Bonnafé), as conjectured by Broué: Morita equivalences between
blocks are constructed from the cohomology of Deligne–Lusztig varieties. For GLn,
every block is shown to be Morita equivalent to a unipotent block. This provides some
counterpart to the Jordan decomposition of characters (Lusztig). In § 2.4.3 and 2.4.4,
we explain the construction of complexes in the setting of the abelian defect conjecture.
There are some delicate issues related to the choice of the Deligne–Lusztig variety and
the extension of the action of the centralizer of a defect group to that of the normalizer.
This brings braid groups and Hecke algebras of complex reflection groups.

In § 2.5, we explain how to view the problem of lifting stable equivalences to
derived equivalences as a non-commutative version of the birational invariance of
derived categories of Calabi–Yau varieties.

In § 2.6, we describe a class of derived equivalences which are filtered shifted
Morita equivalences (joint work with Chuang). We believe these are the building
bricks for most equivalences and the associated combinatorics should be interesting.

Part § 3 is devoted to some invariants of derived equivalences. In § 3.1, we explain
a functorial approach to outer automorphism groups of finite dimensional algebras
and deduce that their identity component is preserved under various equivalences.
This functorial approach is similar to that of the Picard group of smooth projective
schemes and we obtain also an invariance of the identity component of the product of
the Picard group by the automorphism group, under derived equivalence.

In § 3.2, we explain how to transfer gradings through derived or stable equiva-
lences. As a consequence, there should be very interesting gradings on blocks with
abelian defect. This applies as well to Hecke algebras of type A in characteristic 0,
where we obtain gradings which should be related to geometrical gradings.

Finally, in § 3.3, we explain the notion of dimension for triangulated categories,
in particular for derived categories of algebras and schemes. This applies to answer a
question of Auslander on the representation dimension and a question of Benson on
Loewy length of group algebras.

Part § 4 is devoted to “categorifications”. Such ideas have been advocated by
I. Frenkel and have already shown their relevance in the work of Khovanov [57] on
knot invariants. Our idea is that “classical” structures have natural higher counterparts.
These act as symmetries of categories of representations or of sheaves.

In § 4.1, we explain the construction with Chuang of a categorification of sl2 and
we develop the associated “2-representation theory”. There is an action on the sum
of module categories of symmetric groups, and we deduce the existence of derived
equivalences between blocks with isomorphic defect groups, using the general theory
that provides a categorification of the adjoint action of the Weyl group. This applies
as well to general linear groups, and gives a solution to the abelian defect group
conjecture for symmetric and general linear groups.

In § 4.2, we define categorifications of braid groups. This is based on Soergel’s
bimodules.
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2. Broué’s abelian defect group conjecture

2.1. Introduction

2.1.1. Blocks. Let � be a prime number. Let O be the ring of integers of a finite
extension K of the field Q� of �-adic numbers and k its residue field.

Let G be a finite group. Modular representation theory is the study of the
categories OG-mod and kG-mod (finitely generated modules). The decomposi-
tion of Spec Z(OG) into connected components corresponds to the decomposition
Z(OG) = ∏

b Z(OG)b, where b runs over the set of primitive idempotents of
Z(OG) (the block idempotents). We have corresponding decompositions in blocks
OG = ∏

b OGb and OG-mod = ⊕
b OGb-mod.

Remark 2.1. One assumes usually that K is big enough so that KG is a product of
matrix algebras over K (this will be the case if K contains the e-th roots of unity,
where e is the exponent of G). Descent methods often allow a reduction to that case.

2.1.2. Defect groups. A defect group of a block OGb is a minimal subgroup D of
G such that ResG

D = OGb⊗OGb −: Db(OGb) → Db(OD) is faithful (i.e., injective
on Hom’s). Such a subgroup is an �-subgroup and it is unique up to G-conjugacy.

The principal block OGb0 is the one through which the trivial representation
factors. Its defect groups are the Sylow �-subgroups of G.

Defect groups measure the representation type of the block:

• kGb is simple if and only if D = 1.

• kGb-mod has finitely many indecomposable objects (up to isomorphism) if
and only if the defect groups are cyclic.

• kGb is tame (i.e., indecomposable modules are classifiable in a reasonable
sense) if and only if the defect groups are cyclic or � = 2 and defect groups
are dihedral, semi-dihedral or generalized quaternion groups.

2.1.3. Brauer correspondence. Let OGb be a block and D a defect group. There
is a unique block idempotent c of ONG(D) such that the restriction functor ResG

D =
cOGb ⊗OGb −: Db(OGb) → Db(ONG(D)c) is faithful.

This correspondence provides a bijection between blocks of OG with defect
group D and blocks of ONG(D) with defect group D.
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2.1.4. Conjectures. We have seen in § 2.1.3 thatDb(OG) embeds inDb(ONG(D)c).
The abelian defect conjecture asserts that, when D is abelian, the categories are ac-
tually equivalent (via a different functor):

Conjecture 2.2 (Broué). If D is abelian, there is an equivalence Db(OGb)
∼−−→

Db(ONG(D)c).

A consequence of the conjecture is an isometry K0(KGb)
∼−−→ K0(KNG(D)c)

with good arithmetical properties (a perfect isometry). Note that the conjecture also
carries homological information: if OGb is the principal block and the equivalence
sends the trivial module to the trivial module, we deduce that the cohomology rings
of G and NG(D) are isomorphic, a classical and easy fact. It is unclear whether there
should be some canonical equivalence in Conjecture 2.2.

Local representation theory is the study of the relation between modular repre-
sentations and local structure of G. Alperin’s conjecture asserts that the number of
simple modules in a block can be computed in terms of local structure.

Conjecture 2.3 (Alperin). Assume D �= 1. Then,

rank K0(kGb) =
∑
S

(−1)l(S)+1 rank K0(kNG(S)cS)

where S runs over the conjugacy classes of chains of subgroups 1 < Q1 < Q2 <

· · · < Qn ≤G D, l(S) = n ≥ 1 and cS is the sum of the block idempotents of NG(S)

corresponding to b.

Remark 2.4. We have stated here Knörr–Robinson’s reformulation of the conjecture
[58]. Note that the conjecture is expected to be compatible with �-local properties
of character degrees, equivariance, rationality (Dade, Robinson, Isaacs, Navarro).
When D is abelian, Alperin’s conjecture (and its refinements) follows immediately
from Broué’s conjecture. It would be extremely interesting to find a common refine-
ment of Alperin and Broué’s conjectures. For principal blocks, it should contain the
description of the cohomology ring as stable elements in the cohomology ring of a
Sylow subgroup.

2.2. Various equivalences. Let A and B be two symmetric algebras over a noethe-
rian commutative ring O.

2.2.1. Definitions. Let M be a bounded complex of finitely generated (A, B)-
bimodules which are projective as A-modules and as right B-modules. Assume there
is an (A, A)-bimodule R and a (B, B)-bimodule S with

M ⊗B M∗ 	 A ⊕ R as complexes of (A, A)-bimodules,

M∗ ⊗A M 	 B ⊕ S as complexes of (B, B)-bimodules.

We say that M induces a
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• Morita equivalence if M is concentrated in degree 0 and R = S = 0;

• Rickard equivalence if R and S are homotopy equivalent to 0 as complexes of
bimodules;

• derived equivalence if R and S are acyclic;

• stable equivalence (of Morita type) if R and S are homotopy equivalent to
bounded complexes of projective bimodules.

Note that Morita ⇒ Rickard ⇒ stable and Rickard ⇒ derived. Note also that if
there is a complex inducing a stable equivalence, then there is a bimodule inducing a
stable equivalence. Finally, Rickard’s theory says that if there is a complex inducing
a derived equivalence, then there is a complex inducing a Rickard equivalence.

The definitions amount to requiring that M ⊗B − induces an equivalence

• (Morita) B-mod
∼−−→ A-mod,

• (Rickard) Kb(B-mod)
∼−−→ Kb(A-mod),

• (derived) Db(B)
∼−−→ Db(A),

• (stable) B-mod
∼−−→ A-mod (assuming O regular)

where Kb(A-mod) is the homotopy category of bounded complexes of objects of
A-mod and A-mod is the stable category, additive quotient of A-mod by modules of
the form A ⊗O V with V ∈ O-mod (it is equivalent to Db(A)/A-perf when O is
regular).

2.2.2. Stable equivalences. Stable equivalences arise fairly often in modular rep-
resentation theory. For example, assume the Sylow �-subgroups of G are TI, i.e.,
given P a Sylow �-subgroup, then P ∩ gPg−1 = 1 for all g ∈ G − NG(P ). Then,
M = OG induces a stable equivalence between OG and ONG(P ), the corresponding
functor is restriction (this is an immediate application of Mackey’s formula). This
restricts to a stable equivalence between principal blocks. Unfortunately, we do not
know how to derive much numerical information from a stable equivalence.

A classical outstanding conjecture in representation theory of finite dimensional
algebras is

Conjecture 2.5 (Alperin–Auslander). Assume O is an algebraically closed field. If A

and B are stably equivalent, then they have the same number of isomorphism classes
of simple non-projective modules.

A very strong generalization of Conjecture 2.5 is

Question 2.6. Let A and B be blocks with abelian defect groups and M a complex
of (A, B)-bimodules inducing a stable equivalence. Assume K is big enough. Does
there exist M̃ a complex of (A, B)-bimodules inducing a Rickard equivalence and
such that M and M̃ are isomorphic in (A ⊗ Bopp)-mod?
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As will be explained in § 2.3.3, this is the key step for an inductive approach to
Broué’s conjecture.

Remark 2.7. There are examples of blocks with non abelian defect for which Ques-
tion 2.6 has a negative answer, for example A the principal block of Suz(8), � = 2,
and B the principal block of the normalizer of a Sylow 2-subgroup (TI case), cf. [17,
§6]. A major problem with Question 2.6 and with Conjecture 2.2 is to understand
the relevance of the assumption that the defect groups are abelian. Cf. § 3.2.2 for a
possible idea.

2.3. Local theory. In an ideal situation, equivalences would arise from permutation
modules or more generally, from chain complexes of simplicial complexes X acted on
by the groups under consideration. Then, taking fixed points on X by an �-subgroup Q

would give rise to equivalences between blocks of the centralizers of Q. We would
then have a compatible system of equivalences, corresponding to subgroups of the
defect group. At the level of characters, Broué defined a corresponding notion of
“isotypie” [17]: values of characters at �-singular elements are related.

2.3.1. Subpairs. We explain here some classical facts.
A kG-module of the form k� where � is a G-set is a permutation module. An

�-permutation module is a direct summand of a permutation module and we denote
by kG-lperm the corresponding full subcategory of kG-mod.

Suppose that Q is an �-subgroup of G. We define the functor BrQ : kG-lperm →
k(NG(Q)/Q)-lperm: BrQ(M) is the image of MQ in MQ = M/

∑
x∈Q(x −1)M . If

M = k�, then k(�Q)
∼−−→ BrQ(M): the Brauer construction extends the fixed point

construction on sets to �-permutation modules. Note that this works only because Q

is an �-group and k has characteristic �.
To deal with non principal blocks, we need to use Alperin–Broué’s subpairs. A

subpair of G is a pair (Q, e), where Q is an �-subgroup of G and e a block idempotent
of kCG(Q). If we restrict to the case where e is a principal block, we recover theory
of �-subgroups of G.

A maximal subpair is of the form (D, bD), whereD is a defect group of a block kGb

and bD is a block idempotent of kCG(D) such that bDc �= 0 (we say that (D, bD) is a b-
subpair). Fix such a maximal subpair. The (kG, kNG(D, bD))-bimodule bkGbD has,
up to isomorphism, a unique indecomposable direct summand X with Br�D(X) �= 0.
Here, we put �D = {(x, x−1)}x∈D ≤ D × Dopp. More generally, given φ : Q → R,
we put �φ(Q) = {(x, φ(x)−1)}x∈Q ≤ Q × Ropp.

We define the Brauer category Br(D, bD): its objects are subpairs (Q, bQ)

with Q ≤ D and bQ Br�Q(X) �= 0, and Hom((Q, bQ), (R, bR)) is the set of
f ∈ Hom(Q, R) such that there is g ∈ G with (Qg, b

g
Q) ∈ Br(D, bD) and

f (x) = g−1xg for all x ∈ Q.
Let M ∈ kG-lperm indecomposable. A vertex-subpair of M is a subpair (Q, bQ)

maximal such that bQ BrQ(M) �= 0 (such a subpair is unique up to conjugacy).
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2.3.2. Splendid equivalences. Let G and H be two finite groups and b and b′ two
block idempotents of kG and kH .

The following Theorem [86], [92] shows that a stable equivalence corresponds to
“local” Rickard equivalences, for complexes of �-permutation modules.

Theorem 2.8. Let M be an indecomposable complex of �-permutation (kGb, kHb′)-
bimodules. Then M induces a stable equivalence between kGb and kHb′ if and only
if given (D, bD) a maximal b-subpair, there is a maximal b′-subpair (D′, b′

D′), an

isomorphism φ : D
∼−−→ D′ inducing an isomorphism Br(D, bD)

∼−−→ Br(D′, b′
D′)

such that

• The indecomposable modules occurring in M have vertex-subpairs of the form
(�φ(Q), bQ ⊗ b′

φ(Q)) for some (Q, bQ) ∈ Br(D, bD), with (φ(Q), b′
φ(Q)) =

φ(Q, bQ).

• For 1 �= Q ≤ D, then bQ · Br�φQ M · b′
φ(Q) induces a Rickard equivalence

between kCG(Q)bQ and kCH (Q)b′
φ(Q), where (Q, bQ) ∈ Br(D, bD) and

(φ(Q), b′
φ(Q)) = φ(Q, bQ).

Remark 2.9. In [83], Rickard introduced a notion of splendid equivalences for princi-
pal blocks (complexes of �-permutation modules with diagonal vertices), later gener-
alized by Harris [46] and Linckelmann [65]. Such equivalences were shown to induce
equivalences for blocks of centralizers. In these approaches, an isomorphism between
the defect groups of the two blocks involved was fixed a priori and vertex-subpairs
were assumed to be “diagonal” with respect to the isomorphism. Theorem 2.8 shows
it is actually easier and more natural to work with no a priori identification, and the
property on vertex-subpairs is actually automatically satisfied.

The second part of the theorem (local Rickard equivalences ⇒ stable equiva-
lence) generalizes results of Alperin and Broué and is related to work of Bouc and
Linckelmann.

Finally, a more general theory (terms need not be �-permutation modules) has
been constructed by Puig (“basic equivalences”) [78].

Rickard proposed the following strengthening of Conjecture 2.2:

Conjecture 2.10. If D is abelian, there is a complex of �-permutation modules in-
ducing a Rickard equivalence between OGb and ONG(D)c.

To the best of my knowledge, in all cases where Conjecture 2.2 is known to hold,
then, Conjecture 2.10 is also known to hold.

Conjecture 2.10 is known to hold when D is cyclic [79], [62], [85]. In that case, one
can construct a complex with length 2, but the longer complex originally constructed
by Rickard might be more natural. The conjecture holds also when D 	 (Z/2)2 [82],
[63], [85]. In both cases, the representation type is tame. Note that there is no other
�-group P for which Conjecture 2.10 is known to hold for all D 	 P .
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Conjecture 2.10 holds when G is �-solvable [35], [75], [47], when G is a symmetric
group or a general linear group (cf. § 4.1; the describing characteristic case G =
SL2(�

n) is solved in [70]) and when G is a finite group of Lie type and � || (q − 1)

(cf. § 2.4.3). There are many additional special groups for which the conjecture is
known to hold (work of Gollan, Hida, Holloway, Koshitani, Kunugi, Linckelmann,
Marcus, Miyachi, Okuyama, Rickard, Turner, Waki), cf. http://www.maths.bris.ac.uk/
~majcr/adgc/adgc.html.

2.3.3. Gluing. Theorem 2.8 suggests an inductive approach to Conjecture 2.10: one
should solve the conjecture for local subgroups (say, CG(Q), 1 �= Q ≤ D) and glue
the corresponding Rickard complexes. This would give rise to a complex inducing a
stable equivalence, leaving us with the core problem of lifting a stable equivalence to a
Rickard equivalence. Unfortunately, complexes are not rigid enough to allow gluing.
This problem can be solved by using complexes endowed with some extra structure
[86], [92]. The idea is to use complexes that have the properties of chain complexes
of simplicial complexes: the key point is the existence of compatible splittings of
the Brauer maps MQ → M(Q). One can build an exact category of �-permutation
modules with compatible splittings of the Brauer maps. The subcategory of projective
objects turns out to have a very simple description in terms of sets, and we use only
this category. For simplicity, we restrict here to the case of principal blocks.

Let G be a finite group, � a prime number, k an algebraically closed field of
characteristic �, b the principal block idempotent of kG, D a Sylow �-subgroup of G

and c the principal block idempotent of H = NG(D). We assume D is abelian. We
denote by Z�(G) the Sylow �-subgroup of Z(G) and put Z = �Z�(G).

Let G′ be a finite group containing G as a normal subgroup, let H ′ = NG′(D)

and F = G′/G
∼−−→ H ′/H . We assume F is an �′-group, we put N = {(g, h) ∈

G′ × H ′opp | (gG, hH opp) ∈ �F } and N = N/Z.
Let E be the category of N-sets whose point stabilizers are contained in �D/Z.

Let Ẽ be the Karoubian envelop of the linearization of E (objects are pairs (�, e)

where � is a N-set and e an idempotent of the monoid algebra of End
N

(�)). We

have a faithful functor Ẽ → kN-lperm, (�, e) �→ k(�, e) := k�e.
We are now ready to state a further strengthening of Conjecture 2.2. For the

inductive approach, it is important to take into account central �-subgroups and �′-
automorphism groups.

Conjecture 2.11. There is a complex C of objects of Ẽ such that ResN
G×H opp k(C)

induces a Rickard equivalence between kGb and kHc.

We can also state a version of Question 2.6, for the pair (G′, G):

Question 2.12. Let C be a complex of objects of Ẽ such that ResN
G×H opp k(C)

induces a stable equivalence between kGb and kHc. Is there a bounded complex
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R of finitely generated projective N-modules and a morphism f : R → k(C) such

that ResN
G×H opp cone(f ) induces a Rickard equivalence between kGb and kHc?

The following theorem reduces (a suitable version of) the abelian defect conjec-
ture to (a suitable version of) the problem of lifting stable equivalences to Rickard
equivalences.

Theorem 2.13. Assume Question 2.12 has a positive answer for (NG′(Q), CG(Q))

for all non trivial subgroups Q of D. Then Conjecture 2.11 holds.

The proof goes by building inductively (on the index of Q in D) a system of
complexes for NG′(Q) and gluing them together. The key point is that, given a finite
group �, the category of �-sets whose point stabilizers are non-trivial p-subgroups
is locally determined. This allows us to manipulate objects of Ẽ as “sheaves”.

2.4. Chevalley groups. We explain Broué’s idea that complexes of cohomology of
certain varieties should give rise to derived equivalences, for finite groups of Lie type.

2.4.1. Deligne–Lusztig varieties. Let G be a connected reductive algebraic group
defined over a finite field and let F be an endomorphism of G, a power Fd of which
is a Frobenius endomorphism defining a structure over a finite field Fqd for some

q ∈ R>0. Let G = GF be the associated finite group.
Let � be a prime number with � � q, K a finite extension of Ql , and O its ring of

integers. We assume K is big enough.
Let L be an F -stable Levi subgroup of G, P be a parabolic subgroup with Levi

complement L, and let U be the unipotent radical of P . We define the Deligne–Lusztig
variety

YU = {gU ∈ G/U | g−1F(g) ∈ U · F(U)},
a smooth affine variety with a left action of GF and a right action of LF by mul-
tiplication. The corresponding complex of cohomology R�c(YU , O) induces the
Deligne–Lusztig induction functor RG

L⊂P : Db(OLF ) → Db(OGF ).
The effect of these functors on characters (i.e., K0’s after extension to K) is a

central tool for Deligne–Lusztig and Lusztig’s construction of irreducible characters
of G. It is important to also consider the finer invariant R̃�c(YU , O), an object of
Kb(O(GF × (LF )opp)-lperm) which is quasi-isomorphic to R�c(YU , O) [81], [87].

We put XU = YU/LF and denote by π : YU → XU the quotient map.

Remark 2.14. One could use ordinary cohomology instead of the compact support
version. One can conjecture that the two versions are interchanged by Alvis–Curtis
duality: (R�c(YU , O)⊗L

OLF −) �DL and DG � (R�(YU , O))⊗L
OLF −) should differ

by a shift. This is known in the Harish-Chandra case, i.e., when P is F -stable [24].

Let T 0 ⊂ B0 be a pair consisting of an F -stable maximal torus and an F -stable
Borel subgroup of G. Let U0 be the unipotent radical of B0 and let W = NG(T 0)/T 0.
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Let B+ (resp. B) be the braid monoid (resp. group) of W . The canonical map
B+ → W has a unique section w �→ w that preserves lengths (it is not a group
morphism!). We fix an F -equivariant morphism τ : B → NG(T 0) that lifts the
canonical map NG(T 0) → W [99]. Given w ∈ W , we put ẇ = τ(w). Let w0 be the
longest element of W and let π = w2

0, a central element of B.
Assume L above is a torus. We give a different model for YU . Let w ∈ W and

h ∈ G such that h−1F(h) = ẇ and U = hU0h
−1. Let

Y (w) = {gU0 ∈ G/U0 | g−1F(g) ∈ U0ẇU0},
a variety with a left action of G and a right action of T wF

0 by multiplication. We

have L = hT 0h
−1 and conjugation by h induces an isomorphism LF ∼−−→ T wF

0 .

Right multiplication by h induces an isomorphism YU
∼−−→ Y (w) compatible with

the actions of G and LF . We have dim Y (w) = l(w). We write YF (w) when the
choice of F is important.

Given w1, . . . , wr ∈ W , we put

Y (w1, . . . , wr) = {(g1U0, . . . , grU0) ∈ (G/U0)
r |

g−1
1 g2 ∈ U0ẇ1U0, . . . , g

−1
r−1gr ∈ U0ẇr−1U0 and g−1

r F (g1) ∈ U0ẇrU0}.
Up to a transitive system of canonical isomorphisms, Y (w1, . . . , wr) depends only

on the product b = w1 · · · wr ∈ B+ and we denote that variety by Y (b) [36], [22].

2.4.2. Jordan decomposition. As a first step in his classification of (complex) irre-
ducible characters of finite groups of Lie type, Lusztig established a Jordan decom-
position of characters.

Let (G∗, F ∗) be Langlands dual to (G, F ). Then Lusztig defined a partition of
the set Irr(G) of irreducible characters of G:

Irr(G) =
∐
(s)

Irr(G, (s))

where (s) runs over conjugacy classes of semi-simple elements of (G∗)F ∗
. The

elements in Irr(G, 1) are the unipotent characters.
Furthermore, Lusztig constructed a bijection

Irr(G, (s))
∼−−→ Irr((CG∗(s)∗)F , 1) (1)

(assuming CG∗(s) is connected). So, an irreducible character corresponds to a pair
consisting of a semi-simple element in the dual and a unipotent character of the dual
of the centralizer of that semi-simple element.

Broué and Michel [21] showed that the union of series corresponding to classes
with a fixed �′-part is a union of blocks: let t be a �′-element of (G∗)F ∗

and let

Irr(G, (t))� =
∐
(s)

Irr(G, (s))
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where (s) runs over conjugacy classes of semi-simple elements of (G∗)F ∗
whose

�′-part is conjugate to t . Then Irr(G, (t))� is a union of �-blocks, and we denote by
B(GF , (t)) the corresponding factor of OGF .

Broué [18] conjectured that the decomposition (1) arises from a Morita equivalence
(cf. also [48]). More, precisely, we have the following theorem [11, Theorem B’]
obtained in joint work with C. Bonnafé (cf. also [23] for a detailed exposition). This
was conjectured by Broué who gave a proof when t is regular [18].

Theorem 2.15 (Jordan decomposition of blocks). Assume CG∗(t) is contained in an
F ∗-stable Levi subgroup L∗ of G∗ with dual L ≤ G. Let P be a parabolic subgroup
of G with Levi complement L and unipotent radical U . Let d = dim XU and let
Ft = π∗O ⊗OLF B(LF , (t)).

Then Hi
c (XU , Ft ) = 0 for i �= d and Hd

c (XU , Ft ) induces a Morita equivalence
between B(G, (t)) and B(LF , (t)).

The theorem reduces the study of blocks of finite groups of Lie type to the case of
those associated to a quasi-isolated element t . When L∗ = CG∗(t) is a Levi subgroup
of G∗, then B(LF , (t)) is isomorphic to B(LF , 1).

As shown by Broué, the key point is the statement about the vanishing of cohomol-
ogy. When L is a torus, this is [37, Theorem 9.8]. For the general case, two difficulties
arise: there are no known good smooth compactifications of the varieties XU and the
locally constant sheaf Ft has wild ramification. We solve these issues as follows. Let
X be the closure of XU in G/P . We construct new varieties of Deligne–Lusztig type
and commutative diagrams

Xi
� � ji ��

f ′
i

��

Yi

fi

��
XU

� �

j
�� X

where Yi is smooth, Yi − Xi is a divisor with normal crossings, and fi is proper. We
also construct tamely ramified sheaves Fi on Xi with the following properties:

• Ft is in the thick subcategory of the derived category of constructible sheaves
on XU generated by the Rf ′

i∗Fi

• (Rji∗Fi )|f −1
i (X−XU )

= 0.

The first property follows from the following generation result of the derived
category of a finite group of Lie type [11, Theorem A]:

Theorem 2.16. The category of perfect complexes for B(G, (t)) is generated, as a
thick subcategory, by the RG

T ⊂BB(T F , (t)), where T runs over the F -stable maximal
tori of G such that t ∈ T ∗ and B runs over the Borel subgroups of G containing T .

Remark 2.17. Note that the corresponding result for derived categories is true, under
additional assumptions on G [13]: this is related to Quillen’s Theorem, we need every
elementary abelian �-subgroup of G to be contained in an F -stable torus of G.
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Remark 2.18. Note that the Morita equivalence of Theorem 2.15 is not splendid in
general. This issue is analyzed in [13].

Example 2.19. Let G = GLn(Fq) and F : (xij )1≤i,j≤n �→ (x
q
ij )i,j . We have G =

GLn(Fq), G = G∗ and F ∗ = F . Centralizers of semi-simple elements are Levi
subgroups, so Theorem 2.15 gives a Morita equivalence between any block of a
general linear group over O and a unipotent block.

2.4.3. Abelian defect conjecture. Let b be a block idempotent of OG. Let (D, bD)

be a maximal b-subpair, let H = NG(D, bD) and let L = CG(D). We assume D is
abelian and L is a Levi subgroup of G (these are satisfied if � � |W |).

Broué conjectured that the sought-for complex in Conjecture 2.10 should arise
from Deligne–Lusztig varieties ([17, p. 81], [20, §1], [19, §VI]):

Conjecture 2.20 (Broué). There is a parabolic subgroup P of G with Levi comple-
ment L and unipotent radical U , and a complex C inducing a Rickard equivalence
between OGb and OHbD such that ResG×(LF )opp C is isomorphic to R̃�c(YU , O)bD .

This conjecture 2.20 is known to hold [76] when there is a choice of an F -stable
parabolic subgroup P (case � || (q − 1)). Then YU is 0-dimensional and the Deligne–
Lusztig induction is the Harish-Chandra induction. The key steps in the proof are:

• Produce an action of the reflection group H/LF from a natural action of the
associated Hecke algebra. One needs to show that certain obstructions vanish.

• Identify a 2-cocycle of H/LF with values in O×.

• Compute the dimension of the KG-endomorphism ring.

2.4.4. Regular elements. As a first step, one should make Conjecture 2.20 more
precise by specifying P and by defining the extension of the action of CG(D) to an
action of H on R̃�c(YU , O)bD . These issues are partly solved and I will explain the
best understood case where L = T is a torus and OGb is the principal block (cf. [22]).
Assume as well � � (q − 1). To simplify, assume further that F acts trivially on W

(“split” case).
Note that T defines a conjugacy class C of W and the choice of P amounts to the

choice of w ∈ C (defined from P as in § 2.4.1). Since T = CG(D), it follows that
elements in C are Springer-regular. There is wd ∈ C such that (wd)d = π , where
d > 1 is the order of wd (a “good” regular element).

Given w ∈ W , we have a purely inseparable morphism

Y (w, w−1w0, w0ww0, w0w
−1) → Y (w−1w0, w0ww0, w0w

−1, w)

(x1, x2, x3, x4) �→ (x2, x3, x4, F (x1)).

Via the canonical isomorphisms, this induces an endomorphism of Y (π). This extends
to an action of B+ on Y (π).
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There is an embedding of YF (wd) as a closed subvariety of YFd (wd, . . . , wd) (d
terms) given by

x �→ (x, F (x), . . . , F d−1(x)).

The action of CB+(wd) on YFd (π) restricts to an action on YF (wd). It induces an
action of CB(wd) on R̃�c(Y (wd), O).

The group H/CG(D) 	 CW(wd) is a complex reflection group and we denote
by Bd its braid group. There is a morphism Bd → CB(wd), uniquely defined up to
conjugation by an element of the pure braid group of CW(wd) (it is expected to be an
isomorphism, and known to be such in a number of cases [8]).

Now, the conjecture is that, up to homotopy, the action of O(T
wdF
0 � Bd) on

R̃�c(Y (wd), O)bD induces an action of the quotient algebra OHc and the resulting
object is a splendid Rickard complex:

Conjecture 2.21. There is a complex C ∈ Kb((OGb)⊗ (OHbD)opp-lperm), unique
up to isomorphism, with the following properties:

• There is a surjective morphism f : OT
wdF
0 � Bd → OHbD extending the

inclusion T
wdF
0 ⊂ H such that

– f ∗C and R̃�c(Y (wd), O)bD are isomorphic in Db((OT
wdF
0 � Bd) ⊗

(OH)opp),

– the map kBd → kCW(wd) deduced from f by applying k ⊗
OT

wdF

0
− is

the canonical map.

• C is isomorphic to R̃�c(Y (wd), O)bD in Kb((OG) ⊗ (OCG(D))opp-lperm).

Furthermore, such a complex C induces a Rickard equivalence between OGb and
OHbD .

The most crucial and difficult part in that conjecture is to show that we have no
non-zero shifted endomorphisms of the complex (“disjunction property”), either for
the action of G or for that H .

Conjecture 2.21 is known to hold when l(wd) = 1 [87] and for GLn andd = n [12].
In the first case, we use good properties of cohomology of curves and prove disjunction
for the action of G. In the second case, we study the variety D(U0)

F \Y (wd) and
prove disjunction for the action of H . This works only for GLn, for we rely on the
fact that induced Gelfand–Graev representations generate the category of projective
modules.

Remark 2.22. When � || (q − 1) (case d = 1), one can formulate a version of
Conjecture 2.21 using the variety Y (π) [22, Conjectures 2.15].

Remark 2.23. The version “over K” of Conjecture 2.21 is open, even after restricting
to unipotent representations (= applying the functor K ⊗KT wdF −). The action of
KBd on H ∗

c (Y (wd), K) should factor through an action of the Hecke algebra of
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CW(wd), for certain parameters. This is known in some cases: for d = 1 [22], [39],
when d = 2 (work of Lusztig [67] and joint work with Digne and Michel [39]) and in
some other cases [38]. The disjunction property is known for wd a Coxeter element
[66], for GLn and d = n − 1 [38] and in most rank 2 groups [39].

2.5. Local representation theory as non-commutative birational geometry. It
is expected that birational Calabi–Yau varieties should have equivalent derived cat-
egories (cf. [15]). We view Question 2.6 as a non-commutative version: one can
expect that “sufficiently nice” Calabi–Yau triangulated categories are determined by
(not too small) quotients. We explain here how this analogy can be made precise, in
the setting of McKay’s correspondence, via Koszul duality.

2.5.1. 2-elementary abelian defect groups. Let P be an elementary abelian 2-
group. Let k be a field of characteristic 2 and V = P ⊗F2 k. Let E be a group of odd
order of automorphisms of P . The algebras kP � E and 	(V ) � E are isomorphic.

Koszul duality (cf. eg [53]) gives an equivalence

Db((	(V ) � E)-modgr)
∼−−→ Db

E×Gm
(V ).

2.5.2. McKay’s correspondence. Let V be a finite-dimensional vector space over
k and E a finite subgroup of GL(V ) of order invertible in k. Recall the following
conjecture (independence of the crepant resolution):

Conjecture 2.24 (McKay’s correspondence). If X → V/E is a crepant resolution,
then Db(X) 	 Db

E(V ).

The conjecture is known to hold when dim V = 3 [16], [14] (in dimension 3, the
Hilbert scheme of E-clusters on V is a crepant resolution). It is also known when V

is a symplectic vector space and E respects the symplectic structure [9]. See [15,
§2.2] for more details.

Examples in dimension > 3 where E − Hilb V is smooth are rare. An infinite
family of examples is provided by the following theorem of Sebestean [95]:

Theorem 2.25. Let n ≥ 2, let k be a field containing a primitive (2n − 1)-th root of
unity ζ and let E be the subgroup of SLn(k) generated by the diagonal matrix with
entries (ζ, ζ 2, . . . , ζ 2n−1

). Assume 2n − 1 is invertible in k.
Then E − Hilb(An

k) is a smooth crepant resolution of An
k/E and there is an

equivalence Db
E(An

k)
∼−−→ Db(E − Hilb(An

k)).

The diagonal action of Gm on An
k induces an action on E −Hilb(An

k) and the
equivalence is equivariant for these actions.

Let G = SL2(2n), let P be the subgroup of strict upper triangular matrices (a
Sylow 2-subgroup), and let E be the subgroup of diagonal matrices. The action of E

on P ⊗F2 F2 coincides with the one in Theorem 2.25. Combining the solution of
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Conjecture 2.2 for G (Okuyama, [70]) and § 3.2.2, the Koszul duality equivalence,
and Theorem 2.25, we deduce a geometric realization of modular representations of
SL2(2n) in natural characteristic:

Corollary 2.26. There is a grading on the principal 2-block A of F2G and an equiv-
alence Db(A-modgr)

∼−−→ Db
Gm

(E − Hilb An
k).

Remark 2.27. It should be interesting to study homotopy categories of sheaves on
singular varieties and their relation to derived categories of crepant resolutions.

2.6. Perverse Morita equivalences. In this part, we shall describe joint work with
J. Chuang [30].

2.6.1. Definitions. Let A, A′ be two abelian categories. We assume every object
has a finite composition series. Let S (resp. S′) be the set of isomorphism classes of
simple objects of A (resp. A′).

Definition 2.28. An equivalence F : Db(A)
∼−−→ Db(A′) is perverse if there is

• a filtration ∅ = S0 ⊂ S1 ⊂ · · · ⊂ Sr = S,

• a filtration ∅ = S′
0 ⊂ S′

1 ⊂ · · · ⊂ S′
r = S′,

• and a function p : {1, . . . , r} → Z,

such that

• F restricts to equivalences Db
Ai

(A)
∼−−→ Db

A′
i

(A′),

• F [−p(i)] induces equivalences Ai/Ai−1
∼−−→ A′

i/A
′
i−1.

where Ai (resp. A′
i ) is the Serre subcategory of A (resp. A′) generated by Si (resp. S′

i ).

An important point is that A′ is determined, up to equivalence, by A, S• and p.

2.6.2. Symmetric algebras. Let A be a symmetric finite dimensional algebra and
A = A-mod.

We explain how to construct a perverse equivalence, given any S• and p (this
cannot be done in general for a nonsymmetric algebra A).

Let I be a subset of S. Given V ∈ S, let PV be a projective cover of V , let
VI be the largest quotient of PV all of which composition factors are in I and let
QV → ker(PV → VI ) be a projective cover. We put TA,V (I ) = PV if V ∈ S − I ,
TA,V (I ) = 0 → QV → PV → 0 if V ∈ I (where QV is in degree 0) and TA(I) =⊕

V TA,V (I ), a tilting complex.
Let T be the set of isomorphism classes of families (TV )V ∈S , where TV is an

indecomposable bounded complex of finitely generated projective A-modules and⊕
V ∈S TV is a tilting complex.
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We denote by P (S) the set of subsets of S. We define an action of Free(P (S)) �
S(S) on T . The symmetric group acts by permutation of indices and I ⊂ S sends
(TV )V to (T ′

V )V given by T ′
V = F−1(TB,V (I )), where B = EndDb(A)(

⊕
V TV ) and

F = R Hom•
A(

⊕
V TV , −) : Db(A)

∼−−→ Db(B).
Fix now S• a filtration of S and p : S → Z. We put

(TV )V = S
p(r)
r S

p(r−1)−p(r)
r−1 . . . S

p(1)−p(2)
1 ((PV )V ),

T = ⊕
V TV , A′ = EndDb(A)(T ) and F = R Hom•

A(T , −). Then, F is perverse with
respect to S• and p.

Remark 2.29. One might ask whether all derived equivalences between finite dimen-
sional symmetric algebras are compositions of perverse equivalences, or at least, if
two derived equivalent symmetric algebras can be related by a sequence of perverse
equivalences. Many of the derived equivalences in block theory are known to be
compositions of perverse equivalences and it would be interesting to see if this is also
the case for those of [70].

Remark 2.30. One can expect the equivalences predicted in Conjecture 2.20 will be
perverse. The filtration should be provided by Lusztig’s a-function.

We expect the action of Free(P (S)) � S(S) on T relates to Bridgeland’s space
of stability conditions [15, §4].

Remark 2.31. The considerations above are interesting for Calabi–Yau algebras of
positive dimension. Given I a subset of S, one obtains a torsion theory that needs not
always come from a tilting complex. When r = 2 and |S2 − S1| = 1, tilting has been
known in string theory as Seiberg duality.

3. Invariants

Invariants of triangulated categories and dg-categories are discussed in [55, §6]. We
discuss here some more elementary invariants, used to study finite dimensional alge-
bras.

3.1. Automorphisms of triangulated categories

3.1.1. Rings. Let k be a commutative ring and A be a k-algebra. We denote by Pic(A)

the group of isomorphism classes of invertible (A, A)-bimodules and by DPic(A) the
group of isomorphism classes of invertible objects of the derived category of (A, A)-
bimodules: this is the part of the automorphism group of D(A-Mod) that comes from
standard equivalences. By Rickard’s Theorem, DPic(A) is invariant under derived
equivalences.

The following Proposition has been observed by many people (Rickard, Roggen-
kamp–Zimmermann, [93, Proposition 3.3], [103, Proposition 3.4],…).
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Proposition 3.1. If A is local, then DPic(A) = Pic(A) × 〈A[1]〉.
Given R a flat commutative Z-algebra, there is a canonical morphism DPic(A) →

DPic(A ⊗Z R) (joint work with A. Zimmermann [93, §2.4]). If R is faithfully flat
over Z, the kernel of that map is contained in Pic(A). This is the key point for the
following (cf. [103, Proposition 3.5] and [93, Proposition 3.3]):

Theorem 3.2. Assume A is commutative and indecomposable. Then DPic(A) =
Pic(A) × 〈A[1]〉.
3.1.2. Invariance of automorphisms. Let A be a finite dimensional algebra over
an algebraically closed field k. We denote by Aut(A) the group of automorphisms
of A. This is an algebraic group and we denote by Inn(A) its closed subgroup of
inner automorphisms. We put Out(A) = Aut(A)/ Inn(A). We have a morphism of
groups Aut(A) → Pic(A), α �→ [Aα], where Aα = A as a left A-module and the
right action of a ∈ A is given by right multiplication by α(a). It induces an injective
morphism Out(A) → Pic(A).

The following result [91] gives a functorial interpretation of Out, to be compared
with the functorial interpretation of Pic(X) for a smooth projective variety X.

Theorem 3.3. The functor from the category of affine varieties over k to groups that
sends X to the set of isomorphism classes of (A ⊗ Aopp ⊗ OX)-modules that are
locally free of rank 1 as (A ⊗ OX) and as (Aopp ⊗ OX)-modules is represented by
Out(A).

The following theorem [91] shows the invariance of Out0, the identity component
of Out, under certain equivalences. In the case of Morita equivalences, it goes back to
Brauer, and for derived equivalences, it has been obtained independently by Huisgen-
Zimmermann and Saorín [49]. In these cases, it follows easily from Theorem 3.3
while, for stable equivalences, some work is needed to get rid globally of projective
direct summands.

Theorem 3.4. Let B be a finite dimensional k-algebra and let C be a bounded complex
of finitely generated (A, B)-bimodules inducing a derived equivalence or a stable
equivalence (in which case we assume A and B are self-injective). Then there is a
unique isomorphism of algebraic groups σ : Out0(A)

∼−−→ Out0(B) such that Aα ⊗A

C 	 C ⊗B Bσ(α) for all α ∈ Out0(A).

Yekutieli [104] deduces that DPic(A) has a structure of a locally algebraic group,
with connected component Out0(A).

3.1.3. Coherent sheaves. The following result [91] is a variant of Theorem 3.4.

Theorem 3.5. Let X and Y be two smooth projective schemes over an algebraically
closed field k. An equivalence Db(X)

∼−−→ Db(Y ) induces an isomorphism Pic0(X)�

Aut0(X)
∼−−→ Pic0(Y ) � Aut0(Y ).
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This implies in particular that if A and B are derived equivalent abelian varieties,
then there is a symplectic isomorphism Â × A

∼−−→ B̂ × B (and the converse holds
as well [71], [74]).

3.1.4. Automorphisms of stable categories and endo-trivial modules. Let A be a
finite dimensional self-injective algebra over an algebraically closed field k.
We denote by StPic(A) the group of isomorphism classes of invertible objects of
(A ⊗ Aopp)-mod.

Let P be an �-group and k a field of characteristic �. A finitely generated kP -
module L is an endo-trivial module if L ⊗k L∗ 	 k in kP -mod or equivalently, if
EndkP -mod(L) = k [25]. Note that the classification of endo-trivial modules has been
recently completed [27] (the case where P is abelian goes back to [34]).

Let T (kP ) be the group of isomorphism classes of indecomposable endo-trivial
modules. We have an injective morphism of groups

T (kP ) → StPic(kP ), [L] �→ [IndP×P opp

�P L].

This extends to an isomorphism T (kP ) × Out(kP )
∼−−→ StPic(kP ) ([64, §3] and

[26, §2]).
Let Q be an �-group. A stable equivalence of Morita type kP -mod

∼−−→ kQ-mod
induces an isomorphism T (kP )

∼−−→ T (kQ). It actually forces the algebras kP and
kQ to be isomorphic ([64, §3], [26, Corollary 2.4]). It is an open question whether
this implies that P and Q are isomorphic.

Theorem 3.6 ([26, Theorem 3.2]). Let P be an abelian �-group and E a cyclic
�′-group acting freely on P . We put G = P � E. Then StPic(kG) = Pic(kG) · 〈�〉.
In particular, the canonical morphism TrPic(kG) → StPic(kG) is surjective.

Remark 3.7. Let A be a block over k of a finite group, with defect group isomor-
phic to P and NG(P )/P acting as E on P . From Theorem 3.6, one deduces [26,
Corollary 4.4] via a construction of Puig [77], that a stable equivalence of Morita
type between A and kG lifts to a Rickard equivalence if and only if A and kG are
Rickard equivalent if and only if they are splendidly Rickard equivalent. In particular,
for blocks with abelian defect group D such that NG(D, bD)/CG(D) is cyclic, then
Conjecture 2.2 implies Conjecture 2.10.

3.2. Gradings. In this section, we describe results of [91].

3.2.1. Transfer of gradings. We assume we are in the situation of Theorem 3.4.
Assume A is graded, i.e., there is a morphism Gm → Aut(A). The induced morphism
Gm → Out0(A) induces a morphism Gm → Out0(B). There exists a lift to a
morphism Gm → Aut0(B), and this corresponds to a grading on B. There is a
grading on (an object isomorphic to) C that makes it into a complex of graded (A, B)-
bimodules and it induces an equivalence between the appropriate graded categories.
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Let A be a self-injective indecomposable graded algebra, let n be the largest integer
such that An �= 0, and let C ∈ Z[q, q−1] be the graded Cartan matrix of A.

If A is non-negatively graded and the Cartan matrix of A0 has non-zero deter-
minant, then deg det(C) = nr , where r is the number of simple A-modules. As a
consequence, one gets a positive solution of a “non-negatively graded” version of
Conjecture 2.5:

Proposition 3.8. Let A and B be two indecomposable self-injective non-negatively
graded algebras. Assume A0 has finite global dimension and there is a graded stable
equivalence of Morita type between A and B. Then A and B have the same number
of simple modules.

Remark 3.9. Let A be a non-negatively graded indecomposable self-injective algebra
with A0 of finite global dimension. Let B be a stably equivalent self-injective algebra.
One could hope that there is a compatible grading on B that is non-negative, but this
is not possible in general. It would be still be very interesting to see if this can be
achieved if the grading on A is “tight” in the sense of Cline–Parshall–Scott, i.e., if⊕

j≤i Aj = (JA)i (cf. the gradings in § 3.2.2).

3.2.2. Blocks with abelian defect. Let P be an abelian �-group and k an alge-
braically closed field of characteristic �. The algebra kP is (non-canonically) isomor-
phic to the graded algebra associated to the radical filtration of kP . Fixing such an
isomorphism provides a grading on kP . Let E be an �′-group of automorphisms of P .
Then the isomorphism above can be made E-equivariant and we obtain a structure
of graded algebra on kP � E extending the grading on kP and with kE in degree 0.
Given a central extension of E by k×, this construction applies as well to the twisted
group algebra k∗P � E.

Let A be a block of a finite group over k with defect group D. Then there is E and
a central extension as above such that the corresponding block of NG(D) is Morita
equivalent to k∗D �E [60]. So, Conjecture 2.2 predicts there are interesting gradings
on A. In the inductive approach to Conjecture 2.11, there is a stable equivalence of
Morita type between A and k∗D�E, and we can provide A with a grading compatible
with the equivalence (but we do not know if the grading can be chosen to be non-
negative).

Remark 3.10. The gradings on blocks with abelian defect should satisfy some
Koszulity properties (cf. [73], as well as work of Chuang). Turner [101] expects
that gradings will even exist for blocks of symmetric groups with non abelian defect.

Remark 3.11. Using the equivalences in § 4.1, we obtain gradings on blocks of
abelian defect of symmetric groups and on blocks of Hecke algebras over C. One can
expect the corresponding graded Cartan matrices to be given in terms of Kazhdan–
Lusztig polynomials. So, the equivalences carry some “geometric meaning”.
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3.3. Dimensions

3.3.1. Definition and bounds. Let us explain how to associate a dimension to a
triangulated category T (cf. [88]). For the derived category of a finite dimensional
algebra, this is related to the Loewy length and to the global dimension, none of which
are invariant under derived equivalences.

Given I1 and I2 two subcategories of T , we denote by I1 ∗ I2 the smallest full
subcategory of T closed under direct summands and containing the objects M such
that there is a distinguished triangle

M1 → M → M2 �

with Mi ∈ Ii . Given M ∈ T , we denote by 〈M〉 the smallest full subcategory of T
containing M and closed under direct summands, direct sums, and shifts. Finally, we
put 〈M〉0 = 0 and define inductively 〈M〉i = 〈M〉i−1 ∗ 〈M〉.

The dimension of T is defined to be the smallest integer d ≥ 0 such that there is
M ∈ T with T = 〈M〉d+1 (we set dim T = ∞ if there is no such d). The notion
of finite-dimensionality corresponds to Bondal–Van den Bergh’s property of being
strongly finitely generated [10].

Given a right coherent ring A, then dim Db(A) ≤ gldim A (cf. [59, Proposi-
tion 2.6] and [88, Propositions 7.4 and 7.24]).

Let A be a finite dimensional algebra over a field k. Denote by J (A) the Jacobson
radical of A. The Loewy length of A is the smallest integer d ≥ 1 such that J (A)d = 0.
We have dim Db(A) < Loewy length(A).

Let X be a separated scheme of finite type over a perfect field k.

Theorem 3.12. We have dim Db(X) < ∞.

• If X is reduced, then dim Db(X) ≥ dim X.

• If X is smooth and quasi-projective, then dim Db(X) ≤ 2 dim X.

• If X is smooth and affine, then dim Db(X) = dim X.

There does not seem to be any known example of a smooth projective variety X

with dim Db(X) > dim X, although this is expected to happen, for example when X

is an elliptic curve (note nevertheless that dim Db(P n) = n).
Note that a triangulated category with finitely many indecomposable objects up

to isomorphism has dimension 0. This applies to Db(kQ), where Q is a quiver of
type ADE. This applies also to the orbit categories constructed by Keller (cf. [55,
§4.9], [54, §8.4]). They depend on a positive integer d, and they are Calabi–Yau of
dimension d.

When T is compactly generated, the property for T c to be finite-dimensional can
be viewed as a counterpart of having “finite global dimension”.
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3.3.2. Representation dimension. Auslander [5] introduced a measure for how far
an algebra is from being representation finite. The example of exterior algebras
below shows that this notion is pertinent. Let A be a finite dimensional algebra. The
representation dimension of A is inf{gldim(A ⊕ A∗ ⊕ M)}M∈A-mod. This is known
to be finite [50].

In [89], we show that this notion is related to the notion of dimension for associated
triangulated categories. For example, dim Db(A) ≤ repdim A.

Let A be a non semi-simple self-injective k-algebra. We have

2 + dim A-mod ≤ repdim A ≤ Loewy length(A)

(the second inequality comes from [5, §III.5, Proposition]).
The following theorem is obtained by computing dim 	(kn)-mod via Koszul du-

ality. It gives the first examples of algebras with representation dimension > 3.

Theorem 3.13. Let n be a positive integer. We have repdim 	(kn) = n + 1.

Remark 3.14. One can actually show more quickly [59] that the algebra with quiver

0

xn+1

��

x1

��... 1 · · · n − 1

xn+1

��

x1

��...
n

and relations xixj = xjxi has representation dimension ≥ n, using that its derived
category is equivalent to Db(P n) [6].

Using the inequality above, one obtains the following theorem, which solves the
prime 2 case of a conjecture of Benson.

Theorem 3.15. Let G be a finite group and k a field of characteristic 2. If G has a
subgroup isomorphic to (Z/2)n, then n < Loewy length(kG).

4. Categorifications

This chapter discusses the categorifications of two structures, which are related to
derived equivalences. We hope these categorifications will eventually lead to the
construction of four-dimensional quantum field theories (as advocated in [33]), via
the construction of appropriate tensor structures.

4.1. sl2

4.1.1. Abelian defect conjecture for symmetric and general linear groups. Let G
be a symmetric group and B an �-block of kG with defect group D. Assume D is
abelian and let w = log� |D|. In 1992, a three steps strategy was proposed for
Conjecture 2.10 (inspired by the simpler character-theoretic part [84]):
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• Rickard equivalence between k(Z/� � Z/(�− 1)) �Sw and the principal block
of kS� � Sw;

• Morita equivalence between the principal block of kS� � Sw and Bw;

• Rickard equivalence between Bw and B.

Here, Bw is a certain �-block of symmetric groups (a “good block”). Scopes [94] has
constructed a number of Morita equivalences between blocks of symmetric groups.
For fixed w, there are only finitely many classes of blocks of symmetric groups up
to Scopes equivalence, and Bw is defined to be the largest block that is not Scopes
equivalent to a smaller block.

The first equivalence is deduced from an equivalence between the principal blocks
of S� and Z/� � Z/(� − 1) via Clifford theory [68].

The second equivalence was established by Chuang and Kessar [28], the functor
used is a direct summand of the induction functor.

The third equivalence is part of the general problem, raised by Broué, of construct-
ing Rickard equivalences between two blocks of symmetric groups with isomorphic
defect groups (equivalently, with same local structure). Rickard [80] constructed
complexes of bimodules that he conjectured would solve that problem, generalizing
Scopes construction (case where the complex has only one non-zero term). Rickard
proved the invertibility of his complexes when they have two non-zero terms. The
general case has proven difficult to handle directly.

Remark 4.1. The same strategy applies for general linear groups (in non-describing
characteristic). Theorem 2.15 reduces the study to unipotent blocks. Step 2 above
was handled in [69], [100]. As pointed out by H. Miyachi, this generalizes Puig’s
result [76] (GLn(q), � || (q − 1)).

Remark 4.2. “Good” blocks of symmetric groups have “good” properties. After the
Morita equivalence theorem of [28], their properties were first analyzed by Miyachi
[69], in the more complicated case of general linear groups: decomposition matrices
and radical series of Specht modules were determined in the abelian defect case, by a
direct analysis of the wreath product. As a consequence, decomposition matrices were
known for good blocks of Hecke algebras in characteristic zero. For good blocks of
symmetric groups with abelian defect, as well as for Hecke algebras in characteristic
zero, a direct computation of the decomposition numbers is given in [52] (cf. also
[51] for earlier results in that direction) and another approach is the determination of
the relevant part of the canonical/global crystal basis [31], [32], [61].

For blocks of symmetric groups with non abelian defect, the decomposition ma-
trices can be described in terms of decomposition matrices of smaller symmetric
groups and remarkable structural properties are conjectured by Turner [101], [102],
[72]. Good blocks have also been used by Fayers for the classification of irreducible
Specht modules [40] and to show that blocks of weight 3 have decomposition num-
bers 0 or 1 (for � > 3) [41].
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4.1.2. Fock spaces. Let us recall the Lie algebra setting for symmetric group rep-
resentations (cf. e.g. [4]). Let M = ⊕

n≥0 Q ⊗Z K0(CSn-mod). The complex
irreducible representations of the symmetric group Sn are parametrized by partitions
of n and we obtain a basis of M parametrized by all partitions. We view M as a
Fock space, with an action of ŝl� and we recall a construction of this action, for the
generators ea and fa (where a ∈ F�).

We have a decomposition

ResF�Sn

F�Sn−1
=

⊕
a∈F�

Fa,

where Fa(M) is the generalized a-eigenspace of Xn = (1, n)+(2, n)+· · ·+(n−1, n).
Taking classes in K0 and summing over all n, we obtain endomorphisms fa of

V =
⊕
n≥0

Q ⊗Z K0(F�Sn-mod).

Using induction, we obtain similarly endomorphisms ea (adjoint to the fa). The
decomposition lifts to a decomposition of ResZ�Sn

Z�Sn−1
and we obtain endomorphisms

ea and fa of M . The decomposition map M → V and the Cartan map
⊕

n≥0 Q ⊗Z

K0(F�Sn-proj) → M are morphisms of ŝl�-modules. The image of the Cartan map
is the irreducible highest weight submodule L of M generated by [∅].

Let us note two important properties relating the module structure of V and the
modular representation theory of symmetric groups:

• The decomposition of V into weight spaces corresponds to the block decom-
position.

• Two blocks have isomorphic defect groups if and only if they are in the same
orbit under the adjoint action of the affine Weyl group Ã�−1.

In order to prove that two blocks of symmetric groups with isomorphic defect
groups are derived equivalent, it is enough to consider a block and its image by a
simple reflection sa of Ã�−1 (this involves only the sl2-subalgebra generated by ea

and fa). This is the situation in which Rickard constructed his complexes 
a .

Remark 4.3. These constructions extend to Hecke algebras of symmetric groups
over C, at an �-th root of unity (here, � ≥ 2 can be an arbitrary integer). In that situa-
tion, the classes of the indecomposable projective modules form the canonical/global
crystal basis of L (Lascoux–Leclerc–Thibon’s conjecture, proven by Ariki [3], cf.
also [43]).

4.1.3. sl2-categorifications. We describe here joint work with J. Chuang [29] (cf.
also [90] for a survey and [44], [45], [7], [42] for related work). This is the special
case of a more general theory under construction for Kac–Moody algebras.
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Let k be an algebraically closed field and A a k-linear abelian category all of
whose objects have finite composition series.

An sl2-categorification on A is the data of

• (E, F ) a pair of adjoint exact functors A → A,

• X ∈ End(E), T ∈ End(E2), q ∈ k×, and a ∈ k (with a �= 0 if q �= 1)

satisfying the following properties:

• [E] and [F ] give rise to a locally finite representation of sl2 on K0(A),

• for S a simple object of A, [S] is a weight vector,

• F is isomorphic to a left adjoint of E,

• (T 1E) � (1ET ) � (T 1E) = (1ET ) � (T 1E) � (1ET ),

• (T + 1E2) � (T − q1E2) = 0,

• T � (1EX) � T =
{

q(X1E) if q �= 1,

X1E − T if q = 1,

• X − a1E is locally nilpotent.

From that data, we define two truncated powers E(n,±) (non-canonically isomor-
phic), using an affine Hecke algebra action on En. Following Rickard, we construct
a complex 
 with terms E(i,−)F (j,+).

The following theorem is proved by reduction to the case of “minimal categorifi-
cations”, which are naturally associated to simple representations of sl2.

Theorem 4.4. 
 gives rise to self-equivalences of Kb(A) and Db(A). This cate-
gorifies the action of

(
0 1−1 0

)
on K0(A).

Remark 4.5. The self-equivalence 
 is perverse (cf. § 2.6), and this is a crucial point
in the proof.

The construction of § 4.1.2 provides a structure of sl2-categorification on A =⊕
n≥0 F�Sn-mod (for a given a ∈ F�). From the previous theorem, we deduce

Corollary 4.6. Two blocks of symmetric groups with isomorphic defect groups are
splendidly Rickard equivalent.

Conjecture 2.10 holds for blocks of symmetric groups.

This corollary has a counterpart for GLn(Fq) and � � q.

Remark 4.7. In general, there is a decomposition A = ⊕
λ Aλ coming from the

weight space decomposition of K0(A). There is a categorification of [e, f ] = h in

the form of isomorphisms EF|Aλ

∼−−→ FE|Aλ ⊕ Id
⊕

λ

Aλ
(for λ ≥ 0).

Remark 4.8. One can give a definition of sl2-categorifications for triangulated cate-
gories and the definition above becomes a theorem that says that there is an induced
categorification on Kb(A) (and on Db(A)).
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Remark 4.9. One can also construct sl2-categorifications on category O for gln(C)

and for rational representations of GLn(Fp). One deduces from Theorem 4.4 that
blocks with the same stabilizers under the affine Weyl groups are derived equivalent
(a conjecture of Rickard).

Remark 4.10. The endomorphism X has different incarnations: Jucys–Murphy ele-
ment, Casimir,….

Remark 4.11. It is expected that the functors 
a constructed for a ∈ F� provide an
action of the affine braid group B

Ã�−1
on

⊕
n Db(F�Sn).

4.2. Braid groups

4.2.1. Definition. We present here a categorification of braid groups associated to
Coxeter groups, following [90]. This should be useful for the study of categories
of representations of semi-simple Lie algebras, affine Lie algebras, simple algebraic
groups over an algebraically closed field,... On the other hand, work of Khovanov
[56] shows its relevance for invariants of links (type A), cf. also [98].

Let (W, S) be a Coxeter group, with S finite. Let V be its reflection representation
over C and let BW be the braid group of W . Let A = C[V ]. Given s ∈ S, let

Fs = 0 → A ⊗As A
mult−−−→ A → 0, where A is in degree 1. This is an invertible

object of Kb(A⊗A). Given two decompositions of an element of BW in a product of
the generators and their inverses, we construct a canonical isomorphism between the
corresponding products of Fs . The system of isomorphism coming from the various
decompositions of an element b ∈ BW is transitive and, taking its limit, we obtain an
element Fb ∈ Kb(A ⊗ A). The full subcategory of Kb(A ⊗ A) with objects the Fb’s
defines a strict monoidal category BW .

We expect that there is a simple presentation of BW by generator and relations (or
rather of a related 2-category involving subsets of S). This should be related to the
vanishing of certain Hom-spaces, for example HomKb(A⊗A)(Fb, F

−1
b′ [i]) should be

0 when b and b′ are the canonical lifts of distinct elements of W .

Remark 4.12. The bimodules obtained by tensoring the A ⊗As A are Soergel’s bi-
modules. Soergel showed they categorify the Hecke algebra of W . He also conjec-
tured that the indecomposable objects correspond to the Kazhdan–Lusztig basis of W

[96], [97].

Remark 4.13. When W is finite, one can expect that there is a construction of BW

that does not depend on the choice of S. Such a construction might then make sense
for complex reflection groups.

4.2.2. Representations and geometry. Let g be a complex semi-simple Lie algebra
with Weyl group W and let O0 be the principal block of its category O. It has been
widely noticed that there is a weak action of BW on Db(O), using wall-crossing
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functors. We show that there is a genuine action of BW on Db(O0) and there is a
much more precise statement: there is a monoidal functor from BW to the category
of self-equivalences of Db(O0). This has a counterpart for the derived category of
B-equivariant sheaves on the flag variety (in which case the genuine action of the braid
group goes back to [36]). These actions are compatible with Beilinson–Bernstein’s
equivalence. Conversely, a suitable presentation of BW by generators and relations
should provide a quick proof of that equivalence (and of affine counterparts), in
the spirit of Soergel’s construction. The representation-theoretic and the geometrical
categories should be viewed as two realizations of the same “2-representation” of BW .
Also, this approach should give a new proof of the results of [2] comparing quantum
groups at roots of unity and algebraic groups in characteristic p.
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[44] Grojnowski, I., Affine ŝlp controls the modular representation theory of the symmetric
groups and related Hecke algebras. Preprint; math.RT/9907129.

[45] Grojnowski, I., and Vazirani, M., Strong multiplicity one theorems for affine Hecke alge-
bras of type A. Transform. Groups 6 (2001), 143–155.

[46] Harris, M. E., Splendid derived equivalences for blocks of finite groups. J. London Math.
Soc. 60 (1999), 71–82.

[47] Harris, M. E., and Linckelmann, M., Splendid derived equivalences for blocks of finite
p-solvable groups. J. London Math. Soc. 62 (2000), 85–96.

[48] Hiß, G., On the decomposition numbers of G2(q). J. Algebra 120 (1989), 339–360.

[49] Huisgen-Zimmermann, B., and Saorín, M., Geometry of chain complexes and outer auto-
morphisms under derived equivalence. Trans. Amer. Math. Soc. 353 (2001), 4757–4777.

[50] Iyama, O., Finiteness of representation dimension. Proc. Amer. Math. Soc. 131 (2003),
1011–1014.

[51] James, G., and Mathas, A., Hecke algebras of type A with q = −1. J. Algebra 184 (1996),
102–158.

[52] James, G., Lyle, S., and Mathas, A., Rouquier blocks. Math. Z. 252 (2006), 511–531.

[53] Keller, B., Deriving DG Categories. Ann. Sci. École Norm. Sup. 27 (1994), 63–102.

[54] Keller, B., On triangulated orbit categories. Doc. Math. 10 (2005), 551–581.

[55] Keller, B., On differential graded categories. In Proceedings of the International Congress
of Mathematicians (Madrid, 2006), Volume II, EMS Publishing House, Zürich 2006,
151–190.



Derived equivalences and finite dimensional algebras 219

[56] Khovanov, M., Triply-graded link homology and Hochschild homology of Soergel bi-
modules. Preprint; math.GT/0510265.

[57] Khovanov, M., Link homology and categorification. In Proceedings of the International
Congress of Mathematicians (Madrid, 2006), Volume II, EMS Publishing House, Zürich
2006, 989–999.

[58] Knörr, R., and Robinson, G. R., Some remarks on a conjecture of Alperin. J. London
Math. Soc. 39 (1989), 48–60.

[59] Krause, H., and Kussin, D., Rouquier’s Theorem on representation dimension. Preprint;
math.RT/0505055.v2.

[60] Külshammer, B., Crossed products and blocks with normal defect groups. Comm. Algebra
13 (1985) 147–168.

[61] Leclerc, B., and Miyachi, H., Some closed formulas for canonical bases of Fock spaces.
Represent. Theory 6 (2002), 290–312.

[62] Linckelmann, M., Derived equivalences for cyclic blocks over a p-adic ring. Math. Z. 207
(1991), 293–304.

[63] Linckelmann, M.,A derived equivalence for blocks with dihedral defect groups. J. Algebra
164 (1994), 244–255.

[64] Linckelmann, M., Stable equivalences of Morita type for self-injective algebras and
p-groups. Math. Z. 223 (1996), 87–100.

[65] Linckelmann, M., On derived equivalences and structure of blocks of finite groups. Turkish
J. Math. 22 (1998), 93–107.

[66] Lusztig, G., Coxeter Orbits and Eigenspaces of Frobenius. Invent. Math. 38 (1976),
101–159.

[67] Lusztig, G., Representations of Finite Chevalley Groups. CBMS Reg. Conf. Ser. Math.39,
Amer. Math. Soc., Providence, RI, 1978.

[68] Marcus, A., On equivalences between blocks of group algebras: reduction to the simple
components. J. Algebra 184 (1996), 372–396.

[69] Miyachi, H., Unipotent blocks of finite general linear groups in non-defining character-
istic. Ph.D. thesis, Chiba University, 2001.

[70] Okuyama, T., Derived equivalences in SL2(q). Preprint, 2000.

[71] Orlov, D., Derived categories of coherent sheaves and equivalences between them. Russian
Math. Surveys 58 (3) (2003), 511–591.

[72] Paget, R., Induction and decomposition numbers for RoCK blocks. Q. J. Math. 56 (2005),
251–262.

[73] Peach, M., Rhombal algebras and derived equivalences. PhD thesis, Bristol, 2004.

[74] Polishchuk, A., Abelian varieties, theta functions and the Fourier transform. Cambridge
Tracts in Math. 153, Cambridge University Press, Cambridge 2003.

[75] Puig, L., Local block theory in p-solvable groups. In The Santa Cruz Conference on
Finite Groups (Santa Cruz, Calif., 1979), Proc. Symp. Pure Math. 37, Amer. Math. Soc.,
Providence, RI, 1980, 385–388.

[76] Puig, L., Algèbres de source de certains blocs des groupes de Chevalley. Astérisque
181-182 (1990), 221–236.



220 Raphaël Rouquier

[77] Puig, L., Une correspondance de modules pour les blocs à groupes de défaut abéliens.
Geom. Dedicata 37 (1991), 9–43.

[78] Puig, L., On the local structure of Morita and Rickard equivalences between Brauer
blocks. Progr. Math. 178, Birkhäuser, Basel 1999.

[79] Rickard, J., Derived categories and stable equivalence. J. Pure Appl. Algebra 61 (1989),
303–317.

[80] Rickard, J., Talk at MSRI, Berkeley, 6 November 1990.

[81] Rickard, J., Finite group actions and étale cohomology. Inst. Hautes Études Sci. Publ.
Math. 80 (1994), 81–94.

[82] Rickard, J., Splendid equivalences: derived categories and permutation modules. Proc.
London Math. Soc. 72 (1996), 331–358.

[83] Rickard, J., The abelian defect group conjecture. In Proceedings of the International
Congress of Mathematicians (Berlin, 1998), Vol. II, Doc. Math., J. DMV, Extra Vol. ICM
Berlin, 1998, 121–128.

[84] Rouquier, R., Isométries parfaites dans les blocs à défaut abélien des groupes symétriques
et sporadiques. J. Algebra 168 (1994), 648–694.

[85] Rouquier, R., The derived category of blocks with cyclic defect groups. In Derived equiv-
alences for group rings, Lecture Notes in Math. 1685, Springer-Verlag, Berlin 1998,
199–220.

[86] Rouquier, R., Block theory via stable and Rickard equivalences. In Modular representation
theory of finite groups, Walter de Gruyter, Berlin 2001, 101–146.

[87] Rouquier, R., Complexes de chaînes étales et courbes de Deligne-Lusztig. J. Algebra 57
(2002), 482–508.

[88] Rouquier, R., Dimensions of triangulated categories. Preprint; math.CT/0310134(v3).

[89] Rouquier, R., Representation dimension of exterior algebras. Invent. Math., to appear.

[90] Rouquier, R., Categorification of sl2 and braid groups. In Proceedings of the conference
ICRA XI, to appear.

[91] Rouquier, R., Automorphismes, graduations et catégories triangulées. In preparation.

[92] Rouquier, R., Local constructions in block theory. In preparation.

[93] Rouquier, R., and Zimmermann,A., Picard groups for derived categories. J. London Math.
Soc. 87 (2003), 197–225.

[94] Scopes, J., Cartan matrices and Morita equivalence for blocks of the symmetric groups.
J. Algebra 142 (1991), 441–455.

[95] Sebestean, M., Correspondance de McKay et équivalences dérivées. Thèse, Université
Paris 7, 2005.

[96] Soergel, W., The combinatorics of Harish-Chandra bimodules. J. Reine Angew. Math. 429
(1992), 49–74.

[97] Soergel, W., Kazhdan-Lusztig-Polynome und unzerlegbare Bimoduln über Polynomrin-
gen. J. Inst. Math. Jussieu, to appear.

[98] Stroppel, C., TQFT with corners and tilting functors in the Kac-Moody case. Preprint;
math.RT/0605103.

[99] Tits, J., Normalisateurs de tores. I. Groupes de Coxeter étendus. J. Algebra 4 (1966),
96–116.



Derived equivalences and finite dimensional algebras 221

[100] Turner, W., Equivalent blocks of finite general linear groups in non-describing character-
istic. J. Algebra 247 (2002), 244–267.

[101] Turner, W., Rock blocks. Preprint, 2004.

[102] Turner, W., On Seven families of algebras. Preprint, 2005.

[103] Yekutieli, A., Dualizing complexes, Morita equivalence and the derived Picard group of
a ring. J. London Math. Soc. 60 (1999), 723–746.

[104] Yekutieli, A., The derived Picard group is a locally algebraic group. Algebr. Represent.
Theory 7 (2004), 53–57.

Department of Pure Mathematics, University of Leeds, Leeds, LS2 9JT, UK
and
Institut de Mathématiques de Jussieu, 2 place Jussieu, 75005 Paris, France
E-mail: rouquier@maths.leeds.ac.uk
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Abstract. This is a survey of the recent work in algorithmic and asymptotic properties of groups.
I discuss Dehn functions of groups, complexity of the word problem, Higman embeddings, and
constructions of finitely presented groups with extreme properties (monsters).
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1. Introduction

Although the theory of infinite groups is very rich and full of powerful results, there
are very few results having more influence on group theory and surrounding areas of
mathematics (especially geometry and topology) as the following five.

• The Boone–Novikov theorem about existence of finitely presented groups with
undecidable word problem [8], [35].

• The Higman theorem about embeddability of recursively presented groups into
finitely presented groups [28];

• The Adian–Novikov solution of the Burnside problem [36].

• Gromov’s theorem about groups with polynomial growth [23].

• Olshanskii and his students’ theorems about existence of groups with all proper
subgroups cyclic (Tarski monsters), and other finitely generated groups with
extreme properties [38].

In this paper, I am going to survey the last ten years of my work on the topics
related to these results.

Acknowledgement. Most of the work surveyed here is joint with J.-C. Birget,
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2. S-machines

Recall that a Turing machine, say, with one tape is a triple (Y, Q, �) where Y is a
tape alphabet, Q is the set of states, � is a set of commands (transitions) of the form
θ = [U → V ] where U has the form vqu and V has the form v′q ′u′. Here u, v,
u′ and v′ are words in the tape alphabet, q, q ′ ∈ Q. A configuration of the Turing
machine is a word wqw′ where w, w′ are words in the tape letters, q is a state letter.
To apply the command [U → V ] to a configuration, one has to replace U by V .

In order to specify a Turing machine with many tapes, one needs several dis-
joint sets of state letters. A configuration of the machine is a word of the form
u1q1u2 . . . uNqNuN+1 where qi are state letters, ui are words in tape letters. Of course
one needs to separate tapes. That can be done by using the special symbols (endmark-
ers) marking the beginning and the end of each tape. But these symbols can be treated
as state letters as well. Every transition has the form [U1 → V1, . . . , UN → VN ],
where [Ui → Vi] is a transition of a 1-tape machine.

Among all configurations of a machine M , one chooses one accept configura-
tion W . Then a configuration W1 is called accepted if there exists a computation
W1 → W2 → · · · → Wn = W where each step consists in application of a command
of W .

Recall that the time function of a (non-deterministic) Turing machine is the small-
est function f (n) such that every accepted input w of size at most n requires at most
f (n) steps of the machine to be accepted.

The “common denominator” of the proofs of most of the results I am reviewing
here is the notion of an S-machine that I introduced in [50]. Roughly speaking,
S-machines make building groups with prescribed properties as easy as programming
a Turing machine.

Essentially, an S-machine is simply an HNN-extension of a free group, although
not every HNN-extension of a free group is an S-machine.

Let us start with an example that we shall call the Miller machine. It is the famous
group of C. Miller [34]. Let G = 〈X | R〉 be a finitely presented group. The Miller
machine is the group M(G) generated by X ∪ {q} ∪ {θx | x ∈ X} ∪ {θr | r ∈ R}
subject to the following relations

θx = xθ, θxxq = qxθx, θrq = qrθr

where θ is any letter in � = {θx | x ∈ X} ∪ {θr | r ∈ R}. Clearly, this is an HNN-
extension of the free group 〈X, q〉 with free letters θ ∈ �. The main feature of M(G)

discovered by Miller is that M(G) has undecidable conjugacy problem provided G

has undecidable word problem. In fact it is easy to see that qw is conjugated to q in
M(G) if and only if w = 1 in G.

To see that M(G) can be viewed as a machine, consider any word uqv where
u, v are words in X ∪ X−1. If we conjugate uqv by θr , we get the word uqrv

because θrq = qrθr and θr commutes with u and v (here and below we do not
distinguish words that are freely equal). Hence conjugation by θr amounts to executing
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a command [q → qr]. Similarly, conjugation by θx amounts to executing a command
[q → x−1qx]. If u ends with x, then executing this command means moving q one
letter to the left. Thus conjugating words of the form uqv by θ ’s and their inverses,
we can move the “head” q to the left and to the right, and insert relations from R.

The work of the Miller machine M(G) can be drawn in the form of a diagram (see
Figure 1) that we call a trapezium. It is a tessellation of a disc. Each cell corresponds to
one of the relations of the group. The bottom layer of cells in Figure 1 corresponds to
the conjugation by θx , the next layer corresponds to the conjugation by θr , etc. These
layers are the so-called θ -bands. The bottom side of the boundary of the trapezium is
labeled by the first word in the computation (uqv), the top side is labeled by the last
word in the computation (q), the left and the right sides are labeled by the history of
computation, the sequence of θ ’s and their inverses corresponding to the commands
used in the computation uqv → · · · → q. The words written on the top and bottom
sizes of the θ -bands are the intermediate words in the computation. We shall always
assume that they are freely reduced.

. . . . . .

xq

qx

y

y z

z
θx θx�

�
� �

�θr θry x zqr

. . .

. . .

�
q

� �

Figure 1. Trapezium of the Miller machine for a deduction uqv → · · · → q. Here u = y . . . x,
v = . . . z.

The Miller machine has one tape and one state letter. General S-machines can
have many tapes and many state letters. Here is a formal definition.

Let F(Q, Y ) be the free group generated by two sets of letters Q = ⋃N
i=1 Qi and

Y = ⋃N−1
i=1 Yi where Qi are disjoint and non-empty (below we always assume that

QN+1 = Q1, and YN = Y0 = ∅).
The set Q is called the set of q-letters, the set Y is called the set of a-letters.
In order to define an HNN-extension, we consider also a collection � of N -tuples

of θ -letters. Elements of � are called rules. The components of θ are called brothers
θ1, . . . , θN . We always assume that all brothers are different. We set θN+1 = θ1,
Y0 = YN = ∅.

With every θ ∈ �, we associate two sequences of elements in F(Q∪Y ): B(θ) =
[U1, . . . , UN ], T (θ) = [V1, . . . , VN ], and a subset Y (θ) = ∪Yi(θ) of Y , where
Yi(θ) ⊆ Yi .
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The words Ui, Vi satisfy the following restriction:

(*) For every i = 1, . . . , N , the words Ui and Vi have the form

Ui = vi−1kiui, Vi = v′
i−1k

′
iu

′
i

where ki, k
′
i ∈ Qi , ui and u′

i are words in the alphabet Y±1
i , vi−1 and v′

i−1 are

words in the alphabet Y±1
i−1.

Now we are ready to define an S-machine S by generators and relations. The
generating set X of the S-machine S consists of all q-, a- and θ -letters. The relations
are:

Uiθi+1 = θiVi, i = 1, . . . , s, θj a = aθj

for all a ∈ Yj (θ). The first type of relations will be called (q, θ)-relations, the second
type (a, θ)-relations.

Sometimes we will denote the rule θ by [U1 → V1, . . . , UN → VN ]. This notation
contains all the necessary information about the rule except for the sets Yi(θ). In most
cases it will be clear what these sets are: they are usually equal to either Yi or ∅. By
default Yi(θ) = Yi .

Every S-rule θ = [U1 → V1, . . . , Us → Vs] has an inverse θ−1 = [V1 →
U1, . . . , Vs → Us]; we set Yi(θ

−1) = Yi(θ).

Remark 2.1. EveryS-machine is indeed an HNN-extension of the free groupF(Y, Q)

with finitely generated associated subgroups. The free letters are θ1 for every θ ∈ �.
We leave it as an exercise to find the associated subgroups.

Every Turing machine T can be considered as an S-machine S′(T ) in the natural
way: the generators of the free group are all tape letters and all state letters. The
commands of the Turing machine are interpreted as rules of the S-machine. The
main problem in that conversion is the following: there is a much bigger freedom
in applying S-rules than in executing the corresponding commands of the Turing
machine. Indeed, the Turing machine is in general not symmetric (i.e. if [U → V ]
is a command of the Turing machine then [V → U ] is usually not) while every S-
machine is symmetric. Another difference is that Turing machines work only with
positive words, and S-machines work with arbitrary group words. Hence the language
accepted by S′(T ) is usually much bigger than the language accepted by T .

Nevertheless, it can be proved that if T is symmetric, and a computation w1 →
w2 → · · · of the S-machine S′(T ) involves only positive words, then that is a com-
putation of T .

This leads to the following idea of converting any Turing machine T into an S-
machine S(T ). First we construct a symmetric Turing machine T ′ that is equivalent
to T (recognizes the same language). That is a fairly standard Computer Science
trick (see [50]): the machine T ′ first guesses a computation of T , then executes it,
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then erases all the tapes. Note that the time function and the space function of T ′ are
equivalent to the time function of T .

The second step is to compose the S-machine S′(T ′) with a machine that checks
positivity of a word. That machine starts working after every step of S′(T ′). That
is if an application of a rule of S′(T ′) gives a non-positive (reduced) word then the
checking machine does not allow the machine S′(T ′) to proceed to the next step.

There are several checking machines. One of them – the adding machine – is very
simple but its time function is exponential (see [42]). Another one is very complicated
but it has a quadratic time function (see [50]).

Here is the definition of the adding machine. We present it here also in order to
show an example of a program of an S-machine. It is not difficult to program an
S-machine, but it does require some practice.

Let A be a finite set of letters. Let the set A1 be a copy of A. It will be convenient
to denote A by A0. For every letter a0 ∈ A0, a1 denotes its copy in A1. The set
of state letters of the adding machine Z(A) is P1 ∪ P2 ∪ P3 where P1 = {L}, P2 =
{p(1), p(2), p(3)}, P3 = {R}. The set of tape letters is Y1 ∪ Y2 where Y1 = A0 ∪ A1
and Y2 = A0.

The adding machine Z(A) has the following rules (there a is an arbitrary letter
from A) and their inverses. The comments explain the meanings of these rules.

• r1(a) = [L → L, p(1) → a−1
1 p(1)a0, R → R].

Comment. The state letter p(1) moves left searching for a letter from A0 and
replacing letters from A1 by their copies in A0.

• r12(a) = [L → L, p(1) → a−1
0 a1p(2), R → R].

Comment. When the first letter a0 of A0 is found, it is replaced by a1, and p

turns into p(2).

• r2(a) = [L → L, p(2) → a0p(2)a−1
0 , R → R].

Comment. The state letter p(2) moves toward R.

• r21 = [L → L, p(2) → p(1), R → R], Y1(r21) = Y1, Y2(r21) = ∅.

Comment. p(2) and R meet, the cycle starts again.

• r13 = [L → L, p(1) → p(3), R → R], Y1(r13) = ∅, Y2(r13) = A0.

Comment. If p(1) never finds a letter from A0, the cycle ends, p(1) turns into
p(3); p and L must stay next to each other in order for this rule to be executable.

• r3(a) = [L → L, p(3) → a0p(3)a−1
0 , R → R], Y1(r3(a)) = Y2(r3(a)) = A0.

Comment. The letter p(3) returns to R.

The underlying algorithm of the adding machine is simple: the machine starts
with a word Lwp(1)R, where w is a word in A ∪ A−1, L, p(1), R are state letters. It
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considers the sequence of indexes of the letters in w as a binary number. The initial
number is 0. The machine proceeds by adding 1 to this number until it produces 2n−1
where n is the length of the word (each cycle of the machine adds a 1). After that,
the machine returns the word to its initial state (all indexes are 0). If the initial word
contained a negative letter, the state letter of the adding machine never becomes p(3).

To compose a checking machine Z with an S-machine S means inserting state
letters of Z between any two consecutive state letters of S, and changing the rules
of S in an appropriate way: every rule of S “turns on” the checking machines. After
they finish their work, S can apply another rule (provided the word is still positive).
If Z is a checking machine then the composition of S and Z is denoted by S � Z.

The following results from [50] are very important for the applications. The
equivalence of S-machines, their time functions, space functions, etc. are defined as
for ordinary Turing machines.

We say that two increasing functions f, g : Z+ → Z+ are equivalent if

1

C
g

( n

C

)
− Cn ≤ f (n) ≤ Cg(Cn) + Cn (1)

for some constant C. We are not going to distinguish equivalent functions in this note.
Thus n3.2 is the same as 5n3.2 but different from n3.2 log n.

Theorem 2.2 (Sapir, [50]). Let T be a Turing machine. Then there exists an
S-machine S that is polynomially equivalent to T . Moreover the time function of S
is equivalent (in the sense of (1)) to the cube of the time function of T , the space
function of S is equivalent to the time function of T .

Moreover, one can use Miller’s machines to simulate any Turing machine.

Theorem 2.3 (Sapir, [45]). For everyTuring machineT there exists a finitely presented
group G such that the Miller machine M(G) is polynomially equivalent to T .

Thus any Turing machine can be effectively simulated by an S-machine with one
tape and only one state letter.

3. Dehn functions and the word problem

3.1. The definition. Let G = 〈X | R〉 be a finitely presented group. We shall always
assume that X = X−1, R is a collection of words in the alphabet X closed under taking
inverses and cyclic shifts, i.e. if r ∈ R, r ≡ ab then r−1 ∈ R and ba ∈ R.

The word problem in G asks, given a word w in X (i.e. a product of generators
of G), whether w is equal to 1 in G. Clearly, the word problem in all “ordinary”
groups is algorithmically decidable. For example, if the group is linear, then in order
to check if w = 1, one can just multiply matrices representing the generators of G in
the order of their appearance in w.
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About 70 years ago, van Kampen noticed that w = 1 in G if and only if one can
tessellate a disc with boundary labeled by w by tiles (cells) whose boundaries are
labeled by words in R.

That tessellation is called a van Kampen diagram for w. It is also sometimes called
Dehn or disc diagram of w. For example, the trapezium in Figure 1 is a van Kampen
diagram over the S-machine M(G) with boundary label huqvh−1q−1 where h is the
history of the computation.

For every w = 1 in G, the area a(w) is the smallest number of cells in the van
Kampen diagram for w, or the simplicial area of the (null-homotopic) loop labeled
by w in the Cayley complex Cayley(G, X). Combinatorially, that is the smallest
number of factors in any representation of w as a product of conjugates of the words
from R. From the logic point of view, that is the length of the shortest “proof” that
w = 1 in G (steps of the “proof” are insertions of relations from R into W ).

It is easy to see that the word problem in G is decidable if and only if the area
of a word w representing 1 in G is bounded from above by a recursive function in
the length of w. Madlener and Otto [33] and, independently, Gersten [19] introduced
a very basic characteristic of the algorithmic complexity of a group G, the Dehn
function δG(n) of G: it is the smallest function d(n) such that the area of a word w of
length ≤ n representing 1 in G does not exceed d(n). Of course δG(n) depends on the
choice of generating set X. But Dehn functions corresponding to different generating
sets are equivalent in the sense of (1). Similarly, one can introduce the isodiametric
function of G by looking at the diameter of van Kampen diagrams instead of their
areas.

For example, the area of the trapezium in Figure 1 is approximately |h| times the
length of the longest θ -band in that trapezium, that can be interpreted as the product
of the time of the computation by its space. That observation is the key to converting
properties of the S-machine into the properties of the Dehn function.

3.2. The description. Dehn functions reflect in an easy and natural way both geo-
metric and algorithmic properties of a group, so it is natural to ask which functions
appear as Dehn functions of groups.

The first observation is not difficult.

Theorem 3.1 (See [50, Theorem 1.1]). Every Dehn function of a finitely presented
group G is (equivalent to) the time function of a Turing machine solving (non-deter-
ministically) the word problem in G.

The proof of this theorem in [50] is more complicated than it should have been.
An easier proof can be obtained by using [45, Lemma 1].

Not every increasing function can be equivalent to a time function of a Turing
machine. For example, if a time function f (n) does not exceed a recursive function
then it must be recursive. On the other hand, any “natural” function is the time
function of a Turing machine. In particular, if f (n) can be computed in time ≤ f (n)

then f (n) is the time function of a deterministic Turing machine computing f (n).
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By a theorem proved by Gromov and Olshanskii among others, every finitely
presented group with subquadratic Dehn function is in fact hyperbolic, so its Dehn
function is linear. It is possible to deduce from a result of Kapovich and Kleiner [29]
that if the Dehn function is subquadratic even on an infinite subset of natural numbers
then the group is still hyperbolic. Dehn functions of nilpotent groups are bounded
by a polynomial [5]. Another source of groups with polynomial Dehn function is the
class of groups with simply connected asymptotic cones (Gromov, [24]). Moreover
if the asymptotic cones are simply connected then the isodiametric function of the
group is linear.

Recall that the asymptotic cone of a group G (see [24], [16] or [18]) is the ultra-
limit (or Gromov–Hausdorff limit) of a sequence X/di where X is a Cayley graph
of G, lim di = ∞, X/di is the metric space X with distance function divided by di

[23]. Asymptotic cones capture “global” geometric properties of the group G.
Of a particular interest are groups with quadratic Dehn function. That class of

groups includes the classes of automatic groups and CAT(0)-groups. Higher dimen-
sional Heisenberg groups [3], [43] and some solvable non-virtually nilpotent groups
[17] also have quadratic Dehn functions. That class contains more complicated groups
as well. The most striking example so far is the R. Thompson group

F = 〈x0, x1 | x
x2

0
1 = x

x0x1
1 , x

x3
0

1 = x
x2

0x1
1 〉

where ab = b−1ab. Recall that F is the group of all piecewise linear increasing
self-homeomorphisms of the unit interval with finitely many dyadic singular points
and all slopes powers of 2. Guba showed in [25] that F has a quadratic Dehn function.
One of the most interesting unsolved problems about this class is whether SLn(Z)

belongs to it for n ≥ 4.
A very non-trivial result of Bridson and Groves [11] shows that every cyclic

extension of a finitely generated free group has quadratic Dehn function. On the
other hand, Olshanskii and I proved [42] that HNN extensions of free groups having
undecidable conjugacy problem must have Dehn function at least n2 log n. Together
with the result of Bridson and Groves it gives another proof of decidability of the
conjugacy problem for cyclic extensions of free groups [7].

It is still unknown whether every group with quadratic Dehn function has decidable
conjugacy problem. Olshanskii and I gave a “quasi-proof” of that in [42].

I think that it is most probable that the class of Dehn functions ≥ n2 log n is as
wide as the class of time functions of Turing machines. The next theorem confirms
that conjecture in the case of Dehn functions ≥ n4.

Theorem 3.2 (See [50]). 1. Let D4 be the set of all Dehn functions d(n) ≥ n4 of
finitely presented groups. Let T4 be the set of time functions t (n) ≥ n4 of arbitrary
Turing machines. Let T 4 be the set of superadditive functions which are fourth powers
of time functions. Then

T 4 ⊆ D4 ⊆ T4.
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2. For every time function T (n) of a non-deterministic Turing machine with su-
peradditive T 4(n) there exists a finitely presented group G with Dehn function T 4(n)

and the isodiametric function T 3(n).

Recall that a function f is superadditive if f (n + m) ≥ f (m) + f (n) for any
m, n. The question of whether all Dehn functions are superadditive is one of the
unsolved mysteries of the subject. Together with Victor Guba [26], we proved that
the Dehn function of any non-trivial free product is superadditive. Thus if there are
non-superadditive Dehn functions then there are groups G such that G and G ∗ Z

have different Dehn functions!
Theorem 3.2 has many corollaries. For example, it implies that the isoperimetric

spectrum, i.e. the set of α’s such that �nα� is a Dehn function, contains all numbers
α ≥ 4 whose n-th digit can be computed by a deterministic Turing machine in time
less than 22n

. All “constructible” numbers (rational numbers, algebraic numbers,
values of elementary functions at rational points, etc.) satisfy this condition. On the
other hand, Theorem 3.1 implies that if α is in the isoperimetric spectrum then the n-th

digit of α can be computed in time ≤ 222n

(see [50] for details). The difference in the
number of 2’s in these expressions, is the difference between P and NP in Computer
Science (if P = NP then there should be two 2’s in both expressions).

Note that before [50] has been submitted to Annals of Mathematics (in 1997), only
a discrete set of non-integer numbers in the isoperimetric spectrum was known [10].
By the time the paper appeared in print (2002), that set increased by a dense subset in
[2, ∞) [9]. Groups in [10] with Dehn functions �nα�, α �∈ N, have easier presentations
than groups based onS-machines having the same Dehn functions, but the construction
in [10], [9] is far from universal, and one cannot expect anything like Theorem 3.2
proved using their methods.

Other applications of Theorem 3.2 are:

• the first example of a finitely presented group with NP-complete word problem,

• examples of finitely presented groups with easy word problem (solvable in
quadratic time) and arbitrary large (recursive) Dehn functions.

3.3. The proof. Here is how our construction from [50] works. Take any Turing
machine M . Let M ′ be the symmetric Turing machine described above. Let S(M ′)
be the S-machine obtained as a composition of S′(M ′) with a positivity checking
S-machine from [50] working in quadratic time. The time function of S(M ′) is T 3

and the space function is T where T is the time function of M . We can assume that the
accepting configuration of S(M ′) is some fixed word W of the form k1w1k2w2 . . . kN

where N > 8 (for some small cancellation reasons) and all wi are copies of each other
written in disjoint alphabets and containing no tape letters. That can be achieved
by taking N copies of the initial Turing machine and making all of them work in
parallel. Finally add one hub relation W = 1 to the S-machine S(M ′). The resulting
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group G(M) has Dehn function T 4 provided T 4 is superadditive, and isodiametric
function T 3.

The main idea of the proof is the following. Take the standard trapezium corre-
sponding to a computation W1 → · · · → Wn = W , identify its left and right sides
(which have the same label). The resulting diagram has one hole with boundary la-
bel W . Insert the cell corresponding to the hub relation W = 1 into the hole. The
result is a van Kampen diagram, called a disc corresponding to the equality W1 = 1.
The area of that diagram is equal to the area of the trapezium (plus 1). So it is equiv-
alent to the product of the time of the computation by its space. The diameter of the
disc with perimeter ≤ n is the time of the computation. Hence the worst area we
can get is T 4, and the worst diameter is T 3. That gives the lower bound of the Dehn
function and the isodiametric function. The upper bound is obtained by using certain
surgeries on van Kampen diagrams. It turns out that every van Kampen diagram over
the group G(M) can be decomposed into a few discs and a diagram whose area is at
most cubic (with respect to the perimeter of the original diagram). Thus if the area of
a van Kampen diagram is large then most of the area is concentrated in the discs. It
turns out also that the sum of the perimeters of the discs does not exceed a constant
multiple of the perimeter of the diagram. This gives the desired upper bound of T 4

for the Dehn function (it is in this part of the proof where the superadditivity of T 4 is
used) and T 3 for the isodiametric function.

3.4. The Dehn functions of S-machines and chord diagrams. It is easy to see
that the Dehn function of an S-machine is at most cubic. Indeed, every van Kampen
diagram with perimeter of length n over the presentation of an S-machine is covered
by θ -bands that start and end on the boundary. There are also q-bands composed
of (q, θ)-cells, and a-bands composed of the commutativity (a, θ)-cells. It can be
proved that every θ -band intersects a q-band (an a-band) at most once. Hence the
total number of (q, θ)-cells is at most n2. Every other cell is an (a, θ)-cell. Each
a-band starts on the boundary of the diagram or on the boundary of a (q, θ)-cell, so
the total number of such bands is at most n2 and the length of each of them is at
most n. Hence the total area is at most n3.

It was conjectured by Rips and myself that the Dehn function of an S-machine
should in fact depend on the program of the S-machine. We thought that S-machines
should provide examples of groups with Dehn functions strictly between n2 and n3.
It turned out to be the case. In particular, Olshanskii and I proved in [42] that if S is
any S-machine accepting language L, then the composition S � Z(A) of S and the
adding machine has Dehn function at most n2 log n and accepts the same language L.
Hence we get the following result.

Theorem 3.3 ([42]). There exists an S-machine with undecidable conjugacy problem
and Dehn function n2 log n.

The idea of analyzing van Kampen diagrams over S-machines is to show that if the
area of a diagram is large then “most” of the area is inside large subtrapezia, and then
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analyze trapezia (i.e. computations of the S-machines). Note that in a trapezium, every
θ -band intersects every q-band, thus the band structure of a trapezium is somewhat
regular. In order to analyze irregular diagrams, Olshanskii introduced a measure of
irregularity, the dispersion. In fact, the dispersion is an invariant of the cord diagram
associated with every van Kampen diagram over an S-machine: the role of chords
is played by the θ -bands (T -chords) and the q-bands (Q-chords). It is similar to a
Vassiliev invariant of knots.

As I mentioned before, n2 log n is the smallest Dehn function of an HNN extension
of a free group with undecidable conjugacy problem. If the undecidability condition
is dropped, one can construct Dehn functions strictly between n2 and n2 log n. In par-
ticular, Olshanskii [40] constructed an S-machine with non-quadratic Dehn function
bounded from above by a quadratic function on arbitrary long intervals. This gives
the first example of a finitely presented group with two non-homeomorphic asymp-
totic cones [41]: one of the asymptotic cones of this group is simply connected, and
another one is not.

Non-finitely presented groups with “very many” asymptotic cones are constructed
in [18] using completely different methods.

Theorem 3.4 (Druţu, Sapir [18]). There exist finitely generated groups with continu-
ously many (maximal theoretically possible if the Continuum Hypothesis is true [32])
non-homeomorphic asymptotic cones.

It is very interesting whether one can replace “finitely generated” by “finitely
presented” in Theorem 3.4. One can try to use Higman embeddings from Section 4
to construct such examples.

3.5. Non-simply connected asymptotic cones. Note that Theorem 3.2 gave some of
the first examples of groups with polynomial Dehn function and non-simply connected
asymptotic cones because their Dehn functions can be polynomial (if the original
Turing machine had polynomial time function) while their isodiametric functions are
not linear. The first examples of groups with polynomial (cubic) Dehn functions,
linear isodiametric functions and non-simply connected asymptotic cones were given
in [44]. That answered a question of Druţu from [16].

The groups in [44] are S-machines. The easiest example is this:

G = 〈θ1, θ2, a, k | aθi = a, kθi = ka, i = 1, 2〉.
The S-machine has one tape letter, one state letter and two rules [k → ka] (and their
inverses).

There is also an S-machine with Dehn function n2 log n satisfying the same asymp-
totic properties. Note that n2 log n cannot be lowered to n2 because of a result of
Papasoglu [49]: all groups with quadratic Dehn functions have simply connected
asymptotic cones.

If a group has non-simply connected asymptotic cone, it is natural to ask what is its
fundamental group. We do not know what are the fundamental groups of asymptotic
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cones of S-machines. These groups may provide some interesting invariants of S-
machines and Turing machines, so it is worthwhile studying them.

The following theorem gives a partial answer to the question of what kind of
groups can be fundamental groups of asymptotic cones of finitely generated groups.

Theorem 3.5 ([18]). For every countable group C there exists an asymptotic cone
of a finitely generated group G whose fundamental group is isomorphic to the free
product of continuously many copies of C.

The proof does not use S-machines but uses some small cancellation arguments.
It would be interesting to find finitely presented groups with similar “arbitrary” fun-
damental groups of asymptotic cones. Perhaps the Higman embeddings discussed in
the next section will help solving that problem. Another very interesting problem (due
to Gromov [24]) is whether there exists an asymptotic cone of a finitely generated
group with non-trivial but at most countable fundamental group.

4. Higman embeddings

The flexibility of S-machines allowed us to construct several versions of Higman
embeddings (embeddings of recursively presented groups into finitely presented ones)
preserving certain properties of the group.

4.1. An easy construction. The easiest known construction of a Higman embedding
is the following. Let H be a recursively presented group 〈X | R〉. Then the set of all
words in X ∪ X−1 that are equal to 1 in H is recursively enumerable. Hence we can
assume that R consists of all these words. Then there exists an S-machine recogniz-
ing R. More precisely, for every word w in X, it starts with a word q1wq2q3 . . . qm

and ends with a word q̄1q̄2 . . . q̄m if and only if w ∈ R.
Again, as in the proof of Theorem 3.2, we consider N > 8 copies of this S-machine

and assume that the input of the S-machine S has the form

K(w) = k1q1wq2 . . . qmk2q
′
1w

′q ′
2 . . . q ′

mk3 . . . kN+1

and the accepting configuration

W = k1q̄1q̄2 . . . q̄mk2q̄
′
1 . . . kN+1.

Here w′, w′′, . . . are copies of w written in disjoint alphabets.
Let G be the group constructed as in the proof of Theorem 3.2 (see Section 3.3)

by imposing the hub relation W = 1 on S. Then the word K(w) is equal to 1 in G if
and only if w ∈ R.

Consider now another S-machine S′ with input configuration

K ′(w) = k1q1q2 . . . qmk2q
′
1w

′q ′
2 . . . q ′

mk3 . . . kN+1.
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That machine works exactly like S in the part of the word between k2 and kN+1, and
does nothing in the part between k1 and k2. Let G′ be the group obtained by imposing
the relation W = 1 on S′. Then K ′(w) = 1 in G′ if and only if w ∈ R.

Finally consider the amalgamated product G = G ∗A G′ where A is generated by
all state and tape letters that appear in K ′(W). In that group, for every w ∈ R, both
K(w) = 1 and K ′(w) = 1. Hence w = 1. Thus there exists a natural homomorphism
from H into G. It is possible (and not too hard) to prove that this homomorphism is
injective. Hence H is inside a finitely presented group G.

Another version of embedding used in [6] employs the so called Aanderaa trick [1]:
instead of the amalgamated product, we used an HNN extension (see also the sur-
vey [45]).

Ones the embedding is established, it is important to understand which properties
of a group H can be preserved.

4.2. Dehn functions and quasi-isometric Higman embeddings. First results have
been obtained by Clapham [12] and Valiev [53] (see [46] for the history of these
results): they proved that the solvability (even recursively enumerable degree) of
the word problem and the level in the polynomial hierarchy of the word problem is
preserved under some versions of Higman embedding.

In [6], Birget, Olshanskii, Rips and the author of this paper obtained a much
stronger result.

Theorem 4.1 ([6]). Let H be a finitely generated group with word problem solvable
by a non-deterministic Turing machine with time function ≤ T (n) such that T (n)4 is
superadditive. Then H can be embedded into a finitely presented group G with Dehn
function ≤ n2T (n2)4 in such a way that H has bounded distortion in G.

This theorem immediately implies the following characterization of groups with
word problem in NP.

Theorem 4.2 ([6]). A finitely generated group H has word problem in NP if and only
if H is embedded quasi-isometrically into a finitely presented group with polynomial
Dehn function.

Note that the “if” part of this theorem is trivial: if a finitely generated group is a
(not necessarily quasi-isometric) subgroup of a group with polynomial Dehn function,
its word problem is in NP. The converse part is highly non-trivial, although one can
prove that the embedding described in Section 4.1 satisfies the desired properties
(in [6], we used the Aanderaa trick).

From the logic point of view, Theorem 4.2 means that for every (arbitrary clever)
algorithm solving the word problem in a finitely generated group, there exists a finitely
presented group G > H such that the word problem in H (and, moreover, in G) can
be solved by the Miller machine M(G) in approximately the same time as the initial
algorithm.
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4.3. Preserving the solvability of the conjugacy problem. The conjugacy problem
turned out to be much harder to preserve under embeddings. Collins and Miller [14]
and Gorjaga and Kirkinskiı̆[20] proved that even subgroups of index 2 of finitely
presented groups do not inherit solvability or unsolvability of the conjugacy problem.

In 1976 D. Collins [31] posed the following question (Problem 5.22): Does there
exist a version of the Higman embedding theorem in which the degree of unsolv-
ability of the conjugacy problem is preserved? In [46], [47] we solved this problem
affirmatively. In particular, we proved the following results.

Theorem 4.3 ([46]). A finitely generated group H has solvable conjugacy problem
if and only if it is Frattini embedded into a finitely presented group G with solvable
conjugacy problem.

Theorem 4.4 ([47]). Every countable recursively presented group with solvable word
and power problems is embeddable into a finitely presented group with solvable
conjugacy and power problem.

Recall that a subgroup H of a group G is Frattini embedded in G if every two
elements of H that are conjugate in G are also conjugate inside H . We say that G

has solvable power problem if there exists an algorithm which, given u, v in G says
if v = un for some n �= 0.

Theorem 4.4 is a relatively easy application of Theorem 4.3.
The construction in [46] is much more complicated than in [6]. First we embed H

into a finitely presented group H1 preserving the solvability of the word problem.
Then we use the Miller S-machine M(H1) to solve the word problem in H . In order
to overcome technical difficulties, we needed certain parts of words appearing the
computation to be always positive. The standard positivity checkers do not work
because they are S-machines as well, and can insert negative letters! So we used
some ideas from the original Boone–Novikov proofs. That required introducing
new generators, x-letters (in addition to the a-, q-, and θ -letters in S-machines) and
Baumslag–Solitar relations. In addition, to analyze the conjugacy problem in G, we
had to consider annular diagrams which are more complicated than van Kampen disc
diagrams. Different types of annular diagrams (spirals, roles, etc.) required different
treatment.

We do not have any reduction of the complexity of the conjugacy problem in H to
the complexity of the conjugacy problem in G. In particular, solving the conjugacy
problem in G, in some cases required solving systems of equations in free groups (i.e.
the Makanin–Razborov algorithm).

5. Non-amenable finitely presented groups

One of the most important applications of S-machines and Higman embeddings so
far was the construction of a finitely presented counterexample to the von Neumann
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problem, i.e. a finitely presented non-amenable group without non-Abelian free sub-
groups [48].

5.1. Short history of the problem. Hausdorff [27] proved in 1914 that one can
subdivide the 2-sphere minus a countable set of points into 3 parts A, B, C, such
that each of these three parts can be obtained from each of the other two parts by
a rotation, and the union of two of these parts can be obtained by rotating the third
part. This implied that one cannot define a finitely additive measure on the 2-sphere
which is invariant under the group SO(3). In 1924 Banach and Tarski [4] generalized
Hausdorff’s result by proving, in particular, that in R

3, every two bounded sets A, B

with non-empty interiors can be decomposed A = ⋃n
i=1 Ai , B = ⋃n

i=1 Bi such
that Ai can be rotated to Bi , i = 1, . . . , n (the so called Banach–Tarski paradox). Von
Neumann [54] was first who noticed that the cause of the Banach–Tarski paradox is
not the geometry of R

3 but an algebraic property of the group SO(3). He introduced
the concept of an amenable group (he called such groups “measurable”) as a group G

which has a left invariant finitely additive measure μ, μ(G) = 1, noticed that if a group
is amenable then any set it acts upon freely also has an invariant measure and proved
that a group is not amenable provided it contains a free non-Abelian subgroup. He also
showed that groups like PSL(2, Z), SL(2, Z) contain free non-Abelian subgroups. So
analogs of Banach–Tarski paradox can be found in R

2 and even R (for a suitable group
of “symmetries”). Von Neumann showed that the class of amenable groups contains
Abelian groups, finite groups and is closed under taking subgroups, extensions, and
infinite unions of increasing sequences of groups. Day [15] and Specht [51] showed
that this class is closed under homomorphic images. The class of groups without free
non-Abelian subgroups is also closed under these operations and contains Abelian
and finite groups.

The problem of existence of non-amenable groups without non-Abelian free sub-
groups probably goes back to von Neumann and became known as the “von Neumann
problem” in the fifties. Probably the first paper where this problem was formulated
was the paper by Day [15]. It is also mentioned in the monograph by Greenleaf [21]
based on his lectures given in Berkeley in 1967. Tits [52] proved that every non-
amenable matrix group over a field of characteristic 0 contains a non-Abelian free
subgroup. In particular every semisimple Lie group over a field of characteristic 0
contains such a subgroup.

First counterexamples to the von Neumann problem were constructed by Olshan-
skii [37]. He proved that the Tarsky monsters, both torsion-free and torsion (see [38]),
are not amenable. Later Adian [2] showed that the non-cyclic free Burnside group
of odd exponent n ≥ 665 with at least two generators (that is the group given by
the presentation 〈a1, . . . , am | un = 1, where u runs over all words in the alphabet
{a1, . . . , am}〉) is not amenable.

Both Olshanskii’s and Adian’s examples are not finitely presented: in the modern
terminology these groups are inductive limits of word hyperbolic groups, but they
are not hyperbolic themselves. Since many mathematicians are mostly interested
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in groups acting “nicely” on manifolds, it is natural to ask if there exists a finitely
presented non-amenable group without non-Abelian free subgroups. This question
was explicitly formulated, for example, by Grigorchuk in [31] and by Cohen in [13].
This question is one of a series of similar questions about finding finitely presented
“monsters”, i.e. groups with unusual properties. Probably the most famous problem in
that series is the (still open) problem about finding a finitely presented infinite torsion
group. Other similar problems ask for finitely presented divisible group (group where
every element has roots of every degree), finitely presented Tarski monster, etc. In
each case a finitely generated example can be constructed as a limit of hyperbolic
groups (see [38]), and there is no hope to construct finitely presented examples as
such limits.

One difficulty in constructing a finitely presented non-amenable group without
free non-Abelian subgroups is that there are “very few” known finitely presented
groups without free non-Abelian subgroups. Most non-trivial examples are solvable
or “almost” solvable (see [30]), and so they are amenable. The only previously known
example of a finitely presented group without free non-Abelian subgroups for which
the problem of amenability is non-trivial, is R. Thompson’s group F (for the definition
of F look in Section 3.2). The question of whether F is not amenable was formulated
by R. Geoghegan in 1979. A considerable amount of work has been done to answer
this question but it is still open.

5.2. The result. Together with A. Olshanskii, we proved the following theorem.

Theorem 5.1 ([48]). For every sufficiently large odd n, there exists a finitely presented
group G which satisfies the following conditions.

1. G is an ascending HNN extension of a finitely generated infinite group of expo-
nent n.

2. G is an extension of a non-locally finite group of exponent n by an infinite cyclic
group.

3. G contains a subgroup isomorphic to a free Burnside group of exponent n with
2 generators.

4. G is a non-amenable finitely presented group without free non-cyclic subgroups.

Notice that parts 1 and 3 of Theorem 5.1 immediately imply part 2. By a theorem
of Adian [2], part 3 implies that G is not amenable. Thus parts 1 and 3 imply part 4.

Note that the first example of a finitely presented group which is a cyclic extension
of an infinite torsion group was constructed by Grigorchuk [22]. But the torsion
subgroup in Grigorchuk’s group does not have a bounded exponent and his group is
amenable (it was the first example of a finitely presented amenable but not elementary
amenable group).
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5.3. The proof. Let us present the main ideas of our construction. We first embed the
free Burnside group B(m, n) = 〈B〉 of odd exponent n � 1 with m > 1 generators
{b1, . . . , bm} = B into a finitely presented group G′ = 〈C | R〉 where B ⊂ C. This
is done as in Section 4.1 using an S-machine recognizing all words of the form un.
The advantage of S-machines is that such an S-machine can be easily and explicitly
constructed (see [45]). Then we take a copy A = {a1, . . . , am} of the set B, and a
new generator t , and consider the group given by generators C ∪A and the following
three sets of relations:

(1) the set R of the relations of the finitely presented group G′ containing B(m, n);

(2) (u-relations) y = uy , where uy, y ∈ C, is a certain word in A these words
satisfy a very strong small cancellation condition; these relations make G′ (and
B(m, n)) embedded into a finitely presented group generated by A;

(3) (t-relations) t−1ait = bi, i = 1, . . . , m; these relations make 〈A〉 a conjugate
of its subgroup of exponent n (of course, the group 〈A〉 gets factorized).

The resulting group G is obviously generated by the set A∪{t} and is an ascending
HNN extension of its subgroup 〈A〉 with the stable letter t . Every element in 〈A〉
is a conjugate of an element of 〈B〉, so 〈A〉 is an m-generated group of exponent n.
This immediately implies that G is an extension of a group of exponent n (the union
of increasing sequence of subgroups t s〈A〉t−s, s = 1, 2, . . . ) by a cyclic group.

Hence it remains to prove that 〈A〉 contains a copy of the free Burnside group
B(2, n).

In order to prove that, we construct a list of defining relations of the subgroup 〈A〉.
As we have pointed out, the subgroup 〈A∪C〉 = 〈A〉 of G clearly satisfies all Burnside
relations of the form vn = 1. Thus we can add all Burnside relations

(4) vn = 1 where v is a word in A ∪ C

to the presentation of group G without changing the group.
If Burnside relations were the only relations in G among letters from B, the

subgroup of G generated by B would be isomorphic to the free Burnside group
B(m, n) and that would be the end of the story. Unfortunately there are many more
relations in the subgroup 〈B〉 of G. Indeed, take any relation r(y1, . . . , ys), yi ∈ C,
of G. Using u-relations (2), we can rewrite it as r(u1, . . . , us) = 1 where ui ≡ uyi

.
Then using t-relations, we can substitute each letter aj in each ui by the corresponding
letter bj ∈ B. This gives us a relation r ′ = 1 which will be called a relation derived
from the relation r = 1, the operator producing derived relations will be called the t-
operator. We can apply the t-operator again and again producing the second, third, …,
derivatives r ′′ = 1, r ′′′ = 1, . . . or r = 1. We can add all derived relations

(5) r ′ = 1, r ′′ = 1, . . . for all relations r ∈ R

to the presentation of G without changing G.
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Now consider the group H generated by C subject to the relations (1) from R,
the Burnside relations (4) and the derived relations (5). The structure of the relations
of H immediately implies that H contains subgroups isomorphic to B(2, n). Thus it
is enough to show that the natural map from H to G is an embedding.

The idea is to consider two auxiliary groups. The group G1 generated by A ∪ C
subject to the relations (1) from R, u-relations (2), the Burnside relations (4), and the
derived relations (5). It is clear that G1 is generated by A and is given by relations (1)
and (5) where every letter y ∈ C is replaced by the corresponding word uy in the
alphabet A plus all Burnside relations (4) in the alphabet A. Let L be the normal
subgroup of the free Burnside group B(A, n) (freely generated by A) generated
as a normal subgroup by all relators (1) from R and all derived relators (5) where
letters from C are replaced by the corresponding words uy . Then G1 is isomorphic to
B(A, n)/L.

Consider the subgroup U of B(A, n) generated (as a subgroup) by {uy | y ∈ C}.
The words uy , y ∈ C, are chosen in such a way that the subgroup U is a free Burnside
group freely generated byuy , y ∈ C, and it satisfies the congruence extension property,
namely every normal subgroup of U is the intersection of a normal subgroup of
B(A, n) with U .

All defining relators of G1 are inside U . Since U satisfies the congruence extension
property, the normal subgroup L̄ of U generated by these relators is equal to L ∩ U .
Hence U/L̄ is a subgroup of B(A, n)/L = G1. But by the choice of U , there exists
a (natural) isomorphism between U and the free Burnside group B(C, n) generated
by C, and this isomorphism takes L̄ to the normal subgroup generated by relators
from R and the derived relations (5). Therefore U/L̄ is isomorphic to H (since, by
construction, H is generated by C subject to the Burnside relations, relations from R
and derived relations)! Hence H is a subgroup of G1. Let G2 be the subgroup of H

generated by B.
Therefore we have

G1 ≥ H ≥ G2.

Notice that the map ai → bi , i = 1, . . . , m, can be extended to a homomorphism
φ1,2 : G1 → G2. Indeed, as we mentioned above G1 is generated by A subject to
Burnside relations, all relators from R and all derived relators (5) where letters from C
are replaced by the corresponding words uy . If we apply φ1,2 to these relations, we
get Burnside relations and derived relations which hold in G2 ≤ H .

The main technical statement of the paper shows that φ1,2 is an isomorphism, that
is for every relation w(b1, . . . , bm) of G2 the relation w(a1, . . . , am) holds in G1. This
implies that the HNN extension 〈G1, t | t−1G1t = G2〉 is isomorphic to G. Indeed,
this HNN extension is generated by G1 and t , subject to relations (1), (2), (4), (5) of G1
plus relations (3). So this HNN extension is presented by relations (1)–(5) which is
the presentation of G. Therefore G1 is a subgroup of G, hence H is a subgroup of G
as well.
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The proof of the fact that φ1,2 is an isomorphism requires a detailed analysis of the
group H . This group can be considered as a factor-group of the group H ′ generated
by C subject to the relations (1) from R and derived relations (5) over the normal
subgroup generated by Burnside relations (4). In other words, H is the Burnside
factor of H ′.

Burnside factors of free groups have been studied extensively starting with the
celebrated paper by Adian and Novikov [36]. Later Olshanskii developed a geometric
method of studying these factors in [38]. These methods were extended to arbitrary
hyperbolic groups in [39]

The main problem we face in this paper is that H ′ is “very” non-hyperbolic. In
particular, the set of relations R contains many commutativity relations, so H ′ con-
tains non-cyclic torsion-free Abelian subgroups which cannot happen in a hyperbolic
group.

We use a weak form of relative hyperbolicity that does hold in H ′. In order to
roughly explain this form of relative hyperbolicity used in the proof, consider the
following example. Let P = FA × FB be the direct product of two free groups of
rank m. Then the Burnside factor of P is simply B(m, n) × B(m, n). Nevertheless
the theory of [38] cannot be formally applied to P . Indeed, there are arbitrarily thick
rectangles corresponding to relations u−1v−1uv = 1 in the Cayley graph of P so
diagrams over P are not A-maps in the terminology of [38] (i.e. they do not look like
hyperbolic spaces). But one can obtain the Burnside factor of P in two steps. First we
factorize FA to obtain Q = B(m, n) × FB . Since FA is free, we can simply use [38]
to study this factor.

Now we consider all edges labeled by letters from A in the Cayley graph of Q

as 0-edges, i.e. edges of length 0. As a result the Cayley graph of Q becomes a
hyperbolic space (a tree). This allows us to apply the theory of A-maps from [38] to
obtain the Burnside factor of Q. In fact Q is weakly relatively hyperbolic in the sense
of our paper [48], i.e. it satisfies conditions (Z1), (Z2), (Z3) from the paper. The class
of groups satisfying these conditions is very large and includes groups corresponding
to S-machines considered in [48].

Recall that set C consists of tape letters, state letters, and command letters. In
different stages of the proof some of these letters become 0-letters.

Trapezia corresponding to computations of the S-machine play central role in our
study of the Burnside factor H of H ′. As in [38], the main idea is to construct a graded
presentation R′ of the Burnside factor H of H ′ where longer relations have higher
ranks and such that every van Kampen diagram over the presentation of H ′ has the
so called property A from [38]. In all diagrams over the graded presentation of H ,
cells corresponding to the relations from R and derived relations are considered as
0-cells or cells of rank 1/2, and cells corresponding to Burnside relations from the
graded presentation are considered as cells of ranks 1, 2,…. So in these van Kampen
diagrams “big” Burnside cells are surrounded by “invisible” 0-cells and “small” cells.

The main part of property A from [38] is the property that if a diagram over R′
contains two Burnside cells �1, �2 connected by a rectangular contiguity subdia-
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gram � of rank 0 where the sides contained in the contours of the two Burnside cells
are “long enough” then these two cells cancel, that is the union of �, �, �′ can be
replaced by a smaller subdiagram. This is a “graded substitute” to the classic property
of small cancellation diagrams (where contiguity subdiagrams contain no cells).

In our case, contiguity subdiagrams of rank 0 turn out to be trapezia (after we clean
them of Burnside 0-cells), so properties of contiguity subdiagrams can be translated
into properties of the machine S.
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A unified approach to computations with permutation
and matrix groups

Ákos Seress∗

Abstract. We survey algorithms to compute with large finite permutation and matrix groups.
Particular attention will be given to handling both types of groups with similar methods, using
structural properties to answer even basic questions such as the order of the input group.
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1. Introduction

There are two basic methods to input a group into a computer: (a) by a presentation,
using abstract generators and relations, and (b) by a “concrete” representation as a
permutation group or matrix group, defined by a set of generating permutations or
matrices. In this survey, we are concerned with groups given as in (b), and with black-
box groups (see Definition 3.1), which are a common generalization of permutation
and matrix groups. We shall concentrate on the basic questions how to determine the
order of the input group G, how to set up a data structure to test membership in G,
and how to compute a composition series. For readers interested in a broader range
of topics, we recommend our brief survey [47] describing all areas of computational
group theory and the more thorough coverage in the recent book [29]. Two mono-
graphs providing a comprehensive coverage of the subareas finitely presented groups
and permutation groups are [51] and [48], respectively.

Given a set X of permutations or of invertible matrices over a finite field, X

generates a finite group G so the undecidability issues related to generator-relator
presentations and to infinite matrix groups do not arise. However, |G| can be ex-
ponentially large in terms of the input length, so brute-force methods like listing all
elements of G are out of question and we have to design efficient algorithms to deal
with G.

There are two widely accepted notions of efficiency. On one hand, in practice,
it means that we obtain results in reasonable time in the actual computations we
perform. On the other hand, in theory, efficiency means fast asymptotic running
time. Historically, group computations developed on these two tracks separately,
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but in the last fifteen years or so the two approaches have started to converge. This
convergence is not surprising. As we deal with larger and larger inputs, only those
practical methods that are asymptotically efficient survive; conversely, the rigorous
complexity analysis inspires new algorithms that may have practical implementations.
This unification of theory and practice is one of the aspects the title of this paper refers
to. Implementations of asymptotically fast algorithms are finding their way into GAP
[28] and Magma [19], the two large computer algebra systems for group computations.

There are two other aspects of unification. One of them is within the matrix
group setting. As we shall discuss in Section 3, there are two approaches to matrix
group computations and we shall mention the recent efforts to combine them. The
other aspect is the uniform treatment of permutation groups and matrix groups, by
breaking them into manageable pieces as the image and kernel of appropriate group
homomorphisms. This approach is the standard one for matrix groups, but a recently
developed data structure enables us to handle both types of groups the same way.

The most recent ICM talk about computational group theory was given eight years
ago, by Bill Kantor [30]. His major emphasis was the use of the classification of finite
simple groups (CFSG) in the topic and the handling of simple groups. We shall also
report the latest developments in simple group management, but this paper is more
focused on the reduction to the simple group case. There are interesting and deep
mathematical problems in both subareas, although the management of simple groups
requires mostly group theoretical arguments while the reduction to the simple group
case uses a mixture of group theoretic, combinatorial and computer science (design
of data structures) methods. Consequences of CFSG are required in the analysis of
many reduction algorithms as well.

2. Permutation groups

The fundamental data structures for computation with permutation groups were in-
troduced by Sims [50]; they are called base and strong generating set (SGS). A base
of G ≤ Sym(�) is a sequence of points B = (β1, . . . , βm) from � such that the
pointwise stabiliser GB = 1. A base B naturally defines a subgroup chain

G = G[1] ≥ G[2] ≥ · · · ≥ G[m] ≥ G[m+1] = 1

where G[i] := G(β1,...,βi−1) is the pointwise stabilizer of {β1, . . . , βi−1}. The base
is called non-redundant if G[i+1] is a proper subgroup of G[i] for all i ≤ m. For a
non-redundant base B, we have log |G|/ log N ≤ |B| ≤ log |G|, where |�| = N .
(As usual in complexity theory, we write logarithms to base 2.)

A strong generating set (SGS) for G relative to B is a generating set S for G with
the property that

〈S ∩ G[i]〉 = G[i], for 1 ≤ i ≤ m + 1.

Given G = 〈X〉 ≤ Sym(�), Sims’s algorithm constructs a non-redundant base B and
an SGS S relative to B. Once S is known, it is easy to construct (right) transversals Ti
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for G[i] mod G[i+1]. Crucially, |Ti | ≤ N is “small”. For all γ in the orbit βG[i]
i , the

transversal Ti contains some rγ ∈ G[i] with β
rγ
i = γ . These transversals can be used

to compute |G| = ∏m
i=1 |Ti | and to factor any g ∈ G as a product g = rm . . . r1, for

some ri ∈ Ti . This factorization is unique and it can be done by an efficient algorithm
called sifting. First, we take r1 ∈ T1 such that β

g
1 = β

r1
1 . Then g2 := gr−1

1 ∈ G[2],
and we can take r2 ∈ T2 such that β

g2
2 = β

r2
2 , etc. Sifting can be used to test

membership in G. For details, we refer to [48, Ch. 4].
Sims’s algorithm is based on elementary group theory. The running time of the

asymptotically fastest versions is O(|X|N2 logc |G|) for some absolute constant c.
A factor N can be shaved off the running time by randomization:

Theorem 2.1 ([7]). Given G = 〈X〉 ≤ Sym(�) with |�| = N , a base B and an SGS
relative to B can be computed in O(|X|N logc |G|) time, by a Monte Carlo algorithm
with an arbitrarily small positive but fixed upper bound on the probability of incorrect
output.

Recall that a randomized algorithm is called Monte Carlo if there is a chance of
an incorrect output but an upper bound for the probability of error can be prescribed
by the user. On the contrary, a Las Vegas algorithm never returns an incorrect answer
but it may report failure with probability bounded by the user.

The algorithm in Theorem 2.1 is still elementary. The quadratic O(N2) bottle-
necks are broken by randomization, and by combinatorial tricks like working with base
images instead of full permutations or to test membership in certain large subsets of G

without listing those subsets. If log |G| is bounded from above by a polylogarithmic,
logc N , function ofN then the running time is a nearly linear, O((|X|N) logc′

(|X|N)),
function of the input length |X|N . This motivated the following definition. An infinite
family G of permutation groups is called small-base if every group G ∈ G of degree
m satisfies log |G| < logc m for some fixed constant c. Important families of groups
are small-base, including all permutation representations of non-alternating simple
groups.

The algorithm in Theorem 2.1 is also practical. In GAP, currently permutation
group computations are based on an implementation of this algorithm. The certainty
of a correct answer, if desired, is obtained by a quadratic algorithm of Sims that checks
the correctness of a base and SGS (see [48, Section 8.2]).

For arbitrary inputs, where log |G| may become comparable to N , no deterministic
version of Sims’s algorithm is known to run faster than O(N5 +|X|N2). Fortunately,
ideas from a purely theoretical development come to the rescue. In [9], an algorithm
is described to handle permutation groups in the parallel computational model NC.
Informally, in NC we can work with polynomially many, nc, processors, but we have
only polylogarithmic, logc n, time in terms of the input length n. Note that sifting is
inherently sequential (we have to know the coset representatives r1, ..., ri before ri+1
can be computed in a factorization g = rm . . . r1) so a Sims-based approach may work
in NC only for small-base groups. The algorithm in [9] is based on entirely different
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principles, exploring the structure of the input group G. By the time it computes |G|,
it also obtains a composition series for G. Some of these ideas were also used in the
more realistic domain of sequential computations to break the long-standing O(N5)

barrier:

Theorem 2.2 ([10]). Given G = 〈X〉 ≤ Sym(�) with |�| = N , there is a determin-
istic algorithm with O(N4 logc N + |X|N2) running time to compute |G| and to set
up a data structure for testing membership in G.

The algorithm in Theorem 2.2 detects all large alternating composition factors
of G and handles them by special methods, while the rest of the group is handled
using Sims’s ideas.

How can we detect large alternating sections in a permutation group? Combina-
torial reduction (action on orbits, and then action on blocks of imprimitivity) leads to
primitive permutation groups. At that point, we invoke a consequence of CFSG [20]:
any primitive permutation group H ≤ Sym(�) of degree n is a small-base group,
unless n = (

m
k

)r for some positive integers m, k, r and � can be identified with r-
tuples of k-sets of an m-element set, Ar

m ≤ H ≤ Sm 
 Sr , and H acts naturally on
these sequences in the so-called product action of wreath products. Such an H is
called a group of Cameron type in [10]. In this very special situation, [10] gives a
combinatorial algorithm to construct a collection � of mr subsets of � so that H acts
on � in the natural imprimitive action of wreath products.

The input group G is handled by a recursive procedure. We define a homomor-
phism ϕ : G → Sym(�) for some �, process Im(ϕ), obtain generators for Ker(ϕ),
and process Ker(ϕ). If G is transitive then � is an orbit and Im(ϕ) is the restriction
of G to this orbit; and if G is transitive but imprimitive then � is a block system and
Im(ϕ) is the action on this block system. When the recursion arrives to a primitive
group then we test whether it is of Cameron type. If not, then Sims’s base-SGS
method is used to process it. If it is of Cameron type then a further homomorphism
is constructed to the natural imprimitive action. The full alternating and symmetric
groups Am and Sm, encountered in their natural action on m points, are handled by
combinatorial methods, as a special case of the constructive recognition of almost
simple groups (see Section 3.1).

We finish this section by announcing a Las Vegas upgrade of Theorem 2.1.

Theorem 2.3 ([32], [33]). Given G = 〈X〉 ≤ Sym(�) with |�| = N and G having no
composition factors of Lie type 2G2 and 2F4, a base and SGS for G can be computed
in O(|X|N logc |G|) time, by a Las Vegas algorithm with an arbitrarily small but fixed
positive upper bound on the probability of incorrect output.

Although the statements of Theorems 2.1 and 2.3 are similar, the proofs are based
on entirely different principles. The algorithm inTheorem 2.3 computes a composition
series for G by a Monte Carlo algorithm, recognizes constructively the composition
factors (see Section 3.1), and then uses the isomorphisms set up by the recognition
algorithms to write a presentation for G. Evaluation of this presentation verifies
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the correctness of the entire computation. The groups 2G2(q) have to be excluded
because currently it is not known that they have short presentations suitable for the
time requirement of this application; the groups 2F4(q) are excluded because the
known constructive recognition algorithm is not fast enough.

There is a large library of Monte Carlo algorithms that run in nearly linear time
for small-base inputs (see [48, Ch. 5 and 6]). The significance of Theorem 2.3 is that
if the initial base-SGS computation is correct for some input group G then all of these
nearly linear-time algorithms are automatically upgraded to Las Vegas.

Summarizing, we saw that the basic tasks of finding the order and setting up
membership testing in permutation groups can be performed by elementary methods
in polynomial time, but randomization and the structural exploration of the input
group provide much faster algorithms.

3. Matrix groups

The basic problems for matrix groups over finite fields, such as membership and
order, seem to be much harder than the corresponding problems for permutation
groups. The fundamental difference is that there is no longer, in general, a decreasing
sequence of subgroups from G to 1 in which all successive indices are small; this
makes an analogue of Sims’ base-SGS approach infeasible. For permutation groups,
the natural divide-and-conquer approach leads to primitive groups, and those groups
can be reduced to symmetric groups or else they are small-base groups. In contrast,
a large variety of primitive irreducible matrix groups has order exp(�(d2)) (here d

is the dimension of the matrices). Finally, even for 1 × 1 matrices, the problems are
closely related to discrete logarithm computations.

For later use, we define two versions of the discrete logarithm problem:

(DL1) Given a, b ∈ GF(q)∗, determine whether a ∈ 〈b〉.
(DL2) Given a, b ∈ GF(q)∗, determine whether a ∈ 〈b〉. If the answer is yes then

find an exponent x such that a = bx .

Finding the order of G = 〈X〉 ≤ GL(1, q) is between these two problems in difficulty:
version (DL1) can be reduced to it in polynomial time, while it can be reduced
to version (DL2) in polynomial time. We note that neither version of the discrete
logarithm problem has at present a polynomial-time solution, although subexponential
algorithms exist even for the more difficult version (DL2) [39].

Despite all the difficulties listed above, significant progress has been made recently
on matrix groups and associated data structures, and currently this is the most active
area of computational group theory. However, contrary to the permutation group case,
it seems that randomization and a full structural exploration of the input is not only a
speedup, but an essential and unavoidable tool. This means that we have to set up a
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recursive scheme of homomorphisms, breaking the input into the image and kernel.
This reduction bottoms out at matrix groups H that are almost simple modulo scalars.
At these terminal stages of the recursion, we have to find the name of the isomorphism
type of H , and then set up an identification with a standard permutation or matrix
representation of this isomorphism type.

First, we discuss the methods for handling almost simple groups. For that, we
need two definitions.

Definition 3.1. A black-box group is a group whose elements are encoded as words of
length at most N over some alphabet T and some bound N . Not every word represents
a group element and the same group element may be represented by more than one
word. Moreover, an oracle (the “black box”) performs the following three operations:
given (words representing) g, h ∈ G, it can compute (a word representing) gh, g−1,
and it can decide whether g = 1.

Our definition is slightly more general than the original one [11], where only
0-1 strings of uniform lengths are allowed. The primary examples of black-box
groups are permutation groups and matrix groups, but there are two other important
examples. One of them is a power-conjugate presentation for a finite solvable group,
where each group element has a canonical form a

e1
1 a

e2
2 . . . a

em
m for a suitable generating

sequence (a1, . . . , am). More important for our present discussion is that permutation
groups G can be considered as black-box groups where the alphabet is an SGS for G

(see [48, Section 5.3]). In small-base groups, group operations using words in the
strong generators are asymptotically much faster than permutation multiplications.
These special types of black-box groups play an important role, for example, in the
proof of Theorem 2.3. In these black-box groups, we lose all information stored
implicitly in the cycle structure of permutations, and algorithms can utilize only the
three black-box operations defined above.

In some situations, we also consider permutation and matrix groups with their
natural group operations as black-box groups, because permutation group theoretic
notions like orbits or cycle structure, or geometric notions like invariant subspaces or
characteristic polynomials in the matrix group case, do not help. For example, we
have no better methods for generating random elements in a matrix group than creating
new group elements from the given generators by multiplications and inversions, that
is, by black-box operations [4], [22]. Black-box group algorithms, with the natural
permutation operations, are also used in computations of normal closures, derived
series, and related algorithms both in theory [23], [6] and in GAP.

The second definition we require is of a straight-line program (SLP). It is a data
structure to circumvent problems with overly long words in generators.

Definition 3.2. Given G = 〈X〉, a straight-line program of length m reaching some
g ∈ G is a sequence of expressions (w1, . . . , wm) such that for each i one of the
following holds: wi is a symbol for some element of X, wi = (wj , −1) for some
j < i, or wi = (wj , wk) for some j, k < i, such that, if the expressions are evaluated,
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then the value of wm is g. Here, (wj , −1) is evaluated as the inverse of the evaluated
value of wj , and (wj , wk) is evaluated as the product of the evaluated values of wj

and wk .

3.1. Recognition of almost simple groups. Now we are ready to discuss matrix
groups that are almost simple modulo scalars or, more generally, almost simple black-
box groups. There are two basic tasks: non-constructive recognition and constructive
recognition. Non-constructive recognition of an almost simple group means to name
the isomorphism type. The first such algorithm is in [41], where it is decided whether
a given group G ≤ GL(d, pe) contains SL(d, pe). A sample of random elements
is taken, and we look for elements whose order is divisible by some primitive prime
divisor (ppd) of pde − 1 and of p(d−1)e − 1. (Recall that a primitive prime divisor
of pn − 1 is a prime r | pn − 1 which does not divide pi − 1 for any i < n.)
If G ≥ SL(d, pe) then elementary estimates show that both kinds of ppd’s occur
frequently enough so that a small sample of random elements detects them; however,
CFSG is invoked to prove that if both kinds of ppd’s occur then indeed G ≥ SL(d, pe).
Subsequently, similar algorithms were designed to recognize the other classical groups
in their natural matrix representations [21], [43]. The culmination of this type of
results is in [8]: given an almost simple black-box group G of Lie type and given the
characteristic p of G, the isomorphism type of G can be computed. This algorithms
still looks for elements whose order is divisible by various ppd’s and pairs of ppd’s.
We note that the ppd property can be checked in the black-box group setting, without
computing element orders. If we know only that a matrix group is simple of Lie type
modulo scalar matrices, its characteristic can be determined by recent algorithms
in [38] and [49]. All algorithms mentioned in this paragraph are Monte Carlo with
polynomial running time, and have efficient implementations.

In applications in recursive schemes breaking down arbitrary matrix groups to
almost simple pieces, non-constructive recognition is not sufficient; we need the
more involved constructive recognition. Given an almost simple black-box group
G = 〈X〉, constructive recognition of G is a Las Vegas algorithm that, besides naming
the isomorphism type of G, computes an isomorphism ϕ : G → C with a standard
permutation representation or (projective) matrix representation of this isomorphism
type. The isomorphism ϕ is defined by giving the images of a new generating set
Y ≤ G. Moreover, we require that, given any g ∈ G, a short SLP reaching g from Y

can be computed, and given any h ∈ C, ϕ−1(h) can be computed.
The first constructive recognition algorithm, for black-box groups GL(n, 2), was

given in [24]. Subsequently, constructive recognition of all classical groups (in [32])
and exceptional groups G (in [31]) was accomplished. These algorithms require the
characteristic p of G as part of the input. The rough idea is the following. Since
in the black-box setting we do not have a vector space to work with, the algorithms
construct a large elementary abelian p-section P of G such that the conjugation action
of a maximal parabolic H ≤ G on P is isomorphic to the natural matrix action of H ,
and subsequently extend this matrix action to arbitrary elements of G. Constructive
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recognition of alternating and symmetric groups is much easier [12], [13], [14]. A
recent algorithm [2] recognizes constructively about half of the sporadic groups, using
a generalization of Sims’s sifting through subset chains instead of subgroup chains.

An exciting new method by Ryba toward the constructive recognition of some
Lie-type groups is described in [45] and [46]. Let p be an odd prime, and let G be a
group of untwisted Lie type defined over a field of characteristic p. Suppose further
that the associated Lie algebra of G is simple. Then, given any absolutely irreducible
characteristic p representation G = 〈X〉, a polynomial-time Las Vegas algorithm
computes the action of the generator set X on the Chevalley basis of the Lie algebra
of G. Hence the constructive recognition problem is reduced to consideration of the
adjoint representation.

Ryba is currently working on the extension of this algorithm to all Lie-type groups.
Although his methods are still under development, they seem to have the potential to
become the major tool of constructive recognition, reducing the use of the method-
ology of [32], [31] only to the natural and cross-characteristic representations of
Lie-type groups.

The running times of the algorithms in [32], [31] are polynomials in the rank r

and the defining field size q of the Lie-type input group G. However, the length of
the input may be only O(r2 log q), so for large q the running time is exponential. An
idea to overcome this difficulty is in [25], where the groups SL(2, q) in their standard
2×2 matrix setting are recognized in polynomial time of the input length plus polyno-
mially many calls to an oracle solving version (DL2) of the discrete logarithm problem
in GF(q). Later this algorithm was extended to arbitrary matrix representations of
PSL(2, q) [26]. This motivated the following definition.

Definition 3.3. Let G be an almost simple group of Lie type defined over the field
GF(pl). We say that G is constructively recognizable with a discrete logarithm oracle,
in short G is CRDLO, if for any quasisimple representation of G in characteristic p,
G can be constructively recognized in time polynomial in the input length plus the
time of polynomially many calls to a discrete logarithm oracle in GF(pl). (Note that
the field of definition GF(pl) may be different from the field GF(pe) over which the
input matrices are given. Recall that a group G is called quasisimple if G/Z(G) is
simple and G equals its derived subgroup.)

Theorem 3.4 ([16], [15], [17]). All classical groups are CRDLO.

The algorithms of this theorem are based on [32], using an oracle to handle
SL(2, q) subgroups. In turn, this oracle is based on the methods of [26]. The case
of special linear, symplectic, and unitary groups is a more or less straightforward
modification of [32], but the case of orthogonal groups involves significant additional
technical difficulties.

3.2. The general case. Now we turn to the case of arbitrary matrix groups. There
are two basic methods for the breakup of the input into manageable pieces (which,
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in most cases, amounts to the reduction to almost simple groups). The geometric
approach, summarized in [37], is based on Aschbacher’s classification of matrix
groups [3]. This classification defines eight types of geometric subgroups of GL(d, q),
and groupsG ≤ GL(d, q)belonging to seven of these types have a naturally associated
N � G which enables the recursive handling of G/N and N . These classes consist
of reducible groups, imprimitive groups, normalizers of extraspecial groups, and so
on. For example, in the case of reducible groups we can consider the homomorphism
defined by the restriction to the action on an invariant subspace, and the kernel of this
action. The eighth geometric category contains the classical groups in their natural
representation. The groups not belonging to any of the eight geometric categories
are almost simple modulo scalars. After contributions by many people (see [44] for
an overview), O’Brien has a working implementation of the reduction to the almost
simple case.

By contrast, the black-box group approach, initiated by Babai and Beals [12],
tries to determine the abstract group-theoretic structure of G. Every finite group G

has a series of characteristic subgroups 1 ≤ M1 ≤ M2 ≤ M3 ≤ G, where M1 is
solvable, M2/M1 is isomorphic to a direct product T1 ×· · ·×Tk of nonabelian simple
groups, M3/M2 is solvable, and G/M3 is a permutation group, permuting the simple
groups Ti . Given G = 〈X〉 ≤ GL(d, pe), [5] constructs subgroups H1, . . . , Hk such
that Hi/Si

∼= Ti for some solvable group Si . Having these Hi at hand, it is possible
to construct the permutation group G/M3 ≤ Sk , which then can be handled by per-
mutation group methods. Moreover, using the results of [1], [8], the simple groups Ti

can be non-constructively recognized.
The Babai–Beals algorithm and its extension by [1], [8] are Monte Carlo, and run

in polynomial time in the input length.
Contrary to the geometric approach, [5] does not use the geometry associated

with the matrix group action of G. The fact that G ≤ GL(d, pe) is only used when
appealing to a simple consequence of [35], [27]: if Ti is of Lie type in characteristic
different from p, then Ti has a permutation representation of degree polynomial in d.

These results can be extended significantly further.

Theorem 3.5 ([34]). Given G = 〈X〉 ≤ GL(d, pe), there is a Las Vegas algorithm
that computes the following.

(i) The order of G.

(ii) A series of subgroups 1 = N0 �N1 � · · ·�Nm−1 �Nm = G, where Ni/Ni−1
is a nonabelian simple group or a cyclic group for all i.

(iii) A presentation of G.

(iv) Given any g ∈ GL(d, pe), the decision whether g ∈ G, and if g ∈ G, then a
straight-line program from X, reaching g.

The algorithm uses an oracle to solve version (DL2) of the discrete logarithm
problem in fields of characteristic p and size up to ped . In the case when all com-
position factors of Lie type that are in characteristic p are CRDLO, the running time
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is polynomial in the input length |X|d2e log p, plus the time requirement of polyno-
mially many calls to the discrete logarithm oracle. Note that in (ii) the cyclic factors
Ni/Ni−1 may not be simple of prime order because we do not assume that we can
factor large integers.

The proof proceeds by continuing the Babai–Beals algorithm when that approach
bottoms out. The key idea is that, using the notation introduced in the discussion
before Theorem 3.5, for those simple groups Ti that are of Lie type of characteristic p,
Hi can be written in an appropriate basis in an upper triangular 3 × 3 block matrix
form such that Ti acts in a quasisimple representation on the block (2, 2). Hence the
CRLDO constructive recognition algorithms can be applied. Finally, the subgroup M1
is handled using a modification of Luks’s deterministic algorithm [40] for solvable
matrix groups.

The algorithms of [5] and [34] are not practical. However, [5] is a cookie jar of new
ideas, which should be used in implementations. Hence, we recently started a project
of designing new reduction algorithms for those Aschbacher categories where the
current algorithms do not have fast asymptotic running time, combining geometric
and black-box methods. This is the second level of unification mentioned in the
introduction. Although this project is quite new and there is only one paper [18] in
print (about the category of normalizers of extraspecial groups), algorithms for three
other categories (imprimitive, tensor product, and tensor induced) are in the offing.

4. A new data structure

In this section we discuss an implementation aspect of computations with permutation
and matrix groups. As we have seen in the previous sections, the asymptotically most
efficient permutation group algorithms and all existing matrix group algorithms break
up the input into manageable pieces. Hence, in order to implement these algorithms,
we need a data structure for a recursive scheme which facilitates divide-and-conquer
techniques to pass from a group G to a normal subgroup N and the factor group G/N ,
and then to put together the results of those two smaller computations.

In [42] we describe the design and implementation of such a data structure. This
data structure opens up the possibility to handle theoretical algorithms that were
considered too complicated for implementation. The homomorphism mechanism is
on the black-box level, so permutation groups and matrix groups can be treated in a
uniform way. Also, for any group occurring in the recursive scheme, the image of the
homomorphism may be either a permutation, matrix, or black-box group, so we can
switch between the different types as best suited for the particular application. Once
a homomorphism ϕ : H → K is defined for some inner node H of the recursion tree,
the computation of Ker(ϕ) and the combination of the results for Im(ϕ) and Ker(ϕ)

are done by generic procedures, so in applications we can concentrate on finding
suitable homomorphisms ϕ and the handling of the leaf nodes (which usually means
constructive recognition of that node).
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The first success story is the implementation of a randomized version of the al-
gorithm of Theorem 2.2. All that was needed was the design and implementation of
a randomized speedup for processing groups of Cameron type [36], and an imple-
mentation of constructive recognition of alternating and symmetric groups in their
natural representation, as described in [48, Section 10.2.4]. The rest of the algorithm
of Theorem 2.2 is done automatically by the generic recursive procedure. The fi-
nal result is the first practical treatment of all permutation groups: for small-base
inputs, the algorithm reverts to the base-SGS method with minimal overhead (and
sometimes it runs faster even on small-base inputs), and on larger inputs there are
very substantial savings compared to the straightforward call of the current default
base-SGS computation.

The mathematical idea behind the recursion scheme is simple, but there were
formidable challenges in the design of the data structure. To pull back the results
from N and G/N to G, we need new data types, permutations and matrices with
memory, that “remember” how they were obtained from the generators of G by
storing a straight-line program (SLP). This results in conflicting requirements. On
one hand, these new data types must behave like permutations or matrices, so the
existing and future permutation and matrix group algorithms can be applied to them
without rewriting the library of GAP functions and we can incorporate permutation
and matrix group algorithms by other developers who may not need to know of
our recursive scheme. On the other hand, the steps of the applied permutation and
matrix group algorithms must be recorded in the SLP, although these algorithms
are not even aware that this SLP exists. We also need a new type of homomorphism
template, flexible enough to accommodate the wide variety of methods that can create
factor groups. Exploring an unknown G, we may try a lot of different methods to
pass to a factor group; these methods must be prioritized by an automatic method
selection mechanism, while at the same time this mechanism must be transparent
enough for users to change the order in which applicable methods are called if some
extra information is known or suspected about G.

There is a long list of novel tricks incorporated in the new framework: for example,
how to balance the recursive tree (that the branches are about the same length, speed-
ing up traversing the tree); how to pass information to the children of a node, so each
node can have its own individualized method selection process for a more efficient
way to find a homomorphism from this node; and the introduction of an analogue of
strong generating sets in the matrix group setting, which enables the writing of shorter
straight-line programs to reach group elements. Current work concentrates on adding
new homomorphism methods to the recursive scheme for the geometric subgroups
in Aschbacher’s classification, combining black-box and geometric methods as men-
tioned at the very end of the previous section, and implementing methods for the end
nodes of recursion, to handle almost simple matrix and black-box groups. There will
also be methods to handle solvable groups given by power-conjugate presentations,
thereby including the third large category of black-box groups in the same scheme.
I am quite enthusiastic about this new framework: I think we have found the tool for
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the uniform treatment of permutation, matrix, and solvable groups, at the same time
unifying the theoretical and practical sides of computations with these groups.

Acknowledgement. I am indebted to Bill Kantor for his very helpful comments.
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1. Introduction

We present here a brief outline of results and examples related mainly to noncommu-
tative nil rings. In this exposition rings are noncommutative and associative. A vector
space R is called an algebra (or a K-algebra) if R is equipped with a binary operation

∗ : (R, R) → R,

called multiplication, such that for any a, b, c ∈ R and for any α ∈ K , we have
(a + b) ∗ c = a ∗ c + b ∗ c, a ∗ (b + c) = a ∗ b + a ∗ c, (a ∗ b) ∗ c = a ∗ (b ∗ c),
α(a ∗ b) = (αa) ∗ b = a ∗ (αb).

It is known that simple artinian rings, commutative simple rings and simple right
noetherian rings of characteristic zero have unity elements [35]. In this text, rings
are usually without 1. In fact nil rings and Jacobson radical rings cannot have unity
elements.

2. Nil rings

The most important question in this area is the Köthe Conjecture, first posed in 1930.
Köthe conjectured that a ring R with no nonzero nil (two-sided) ideals would also
have no nonzero nil one-sided ideals, [24], see also [15] and [27]. This conjecture
is still open despite the attention of many noncommutative algebraists. It is a basic
question concerning the structure of rings.
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The truth of the conjecture has been established for many classes of rings: typically,
one proves that for a given class of rings, the sum of all nil one-sided ideals is nil. The
most famous examples of such results are the proof of the conjecture in the case of
algebras over uncountable fields by Amitsur, and the fact that nil ideals are nilpotent
in the class of noetherian rings, proved by Levitski, see [27]. However, as indicated
above, Köthe’s conjecture is still open in the general case.

An element r in a ring R is said to be nilpotent if rn = 0 for some n. A ring R

is a nil ring if every element of R is nilpotent, and the ring R is nilpotent if Rn = 0
for some n. A more appropriate definition in the case of infinitely generated rings is
the following. A ring R is locally nilpotent if every finitely generated subring of R

is nilpotent. A thorough understanding of nil and nilpotent rings is important for an
attempt to understanding general rings.

In addition, nil rings have some applications in group theory. The following
famous theorem was proved in 1964 by Golod and Shafarevich. For every field F

there exists a finitely generated nil F -algebra R which is not nilpotent ([20]). Recall
that a group G is said to be torsion (or periodic) if every g ∈ G has a finite order. Golod
used the group 1 + R, when F has positive characteristic, to get a counterexample
to the General Burnside Problem: Let G be a finitely generated torsion group. Is G

necessarily finite?
There are many open questions concerning nil rings. As mentioned before, the

most important is now known as the Köthe Conjecture and was posed by Köthe in
1930: if a ring R has no nonzero nil ideals, does it follow that R has no nonzero
nil one-sided ideals? Köthe himself conjectured that the answer would be in the
affirmative ([24], [27], [37]).

There are many assertions equivalent to the Köthe Conjecture: For example, the
following are equivalent to Köthe’s conjecture:

1. The sum of two right nil ideals in any ring is nil.

2. (Krempa [26]) For every nil ring R the ring of 2 by 2 matrices over R is nil.

3. (Fisher, Krempa [18]) For every ring R, RG is nil implies R is nil (G is the
group of automorphisms of R, RG the set of G-fixed elements).

4. (Ferrero, Puczylowski [17]) Every ring which is a sum of a nilpotent subring
and a nil subring must be nil.

5. (Krempa [26]) For every nil ring R the polynomial ring R[x] in one indetermi-
nate over R is Jacobson radical.

6. (Smoktunowicz [44]) For every nil ring R the polynomial ring R[x] in one
indeterminate over R is not left primitive.

7. (Xu [49]) The left annihilators of a single element in every complement of a
nil radical in a maximal left nil ideal satisfy a.c.c.
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Recall that a ring R is Jacobson radical if for every r ∈ R there is r ′ ∈ R such that
r + r ′ + rr ′ = 0. Every nil ring is Jacobson radical. The largest ideal in a ring R,
which is Jacobson radical is called the Jacobson radical of R. The Jacobson radical
of a ring R equals the intersection of all (right) primitive ideals of R (I is a primitive
ideal in R if I/R is primitive). Recall that a ring R is (right) primitive if there is a
maximal right ideal Q such that Q + I = R for every nonzero ideal I in R and there
is b ∈ R such that br − r ∈ Q for every r ∈ R ([13]).

The Köthe Conjecture is said to hold for a ring R if the ideal generated by the
nil left ideals of R is nil. Köthe’s conjecture holds for the class of Noetherian rings
(Levitzki, [27], [32]), Goldie rings (Levitzki, [32]), rings with right Krull dimension
(Lenagan [29], [15]), monomial algebras (Beidar, Fong [6]), PI rings (Rasmyslow–
Kemer–Braun [14], [34], [22], [12] ), algebras over uncountable fields (Amitsur [27],
[36]).

There are many related results, some are indicated in the following.

Theorem 2.1 (Levitzki; [32]). Let R be a right Noetherian ring. Then every nil
one-sided ideal of R is nilpotent.

Theorem 2.2 (Lenagan [29]). If R has right Krull dimension, then nil subrings of R

are nilpotent.

Theorem 2.3 (Gordon, Lenagan and Robson, Gordon and Robson; [15]). If R has
right Krull dimension, then the prime radical of R is nilpotent.

The prime radical of R is a nil ideal and is equal to the intersection of all prime
ideals in R.

Theorem 2.4 (Beidar, Fong [6]). Let X be a nonempty set, Z = 〈X〉 the free monoid
on X, Y an ideal of the monoid Z, and F a field. Then the Jacobson radical of the
monomial algebra F [Z/Y ] is locally nilpotent.

In the case of characteristic zero the result is due to Jaspers and Puczylowski,
[21]. Earlier, Belov and Gateva-Ivanova [10] showed that the Jacobson radical of a
finitely generated monomial algebra over a field is nil. However, it is not true that the
Jacobson radical of a finitely generated monomial algebra is nilpotent, since it was
shown by Zelmanov [50] that there is a finitely generated prime monomial algebra
with a nonzero locally nilpotent ideal.

Theorem 2.5 (Razmyslov–Kemer–Braun [34], [22], [12]; [14]). If R is a finitely
generated PI-algebra over a field then the Jacobson radical of R is nilpotent.

Razmyslov [34] proved this for rings satisfying all identities of matrices, Ke-
mer [22] for algebras over fields of characteristic zero. Later Braun [12] proved the
nilpotency of the radical in any finitely generated PI algebra over a commutative
noetherian ring. Amitsur has previously shown that the Jacobson radical of a finitely
generated PI algebra over a field is nil.

Another famous result is the Nagata–Higman Theorem:
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Theorem 2.6 (Nagata–Higman; [19]). IfA is an associative algebra of characteristic p
such that an = 0 for all a ∈ A and p > n or p = 0 then A is nilpotent.

For interesting results related to Nagata–Higman’s theorem see [19].
A theorem of Klein [23] asserts that if R is a nil ring of bounded index then R[x]

is a nil ring of bounded index.
In 1956 Amitsur [27] showed that if R is a nil algebra over an uncountable field,

then the polynomial ring R[x] in one indeterminate over R is also nil. The situation
is completely different for countable fields, as was shown by the author in 2000.

Theorem 2.7 (Smoktunowicz [43]). For every countable field K there is a nil K-
algebra N such that the polynomial ring in one indeterminate over N is not nil.

This answers a question of Amitsur. Another important theorem by Amitsur is the
following.

Theorem 2.8 (Amitsur; [27]). Let R be a ring. Then the Jacobson radical of the
polynomial ring R[x] is equal to N[x] for some nil ideal N of R.

In 1956 Amitsur conjectured that if R is a ring, and R[x] has no nil ideals then
it is semiprimitive (i.e. the Jacobson radical of R[x] is zero). This assertion is true
for many important classes of rings, as mentioned above. However, the following
theorem shows that this conjecture does not hold in general: There is a nil ring N

such that the polynomial ring in one indeterminate over N is Jacobson radical but
not nil ([41]). For some generalizations of this theorem see [45]. This theorem is true
in a more general setting: For every natural number n, there is a nil ring N such that
the polynomial ring in n commuting indeterminates over N is Jacobson radical but
not nil.

Recall that, as shown by Krempa in [26], Köthe’s conjecture is equivalent to
the assertion that polynomial rings over nil rings are Jacobson radical. However,
homomorphic images of polynomial rings over nil rings with nonzero kernels are
often Jacobson radical, as is shown by the next result.

Theorem 2.9 (Smoktunowicz [44]). Let R be a nil ring and R[x] the polynomial
ring in one indeterminate over R. Let I be an ideal in R[x] and M the ideal of R

generated by coefficients of polynomials from I . Then R[x]/I is Jacobson radical if
and only if R[x]/M[x] is Jacobson radical.

The following are interesting open questions on nil rings.

Question 1 (Latyshev, [16], pp. 12). Let A be an associative algebra with a finite
number of generators and relations. If A is a nil algebra must it be nilpotent?

Question 2 (Amitsur; [33]). Let A be an associative algebra with a finite number of
generators and relations. Does it follow that the Jacobson radical of A nil?
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3. Algebraic algebras

The most well-known question in this area is the Kurosh Problem ([15], [36]). Let R

be a finitely generated algebra over a field F such that R is algebraic over F . Is R

finite dimensional over F ?
This problem has a negative solution in general. The famous construction of

Golod and Shafarevich in the 1960s produced a finitely generated nil algebra which
is not nilpotent ([20]). This was then used to construct a counterexample to the
Burnside Conjecture, one of the biggest outstanding problems in group theory at that
time. Zelmanov was later awarded the Fields Medal for his solution of the Restricted
Burnside Problem [27].

However, the Kurosh Problem is still open for the key special case of a division
ring:

Question 3 (Kurosh’s problem for division rings [16], [36]). Let R be a finitely
generated algebra over a field F such that R is algebraic over F and R is a division
ring. Does it follow that R a finite dimensional vector space over its center?

Again, as with the nil ring problems, there are many partial results. The Kurosh
Problem for division rings is still open in general, but it is answered affirmatively
for F finite and for F having only finite algebraic field extensions, in particular,
for F algebraically closed ([36]). By Levitzki’s and Kaplanski’s theorem, Kurosh’s
conjecture is also true if there is a bound on the degree of elements in R ([15]).
It is unknown whether Kurosh’s problem for division rings has a positive answer
in the case of algebras over uncountable fields. Also the following question is still
open: Is Kurosh’s conjecture true for division rings with finite Gelfand–Kirillov
dimension, and in particular for division rings with quadratic growth? There are
obvious connections with problems in nil rings. A nil element is obviously algebraic,
and, in the converse direction, it is possible to construct an associated graded algebra
connected with an algebraic algebra in such a way that the positive part is graded nil,
i.e., all homogeneous elements are nil. On the other hand, the Kurosh Problem has a
negative solution for rings with finite Gelfand–Kirillov dimension ([30]), for simple
rings ([42]), for primitive rings ([2]), for finitely generated primitive rings ([8]), and
for finitely generated algebraic primitive rings ([9]). However, a natural question
arising from the general Kurosh Problem remains open:

Question 4 (Small’s question). Let R be a finitely generated simple algebra with 1
over a field F such that R is algebraic over F . Is R a finite dimensional vector space
over its center?

Another open question on division rings, which has been around for years, is the
following:

Question 5. Let K be a field and let R be a finitely generated algebra which is a
division ring. Does it follow that R is a finitely generated vector space over K?
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As far as I know this question is very much open even with various conditions, like
e.g. Gelfand–Kirillov dimension 2. It has been shown by Small ([38]) that a divi-
sion ring which is a homomorphic image of a graded noetherian ring (of course, by
a non graded ideal) must be finite dimensional. There is a similar open question
concerning rings:

Question 6 ([16], p. 20). Does there exist an infinite associative division ring which
is finitely generated as a ring?

4. Algebras with finite Gelfand–Kirillov dimension

The Gelfand–Kirillov dimension measures the rate at which an algebra is generated
by a generating set. The GK dimension is zero for algebras which are finite dimen-
sional and an elementary counting argument shows that the next possible dimension
is one. However, Borho and Kraft showed that any real number value greater than
or equal to two is possible ([25]). Bergman’s famous Gap Theorem establishes that
there is no algebra with GK dimension strictly between one and two ([11], see also
[25]). A theorem of Small and Warfield asserts that an affine prime algebra R over
a field F of GK dimension 1 is a finite module over its center, and that its center is
a finitely generated F -algebra of GK dimension 1 ([40], [25]). In the special case
when R is a finitely generated domain over an algebraically closed field with GK
dimension 1, it follows by Small–Warfield’s and Tsen’s theorem (see [15]) that R is
in fact commutative ([47]). A theorem of Small, Stafford and Warfield shows that a
finitely generated algebra with GK dimension 1 is close to being commutative in that
it must satisfy a polynomial identity ([39], [25]).

The graded case has attracted interest in the last decade or so with the development
of noncommutative algebraic geometry. Here progress is being made by studying al-
gebras with restricted conditions, including conditions on the growth of the algebras.
Low GK dimension examples are obviously of interest. Since the theory is devel-
oping by analogy with the classical projective case, one typically deals with graded
algebras. Thus dimensions should be increased by one compared to the ungraded
case. The first interesting case is to study graded domains of GK dimension two;
that is, noncommutative projective curves. This was done in a famous paper in the
Inventiones Mathematicae by Artin and Stafford about 10 years ago. In fact Artin and
Stafford described in [3] the structure of finitely graded domains in terms of algebras
related to automorphisms of elliptic curves. They were able to tell when such algebras
are noetherian, primitive, PI, etc. In this paper they formulated the analogue of the
Bergman Gap Theorem: there should be no graded (by natural numbers) domain with
GK dimension strictly between two and three, and they were able to exclude the open
interval (2, 11/5). The author has recently established in [46] the truth of the full
conjecture.
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There are several connecting threads between the three areas mentioned above. As
stated earlier, nil elements are algebraic, and graded nil algebras can be constructed
from algebraic algebras as associated graded rings. The Golod–Shafarevich con-
struction yields a nil but not nilpotent algebra which has exponential growth and so
certainly infinite GK dimension.

In recent work with Lenagan, the author has constructed an example of a finitely
generated nil but not nilpotent algebra that has finite GK dimension (≤ 20). The
precise growth condition dividing nilpotent and nil but not nilpotent is tantalizing.
Certainly, nil algebras with GK dimension 1 are easily seen to be nilpotent. It may
be that the dividing line is of quadratic growth.

In this area the following question remains open and may be considered to be a
test question for new methods. Is there a finitely generated nil algebra with quadratic
growth which is not nilpotent? An F -algebra R has quadratic growth if there is a
constant c and a generating subspace V of R such that dimF (V +V 2+· · ·+Vn) < cn2

for all n > 0. In particular GKdim R ≤ 2.
In connection with this problem, a recent result of Bartholdi is pertinent. In 2004

Bartholdi proved the following result.

Theorem 4.1 (Bartholdi [4]). Let K be an algebraic field extension of F2. Then there
exist a finitely generated graded K-algebra R such that all homogeneous elements
of R are nil, but the algebra has a transcendental invertible element. In particular, R
is graded nil but not nil. This algebra R has also a subalgebra isomorphic to the ring
of 2 × 2 matrices over R.

In more detail, Bartholdi showed that an affine ‘recurrent transitive’algebra (with-
out unit) constructed from Grigorchuk’s group of intermediate growth is of quadratic
growth. Moreover, assuming that the base field is an algebraic extension of F2, the
algebra is Jacobson radical and not nil. This algebra R was earlier studied by Ana
Christina Vieira in [48], who showed that R is prime and for every non-zero two sided
ideal I of R, R/I is finite-dimensional.

Another way to construct examples of finitely generated algebras was introduced
by Markov and later extended by Beidar ([5]), Bell and Small ([7], [8], [32], [36]).
The effect of Markov’s result is to allow constructions first in infinitely generated
algebras, thus simplifying the problem, and then, by using Markov’s method, to bring
the construction into a finitely generated algebra.

Theorem 4.2 (Markov [31]). Let K be a field, and let R be a prime, countably
generated K-algebra. Then there exists a prime K-algebra A generated by two
elements x, y such that R is isomorphic to a right ideal of A, namely to xR .

Recall that T ⊆ R is a corner of an algebra R if T is a subalgebra of R and
T RT ⊆ T . Markov’s theorem was extended by Small who showed (around 1982,
unpublished) that if K is a field and T is a prime, countably generated K algebra then
there exists a finitely generated, prime K-algebra A such that T is a corner of A.
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It is possible to apply this result in many situations. For example, in [8], Bell and
Small applied the result to show that there is a finitely generated algebraic primitive
algebra which is infinitely dimensional over its center. In 2003 Bell proved the
following extension of Small’s theorem. Let K be a field, and let T be a prime,
countably generated K-algebra of Gelfand–Kirillov dimension α < ∞. Then there
exists a finitely generated, prime K-algebra A of Gelfand–Kirillov dimension α + 2
such that T is a corner of A (see [7]).

Bell’s theorem above is related to another question of Small: if R is a noetherian
affine algebra with quadratic growth, does it follow that R is either primitive or PI?
This is true in the graded case, as was shown by Artin and Stafford in 2000. According
to Small, it is also true if every non-zero prime ideal in R is maximal.

An application by Bell of his theorem is the following example which is a coun-
terexample to another question of Small. There is a prime, affine algebra with
Gelfand–Kirillov dimension 2 which is not PI and not primitive. This algebra has a
nonzero Jacobson radical. The following result of Lanski, Resco and Small assures
that usually an affinization of a primitive ring is still primitive:

Theorem 4.3 (Lanski, Resco, Small [28]). Let R be a prime ring. Then the following
is true:

1. LetV be a right ideal ofR. ThenR is a primitive ring exactly whenV/(V ∩l(V ))

is a primitive ring, where l(V ) = {r ∈ R : rV = 0}.
2. If R contains an idempotent e, then R is a primitive ring if and only if eRe is

a primitive ring.

5. Simple rings

A ring R (possibly without 1) is called simple if R2 �= 0 and R has no proper two-
sided ideals. Levitzki, Jacobson, Kaplansky and others asked if there is a simple nil
ring. An example of a simple ring which is a Jacobson radical ring (that is, R = J (R)

where J (R) denotes the Jacobson radical of R) was found by Sasiada in 1961, see e.g.
[15]; however, this ring is not nil. Note that the polynomial ring in one indeterminate
over Sasiada’s ring is left and right primitive ([44]). By Nakayama’s lemma a simple
Jacobson radical ring cannot be finitely generated. Since every nil ring is Jacobson
radical, a simple nil ring also cannot be finitely generated. A few years ago examples
of simple nil rings were constructed by the author ([15]).

Theorem 5.1 (Smoktunowicz [42]). For every countable field K there is a simple nil
algebra over K .

Notice that all rings in that paper were graded by integers. The following natural
question remains open.

Question 7. Is there a simple noncommutative nil algebra over an uncountable field?
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Higher composition laws and applications

Manjul Bhargava∗

Abstract. In 1801 Gauss laid down a remarkable law of composition on integral binary quadratic
forms. This discovery, known as Gauss composition, not only had a profound influence on
elementary number theory but also laid the foundations for ideal theory and modern algebraic
number theory. Even today, Gauss composition remains one of the best ways of understanding
ideal class groups of quadratic fields.

The question arises as to whether there might exist similar laws of composition on other spaces
of forms that could shed light on the structure of other algebraic number rings and fields. In this
article we present several such higher analogues of Gauss composition, and we describe how
each of these composition laws can be interpreted in terms of ideal classes in appropriate rings of
algebraic integers. We also discuss several applications of these composition laws, including the
resolution of a critical case of the Cohen–Lenstra–Martinet heuristics, and a solution of the long-
standing problem of counting the number of quartic and quintic fields of bounded discriminant.
In addition, we describe the mysterious relationship between these various composition laws
and the exceptional Lie groups. Finally, we discuss prospects for future work and conclude with
several open questions.

Mathematics Subject Classification (2000). Primary 11R29; Secondary 11R45.

Keywords. Gauss composition, classical invariant theory, density theorems.

1. Introduction

Gauss published his seminal treatise Disquisitiones Arithmeticae in 1801. One of
the primary subjects of this work was the (integral) binary quadratic form, i.e., any
expression f (x, y) = ax2 + bxy + cy2 where a, b, c ∈ Z.1 The group SL2(Z) acts
naturally on the space of binary quadratic forms by linear substitution of variable: if
γ ∈ SL2(Z), then one defines

(γ · f )(x, y) = f ((x, y)γ ).

Gauss studied this action of SL2(Z) on binary quadratic forms f in terms of the
discriminant Disc(f ) = b2 − 4ac, as it is easily seen that this discriminant remains

∗The author was partially supported by a Packard Fellowship. I am extremely grateful to Andrew Wiles and
Peter Sarnak for their encouragement and to Jonathan Hanke, Wei Ho, and Melanie Wood for numerous helpful
comments.

1Gauss actually considered only the forms where b is even; however, from the modern point of view it is more
natural to assume a, b, c are arbitrary integers.
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invariant under the action of SL2(Z). In fact, one can show that any polynomial
P(a, b, c) invariant under the action of SL2(Z) on the space of binary quadratic forms
ax2 + bxy + cy2 must be a polynomial in the discriminant b2 − 4ac (see e.g. [28]).

It follows that the binary quadratic forms of any fixed discriminant D also naturally
break up into orbits under the action of SL2(Z). We say a quadratic form ax2 +bxy +
cy2 is primitive if a, b, c are relatively prime. Then SL2(Z) evidently preserves
primitivity, so that the primitive forms of a given discriminant also break up into
SL2(Z)-orbits. Gauss’s remarkable discovery regarding these primitive SL2(Z)-orbits
was the following:

Theorem 1.1 (Gauss). Let D ≡ 0 or 1 modulo 4. Then the set of SL2(Z)-orbits
of primitive binary quadratic forms having discriminant D naturally possesses the
structure of a finite abelian group.

What is particularly remarkable about this theorem is that Gauss proved this result
before the notion of group formally existed! Theorem 1.1 is quite a deep fact, and
has a number of beautiful interpretations. Classically, the theorem generalizes the
identity of Brahmagupta [12]:

(x2
1 + Dy2

1)(x2
2 + Dy2

2) = x2
3 + Dy2

3 ,

where x3 = x1x2 +Dy1y2 and y3 = x1y2 −y1x2. Gauss’s theorem describes all
identities of the form

(a1x
2
1 + b1x1y1 + c1y

2
1)(a2x

2
2 + b2x2y2 + c2y

2
2) = (a3x

2
3 + b3x3y3 + c3y

2
3) (1)

where x3 and y3 are bilinear functions of (x1, y1) and (x2, y2) with integer coeffi-
cients. Because of the bilinearity condition on (x3, y3), the existence of an identity
of the type (1) depends only on the SL2(Z)-equivalence classes of the three forms.
Remarkably, the ensemble of all such identities turns the set of SL2(Z)-equivalence
classes of primitive quadratic forms of discriminant D into a group for any eligible
value of D. This is precisely the group described by Gauss in Theorem 1.1, showing
in particular that the theorem is compatible with the multiplicative structure of the
values taken by the forms.

In modern language, the group described in Theorem 1.1 is simply the narrow class
group of the unique quadratic ring S(D) of discriminant D (see Section 2.1). This
connection with ideal class groups was in fact one of the original motivations for
Dedekind to introduce “ideal numbers”, or what are now called ideals. Thus Theo-
rem 1.1 really lies at the foundations of modern algebraic number theory. Moreover,
Gauss composition still remains one of the best methods for understanding narrow
class groups of quadratic fields, and it is certainly still the best way of computing with
them.

Of course, Gauss’s composition law is related in this way only to field extensions
of Q of degree two, and it would be desirable to have similar ways to understand cubic,
quartic, and higher degree fields. The question thus arises: do there exist analogous
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composition laws on other spaces of forms, which could be used to shed light on the
structure of higher degree fields?

2. The parametrization of algebraic structures

2.1. Gauss composition and rings of rank 2. An alternate way of viewing Gauss
composition is as a parametrization result. To describe this, we need some simple
definitions. First, define a ring of rank n to be any commutative ring with identity
whose underlying additive group is isomorphic to Zn. For example, an order in a
number field of degree n is a ring of rank n. Rings of rank 2, 3, 4, 5, and 6 are called
quadratic, cubic, quartic, quintic, and sextic rings respectively. In general, a ring R
of rank n is said to be an order in a Q-algebra K if R ⊗ Q = K .

Given a ring R of rank n, there are two simple functions R → Z called the trace
and the norm, denoted by Tr and N respectively. Given α ∈ R, we define Tr(α)

(resp. N(α)) as the trace (resp. determinant) of the linear map R
×α−→ R given by

multiplication by α. The function x, y �→ Tr(xy) defines an inner product on R. If
〈α0, . . . , αn−1〉 is a Z-basis of R, then the discriminant Disc(R) is defined to be the
determinant Det(Tr(αiαj )0≤i,j≤n−1). In basis-free terms, the discriminant of R is
the co-volume of the lattice R with respect to this inner product, and forms the most
important invariant of a ring of rank n. It turns out that the discriminant is always an
integer congruent to 0 or 1 (mod 4).

It is easy to describe what all quadratic rings are in terms of the discriminant.
Namely, for every integer D congruent to 0 or 1 modulo 4, there is a unique quadratic
ring S(D) having discriminant D (up to isomorphism), given by

S(D) =

⎧⎪⎨
⎪⎩

Z[x]/(x2) if D = 0,

Z · (1, 1) + √
D · (Z ⊕ Z) if D ≥ 1 is a square,

Z[(D + √
D)/2] otherwise.

(2)

Therefore, if we denote by D the set of elements of Z that are congruent to 0 or 1
(mod 4), we may say that isomorphism classes of quadratic rings are parametrized
by D. The case D = 0 is called the degenerate case.

Gauss composition concerns the parametrization of narrow (or oriented) ideal
classes in oriented quadratic rings. An oriented quadratic ring is a quadratic ring in
which one of the two choices for a square root

√
D of D has been distinguished,

where D denotes the discriminant of the ring.2 An oriented ideal of a nondegenerate
quadratic ring S is a pair (I, ε), where I is any ideal of S having rank 2 over Z

and ε = ±1 gives the orientation of I . Multiplication of oriented ideals is defined

2The advantage of this point of view is that any two oriented quadratic rings of the same discriminant are
then canonically isomorphic; to construct this isomorphism, one simply sends the distinguished

√
D in one ring

to that in the other. Note that a choice of
√

D amounts to a choice of generator of ∧2S, namely 1 ∧ (
D+√

D
2

)
–

hence the name oriented quadratic ring.
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componentwise. Similarly, for an element κ ∈ K = S ⊗ Q, the product κ · (I, ε)

is defined to be the ideal (κI, sgn(N(κ))ε). Two oriented ideals (I1, ε1) and (I2, ε2)

are said to be in the same class if (I1, ε1) = κ · (I2, ε2) for some invertible κ ∈ K .
In practice, we will denote an oriented ideal (I, ε) simply by I , with the orientation
ε = ε(I ) on I being understood.

In this language, Gauss composition states:

Theorem 2.1. There is a canonical bijection between the set of SL2(Z)-equivalence
classes of nondegenerate binary quadratic forms and the set of isomorphism classes of
pairs (S, I ), where S is a nondegenerate oriented quadratic ring and I is an oriented
ideal class of S.

The map from oriented ideal classes to binary quadratic forms is easily described.
Given an oriented ideal I ⊂ S, let 〈α1, α2〉 be a correctly oriented basis of I , i.e., a
basis such that the determinant of the change-of-basis matrix from 〈1,

√
D〉 to 〈α1, α2〉

has the same sign as ε(I );3 this determinant is called the norm of I and is denoted
N(I ). To the oriented ideal I , one then associates the binary quadratic form

Q(x, y) = N(α1x + α2y)

N(I )
. (3)

One readily verifies that Q(x, y) is an integral binary quadratic form and that it is
well-defined up to the action of SL2(Z). What is remarkable about Theorem 2.1
is not just that every oriented ideal class of a quadratic ring yields an integral bi-
nary quadratic form, but that every integral binary quadratic form arises in this way!
Another remarkable aspect of the correspondence (3) of Theorem 2.1 is that it is
discriminant-preserving: under the bijection, the discriminant of a binary quadratic
form is equal to the discriminant of the corresponding quadratic ring. That is, oriented
ideal classes in S(D) correspond to SL2(Z)-equivalence classes of binary quadratic
forms having discriminant D.

An oriented ideal I of the oriented quadratic ring S(D) is said to be invertible if
there exists a (fractional) oriented ideal I ′ such that the product II ′ is (S(D), +1). It is
known that the set of invertible oriented ideals modulo multiplication by scalars forms
a finite abelian group Cl+(S(D)), called the oriented (or narrow) class group.4 One
checks that invertible oriented ideals correspond to primitive forms via (3). Gauss’s
group structure on classes of primitive forms of discriminant D arises from the fact
that the invertible oriented ideal classes of a quadratic ring S(D) form a group under
multiplication.

In the statement of the theorem, we have used the word “nondegenerate” to mean
“nonzero discriminant”. Theorem 2.1 could also be extended to zero discriminant,
although this would require a rather more involved notion of “oriented ideal class”,
so in what follows we always restrict ourselves to the nondegenerate case.

3Evidently, for any basis 〈α1, α2〉 of I , either 〈α1, α2〉 or 〈α2, α1〉 will be correctly oriented.
4The usual class group is a quotient of the oriented class group, and may be obtained by “forgetting” all

orientations.
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2.2. Parametrization and rings of rank n. In terms of Theorem 2.1, it becomes
easier to see what we might mean by “generalizations” of Gauss composition. Namely,
we seek an algebraic group G and a representation V , defined over Z, such that the
set G(Z)\V (Z) of integral orbits are in canonical bijection with interesting algebraic
objects – such as rings of rank n, modules over these rings, and maps among them.
In Gauss’s case, the group G is SL2 and V is the space of binary quadratic forms, and
we have seen that the integral orbits parametrize oriented ideal classes (or oriented
rank 1 modules) in quadratic rings. In general, we have the following question:

Question 2.2. For what pairs (G, V ) does G(Z) \ V (Z) parametrize rings, modules,
maps, etc.?

If other such pairs (G, V ) do in fact exist, where do we go about looking for
them? One thing to notice about the action of GL2(C) on the vector space of binary
quadratic forms over C is that there is essentially one (Zariski open) orbit – i.e., any
binary quadratic form of nonzero discriminant can be taken to any other such form via
an element of GL2(C). It is also possible to see this from the point of view of Gauss
composition: by “base change” the proof of Theorem 2.1 shows that nondegenerate
orbits over C must be in one-to-one correspondence with quadratic rings over C –
which must take the form C⊕C – and ideal classes over such rings – which also must
take the form C ⊕ C (up to isomorphism). So over C, there is essentially just one
object of the form (S, I ), namely S = I = C ⊕ C.

By the same argument, if we are to get a parametrization result of a simple form like
Gauss composition, where objects being parametrized are rings of rankn, ideal classes,
etc. (so that there is only one such nondegenerate object over C), then the pair (G, V )

must also have the property that there is just one open orbit over C. Such representa-
tions having just one open orbit over C have come up for numerous authors in various
contexts, and they are known as “prehomogeneous vector spaces”.

Definition 2.3. A prehomogeneous vector space is a pair (G, V ) where G is an
algebraic group and V is a rational vector space representation of G such that the
action of G(C) on V (C) has just one Zariski open orbit.

In a monumental work, Sato and Kimura [33] gave a classification of all “reduced,
irreducible” prehomogeneous vector spaces. Namely, they showed that there are
essentially 36 of them! A few of these 36 are in fact infinite families. In another
beautiful work, Wright and Yukie [41] studied these spaces over fields and found that
the K-orbits for a field K frequently correspond to field extensions of K; for example,
the nondegenerate Q-orbits on the space of binary quadratic forms are naturally in
bijection with quadratic extensions of Q. So that gives us some hope, and obtaining
the answer to Question 2.2 thus translates into the following goal:

Goal 2.4. Understand G(Z) \ V (Z) for prehomogeneous vector spaces (G, V ).

Of course, some of these spaces are quite large – thirty or more dimensions – so to
just go in and analyze the integer orbits is somewhat daunting. Even Gauss’s space,
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which is only three-dimensional, is (as we have seen!) far from trivial. Gauss’s own
treatment of Gauss composition took numerous pages to describe.

To make further progress, we wish to have a different – and perhaps also simpler –
perspective on Gauss composition that might lend itself more naturally to generaliza-
tion to other spaces. Following [4], we give such a perspective in terms of 2 × 2 × 2
cubes of integers. As we will see, the space of 2 × 2 × 2 cubes not only gives an
elementary description of Gauss composition, but also leads to composition laws and
analogues of Theorem 2.1 for numerous other prehomogeneous vector spaces.

3. The story of the cube

Suppose we put integers on the corners of a cube:

(4)
a b

c d

e f

g h
��

��

��

��

.

Notice that any such cube A of integers may be sliced into two 2 × 2 matrices, and in
essentially three different ways, corresponding to three different planes of symmetry
of a cube. More precisely, the integer cube A given by (4) can be sliced into the
following pairs of 2 × 2 matrices:

M1 =
[

a b

c d

]
, N1 =

[
e f

g h

]

M2 =
[

a c

e g

]
, N2 =

[
b d

f h

]

M3 =
[

a e

b f

]
, N3 =

[
c g

d h

]
.

(5)

Now for any such slicing of the cube A into a pair (Mi, Ni) of 2 × 2 matrices as
in (5), we may construct a binary quadratic form Qi(x, y) as follows:

Qi(x, y) = −Det(Mix + Niy). (6)

Thus any cube A of integers gives rise to three integral binary quadratic forms. A
simple computation or elementary argument shows that the discriminants of the three
quadratic forms Q1, Q2, and Q3 are the same! And the punchline is:
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Theorem 3.1. If a cube A gives rise to three primitive binary quadratic forms Q1,
Q2, Q3 via (4)–(6), then Q1, Q2, Q3 have the same discriminant, and the product
of these three forms is the identity in the group defined by Gauss composition.

Conversely, if Q1, Q2, Q3 are any three primitive binary quadratic forms of the
same discriminant whose product is the identity under Gauss composition, then there
exists a cube A yielding Q1, Q2, Q3 via (4)–(6).

Thus the cube story gives a very simple and complete description of Gauss com-
position of binary quadratic forms. In fact, Theorem 3.1 can be used to define Gauss
composition. The situation is reminiscent of the group law on a plane elliptic curve,
where the most elementary way to define the group law is to declare that three points
sum to zero if and only if they lie on a common line. In the same way, we may define
Gauss composition by declaring that three primitive quadratic forms multiply to the
identity if and only if they arise from a common cube. A proof of Theorem 3.1 may
be found in [4, Appendix].

Theorem 3.1 is useful not only because it leads to Gauss composition, but also
because it leads to various additional laws of composition. First and foremost, it leads
to a law of composition on the cubes themselves!

3.1. Composition of cubes. Let us begin by rephrasing Theorem 3.1 as an orbit
problem. First, we note that the space of cubes may be identified with the representa-
tion Z2 ⊗ Z2 ⊗ Z2 of the group G = SL2(Z)× SL2(Z)× SL2(Z); this representation
is a prehomogeneous vector space. The identification is made as follows: if we use
〈v1, v2〉 to denote the standard basis of Z2, then the cube described by (4) is simply

a v1⊗v1⊗v1 + b v1⊗v2⊗v1 + c v2⊗v1⊗v1 + d v2⊗v2⊗v1

+ e v1⊗v1⊗v2 + f v1⊗v2⊗v2 + g v2⊗v1⊗v2 + h v2⊗v2⊗v2

as an element of Z2 ⊗ Z2 ⊗ Z2. In terms of the cubical representation (4), the three
factors of SL2(Z) in G act by row operations, column operations, and the “other
direction” operations respectively.

Theorem 3.1 may be viewed as describing the nondegenerate orbits of Z2⊗Z2⊗Z2

under the action of G in terms of triples of oriented ideal classes whose “product” is
the identity class. To state this description more precisely, we need just two simple
definitions. First, we call a triple (I1, I2, I3) of oriented fractional ideals in S ⊗ Q

balanced if I1I2I3 ⊆ S and N(I1)N(I2)N(I3) = 1. Also, we define two balanced
triples (I1, I2, I3) and (I ′

1, I
′
2, I

′
3) of oriented ideals of S to be equivalent if I1 = κ1I

′
1,

I2 = κ2I
′
2, and I3 = κ3I

′
3 for some invertible elements κ1, κ2, κ3 ∈ S ⊗ Q. For

example, if S is the full ring of integers in a quadratic field, then an equivalence class
of balanced triples means simply a triple of oriented ideal classes whose product is
the principal class.

Our Theorem 3.1 on cubes may then be stated as the solution to an orbit problem
as follows:
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Theorem 3.2. There is a canonical bijection between the set of nondegenerate
G-orbits on the space Z2 ⊗ Z2 ⊗ Z2 of 2 × 2 × 2 integer cubes and the set of
isomorphism classes of pairs (S, (I1, I2, I3)), where S is a nondegenerate oriented
quadratic ring and (I1, I2, I3) is an equivalence class of balanced triples of oriented
ideals of S.

As with Theorem 3.2, we may consider those orbits that correspond solely to
invertible oriented ideal classes. Let us say a cube A is projective if the three oriented
ideal classes associated to A in Theorem 3.2 are invertible (i.e., if they are projective
as modules). Equivalently, A is projective if the associated three binary quadratic
forms Qi are each primitive.

Let us define the discriminant Disc(A) of a cube A to be the discriminant of any
one of the three binary quadratic forms Qi arising from it. Then Theorem 3.2 is
discriminant-preserving: under the bijection, the discriminant of a cube is equal to
the discriminant of the corresponding quadratic ring.

We can now describe composition of cubes. It is most easily stated in terms of ideal
classes. Recall that Gauss composition can be viewed as multiplication of oriented
ideal classes in a fixed quadratic ring S:

(S, I ) � (S, I ′) = (S, II ′).

When restricted to invertible ideal classes of a fixed quadratic ring S = S(D)

(i.e., primitive binary quadratic forms having a fixed discriminant D), this yields
the oriented class group Cl+(S(D)).

Analogously, composition of cubes can be viewed as multiplication of equivalence
classes of balanced triples of oriented ideals:

(S, (I1, I2, I3)) � (S, (I ′
1, I

′
2, I

′
3)) = (S, (I1I

′
1, I2I

′
2, I3I

′
3)).

When restricted to invertible ideal classes of a fixed quadratic ring (i.e., projective
cubes having a fixed discriminant), this yields the group Cl+(S) × Cl+(S), since the
last ideal class is determined by the first two. Thus Gauss composition yields Cl+(S),
while composition of cubes gives Cl+(S)×Cl+(S). A surprising consequence of this
result is that the number of orbits of projective cubes having a given discriminant D

is always a square number.

3.2. Composition of binary cubic forms. The law of composition of cubes now
also leads to a number of further composition laws on various other spaces. First, let
us consider the space of triply-symmetric cubes, which is equivalent to the space of
binary cubic forms px3 + 3qx2y + 3rxy2 + sy3: indeed, just as one often expresses
a binary quadratic form px2 + 2qxy + ry2 as the symmetric 2 × 2 matrix

[
p q

q r

]
,
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one may naturally express a binary cubic form px3 + 3qx2y + 3rxy2 + sy3 via the
triply-symmetric 2 × 2 × 2 matrix

q

���
�

r

��
��

p q

r

���
�

s .

��
��

q r

(7)

If we use Sym3Z2 to denote the space of binary cubic forms with triplicate central
coefficients, then the above association of px3 + 3qx2y + 3rxy2 + sy3 with the cube
(7) corresponds to the natural inclusion

ι : Sym3Z2 → Z2 ⊗ Z2 ⊗ Z2

of the space of triply-symmetric cubes into the space of cubes. The space of binary
cubic forms under the action of SL2(Z) also yields a prehomogeneous vector space.

We call a binary cubic form C(x, y) = px3 + 3qx2y + 3rxy2 + sy3 projective if
the corresponding triply-symmetric cube ι(C) given by (7) is projective. It turns out
that the SL2(Z)-orbits on such binary cubic forms having a fixed discriminant D also
then inherit a law of composition from the space of cubes, leading to a group structure
when restricted to projective forms. It is not hard to guess what this group should
be related to. Namely, projective triply-symmetric cubes correspond to a balanced
triple of ideals (I, I, I ) in S(D), where the three ideals are in fact the same. Thus
I ·I ·I is the identity ideal class, implying that orbits of binary cubic forms essentially
correspond to 3-torsion elements in the oriented class group Cl+(S). (The precise
3-torsion group one obtains is discussed in [4].) Thus the symmetrization procedure
allows us to isolate a certain arithmetic part of the class group.

An interesting consequence of this result is that the number of orbits of projective
binary cubic forms having a given discriminant D is always a power of three!

3.3. Composition of pairs of binary quadratic forms. The group law on binary
cubic forms of discriminant D was obtained by imposing a triple-symmetry condition
on the group of 2 × 2 × 2 cubes of discriminant D. Rather than imposing a threefold
symmetry, one may instead impose only a twofold symmetry. This leads to cubes
taking the form

d

��
��

e

��
��

a b

e

��
��

f .

��
��

b c

(8)
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That is, these cubes can be sliced (along a certain fixed plane) into two 2×2 symmetric
matrices and therefore can naturally be viewed as a pair of binary quadratic forms
(ax2 + 2bxy + cy2, dx2 + 2exy + fy2).

If we use Z2 ⊗ Sym2Z2 to denote the space of pairs of integer-matrix binary
quadratic forms, then the above association of (ax2 +2bxy+cy2, dx2 +2exy+fy2)

with the cube (8) corresponds to the natural inclusion map

j : Z2 ⊗ Sym2Z2 → Z2 ⊗ Z2 ⊗ Z2.

The lattice Z2 ⊗ Sym2Z2 under the action of SL2(Z) × SL2(Z) again yields a preho-
mogeneous vector space.

As in the case of binary cubic forms, we call a pair of binary quadratic forms
projective if the corresponding doubly-symmetric cube j (C) given by (8) is projective.
Again, the projective pairs of binary quadratic forms having a fixed discriminant D

inherit a group structure. Since such elements correspond to balanced triples of ideals
(I1, I3, I3) where the last two ideals are the same, one sees that the group thus obtained
is again simply the group Cl+(S(D)) since I3 determines I1. That is, not only do
binary quadratic forms of a fixed discriminant D give rise to the oriented class group
of S(D), but so do pairs of binary quadratic forms!

3.4. Further parametrization spaces for quadratic rings. The discussions above
illustrate that once we have a law of composition on the space of cubes, then various
other of its invariant and covariant spaces also inherit a law of composition; Gauss
composition is indeed just one of these.

Symmetrization is one procedure that allows us to generate new prehomogenous
vector spaces with composition; this was the subject of Sections 3.2 and 3.3. The
determinant trick (6) to produce Gauss composition is another. There are several
other operations too that play an important role, such as skew-symmetrization, sym-
plectization, hermitianization, and dualization, and each procedure is found to have
both invariant-theoretic and number-theoretic meaning, yielding numerous further
analogues of Theorem 2.1 involving higher rank rings, higher rank modules, as well
as noncommutative rings such as quaternion and octonion algebras. Further details
may be found in [4] and [8].

4. Cubic analogues of Gauss composition

In the previous section, we discussed various generalizations of Gauss composition
that were found to be closely related to the ideal class groups of quadratic rings. In this
section, we show how similar ideas can be used to obtain genuine “cubic analogues”
of Gauss composition, i.e., composition laws on appropriate spaces of forms so that
the resulting groups are related to the class groups of cubic rings.

The fundamental object in our treatment of quadratic composition was the space
of 2 × 2 × 2 cubes of integers. It turns out that the fundamental object for cubic
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composition is the space of 2×3×3 boxes of integers, and yields exactly what is needed
for a cubic analogue of Gauss’s theory. The action of GL2(Z) × SL3(Z) × SL3(Z)

on 2 × 3 × 3 integer boxes is again a prehomogeneous vector space, and the orbits
correspond in a natural way to cubic rings and ideal classes in those rings. Before the
resulting cubic analogues of Gauss composition can be described, it is necessary first
to understand how cubic rings are parametrized.

4.1. The parametrization of cubic rings. In Section 2.1, we saw that quadratic
rings are parametrized up to isomorphism by their discriminants. This is not so
for cubic rings; indeed, there may sometimes be several nonisomorphic cubic rings
having the same discriminant. The correct object parametrizing cubic rings – i.e.,
rings free of rank 3 as Z-modules – was first determined by Delone–Faddeev in their
beautiful 1964 treatise on cubic irrationalites [21]. They showed that cubic rings are
in bijective correspondence with GL2(Z)-equivalence classes of integral binary cubic
forms ax3 + bx2y + cxy2 + dy3, as follows.

Given a binary cubic form f (x, y) = ax3+bx2y+cxy2+dy3 with a, b, c, d ∈ Z,
we associate to f the ring R(f ) having Z-basis 〈1, ω, θ〉 and multiplication table

ωθ = −ad

ω2 = −ac + bω − aθ

θ2 = −bd + dω − cθ.

(9)

One easily verifies that GL2(Z)-equivalent binary cubic forms then yield isomorphic
rings, and conversely, that every isomorphism class of ring R can be represented in the
form R(f ) for a unique binary cubic form f , up to such equivalence. Thus we may
say that isomorphism classes of cubic rings are parametrized by GL2(Z)-equivalence
classes of integral binary cubic forms. An easy calculation using (9) shows that the
discriminant Disc(R(f )) is equal to the discriminant Disc(f ) of the binary cubic
form f , where Disc(f ) = b2c2 − 4ac3 − 4b3d + 18abcd − 27a2d2 is the unique
polynomial invariant for the action of GL2(Z) on binary cubic forms. We thus obtain:

Theorem 4.1 ([21]). There is a canonical bijection between the set of GL2(Z)-
equivalence classes of integral binary cubic forms and the set of isomorphism classes
of cubic rings, by the association

f ↔ R(f ).

Moreover, Disc(f ) = Disc(R(f )).

We say a cubic ring is nondegenerate if it has nonzero discriminant (equivalently,
if it is an order in an étale cubic algebra over Q). Similarly, a binary cubic form is
nondegenerate if it has nonzero discriminant (equivalently, if it has distinct roots in
P1(Q)). The discriminant equality in Theorem 4.1 implies, in particular, that isomor-
phism classes of nondegenerate cubic rings correspond bijectively with equivalence
classes of nondegenerate integral binary cubic forms.
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4.2. Cubic composition and 2 × 3 × 3 boxes. Imitating Section 3.1, for a cubic
ring R let us say a pair (I, I ′) of fractional R-ideals in K = R ⊗ Q is balanced
if II ′ ⊆ R and N(I)N(I ′) = 1. Furthermore, we say two such balanced pairs
(I1, I

′
1) and (I2, I

′
2) are equivalent if there exist invertible elements κ, κ ′ ∈ K such

that I1 = κI2 and I ′
1 = κ ′I ′

2. For example, if R is the full ring of integers in a cubic
field then an equivalence class of balanced pairs of ideals is simply a pair of ideal
classes that are inverse to each other in the ideal class group.

The analogue of Theorem 3.2 in the theory of cubic composition states that
GL2(Z) × SL3(Z) × SL3(Z)-classes of 2 × 3 × 3 integer boxes correspond to equiv-
alence classes of balanced pairs of ideals in cubic rings.

Theorem 4.2. There is a canonical bijection between the set of nondegenerate
GL2(Z)× SL3(Z)× SL3(Z)-orbits on the space Z2 ⊗ Z3 ⊗ Z3 and the set of isomor-
phism classes of pairs (R, (I, I ′)), where R is a nondegenerate cubic ring and (I, I ′)
is an equivalence class of balanced pairs of ideals of R.

How does one recover the cubic ring R from a 2 × 3 × 3 box of integers? A
2 × 3 × 3 box may be viewed (by an appropriate slicing) as a pair (A, B) of 3 × 3
matrices. Then f (x, y) = Det(Ax−By) is a binary cubic form. The ring R is simply
the cubic ring R(f ) associated to f via Theorem 4.1.

If we define the discriminant Disc(A, B) of (A, B) as Disc(Det(Ax − By)), then
one shows again that this discriminant is the unique polynomial invariant for the action
of GL2(Z)×SL3(Z)×SL3(Z) on 2×3×3 boxes. By the method of recovering R from
(A, B) above, we see again that the bijection of Theorem 4.2 preserves discriminants.

We may now describe composition of 2 × 3 × 3 boxes. Given a binary cubic
form f , let (Z2 ⊗ Z3 ⊗ Z3)(f ) denote the set of all elements (A, B) ∈ Z2 ⊗ Z3 ⊗ Z3

such that Det(Ax − By) = f (x, y); all such elements correspond to the same cubic
ring in Theorem 4.2. The group SL3(Z) × SL3(Z) is seen to act naturally on the set
(Z2 ⊗ Z3 ⊗ Z3)(f ) via simultaneous row and column operations on A and B; this
action evidently does not change the value of Det(Ax − By). Moreover, one finds
that two elements of (Z2 ⊗ Z3 ⊗ Z3)(f ) yield equivalent balanced pairs of ideals in
R(f ) if and only if they are equivalent under SL3(Z) × SL3(Z).

As with the quadratic cases of composition in Section 3, composition of 2 × 3 × 3
boxes having a fixed f can now be viewed as multiplication of equivalence classes
of balanced pairs of ideals in the corresponding cubic ring R = R(f ):

(R, (I, I ′)) � (R, (J, J ′)) = (R, (IJ, I ′J ′)).

When restricted to invertible ideal classes (i.e., projective 2×3×3 boxes), this yields
the ideal class group Cl(R) of R, since the second ideal class is determined by the
first (as they are inverses to each other). Thus composition of SL3(Z) × SL3(Z)-
equivalence classes of projective 2 × 3 × 3 boxes yields the class groups of cubic
rings, in complete analogy with Gauss composition in the quadratic case.
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To summarize:

• In the case of binary quadratic forms, the unique SL2-invariant is the dis-
criminant D, which classifies orders in quadratic fields. The primitive classes
having a fixed value of D form a group under a certain natural composition
law. This group is naturally isomorphic to the narrow class group of the corre-
sponding quadratic order.

• In the case of 2×3×3 integer boxes, the unique SL3×SL3-invariant is the binary
cubic form f , which classifies orders in cubic fields. The projective classes
having a fixed value of f form a group under a certain natural composition law.
This group is naturally isomorphic to the ideal class group of the corresponding
cubic order.

Thus the composition law on the space of 2 × 3 × 3 integer cubes is really the
cubic analogue of Gauss composition.

4.3. Cubic composition and pairs of ternary quadratic forms. Just as we were
able to impose a symmetry condition on 2 × 2 × 2 matrices to obtain information on
the exponent 3-parts of class groups of quadratic rings, we can impose a symmetry
condition on 2 × 3 × 3 matrices to obtain information on the exponent 2-parts of
class groups of cubic rings. The “symmetric” elements in Z2 ⊗ Z3 ⊗ Z3 are the
elements of Z2 ⊗ Sym2Z3, i.e., pairs (A, B) of symmetric 3 × 3 integer matrices,
which may be viewed as pairs (A, B) of integral ternary quadratic forms. The action
of GL2(Z) × SL3(Z) on pairs of ternary quadratic forms is again a prehomogeneous
vector space.

The cubic form invariant f and the discriminant Disc(A, B) of (A, B) may be
defined in the identical manner; we have f (x, y) = Det(Ax−By) and Disc(A, B) =
Disc(Det(Ax − By)). We say an element (A, B) ∈ Z2 ⊗ Sym2Z3 is projective if it
is projective as a 2 × 3 × 3 box.

As in the case of binary cubic forms and symmetric cubes (see Section 3.2), the
space of pairs of ternary quadratic forms also inherits a law of composition from the
space of 2×3×3 boxes. Again, the restriction to symmetric classes isolates a certain
arithmetic part of the class group. Namely, symmetric projective 2 × 3 × 3 boxes
yield pairs of the form (R, (I, I )) where the two ideals are in fact the same. Thus
I · I is the identity ideal class of R, so we see that GL2(Z) × SL3(Z)-orbits of pairs
of integer-matrix ternary quadratic forms essentially parametrize 2-torsion elements
in the class groups of cubic rings (see [5] for further details).

This parametrization has several interesting consequences. For example, it implies
that the number of equivalence classes of projective pairs (A, B) of ternary quadratic
forms having a given binary cubic Det(Ax − By) is always a power of 2!

The parametrization also enables one to prove the first known case of the Cohen–
Martinet heuristics for class groups, namely for the average size of the 2-torsion sub-
group in the class groups of cubic fields. This average number of 2-torsion elements
turns out to be 5/4 for real cubic fields and 3/2 for complex cubic fields. In particular,
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this implies that at least 75% of totally real cubic fields, and at least 50% of complex
cubic fields, have odd class number. Further details may be found in [9]. The case
of narrow class groups can also be handled by generalizations of these arguments (to
appear in future work).

5. The parametrization of quartic and quintic rings

The composition laws and results of the previous two sections depended heavily on the
simple but beautiful parametrizations of quadratic and cubic rings given by (2) and (9)
respectively. Namely, we saw that quadratic rings are parametrized by integers con-
gruent to 0 or 1 (mod 4), while cubic rings are parametrized by GL2(Z)-equivalence
classes of binary cubic forms.

It has been a long-time open question to determine whether analogous parametriza-
tions exist for rings of rank 4. The ideas of the previous sections, together with a theory
of resolvent rings, lead to a parametrization of quartic rings that is just as complete
as in the quadratic and cubic cases. These “resolvent rings” are so named because
they form natural integral models of the resolvent fields occurring in the classical
literature; see [6] for further details.

This perspective leads one to show that the analogous objects parametrizing quartic
rings are essentially pairs of integer-valued ternary quadratic forms, up to integer
equivalence. To make a precise statement, let (Z2 ⊗ Sym2Z3)∗ denote the space of
pairs of ternary quadratic forms having integer coefficients. Then we have:

Theorem 5.1. There is a canonical bijection between the set of GL2(Z) × SL3(Z)-
orbits on the space (Z2 ⊗ Sym2Z3)∗ of pairs of integer-valued ternary quadratic
forms and the set of isomorphism classes of pairs (Q, R), where Q is a quartic ring
and R is a cubic resolvent ring of Q.

A cubic resolvent ring of a quartic ring Q is a cubic ring R equipped with a
certain natural quadratic mapping Q → R. It turns out that all quartic rings have at
least one cubic resolvent ring; moreover, for “most” quartic rings (e.g., for maximal
quartic rings) this cubic resolvent ring is in fact unique. Thus every quartic ring arises
in Theorem 5.1, and the theorem yields a bijection on the quartic rings of primary
interest to algebraic number theorists, namely the maximal orders in quartic fields.

The theory of resolvent rings used in [6] to prove Theorem 5.1 makes heavy
use of many of the formulae arising in the solution to the quartic equation. The
same ideas also yield a purely ring-theoretic interpretation of the Delone–Faddeev
parametrization of cubic rings, using formulae arising in the classical solution to the
cubic equation.

Since the quintic equation is known to be “unsolvable”, it may then seem that such
parametrization methods could not extend beyond the quartic. However, there has
been a lot of literature on the quintic equation, and some of the formulae that arise
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in these works – although they fail to “solve” the quintic equation – can nevertheless
be adapted to develop a completely analogous theory for parametrizing quintic rings!
It turns out that quintic rings are essentially parametrized by quadruples of quinary
alternating bilinear forms, i.e., quadruples of 5×5 skew-symmetric integer matrices.

Let Z4 ⊗ ∧2Z5 denote the space of quadruples of 5 × 5 skew-symmetric integer
matrices. Then the parametrization result for quintic rings is as follows.

Theorem 5.2. There is a canonical bijection between the set of GL4(Z) × SL5(Z)-
orbits on the space Z4⊗∧2Z5 of quadruples of 5×5 skew-symmetric integer matrices
and the set of isomorphism classes of pairs (R, S), where R is a quintic ring and S is
a sextic resolvent ring of R.

A sextic resolvent ring of a quintic ring R is a sextic ring S equipped with a certain
natural mapping R → ∧2S which seems to have been missed in the classical literature
on the quintic equation. The notion of sextic resolvent ring yields a natural integral
model for the sextic resolvent fields studied by Cayley and Klein. As in the quartic
case, one finds that all quintic rings have a sextic resolvent, and maximal quintic
rings have exactly one sextic resolvent ring. Thus Theorem 5.2 yields a bijection on
maximal orders in quintic fields!

These parametrization results have an important application to determining the
density of discriminants of number fields of degree less than or equal to five, which
we discuss in the next section.

Because of the classification of prehomogeneous vector spaces, one can show that
parametrizations of the same type cannot exist for rings of rank n > 5. This is in
agreement with the classification of group stabilizers by Sato–Kimura [33], and with
the classification of orbits over fields by Wright–Yukie [41]. Thus parametrizations
of this type end with the quintic.

6. Counting number fields of low degree

Number fields – i.e., field extensions of the rational numbers of finite degree – are
perhaps the most fundamental objects in algebraic number theory, yet very little is
known about their distribution with respect to basic invariants.

The most fundamental numerical invariant of a degree n number field K is its
discriminant Disc(K). The quantity Disc(K) is defined as Disc(OK), where OK

denotes the unique maximal ring of rank n contained in K (equivalently, OK is the
ring of algebraic integers in K). A fundamental theorem of Minkowski states that,
up to isomorphism, there can be only finitely many number fields having any given
discriminant D. The question thus arises: how many? The number of number fields
of discriminant D fluctuates with D in a seemingly random manner, so that obtaining
an exact answer would be rather unwieldy. Nevertheless, it is still natural to ask
whether one can understand the answer on average. That is, how many number fields
do we expect having discriminant D?
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It is natural to refine the latter question by considering each degree and each
associated Galois group separately. For the remainder of this section, we fix the degree
to be n and consider the degree n number fields whose Galois closures have Galois
group Sn, which is in some sense the “generic” case. We now consider successive
cases of n, starting with the simplest case, namely

n = 1. There is only one degree 1 number field, namely the field Q of rational
numbers, and its discriminant is 1. Thus we expect zero degree 1 number fields per
discriminant as the discriminant tends to infinity. �

n = 2. The case n = 2 is also not difficult to handle. Recall that, for each nonsquare
discriminant D, there is a unique quadratic order having discriminant D. Maximal
orders correspond to discriminants that are not square multiples of other discriminants,
so that maximality essentially amounts to a squarefree condition on D.5 It is known
that the probability that a number is squarefree is 6/π2; it follows that we expect
about 6/π2 ≈ .607. . . quadratic fields per discriminant. �

In the 1960s, the cases n = 1 and n = 2 apparently provided enough evidence
for the following bold folk conjecture to come into existence. The origin of this
conjecture seems to be unknown.

Conjecture 6.1. Let Nn(X) denote the number of Sn-number fields of degree n having
absolute discriminant at most X. Then

cn = lim
X→∞

Nn(X)

X

exists, and is positive for n ≥ 2.

That is, we expect about cn Sn-number fields of degree n per discriminant, where cn

is some positive constant when n > 1. One question that immediately arose from the
circulation of this conjecture was: what should the value of cn be? Evidently c1 = 0
and c2 = 6/π2, but no general formula for the value of cn was known.

n = 3. Some further data as to the nature of cn was provided in the seminal 1970
work of Davenport and Heilbronn [20], who explicitly determined the value of c3.
A key ingredient in their work was the parametrization of cubic orders by GL2(Z)-
equivalence classes of binary cubic forms (see Section 4.1).

To count the number of GL2(Z)-equivalence classes of binary cubic forms having
absolute discriminant less than X, Davenport constructed a fundamental domain F
for the action of GL2(Z) on the four-dimensional real vector space V of binary cubic

5The precise condition is that the number be squarefree and 1 (mod 4) or be four times an integer that is 2 or
3 (mod 4). So it is not quite a squarefree condition at 2. Nevertheless, the density of such numbers is still 6/π2!
This is not a coincidence, but is part of a general phenomenon occurring in all degrees and at all primes dividing
the degree, which may be explained via certain “mass formulae” arising in work of Serre. More details may be
found in [11].
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forms over R. The number of cubic orders having absolute discriminant at most X is
then simply the number of integer points in the region FX, where

FX = F ∩ {v ∈ V : |Disc(v)| ≤ X}.

This region is seen to have finite volume, namely (π2/18)X.
Now given any region R in n-dimensional Euclidean space, it is very natural

to approximate the number of integer lattice points in R by the Euclidean volume
Vol(R). Such an approximation will be particularly good if the region is compact
and somewhat “round-looking” in the sense that its boundaries are smooth, and there
are no serious “spikes” or “tentacles” jutting out of the region.

However, if the region is noncompact or it possesses thin, long tentacles or spikes,
then all bets are off. For example, one may have a region with a tentacle thinning
as it runs off to infinity, which has finite volume yet contains an infinite number of
lattice points. Or one could have a region with one infinitely long tentacle, which has
arbitrarily large (finite or infinite) volume yet contains no lattice points! It is easy
to draw pictures even in two-dimensional space that illustrate each of these unruly
scenarios. For such “bad” regions, there may be little correlation between the volume
and the number of lattice points lying within.

Let us consider again Davenport’s domain FX. If this subset of V were compact
and round, we could then conclude that the number of lattice points within is essentially
(π2/18)X. However, the region FX is not compact. Although we do not attempt to
draw this region here – as it is four-dimensional – it is nevertheless easy to visualize
roughly what this region looks like. Namely, FX is relatively round-looking, but
there is a single problematic tentacle going off to infinity (arising from the fact that
SL2(Z) \ SL2(R) is noncompact). Thus, to make any conclusions regarding the
number of lattice points in FX, it is necessary to deal with this tentacle.

What Davenport shows is that although this tentacle (or cusp) contains a very large
number of lattice points, nearly all of these lattice points are reducible cubic forms;
i.e., they correspond to cubic rings sitting not in a cubic field, but in the direct sum
of Q and a quadratic field. Only a negligible number of irreducible points are found
to lie in the cusp. Meanwhile, the lattice points in the main body of the region and
away from the cusps correspond almost entirely to irreducible points, i.e., orders in
cubic fields; only a negligible number of points in this main body are reducible.6

It follows that, as X → ∞, one may approximate the number of irreducible points
in FX by the volume of the main body of the region. As the above cusps are found
to have negligible volume, we conclude that the number of irreducible points in FX

is (π2/18)X, where the error is o(X). We therefore obtain

Theorem 6.2. The number of cubic orders (in cubic fields) having absolute discrim-
inant at most X is asymptotic to (π2/18)X as X → ∞.

6Here, by negligible, we mean “o(X)”.
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To pass from such cubic orders to maximal cubic orders (and thus to cubic fields)
requires a delicate sieve, which was carried out in the remarkable work of Davenport–
Heilbronn. The result of this sieve is:

Theorem 6.3 (Davenport–Heilbronn [20]). The number of cubic fields having abso-
lute discriminant at most X is asymptotic to (1/3ζ(3))X as X → ∞, where ζ(s)

denotes the Riemann zeta function.

Thus Davenport and Heilbronn showed, in sum, that c3 = 1
3ζ(3)

≈ .277 . . . . That
is, we expect approximately .277 cubic fields per discriminant. �

It has been a long-time open problem to extend Davenport–Heilbronn’s theorem to
n = 4, i.e., to gain an understanding of quartic number fields in the same way. Having
now obtained a parametrization of quartic orders, it is natural to try and proceed in a
manner analogous to Davenport–Heilbronn.

n = 4. As discussed in Section 5, quartic orders are parametrized by pairs of integer-
coefficient ternary quadratic forms, modulo the action of the group GL2(Z)×SL3(Z).
In analogy with Davenport–Heilbronn’s work, we construct a fundamental domain F
for the action of GL2(Z) × SL3(Z) on the space V of pairs of real-coefficient ternary
quadratic forms. Then F is a certain region in the 12-dimensional real vector space
V , and quartic rings are seen to correspond to lattice points inside the fundamental
domain F .

In order to understand the number of quartic orders (and eventually quartic fields)
having absolute discriminant at most X, we therefore wish to count the number of
integer points inside the regionFX, where the regionFX is as usual defined byF ∩{v ∈
V : |Disc(v)| ≤ X}. However, the region FX is not so simple; indeed, the geometry of
this fundamental domain is significantly more complicated than the analogous region
considered by Davenport and Heilbronn. For one thing, the dimension is now twelve
instead of four! Moreover, there are now three major cusps or tentacles rather than
one, and the cross sections of these cusps lie in several dimensions. If these cusps did
not exist, and FX were compact, it would be an easy matter to estimate the number
of integer points in FX.

It takes quite a bit of hard work to deal with the cusps, but in the end, what happens
with these cusps is quite beautiful. All three cusps contain many points (i.e., at least on
the order of X in number). However, essentially all the lattice points in the first cusp
are found to be “reducible”: they correspond to quartic rings that lie in the direct sum
of two quadratic fields instead of a single quartic field. The second cusp also consists
almost entirely of “reducible” points! These points correspond to orders lying in the
direct sum of Q and a cubic field (or some other étale cubic algebra) rather than a
quartic field. In the third cusp, another very interesting phenomenon occurs, namely
the lattice points inside almost entirely correspond to orders in quartic fields whose
Galois closure has Galois group D4 (the dihedral group of order 8) rather than S4!
Meanwhile, the main body of the region away from the cusps is shown to consist
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almost entirely (i.e., up to o(X)) of the lattice points that correspond to orders in
S4-quartic fields.7

As a result, to count orders in S4-quartic fields (i.e., “S4-quartic orders”), one
may simply count lattice points in the region FX with its tentacles cut off. This
region is then compact, and is sufficiently round for one to deduce that the number
of lattice points inside this region is essentially its volume, which is computed to be
(5ζ(2)2ζ(3)/24)X. It follows (in conjunction with Theorem 5.1) that the number of
pairs (Q, R), where Q is an S4-quartic order of discriminant at most X and R is a
cubic resolvent ring of Q, is asymptotic to (5ζ(2)2ζ(3)/24)X as X → ∞.

Finally, one shows that counting quartic rings just once each – i.e., without weight-
ing by the number of cubic resolvents – affects this final answer simply by a factor of
ζ(5). We obtain:

Theorem 6.4. The number of S4-quartic orders having absolute discriminant at most

X is asymptotic to 5ζ(2)2ζ(3)
24 ζ(5)

X as X → ∞.

To count only the maximal orders in S4-quartic fields again requires a fairly delicate
sieve. The end result of this sieve is:

Theorem 6.5. The number of S4-quartic fields having absolute discriminant at most
X is asymptotic to 5

24

∏
p(1 + p−2 − p−3 − p−4) · X as X → ∞.

Thus c4 = 5
24

∏
p(1 + p−2 − p−3 − p−4) ≈ .253 . . . ; that is, we expect about

.253 S4-quartic fields per discriminant. �

Theorem 6.5 has a number of interesting consequences. First, it is related to the
proof of the case of the Cohen–Lenstra–Martinet class group heuristics mentioned
at the end of Section 4.3. Second, in conjunction with the work of Baily [1] and
Cohen–Diaz–Olivier [13] on D4-fields, Theorem 6.5 implies that when all quartic
fields are ordered by the size of their discriminants, a positive proportion of them
do not have Galois group S4! In fact, “only” about 90.644% have Galois group S4,
while the remaining correspond to the Galois group D4 (0% have any of the other
possible Galois groups). This is interesting because it is in direct opposition to the
situation for polynomials, where Hilbert’s irreducibility theorem implies that if integer
polynomials of degree n are ordered by the size of their coefficients, then 100% will
have Galois group Sn.

n = 5. Last but not least, the parametrization results described in the previous section
also allow one to asymptotically determine the number of quintic fields of bounded
discriminant. This represents the first instance where one can count unsolvable ex-
tensions.

7In practice, to simplify the details, we perform all these computations using not one but several fundamental
domains FX ⊂ R12, but the spirit of the argument remains unchanged. The details of this “averaging” method
may be found in [9] and [10].
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We have shown that quintic rings correspond to the GL4(Z) × SL5(Z)-orbits
on quadruples of 5 × 5 skew-symmetric integer matrices. Following the cases
n = 3 and n = 4, we begin by constructing a fundamental domain for the action
of GL4(Z) × SL5(Z) on the corresponding forty-dimensional real vector space V .
We wish to understand the number of integer points in FX, where as before FX =
F ∩ {v ∈ V : |Disc(v)| ≤ X}. This turns out to be significantly more difficult than
the corresponding problem in the cubic and quartic cases. Besides being highly non-
compact, the forty-dimensional fundamental domain FX has an intriguingly complex
system of numerous high-dimensional tentacles and cusps!

But in the end these cusps too exhibit a surprisingly beautiful structure, and can
be handled in much the same way as in the cubic and quartic cases. Namely, we cut
up this system of cusps into a finite number (approximately 160) of sub-cusps, all
of which run off to infinity and thus present a problematic tentacle-type scenario. In
each one of these 160 sub-cusps, one shows either that there are a negligible number
of points within, or that essentially all points in that tentacle are reducible in a certain
way. In this aspect, these cusps are very similar to those occurring in the cases n = 3
and n = 4 – the difference being only that there are many more of them this time!

Lastly, one shows that 100% of the points in the main body of the region correspond
to orders in S5-quintic fields. By computing the volume of this main body, and then
sieving down to the maximal quintic orders (for details on these tasks, see [10]), one
finally obtains the following theorem.

Theorem 6.6. The number of quintic fields having absolute discriminant at most X

is asymptotic to 13
120

∏
p(1 + p−2 − p−4 − p−5) · X as X → ∞.

Therefore c5 = 13
120

∏
p(1+p−2 −p−4 −p−5) ≈ .149 . . . , and so there are about

.149 quintic fields per discriminant on average. �

n ≥ 6? Given the success in the cases n ≤ 5, the question is only too tempting: what
happens for n ≥ 6? We put forth the following conjecture:

Conjecture 6.7. We have

cn = r2(Sn)

2 · n!
∏
p

( n∑
k=0

q(k, n − k) − q(k − 1, n − k + 1)

pk

)
(10)

where q(i, j) denotes the number of partitions of i into at most j parts, and r2(Sn)

denotes the number of 2-torsion elements in Sn.

That is, we conjecture that the number of Sn-number fields per discriminant will
be cn on average, where cn is given as in (10).

Conjecture 6.7 was obtained by combining global heuristics with new mass for-
mulae for étale extensions of local fields inspired by work of Serre [36]. It is readily
checked that Conjecture 6.7 agrees with the values of cn now proven for n = 1
through 5. For further details on this conjecture and the related mass formulae,
see [11]. The proofs of the conjecture for n = 3, 4, and 5 may be found in [20], [9],
and [10] respectively.
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7. Related and future work

The composition and parametrization laws described in Sections 3–5 all turn out to
be closely related to certain exceptional Lie groups. More precisely, let E be an
exceptional Lie group and let P be a maximal parabolic of E. If we write E = GU ,
where G is the Levi factor and U is the unipotent radical at P , then the group G acts
naturally (by conjugation) on the abelianized unipotent radical V = U/[U, U ]. For
appropriate choices of E and P , we find that we obtain precisely the prehomogeneous
vector spaces (G, V ) underlying the composition laws and parametrizations described
in Sections 3–5. For example, the first case we considered in Section 3 was the space
of 2 × 2 × 2 cubes, and this representation of SL2(Z) × SL2(Z) × SL2(Z) arises in
this way when E is the exceptional Lie group of type D4 and P is the Heisenberg
parabolic.

This remarkable connection with Lie groups in fact appears to run much further –
see [4, §4] and [5, §4] – and needs exploration, perhaps in connection with auto-
morphic forms on these groups in the sense of Gan–Gross–Savin [26] and in the
subsequent work of Lucianovic [31] and Weissman [38]. The reduction-theoretic
aspect of some of the exceptional representations that arise in this way and their re-
lation to noncommutative rings has been the subject of study in the recent work of
Krutelevich.

The parametrization results described in Sections 3–5 for commutative rings ex-
tend to a large extent also to many noncommutative rings such as quaternions, oc-
tonions, and higher rank division algebras (see [8]). Many of these parametriza-
tions of noncommutative rings and modules were discovered by applying certain
number-theoretic operations (mentioned in Section 3.4) to parametrizations involv-
ing quadratic and cubic rings, indicating that there is a great deal of number theory
lurking behind noncommutative – and even nonassociative! – rings such as the octo-
nions. These number-theoretic connections beg for further investigation.

We note that the spaces underlying these various parametrizations also come
equipped with a theory of zeta functions. Zeta functions associated to prehomo-
geneous vector spaces were first introduced by Sato and Shintani [34], and were fur-
ther developed by Datskovsky, Wright, Yukie, and others. In particular, Datskovsky
and Wright [16] used such zeta functions to give an alternative proof of Davenport–
Heilbronn’s theorem, which applies over an arbitrary number field or function field.
The more difficult quartic analogue of their work was initiated by Yukie [42], and
could eventually lead to an alternative method for counting quartic fields. The prob-
lem of understanding the relationship between the various parametrizations discussed
here and the associated zeta functions is intriguing and deserves further investigation,
both in the commutative and noncommutative cases.

Regarding commutative rings, the problem of finding parametrizations for rings of
rank > 5 is a very interesting one. Although we have already noted that commutative
rings cannot be parametrized by prehomogeneous vector spaces beyond the quintic
case, there may be other ways to accomplish the task, such as through the study of
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integer points on certain special varieties. This is a central problem in the theory,
and of importance not only algebraically but also with respect to understanding the
distribution of algebraic number rings and fields of higher degree.

As to our Conjecture 6.7 on counting Sn-number fields having fixed degree n and
absolute discriminant less than X, even the correct order of growth (i.e., O(X)) is
not known. The best general bounds known for n ≥ 6 are due to Ellenberg and
Venkatesh [24], who prove a bound of O(Xnε

). Conjectures for the density of dis-
criminants of degree n number fields having a specified Galois group G (yielding the
expected orders of growth but not the constants) have been suggested by Malle [32].
These conjectures have been proven for many specific cases of G, including Sn for
n ≤ 5 (see Section 6), abelian groups (Wright [40]), D4 (Cohen–Diaz–Olivier [13]),
and certain nilpotent groups (Klüners–Malle [30]). The constants c(G) in these con-
jectures for G �= Sn are unknown in general, even conjecturally, although there has
been some recent progress. If the case G = Sn is any indication, the constants c(G)

likely contain a great deal of arithmetic information.
One important ingredient in the case G = Sn in determining the corresponding

constants cn = c(Sn) was the development of mass formulae that count étale exten-
sions of local fields by appropriate weights (see [11]). How these mass formulae
change with G is an intriguing question, and several interesting cases and families of
finite groups G have been treated by Kedlaya [29] and more recently by Wood. The
manner in which these various local mass formulae glue together globally to give the
global constants c(G) is still an open question.

The counting arguments described in Section 6 can be taken much further, leading
e.g. to further information on the distribution of class numbers, narrow class numbers,
units, and regulators of cubic rings and fields. They can also be used to obtain
information on the discriminant density of noncommutative rings such as quaternion
and octonion rings, and modules over these rings. Finally, results analogous to those
described in this survey can be obtained for ring and field extensions not just over Z

and Q but over more general base rings. These directions too must be investigated,
and we hope to treat them further in future work.
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Hecke orbits as Shimura varieties in positive characteristic

Ching-Li Chai∗

Abstract. Let p be a prime number, and let M be a modular variety of PEL type over Fp

which classifies abelian varieties in characteristic p with extra symmetries of a fixed PEL type.
Consider the p-divisible group with extra symmetries consisting of all p-power torsions of
the universal abelian scheme over M. The locus in M corresponding to a fixed isomorphism
type of a p-divisible group with extra symmetry is called a leaf by F. Oort. Each leaf is a
smooth locally closed subvariety of the modular variety M which is stable under all prime-to-p
Hecke correspondences on M. Oort conjectured that every Hecke orbit is dense in the leaf
containing it. Tools fashioned for this conjecture include (a) rigidity, (b) global monodromy,
and (c) canonical coordinates. The theory of canonical coordinates generalizes the classical
Serre–Tate coordinates; it asserts that locally at the level of jet-spaces, every leaf is built up
from p-divisible formal groups through a finite family of fibrations in a canonical way. The
Hecke orbit conjecture is affirmed when M is a Siegel modular variety classifying principally
polarized abelian varieties of a fixed dimension, and also when M is a Hilbert modular variety
classifying abelian varieties with real multiplications. The proof of the Siegel case, joint with
F. Oort, uses the irreducibility of non-supersingular leaves in Hilbert modular varieties due to
C.-F. Yu. That proof relies heavily on a special property of Siegel modular varieties: The set of
Fp-rational points of a Siegel modular variety Ag,n is filled up by Fp-rational points of Hilbert
modular varieties contained in Ag,n. Possible directions for further progress include Tate-linear
subvarieties and p-adic monodromy. The title of this article suggests that each leaf deserves to
be viewed as a Shimura variety in characteristic p in its own right.

Mathematics Subject Classification (2000). Primary 14K10; Secondary 11G10.

Keywords. Shimura variety, Hecke correspondence, moduli, leaf, Barsotti–Tate group, abelian
variety, monodromy.

1. Introduction

Let p be prime number and let k ⊃ Fp be an algebraically closed field fixed throughout
this article; the field k will serve as the base field of modular varieties. The reader
may want to take k = Fp.

We are interested in Hecke symmetries on the reduction to k of a Shimura variety.
Because the theory of integral models of Shimura varieties are not fully developed
yet, we will restrict to a small class of Shimura varieties, call modular varieties of PEL
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type. Such a modular variety classifies abelian varieties with prescribed polarization
and endomorphisms of a fixed type.

We will further restrict our attention to the prime-to-p Hecke symmetries. Since
these symmetries come from finite étale isogeny correspondences for the universal
abelian scheme over a modular variety M, they preserve all p-adic invariants of
geometric fibers of the universal Barsotti–Tate group on M. Familiar examples of
p-adic invariants include the p-rank and the Newton polygon. In 1999 F. Oort had the
insight that if one uses “the mother of all p-adic invariants”, namely the isomorphism
class of the geometric fibers of the universal Barsotti–Tate group, then instead of a
stratification of M by a finite number of subvarieties, one gets a decomposition of M
into an infinite number of smooth locally closed subvarieties. In [30] these subvarieties
are called central leaves, which we simplify to leaves here. In general the leaves in a
given modular variety have moduli: They are parametrized by a scheme of finite type
over k. Oort’s Hecke orbit conjecture asserts that the leaves are determined by the
Hecke symmetries: Every prime-to-p Hecke orbit is dense in the leaf containing it.

In this article we explain techniques motivated by the Hecke orbit problem: global
�-adic monodromy (Proposition 3.3), canonical coordinates on leaves (§4), hyper-
symmetric points (§5), local stabilizer principle (Proposition 6.1) and local rigidity
(Theorem 6.2). The first is group-theoretic, while the rest four constitutes an effec-
tive “linearization method” of the Hecke orbit problem, which is illustrated in 6.3.
The techniques developed so far are strong enough to affirm the Hecke orbit conjec-
ture for Siegel modular varieties and Hilbert modular varieties. Advances in p-adic
monodromy may lead to further progress; see §7.

In many ways a leaf in a modular variety M over a field of characteristic p

resembles a Shimura variety in characteristic zero:

• The action of the Hecke symmetries on a leaf is topologically transitive accord-
ing to the Hecke orbit Conjecture 3.2.

• By Proposition 3.3, the �-adic monodromy of a leaf of positive dimension in
M is G(Q�), where G is a semisimple group attached to M.

• A leaf is homogeneous in the sense that the local structure of a leaf are the same
throughout the leaf, in view of the theory of canonical coordinates in §4.

• It seems plausible that a suitable parabolic subgroup P of an inner twist G′ of
G attached to a leaf C is closely related to the p-adic monodromy of C; see
§7.2. Hints of such a connection already appeared in [21].

• The theory of canonical coordinates suggests that one considers a leaf C as
above to be “uniformized” by G′/P in a weak sense.

The above analogy depicts a scene in which a Shimura variety spawns an infinitude
of morphed characteristic p replicas while reducing itself modulo p, an image that
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resonates with the mantra of Indra’s Pearls1. We hope that the readers find this
analogy somewhat sound, or perhaps even pleasing.

2. Hecke symmetry on modular varieties

A modular varieties of PEL type classifies abelian varieties with a prescribed type of
polarization, endomorphisms and level structure. To a given PEL type is associated a
tower of modular varieties. A locally compact group, consisting of prime-to-p finite
adelic points of a reductive algebraic group over Q, operates on this tower; this action
induces Hecke correspondences on a fixed modular variety in the tower.

2.1. PEL data. Let B be a finite dimensional semisimple algebra over Q, let OB

be a maximal order of B maximal at p, and let ∗ be a positive involution on B

preserving OB . Let V be a B-module of finite dimension over Q, let 〈·, ·〉 be a Q-
valued nondegenerate alternating form on V compatible with (B, ∗), and let h : C→
EndB⊗QR(V ⊗Q R) be a ∗-homomorphism such that

(v, w) 	→ 〈v, h(
√−1)w〉

defines a positive definite real-valued symmetric form on V ⊗Q R. The 6-tuple
(B, ∗, OB, V, 〈·, ·〉, h) is called a PEL datum unramified at p if B is unramified at p

and there exists a self-dual Zp-lattice in V ⊗Q Qp stable under OB .

2.2. Modular varieties of PEL type. Suppose that we are given a PEL datum
(B, ∗, OB, V, 〈·, ·〉, h) unramified at p, one associates a tower of modular varieties
(MKp) indexed by the set of all compact open subgroups Kp of G(A

p
f ), where G

is the unitary group attached to the pair (EndB(V ), ∗), and A
p
f =

∏′
��=p Q� is the

ring of prime-to-p finite adeles attached to Q. The modular variety MKp classifies
abelian varieties A with endomorphisms by OB plus prime-to-p polarization and
level-structure, whose H1 is modeled on the given PEL datum; see [20, §5] for details.

2.3. Hecke symmetries. The group G(A
p
f ) operates on the whole projective sys-

tem (MKp). If a level subgroup K
p
0 is fixed, then on the corresponding modular

variety MK
p
0

the remnant from the action of G(A
p
f ) takes the form of a family of

algebraic finite étale algebraic correspondences on MK
p
0

; they are known as Hecke
correspondences.

For a given point x ∈MK
p
0
(k), denote by Hp ·x the subset of MK

p
0
(k) consisting

of all elements which belongs to the image of x under some prime-to-p Hecke corre-
spondence on MK

p
0

. The countable set Hp · x is called the prime-to-p Hecke orbit
of x; it is equal to the image of G(A

p
f ) · x̃ in MK

p
0
(k), where x̃ ∈ lim←−Kp

MKp(k) is a
pre-image of x.

1Cf. the preface of [25].
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2.4. Examples

2.4.1. Siegel modular varieties. Let g, n ∈ N, (n, p) = 1, and n ≥ 3. Denote
by Ag,n the modular variety over k which classifies all g-dimensional principally
polarized abelian varieties (A, λ) over k with a symplectic level-n structure η. Two
k-points [(A1, λ1, η1)], [(A2, λ2, η2)] in Ag,n are in the same prime-to-p Hecke orbit
if and only if there exists a prime-to-p quasi-isogeny β (=“β2 � β−1

1 ”)

β : A1
β1←− A3

β2−→ A2

defined by prime-to-p isogenies β1 and β2 such that β respects the principal polar-
izations λ1 and λ2 in the sense that β∗1 (λ1) = β∗2 (λ2). The semisimple algebra B in
the PEL datum is equal to Q. The reductive group G attached to the PEL datum is
the symplectic group Sp2g . The modular variety attached to the principal congruence
subgroup of level-n in Sp2g(A

p
f ) is Ag,n.

2.4.2. Hilbert modular varieties. Let E = F1 × · · · × Fr , where F1, . . . , Fr are
totally real number fields. Consider the PEL datum where B = E, ∗ = IdE , and V

is a free E-module of rank two. Then the reductive group attached to the PEL datum
is the kernel of the composition

∏

E/Q

GL2
det−→

∏

E/Q

Gm

NmE/Q−−−−→ Gm,

where
∏

E/Q denotes Weil’s restriction of scalars functor from E to Q. A typical mem-
ber of the associated tower of modular varieties is ME,n, with n ≥ 3 and (n, p) = 1,
which classifies [E : Q]-dimensional abelian varieties A over k, together with a
ring homomorphism ι : OE = OF1 × · · · × OFr → End(A), an OE-linear level-n
structure η, and an OE-linear polarization of A.

There are different versions of polarizations; the one in [14] is as follows. It is
a positivity-preserving OE-linear homomorphism λ : L→ Homsym

OE
(A, At) from an

projective rank-one OE-module L with a notion of positivity, which induces an OE-
linear isomorphism λ : A ⊗OE

L
∼−→ At , where At is the dual abelian variety of A.

The modular variety ME,n is not smooth over k if any one of the totally real fields Fi

is ramified above p; if so then ME,n has moderate singularities – it is a local complete
intersection.

The prime-to-p Hecke orbit of a point [(A, ιA, λA, ηA)] ∈ ME,n(k) consists of
all points [(B, ιB, λB, ηB)] ∈ME,n(k) such that there exists a prime-to-p OE-linear
quasi-isogeny from A to B which preserves the polarizations.

2.4.3. Picard modular varieties. Let L be an imaginary quadratic field contained
in C such that p is unramified in L. Let a, b be positive integers, and let g =
a + b. For the PEL datum, we take B = L with the involution induced by the
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complex conjugation, ag-dimensional vector spaceV overL, and anL-linear complex
structure h : C→ EndL⊗QR(V ⊗Q R) on V ⊗Q R satisfying the following condition:
For every element u ∈ L ⊂ C, the trace of the action of u on V1 is equal to au+ bu,
where V1 = {v ∈ V ⊗Q C : h(z)(v) = z · v for all z ∈ C}. We also fix a ring
homomorphism ε : OL→ k, i.e. a OL-algebra structure on k.

Let n ≥ 3 be a positive integer, (n, p) = 1. The Picard modular variety ML,a,b,n

over k classifies OL-linearg-dimensional abelian varieties (A, ι) of signature (a, b),
together with a principal polarization λ : A→ At such that λ � ι(u) = ι(u)t �λ for all
u ∈ OL, and a symplectic OL-linear level-n structure. The signature condition above
is that

detOL⊗Zk (T · Id− ι(u)|Lie(A, ι)) = (T−ε(u))a ·(T−ε(u))b ∈ k[T ] for all u ∈ OL.

As before the prime-to-p Hecke orbit of a point [(A, ιA, λA, ηA)] ∈ML,a,b,n(k)

consists of all points [(B, ιB, λB, ηB)] ∈ML,a,b,n(k) such that there exists a prime-
to-p OL-linear quasi-isogeny from A to B which preserves the polarizations.

3. Leaves and the Hecke orbit conjecture

3.1. Leaves in modular varieties in characteristic p

Definition 3.1. Let M = MK
p
0

be a modular variety of PEL type over k as in 2.2.
Let x0 be a point in M(k). The leaf CM(x0) in M passing through x0 is the reduced
locally closed subvariety of M over k such that CM(x0)(k) consists of all points x =
[(A, λ, ι, η)] ∈ CM(x0)(k) such that the Barsotti–Tate group (or p-divisible group)
(A[p∞], λ[p∞], ι[p∞]) with prescribed polarization and endomorphisms attached
to x is isomorphic to that attached to x0.

Remark. (i) The notion of leaves was introduced in [30]; it was studied later by Vasiu
in [38].

(ii) In addition to being locally closed, every leaf in M is a smooth subvariety
of M and is closed under all prime-to-p Hecke correspondences.

3.2. The Hecke orbit conjectures. The Hecke orbit conjecture HO, due to Oort,
asserts that the decomposition of a modular variety M of PEL type into leaves is
determined by the Hecke symmetries on M. It is equivalent to the conjunction of the
continuous version HOct and the discrete version HOdc below.

Conjecture 3.2 (HO). Every prime-to-p Hecke orbit in a modular variety of PEL
type M over k is dense in the leaf in M containing it.

Conjecture (HOct). The closure of any prime-to-p Hecke orbit in the leaf C contain-
ing it is an open-and-closed subset of C, i.e. it is a union of irreducible components
of the smooth variety C.
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Conjecture (HOdc). Every prime-to-p Hecke orbit in a leaf C meets every irreducible
component of C.

3.3. Global �-adic monodromy. The discrete Hecke orbit conjecture is essentially
an irreducibility statement, in view of the following result on global monodromy.

Proposition 3.3. Let M be a modular variety of PEL type attached to a reductive
group G over Q as in 2.2. Let Gsc

der be the simply connected cover of the derived
group of G. Let x0 ∈ M(k) be a point of M such that the prime-to-p Hecke orbit
of x0 with respect to every simple factor of Gsc

der is infinite. Let Z(x0) be the Zariski
closure of the prime-to-p Hecke orbit of x0 for the group Gsc

der in the leaf C(x0)

in M containing x0. Then Z(x0) is irreducible, and the Zariski closure of the �-adic
monodromy group of Z(x0) is Gder(Q�) for every prime number � �= p.

Remark. (i) A stronger version of 3.3 for Siegel modular varieties is proved in [5].
The argument in [5] works for all modular varieties of PEL type.

(ii) The irreducibility statement in Proposition 3.3 is a useful tool for proving
irreducibility of a given subvariety Z of modular varieties of PEL type which are
stable under the prime-to-p Hecke correspondences: It reduces the task to proving
Hecke transitivity on π0(Z).

3.4. Some known cases of the Hecke orbit conjecture

Theorem 3.4. The Hecke orbit conjecture HO holds for Siegel modular varieties.

Theorem 3.5. The Hecke orbit conjecture HO holds for Hilbert modular varieties
attached to a finite product F1× · · · ×Fr of totally real fields. Here the prime p may
be ramified in any or all of the totally real fields F1, . . . , Fr .

Remark. (i) Theorem 3.4 is joint work with F. Oort. Details of the proof of Theo-
rem 3.4 will appear in a monograph with F. Oort. The proof of the continuous version
HOct in the Siegel case uses Theorem 3.5.

(ii) The proof of Theorem 3.5 is the result of joint work with C.-F. Yu; the proof
of the discrete version, i.e. the irreducibility of non-supersingular leaves in Hilbert
modular varieties, is the work of C.-F. Yu.

(iii) Among the methods used in the proof of Theorem 3.4, the action of the local
stabilizer subgroup and the trick of using Hilbert modular subvarieties first appeared
in [2], where the case of Theorem 3.4 for ordinary principally polarized abelian
varieties was proved.

(iv) A detailed sketch of the proof of Theorem 3.4 can be found in [4].

4. Canonical coordinates on leaves

4.1. Classical Serre–Tate coordinates. Recall that an abelian variety A over k is
ordinary if the Barsotti–Tate group A[p∞] is the extension of an étale Barsotti–Tate
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group by a toric Barsotti–Tate group over k. It has been more than forty years when
Serre and Tate discovered that the local deformation space of an ordinary abelian vari-
ety A over k has a natural structure as a formal torus over W(k) of relative dimension
dim(A)2. For Siegel modular varieties, their result says that if x = [(A, λ)] ∈ Ag,n(k)

is a closed point of Ag,n such that A is an ordinary abelian variety, then the formal

completion A
/x
g,n of Ag,n → Spec(Z) has a natural structure as a formal torus over

W(k) of relative dimension g(g+1)
2 , where g = dim(A). Notice that the ordinary locus

of Ag,n over k is equal to the dense open stratum in the Newton polygon stratification
of Ag,n.

The above approach generalizes to modular variety of PEL type, to the effect
that the mixed-characteristic local deformation space for a point in the dense open
Newton polygon stratum of a modular variety M of PEL type can be built up from
Barsotti–Tate groups over W(k) by a system of fibrations; see [23].

There is a long-standing question as to whether one can find a reasonable theory
of canonical coordinates for points outside the generic Newton polygon stratum of a
modular variety of PEL type. It turns out that the answer is yes if one restricts to a
leaf in a modular variety.

4.2. The slope filtration. The starting point is the observation that there exists a
natural slope filtration on the restriction of the universal Barsotti–Tate group to a leaf;
moreover the slope filtration gives the local moduli of a leaf.

Proposition 4.1. Let M be a modular variety of PEL type over k attached to a PEL
datum (B, ∗, OB, V, 〈·, ·〉, h) as in 2.2. Let C be a leaf in M. Let X̃ → C be the
restriction to C of the Barsotti–Tate group attached to the universal abelian variety.

(i) There exist rational numbers μ1, . . . μm with 1 ≥ μ1 > · · · > μm ≥ 0 and
Barsotti–Tate groups

0 = X̃0 ⊂ X̃1 ⊂ X̃2 ⊂ · · · ⊂ X̃m = X̃

over C such that Ỹi := X̃i/X̃i−1 is a non-trivial isoclinic Barsotti–Tate group
over C of slope μi for each i = 1, . . . , m.

(ii) The filtration 0 = X̃0 ⊂ X̃1 ⊂ X̃2 ⊂ · · · ⊂ X̃m = X̃ is uniquely determined
by X̃ → C. Each subgroup X̃i ⊆ X̃ is stable under the natural action of
OB ⊗Z Zp.

(ii) For each i = 1, . . . , r the Barsotti–Tate group Ỹi → C is geometrically con-
stant, hence Ỹi is isomorphic to the twist of a constant Barsotti–Tate group by
a smooth étale Zp-sheaf over C.

Remark. (i) That Ỹi is isoclinic of slope μi means that the kernel of the N-th iterate
of the relative Frobenius for Ỹi is comparable to the kernel of [pNμi ]

X̃i/X̃i−1
for all

sufficiently large multiples of the denominator of μi .
(ii) The proof of Proposition 4.1 depends on [42] and [34].
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4.3. The cascade structure. Combining Proposition 4.1 with the Serre–Tate theo-
rem, one sees that the local moduli of a leaf C comes from the deformation of the
slope filtration.

Let x = [(A, ι, λ, η)] ∈M(k) be a closed point of the modular variety M, and let
FilA[p∞] = (0 = X0 ⊂ X1 ⊂ · · · ⊂ Xm = A[p∞]) be the slope filtration of A[p∞].
Let Yi = Xi/Xi−1 for i = 1, . . . , m. For each pair (i, j) with 1 ≤ i ≤ j ≤ m, let
Def([i, j ], ι) = Def([i, j ], ι[p∞]) be the deformation functor over k of the filtered
Barsotti–Tate group

0 ⊂ Xi/Xi−1 ⊂ Xi+1/Xi−1 ⊂ · · · ⊂ Xj/Xi−1

with action by OB ⊗Z Zp. Each Def([i, j ], ι) is a smooth formal scheme over k,
and Def([i, i], ι) = Spec(k) for each i. For 1 ≤ i < j ≤ m, let DE(i, j ; ι) =
DE(i, j ; ι[p∞]) be the deformation functor of the filtered Barsotti–Tate group 0 ⊂
Yi ⊂ Yi ×Spec(k) Yj with action by OB ⊗Z Zp; it is a smooth formal scheme over k.
Each DE(i, j ; ι) has a natural structure as a smooth commutative formal group over k;
the group structure comes from via Baer sum. Notice that Def([i, i+ 1], ι) is a torsor
over DE(i, i + 1; ι]) for i = 1, . . . , m− 1.

We have a family of forgetful morphisms

π[i+1,j ],[i,j ] : Def([i, j ], ι])→ Def([i + 1, j ], ι), 1 ≤ i < j ≤ m,

and

π[i,j−1],[i,j ] : Def([i, j ], ι)→ Def([i, j − 1], ι), 1 ≤ i < j ≤ m

such that

π[i+1,j−1],[i+1,j ] � π[i+1,j ],[i,j ] = π[i+1,j−1],[i,j−1] � π[i,j−1],[i,j ] if i ≤ j − 2.

Each morphism π[i+1,j ],[i,j ] is smooth, same for each π[i,j−1],[i,j ].
For each pair (i, j) with 1 ≤ i < j ≤ m, define a commutative smooth formal

group
π ′[i+1,j ],[i,j ] : DE(i, [i + 1, j ]; ι)→ Def([i + 1, j ], ι)

as follows. For each Artinian local ring R over k and for each R-valued point
f : Spec(R)→ Def([i + 1, j ], ι) corresponding to a deformation

0 ⊂ X̃[i+1,i+1] ⊂ · · · ⊂ X̃[i+1,j ]

of the filtration (0 ⊂ Xi+1/Xi ⊂ · · · ⊂ Xj/Xi) over R, define the set of R-valued
points of DE(i, [i + 1, j ], ι) over f to be the set of all isomorphism classes of exten-
sions of X̃[i+1,j ] by Yi×Spec(k) Def([i+1, j ], ι). It is easy to see that π[i+1,j ],[i,j ] has
a natural structure as a torsor for π ′[i+1,j ],[i,j ]. Similarly one can define a commutative
formal group

π ′[i,j−1],[i,j ] : DE([i, j − 1], j ; ι)→ Def([i, j − 1]
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for 1 ≤ i < j ≤ m so that π[i,j−1],[i,j ] has a natural structure as a torsor for
π ′[i,j−1],[i,j ].

Consider the natural map

π[i,j ] : Def([i, j ], ι)→ Def([i + 1, j ], ι)×Def([i+1,j−1],ι) Def([i, j − 1], ι)
defined by the maps π[i+1,j ],[i,j ] and π[i,j−1],[i,j ]. It turns out that in a suitable sense
the map π[i,j ] has a natural structure as a torsor for a biextension of

(
DE([i + 1, j − 1], j ; ι), DE(i, [i + 1, j − 1]; ι))

by (the base extension to Def([i + 1, j − 1], ι) of) the commutative smooth formal
group DE(i, j ; ι) if i ≤ j − 2. Notice that for the two factors of the target of the
map π[i,j ], the first factor Def([i + 1, j ], ι) → Def([i + 1, j − 1], ι) is a torsor for
the group DE([i + 1, j − 1], j ; ι)→ Def([i + 1, j − 1], ι), while the second factor
Def([i, j − 1], ι) → Def([i + 1, j − 1], ι) is a torsor for the group DE(i, [i + 1,

j − 1]; ι)→ Def([i + 1, j − 1], ι).
The formal structure of a family such as

MDE = (
Def([i, j ], ι]), Def([i, j ], ι), π[i+1,j ],[i,j ],
π[i,j−1],[i,j ], π ′[i+1,j ],[i,j ], π ′[i,j−1],[i,j ], π[i,j ]

)

will be called a cascade, following the terminology in [23], although the situation
here is somewhat more complicated than [23].

When x is a point of the generic Newton polygon stratum of M, the maximal sub-
cascade of MDE fixed by the involution induced by the polarization λ coincides with
the formal completion M/x of M at x. So M/x is built up from suitable subgroups of
the commutative formal groups DE(i, j ; ι[p∞]) over k through a family of fibrations;
see [23].

4.4. Maximal p-divisible subcascade. Suppose that x lies outside the generic New-
ton polygon stratum. Then when one deforms the slope filtration, the resulting
Barsotti–Tate group may fail to remain geometrically constant. It turns out that
the maximal reduced closed formal subscheme of Def([0, m]; ι) is in some sense the
maximal p-divisible subcascade of the cascade MDE of formal groups attached to x;
the latter is built up from the maximal p-divisible formal subgroups DE(i, j ; ι)pdiv
of DE(i, j ; ι), with (i, j) running through all pairs with 1 ≤ i < j ≤ m.

The polarization λ of the abelian variety A induces an involution on the formal
scheme Def([0, m]; ι]). and also an involution of the maximal p-divisible subcascade
MDEpdiv of the cascade of formal groups MDE attached to x ∈M(k). The maximal
closed formal subscheme of the formal scheme underlying MDEpdiv is equal to the
formal completion C/x of the leaf C in M containing x. In particular C/x is built up
from p-divisible formal groups over k through a family of fibrations.
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4.5. The two slope case. Let X, Y be isoclinic Barsotti–Tate groups over k with
slopes μX < μY . Let hX and hY be the height of X and Y respectively. Let
DE(X, Y ) be the deformation functor over k of the filtration 0 = Y ⊂ X ×Spec(k) Y ;
it is a commutative smooth formal group over k. Let DE(X, Y )pdiv be the maximal
p-divisible formal subgroup of the commutative smooth formal group DE(X, Y )

over k.
Let M(X) and M(Y ) be the Cartier module of X and Y respectively. We refer

to [43] for the Cartier theory. On HQ := HomW(k)(M(X), M(Y )) ⊗Z Q we have a
σ -linear operator F and a σ−1-linear operator V on HQ given by

(V · h)(u) = V (h(V −1u)), (F · h)(u) = F(h(V (u)) for all h ∈ HQ, u ∈ M(X).

Clearly HomW(k)(M(X), M(Y )) is stable under the action of F .

Theorem 4.2. Notation as above.

(i) The p-divisible formal group DE(X, Y )pdiv is isoclinic of slope μY − μX; its
height is equal to hX · hY .

(ii) The Cartier module of DE(X, Y )pdiv is naturally isomorphic to the maximal
W(k)-submodule of HomW(k)(M(X), M(Y )) which is stable under the actions
of F and V .

(iii) Suppose that Y = Xt is the Serre dual of X. Then we have a natural in-
volution ∗ on DE(X, Xt)pdiv, and the Cartier module of the maximal formal
subgroup of DE(X, Xt)pdiv fixed under ∗ is the maximal W(k)-submodule of
HomW(k)(S2(M(X)), W(k)) which is stable under the actions of F and V .

Remark. (i) See [8] for a proof of Theorem 4.2.
(ii) The set of all p-typical curves in the reduced Cartier ring functor, with three

compatible actions by the reduced Cartier ring over k, plays a major role in the proof.
(iii)The case when we have a maximal orderOB⊗ZZp in an unramified semisimple

algebra B⊗Q Qp over Qp operating on X and Y is easily deducible from Theorem 4.2.

5. Hypersymmetric points

Over a field of characteristic zero one has the notion of special points in modular
varieties of PEL type, corresponding to abelian varieties of CM-type (or, with suf-
ficiently many complex multiplications). On the other hand, it is well-known that
every abelian variety over Fp has sufficiently many complex multiplications, so one

can say that every Fp-point of a modular variety M of PEL type is “special”. But
there are points in M that are more distinguished than others – they correspond to
abelian varieties whose OB -endomorphism ring is “as big as allowed by the slope
constraint”.
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Definition 5.1. (i) Let B be a simple algebra over Q, and let OB be an order of B.
Let A be an abelian variety over k, and let ι : OB → End(A) be a ring homomorphism.
We say that (A, ι) is a hypersymmetric OB -linear abelian variety if the canonical map
EndOB

(A)⊗Z Zp → EndOB (A[p∞]) is an isomorphism.
(ii) Let M be a modular variety of PEL type as in 2.2. A point x ∈M(k) is hyper-

symmetric if the underlying OB -linear abelian variety (Ax, ιx) is hypersymmetric.

Remark 5.2. (i) When B = Q, it is easy to see that an abelian variety A over k is
hypersymmetric if and only if it is isogenous to a finite product of abelian varieties
B1×· · ·×Br defined over a finite field Fq such that the action of the Frobenius element
FrBi,Fq on the first �-adic cohomology group of Bi has at most two eigenvalues for
each i = 1, . . . , r , and Bi and Bj share no common slope if i �= j . See [9, §2, §3].

(ii) One can use the method in [9, §5] to show that there exist hypersymmetric
points on any leaf of a modular variety of PEL type over k. However one has difficulty
showing the existence of hypersymmetric points on every irreducible component of
a given leaf of a modular variety, without knowing or assuming the irreducibility of
the leaf.

(iii) If the semisimple Q-rank of the reductive group G attached to the PEL datum
for the modular variety M is equal to one, then every Fp-point of M is hypersym-

metric. For instance, every Fp-point of the modular curve is hypersymmetric. One
consequence of this phenomenon is that one cannot simply substitute “special points”
by “hypersymmetric points” and expect to get a reasonable formulation of the André-
Oort conjecture in characteristic p; see [9, §7].

6. Action of stabilizer subgroups and rigidity

6.1. Stabilizer subgroups. Let M be a modular variety over k of PEL type as in 2.2.
Attached to a point x ∈M(k) corresponding to a quadruple (Ax, ιx, λx, ηx) are two
compact p adic groups:

• Let Gx(Zp) = AutOB (Ax[p∞], λx[p∞]). We call Gx(Zp) the local p-adic
automorphism group at x, and

• Let Hx be the unitary group attached to the semisimple algebra with involution
(EndOB

(Ax)⊗Z Q, ∗x), where ∗x is the Rosati involution attached to λx . Let
Hx(Zp) be the group of Zp-points of Hx with respect to the integral structure
given by End(Ax). We call Hx(Zp) the local stabilizer subgroup at x. We have
a natural embedding Hx(Zp) ↪→ Gx(Zp).

6.2. Action on deformation space. We have a natural action of Gx(Zp) on M/x ,
the formal completion of M/x . This action comes from the combination of
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(a) a classical theorem of Serre and Tate, which states that the deformation functor
for the abelian variety Ax is canonically isomorphic to the deformation functor
attached to the Barsotti–Tate group Ax[p∞], and

(b) the action of Gx(Zp) on the deformation functor for the OB -linear Barsotti–Tate
group (Ax[p∞], ιx[p∞]) by “change of marking”, or “transport of structure”.

The local stabilizer subgroup Hx(Zp) can be regarded as the p-adic completion
of the stabilizer subgroup at x in the set of all prime-to-p Hecke correspondences.
Consequently the local stabilizer principle holds:

Proposition 6.1 (Local stabilizer principle). If Z is a closed subvariety of M stable
under all prime-to-p Hecke correspondence and x ∈ Z(k) is a closed point of Z, then
the formal completion Z/x ⊂ M/x of Z at x is stable under Hx(Zp) for the action
described in 6.2.

The local stabilizer principle can be effectively deployed for studying Hecke-
invariant subvarieties when combined with the rigidity result below.

Theorem 6.2 (Local rigidity). Let X be a p-divisible formal group over k. Let H

be a connected reductive linear algebraic subgroup over Qp and let ρ : H(Qp) →
(Endk(X) ⊗Zp Qp)× be a rational linear representation of H(Qp) such that the
composition of ρ with the left regular representation of Endk(X) ⊗Zp Qp does not
contain the trivial representation of H(Qp) as a subquotient. Let Z be an irreducible
closed formal subscheme of X. Assume that Z is stable under the natural action of
an open subgroup U of H(Qp) on X. Then Z is a p-divisible formal subgroup of X.

The proof of 6.2 is elementary; see [6]. An instructive special case of 6.2 asserts
that any irreducible closed formal subvariety of a formal torus over k which is stable
under multiplication by 1+ pn for some n ≥ 1 is a formal subtorus.

6.3. Linearization of the Hecke orbit problem. The combination of the local sta-
bilizer principle and local rigidity leads to an effective linearization of the Hecke
orbit problem: Consider the case when M is a Siegel modular variety Ag,n and

x ∈ Ag,n(Fp) corresponds to a g-dimensional principally polarized abelian variety

Ax defined over Fp with two slopes λ < 1−λ. Then the formal completion C(x)/x at x
of the leaf C(x) containing x has a natural structure as an isoclinic p-divisible formal
group of hight g(g+1)

2 and slope 1−2λ. The local stabilizer principle and Theorem 6.2
imply that the formal completion at x of the Zariski closure of the prime-to-p Hecke
orbit of x is a p-divisible formal subgroup of C(x)/x ; moreover this p-divisible formal
subgroup is stable under the natural action of the local stabilizer subgroup Hx(Zp).

Continuing the situation above, and assume that Ax is hypersymmetric in the sense
of 5.1. Then the Zariski closure of the prime-to-p Hecke orbit of x coincides with the
irreducible component of C(x) in an open neighborhood of x, because the action on
the local stabilizer subgroup Hx(Zp) on the Cartier module of the p-divisible formal
group C(x)/x underlies an absolutely irreducible representation of Hx(Qp).
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6.4. Hypersymmetric points and the Hecke orbit conjecture. Let x ∈M(Fp) be

an Fp point of a modular variety M of PEL type, and let Z(x) be the Zariski closure
in the leaf C(x) of the prime-to-p Hecke orbit of x. The argument in 6.3 shows that
the continuous Hecke orbit conjecture HOct for Z(x) would follow if one can show
that there exists a hypersymmetric point y in Z(x).

The Hecke orbit conjecture HO for Hilbert modular varieties comes into the proof
of the continuous Hecke orbit conjecture HOct for Siegel modular varieties at this
juncture. After a possibly inseparable isogeny correspondence, one can assume that
the given point x ∈ Ag,n lies in a Hilbert modular subvariety in Ag,n. After another
application of the local stabilizer principle, one is reduced to the case when the abelian
variety Ax has only two slopes. With the help of Theorem 3.5, one sees that Z(x)

contains the leaf through x in a Hilbert modular subvariety containing x, hence Z(x)

contains a hypersymmetric point in Ag,n. See [4] for a more detailed outline of the
argument.

Remark 6.3. (i) The proof of the Hecke orbit conjecture for Siegel modular varieties
outlined above relies on a special property of Siegel modular varieties: For every
point x ∈ Ag,n(Fp), there exists a Hilbert modular variety ME,n, a finite-to-one
correspondence f : ME,n→ Ag,n equivariant with respect to the prime-to-p Hecke

correspondences, and a point y ∈ ME,n(Fp) above x. See [4, §9], labeled as the

“Hilbert trick”. The point is that, every Fp-point of Ag,n lies in a subvariety which
is essentially the reduction of a “small” Shimura subvariety of positive dimension,
namely a Hilbert modular variety attached to a product E of totally real fields such that
dimQ(E) = g. Here “small” means that every factor of the reductive group attached
to the Shimura subvariety has semisimple Q-rank one.

(ii) The property that every rational point over a finite field lies in the image of
a small Shimura variety of positive dimension holds for modular varieties of PEL
type C, but fails for modular varieties of type A and D. Consequently, the Hecke orbit
conjecture for modular varieties of PEL type C is within reach by available methods,
while new ideas are needed for PEL typesA and D, or the reduction of general Shimura
varieties.

7. Open questions and outlook

We discuss two approaches toward a proof of the Hecke orbit conjecture for Siegel
modular varieties without resorting to the Hilbert trick.

7.1. Tate-linear subvarieties in leaves. For simplicity, we consider the special case
of a leaf C in a Siegel modular variety Ag,n, such that every point of C corresponds
to a g-dimensional principally polarized abelian variety with two slopes λ < 1 − λ.
This assumption implies that the formal completion C/x of C has a natural structure
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as an isoclinic p-divisible formal group with slope 1− 2λ and height g(g+1)
2 , for any

closed point x ∈ C.
An irreducible closed subvariety Z ⊂ C is said to be Tate linear at a closed point

x ∈ Z if the formal completion Z/x is a p-divisible formal subgroup of C/x . It can be
shown that if Z is Tate-linear at one closed point of C, then it is Tate-linear at every
closed point of the smooth locus of Z

Remark. (i) The proof that the property of being Tate-linear propagates from one
point of Z to every point of Z depends on a global version of canonical coordinates.
The case when C is the ordinary locus of Ag,n has been documented in [7], where
several issues related to the notion of Tate-linear subvarieties are addressed.

(ii) The notion of Tate-linear subvarieties is inspired by the Hecke orbit problem:
Suppose that M is a modular variety of PEL type contained in a Siegel modular
variety Ag,n, and x ∈M(Fp)∩C(Fp) is a point of M such that the abelian variety Ax

attached to x has two slopes λ < 1− λ. Then the Zariski closure of the Hecke orbit
Hp · x in the leaf CM(x) is a Tate linear subvariety of C.

Question 7.1. The most intriguing question about the notion of Tate-linear subva-
rieties is whether every Tate-linear subvariety of a leaf C in Ag,n is (an irreducible
component of) the intersection of C with the reduction of a Shimura subvariety of
Ag,n in characteristic 0.

It seems plausible that the answer is a qualified yes. This naive expectation will
be termed the global rigidity conjecture.

Remark. (i) If the global rigidity conjecture is true, then the notion of Tate-linear
subvarieties provides a geometric characterization for subvarieties of C which are
equal to (an irreducible component of) the intersection of C with the reduction of a
Shimura subvariety of Ag,n.

(ii) The global rigidity conjecture should be considered as being stronger than the
continuous Hecke orbit conjecture HOct: Continuing the set-up as in §7.1. Let Z be
the Zariski closure in the leaf CM(x) in M containing x of the prime-to-p Hecke orbit
in M. Then Z is a Tate-linear subvariety, by Theorem 6.2. Moreover if the global
rigidity conjecture is true, then one can deduce without difficulty that Z is a union of
irreducible components of C(x).

7.2. p-adic monodromy. As we saw in 6.3, the combination of the local stabilizer
principle, canonical coordinates and the local rigidity theory achieves a certain level
of localization for the Hecke orbit problem. This linearization allows one to approach
the Hecke orbit problem through the p-adic monodromy: Let Z be the Zariski closure
of a given prime-to-p Hecke orbit H(x) in the leaf C containing H(x). Consider
the restriction to Z of the universal Barsotti–Tate group A[p∞] → M over the
modular variety M. Over the leaf C, the Barsotti–Tate group A[p∞] → C admits a
slope filtration; the p-adic monodromy attached to the associated graded of the slope
filtration of A[p∞] → Z will be called the naive p-adic monodromy of A[p∞] → Z.
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Conjecture 7.2. The naive p-adic monodromy of the family A[p∞] → Z is “as large
as possible”, in the sense that the image of the naive p-adic monodromy representation
is an open subgroup of the group of Qp-points of a suitable Levi subgroup L of an
inner twist G′ of G attached to Z, where G is the reductive group attached to the PEL
data for M.

Remark. (i) Conjecture 7.2 for the Zariski closure Z of an Hecke orbit implies the
continuous Hecke orbit conjecture HOcont.

(ii) Conjecture 7.2 is a p-adic analogue of Proposition 3.3.
(iii) As a weak converse to Conjecture 7.2, the method of the proof of Proposi-

tion 7.4 below should enable one to show that the Hecke orbit conjecture HO implies
Conjecture7.2, using a hypersymmetric point as the base point.

Remark 7.3. Given an abelian scheme A → S, where S a scheme over Fp, we
would like to show that the naive p-adic monodromy for A → S is “as large as
possible”, subject to obvious constraints, such as cycles on the family A → S. As
an intermediate step toward this goal, one would like to show that, when S is the
spectrum of a Noetherian local integral domain and the Newton polygon of the closed
fiber of A→ S is different from the Newton polygon of the generic fiber, the naive
p-adic monodromy for the generic fiber of A→ S is large in a suitable sense.

When dim(A/S) = 1, the above wish is a classical theorem of Igusa. The ar-
gument of Igusa was generalized in [3] to the case of a one-dimensional p-divisible
formal group with ordinary generic fiber. The same argument applies to the case of a
p-divisible formal group with ordinary generic fiber such that the dimension and the
codimension are coprime; details will appear in an article with D. U. Lee.

Proposition 7.4. Let Aor
g,n be the ordinary locus of a Siegel modular variety Ag,n

over k, where g ≥ 1, n ≥ 3, (n, p) = 1, and the base field k ⊇ Fp is algebraically
closed. Let A→ Aor

g,n be the universal abelian scheme over Aor
g,n. Let A[p∞]et →

Aor
g,n be the maximal étale quotient of A[p∞] → Aor

g,n; it is an étale Barsotti–Tate
group of height g. Let E0 be an ordinary elliptic curve defined over Fp, and let
x0 = (A0, λ0), where A0 is the product of g copies of E0, and λ0 is the product
principal polarization on A0. Let Tp = Tp(A0[p∞])et) be the p-adic Tate module
of the étale p-divisible group A0[p∞]et; it is naturally isomorphic to the direct sum
of g copies of Tp(E0[p∞]et) ∼= Zp, so GL(Tp) is naturally isomorphic to GLg(Zp).
Let ρ : π1(A

or
g,n, x0) → GL(Tp) be the naive p-adic monodromy representation of

A[p∞] → Aor
g,n. Then the image of ρ is equal to GL(Tp) ∼= GLg(Zp).

Proof. Let B be the product of g copies of A1,n, diagonally embedded in Ag,n. Let E0

be an ordinary elliptic curve defined over a Fp, and let x0 = (A0, λ0), where A0 is
the product of g copies of E0, and λ0 is the product principal polarization on A0. Let
O = End(E0). Then O ⊗Z Zp

∼= Zp × Zp, corresponding to the natural splitting
of E0[p∞] into the product of its toric part E0[p∞]tor and its étale part E0[p∞]et.
So we have an isomorphism End(A0) ∼= Mg(O), and a splitting End(A0) ⊗Z Zp

∼=
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Mg(O)×Mg(O) corresponding to the splitting of A0[p∞] into the product its toric
and étale parts. Denote by pr : (End(A0) ⊗Z Zp)× → GL(Tp) ∼= GLg(Zp) the
projection corresponding to the action of End(A0)⊗Z Zp on the étale factor A0[p∞]et
of A0[p∞]. The Rosati involution ∗ on End(A0) interchanges the two factors of
End(A0)⊗Z Zp. It follows that U(O(p)⊗Z Zp, ∗) is isomorphic to GL(Tp) under the
projection map pr, therefore the image of U(O(p), ∗) in GL(Tp) is dense in GL(Tp).
Here O(p) = O⊗Z Z(p), and Z(p) = Q∩Zp is the localization of Z at the prime ideal
(p) = pZ.

By a classical theorem of Igusa, the p-adic monodromy group of the restriction
to B, i.e. ρ(Im(π1(B, x0)→ π1(Ag,n, x0))), is naturally identified with the product
of g copies of Z×p diagonally embedded in GL(Tp) ∼= GLg(Zp). Denote by D this
subgroup of GL(Tp).

Let R(p) = End(A0)⊗Z Z(p)
∼= Mg(O)⊗Z Z(p). Every element u ∈ R(p) such

that u∗u = uu∗ = 1 gives rise to a prime-to-p isogeny from A0 to itself respecting
the polarization λ0. Such an element u ∈ R(p) gives rise to

• a prime-to-p Hecke correspondence h on Ag,n having x0 as a fixed point, and

• an irreducible component B ′ of the image of B under h such that B ′ � x0.

By the functoriality of the fundamental group, the image of the fundamental group
π1(B

′, x0) of B ′ in π1(A
or
g,n, x0) is mapped under the p-adic monodromy represen-

tation ρ to the conjugation of D by the element pr(h) ∈ GL(Tp). In particular,
ρ(π1(A

or
g,n, x0)) is a closed subgroup of GL(Tp) which contains all conjugates of D

by elements in the image of pr : U(E(p), ∗)→ GL(Tp).
Recall that the image of U(E(p), ∗) in GL(Tp) is a dense subgroup. So the mon-

odromy group ρ(π1(Ag,n, x0)) is a closed normal subgroup of GL(Tp) ∼= GLg(Zp)

which contains the subgroup D of all diagonal elements. An easy exercise in group
theory shows that the only such closed normal subgroup is GLg(Zp) itself. �

Remark. (i) There are at least two published proofs of Proposition 7.4 in the literature,
in [15] and [16, chap. V §7] respectively.

(ii) In the proof of 7.4, one can use as the base point any element [(A1, λ)] of Aor
g,n

such that A1 is separably isogenous to a product of g copies of an ordinary elliptic
curve E1 over Fp.

(iii)As already mentioned before, the argument of Proposition 7.4 applies to leaves
in modular varieties of PEL type. Since we used a hypersymmetric point as the base
point, a priori this argument applies only to those irreducible components of a given
leaf which contain hypersymmetric points.
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Heegner points, Stark–Heegner points, and values
of L-series

Henri Darmon∗

Abstract. Elliptic curves over Q are equipped with a systematic collection of Heegner points aris-
ing from the theory of complex multiplication and defined over abelian extensions of imaginary
quadratic fields. These points are the key to the most decisive progress in the last decades on the
Birch and Swinnerton-Dyer conjecture: an essentially complete proof for elliptic curves over Q of
analytic rank ≤ 1, arising from the work of Gross–Zagier and Kolyvagin. In [Da2], it is suggested
that Heegner points admit a host of conjectural generalisations, referred to as Stark–Heegner
points because they occupy relative to their classical counterparts a position somewhat analo-
gous to Stark units relative to elliptic or circular units. A better understanding of Stark–Heegner
points would lead to progress on two related arithmetic questions: the explicit construction of
global points on elliptic curves (a key issue arising in the Birch and Swinnerton-Dyer conjecture)
and the analytic construction of class fields sought for in Kronecker’s Jugendtraum and Hilbert’s
twelfth problem. The goal of this article is to survey Heegner points, Stark–Heegner points, their
arithmetic applications and their relations (both proved, and conjectured) with special values of
L-series attached to modular forms.
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1. Introduction

Elliptic curves are distinguished among projective algebraic curves by the fact that they
alone are endowed with the structure of a (commutative) algebraic group. The affine
curves with this property are the additive group Ga and the multiplicative group Gm.
The integral points on Ga (taken, say, over an algebraic number field F ) is a finitely
generated Z-module. The same is true for the integral points on Gm: these are the
units of F , whose structure is well understood thanks to Dirichlet’s unit theorem.
The close parallel between units and rational points on elliptic curves is frequently
illuminating. In both cases, it is the natural group law on the underlying curve which
lends the associated Diophantine theory its structure and richness.

An elliptic curve E over F can be described concretely as a Weierstrass equation
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in projective space

y2z = x3 + axz2 + bz3, a, b ∈ F, where � := 4a3 − 27b2 �= 0.

The group E(F) of F -rational (or equivalently: integral) solutions to this equation is
in bijection with the F -rational solutions of the corresponding affine equation

y2 = x3 + ax + b,

together with an extra “point at infinity” corresponding to (x, y, z) = (0, 1, 0).
The most basic result on the structure of E(F) is the Mordell–Weil Theorem which

asserts that E(F) is a finitely generated abelian group, so that there is an isomorphism
of abstract groups

E(F) � T ⊕ Zr ,

where T is the finite torsion subgroup of E(F). The integer r ≥ 0 is called the rank
of E over F . Many questions about T are well-understood, for example:

1. There is an efficient algorithm for computing T , given E and F .

2. A deep result of Mazur [Ma] describes the possible structure of T when F = Q
and E is allowed to vary over all elliptic curves. The size of T is bounded
uniformly, by 14. Mazur’s result has been generalised by Kamienny and Merel
[Mer], yielding a uniform bound on the size of T when F is fixed – a bound
which depends only on the degree of F over Q.

In contrast, much about the rank remains mysterious. For example, can r become
arbitrarily large, when F is fixed but E is allowed to vary? The answer is believed to
be yes, but no proof is known for F = Q or for any other number field F .

An even more fundamental problem resides in the absence of effectivity in the proof
of the Mordell–Weil theorem. Specifically, the answer to the following question is
not known.

Question 1.1. Is there an algorithm which, given E, calculates the rank r of E(F),
and a system P1, . . . , Pr of generators for this group modulo torsion?

A candidate for such an algorithm is Fermat’s method of infinite descent, but this
method is not guaranteed to terminate in a finite amount of time – it would, if the
so-called Shafarevich–Tate group LLI(E/Q) of E is finite, as is predicted to be the
case.

Question 1.1 is also connected with the Birch and Swinnerton-Dyer conjecture.
This conjecture relates Diophantine invariants attached to E, such as r , to the Hasse–
Weil L-series L(E, s) of E, a function of the complex variable s which is defined in
terms of an Euler product taken over the non-archimedean places v of F . To describe
this Euler product precisely, let Fv = OF /v denote the residue field of F at v, and
write |v| := #Fv for the norm of v. The elliptic curve E is said to have good reduction
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at v if it can be described by an equation which continues to describe a smooth curve
over Fv after reducing its coefficients modulo v. Set δv = 1 if E has good reduction
at v, and δv = 0 otherwise. Finally, define integers av indexed by the places v of
good reduction for E by setting

av := |v| + 1 − #E(Fv).

This definition is extended to the finite set of places of bad reduction for E, according
to a recipe in which av ∈ {0, 1, −1}, the precise value depending on the type of bad
reduction of E in an explicit way.

The L-series of E is given in terms of these invariants by

L(E, s) =
∏
v

(1 − av|v|−s + δv|v|1−2s)−1 =
∑

n

aE(n)|n|−s,

where the product is taken over all the non-archimedean placesv ofF , and the sum over
the integral ideals n of F . The Euler product converges absolutely for Re(s) > 3/2,
but L(E, s) is expected to admit an analytic continuation to the entire complex plane.
Some reasons for this expectation, and a statement of the Birch and Swinnerton-Dyer
conjecture, are given in Section 2.6.

2. Elliptic curves over Q

It is useful to first discuss elliptic curves over Q, a setting in which a number of results
currently admit more definitive formulations.

Given an elliptic curve E/Q, let N denote its conductor. This positive integer,
which measures the arithmetic complexity of E, is divisible by exactly the same
primes as those dividing the minimal discriminant of E (the minimum being taken
over all possible plane cubic equations describing E). Denote by an the coefficient
of n−s in the Hasse–Weil L-series of E:

L(E, s) =
∏
p

(1 − app−s + δpp1−2s)−1 =
∞∑

n=1

ann
−s .

2.1. Modular parametrisations. Little can be asserted about the effective determi-
nation of E(Q), or about the analytic behaviour of L(E, s), without the knowledge
that E is modular. Wiles’s far-reaching program for proving the modularity of elliptic
curves (and more general Galois representations) has been completely carried out in
[BCDT] when F = Q. One way of formulating the modularity of E is to state that
the generating series

fE(z) :=
∞∑

n=1

ane
2πinz (1)
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is a modular form of weight 2 for the Hecke congruence group

�0(N) :=
{(

a b

c d

)
∈ SL2(Z) such that N |c

}
.

This means that f (z) is a holomorphic function on the Poincaré upper half-plane

H := {z = x + iy, y > 0} ⊂ C,

satisfying

f

(
az + b

cz + d

)
= (cz + d)2f (z) for all

(
a b

c d

)
∈ �0(N), (2)

together with suitable growth properties around the fixed points of parabolic elements
of �0(N). These fixed points belong to P1(Q), and it is useful to replace H by the
completed upper half-plane H∗ := H ∪ P1(Q). After suitably defining the topology
and complex structure on the quotient �0(N)\H∗, thus making it into a compact
Riemann surface, the differential form ωf := 2πif (z)dz is required to extend to a
holomorphic differential on this surface.

The quotient �0(N)\H∗ can even be identified with the set of complex points of
an algebraic curve defined over Q, denoted by X0(N). This algebraic curve structure
arises from the interpretation of �0(N)\H as classifying isomorphism classes of
elliptic curves with a distinguished cyclic subgroup of order N , in which the orbit
�0(N)τ ∈ �0(N)\H is identified with the pair

(
C/〈1, τ 〉, 〈 1

N

〉)
. A (highly singular,

in general) equation for X0(N) as a plane curve over Q is given by the polynomial
GN(x, y) of bidegree #P1(Z/NZ), where

GN(x, y) ∈ Q[x, y] satisfies GN(j (τ), j (Nτ)) = 0, (3)

and j is the classical modular function of level 1.
An equivalent formulation of the modularity property is that there exists a non-

constant map of algebraic curves defined over Q,

�E : X0(N) −→ E, (4)

referred to as the modular parametrisation attached to E. One of the attractive features
of this modular parametrisation is that it can be computed by analytic means, without
the explicit knowledge of an equation for X0(N) as an algebraic curve over Q. (Such
an equation, as in (3), tends to be complicated and difficult to work with numerically
for all but very small values of N .)

To describe �E analytically, i.e., as a map

�∞
E : X0(N)(C) = �0(N)\H −→ E(C), (5)

let 	f ⊂ C be the set of complex numbers of the form∫ γ τ

τ

ωf , for γ ∈ �.
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It can be shown that 	f is a lattice, and that the quotient C/	f is isomorphic to an
elliptic curve Ef which is defined over Q and is Q-isogenous to E. (The curve Ef is
sometimes called the strong Weil curve attached to f .) The modular parametrisation
to Ef , denoted by �f , is defined analytically by the rule

�f (τ) =
∫ τ

i∞
2πif (z)dz =

∞∑
n=1

an

n
e2πinτ (mod 	f ), (6)

for all τ ∈ �0(N)\H ⊂ X0(N)(C). The resulting value is viewed as an element of
Ef (C) via the identification C/	f = Ef (C).

After choosing an isogeny α : Ef −→ E defined over Q, the parametrisation �E

is defined by setting �∞
E = α�f . In practice it is preferable to start with E = Ef , at

the cost of replacing E by a curve which is isogenous to it, so that α can be chosen to
be the identity. The map �∞

E is then given directly by (6).

2.2. Heegner points. Let K ⊂ C be a quadratic imaginary field, and denote by
Kab its maximal abelian extension, equipped with an embedding into C compatible
with the complex embedding of K . The following theorem, a consequence of the
theory of complex multiplication, is one of the important applications of the modular
parametrisation �E of (5):

Theorem 2.1. If τ belongs to K ∩ H , then �∞
E (τ) belongs to E(Kab).

Theorem 2.1 also admits a more precise formulation which describes the field of
definition of �∞

E (τ). Let M0(N) ⊂ M2(Z) denote the ring of 2×2 matrices with inte-
ger entries which are upper triangular modulo N . Given τ ∈ H , the associated order
of τ is the set of matrices in M0(N) which preserve τ under Möbius transformations,
together with the zero matrix, i.e.,

Oτ :=
{
γ ∈ M0(N) such that γ

(
τ

1

)
= λγ

(
τ

1

)
, for some λγ ∈ C

}
.

The assignment γ �→ λγ identifies Oτ with a discrete subring of C. Such rings are
isomorphic either to Z, or to an order in a quadratic imaginary field, the latter case
occurring precisely when τ generates a quadratic (imaginary) extension of Q. In that
case Oτ is an order in the quadratic field K = Q(τ ).

Orders in quadratic fields have the peculiarity that they are completely determined
by their discriminants. Write D for the discriminant of the order O = Oτ , and let
GD := Pic(O) denote the class group of this order, consisting of isomorphism classes
of projective modules of rank one over O equipped with the group law arising from
the tensor product. A standard description identifies GD with a quotient of the idèle
class group of K:

GD = A×
K/
(
K×C×A×

Q

∏



O×



)
. (7)
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Here A×
K denotes the group of idèles of K , the product is taken over the rational

primes 
, and O
 := O ⊗ Z
. The group GD also admits a more classical description
which is well adapted to explicit computations, as the set of equivalence classes
of primitive binary quadratic forms of discriminant D equipped with the classical
Gaussian composition law. (For more details on this classical point of view, see
Bhargava’s lecture in these proceedings.)

If D and N are relatively prime, and Oτ = OD , there is a primitive integral binary
quadratic form Fτ (x, y) = Aτx

2 + Bτxy + Cτy
2 satisfying

Fτ (τ, 1) = 0, B2
τ − 4AτCτ = D, Ndivides Aτ .

In particular,
all the primes 
|N are split in K/Q, (8)

and therefore the equation
x2 = D (mod N)

has a solution (namely, Bτ ). Fix a square root δ of D modulo N , and define

HD := {τ ∈ H such that Oτ = OD and Bτ ≡ δ (mod N)}.
The function which to τ ∈ �0(N)\HD associates the SL2(Z)-equivalence class
of the binary quadratic form Fτ is a bijection. (Cf., for example, Section I.1 of
[GKZ].) Through this bijection, �0(N)\HD inherits a natural action of GD via the
Gaussian composition law. Denote this action by (σ, τ ) �→ τσ , for σ ∈ GD and
τ ∈ �0(N)\HD .

Class field theory identifies GD with the Galois group of an abelian extension
of K , as is most readily apparent, to modern eyes, from (7). This abelian extension,
denoted by HD , is called the ring class field attached to O, or to the discriminant D.
When D is a fundamental discriminant, HD is Hilbert class field of K , i.e., the maximal
unramified abelian extension of K . Let

rec : GD −→ Gal(HD/K) (9)

denote the reciprocity law map of global class field theory.
A more precise form of Theorem 2.1 is given by

Theorem 2.2. If τ belongs to �0(N)\HD , then �∞
E (τ) belongs to E(HD), and

�∞
E (τσ ) = rec(σ )−1�∞

E (τ), for all σ ∈ GD.

The fact that �∞
E intertwines the explicit action of GD on �0(N)\HD arising

from Gaussian composition with the natural action of Gal(HD/K) on E(HD) gives
a concrete realisation of the reciprocity map (9) of class field theory. It is a special
case of the Shimura reciprocity law.

The points �∞
E (τ), as τ ranges over H ∩ K are called Heegner points attached

to K . (Sometimes, this appellation is confined to the case where the discriminant
of Oτ is relatively prime to N .) Theorems 2.1 and 2.2 are of interest for the following
reasons, which are discussed at greater length in Sections 2.3, 2.4, and 2.5 respectively.
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1. They provide a simple, computationally efficient construction of rational and
algebraic points on E.

2. They are a manifestation of the fact that we dispose of an explicit class field
theory for imaginary quadratic fields, allowing the construction of abelian ex-
tensions of such fields from values of modular functions evaluated at quadratic
imaginary arguments of the upper half-plane.

3. There are deep connections between the points �∞
E (τ), for τ ∈ HD , and the

first derivative at s = 1 of the Hasse–Weil L-series L(E/K, s) and of related
partial L-series associated to ideal classes of K . These connections lead to new
insights into the behaviour of these L-series and the Birch and Swinnerton-Dyer
conjecture.

2.3. The efficient calculation of global points. The fact that the theory of complex
multiplication, combined with modularity, can be used to construct rational and al-
gebraic points on E is of interest in its own right. This was noticed and exploited by
Heegner, and taken up systematically by Birch in the late 60s and early 70s [BS], [Bi].

Given any (not necessarily fundamental) discriminant D for which HD �= ∅, let
K = Q(

√
D) and set

PD := traceHD/Q(�∞
E (τ)), for any τ ∈ HD,

PK := traceH/K(�∞
E (τ)), for any τ ∈ HD, D = Disc(K).

When are the points PD and PK of infinite order (in E(Q) and E(K) respectively)?
This question is part of the larger problem of efficiently constructing rational or
algebraic points of infinite order on elliptic curves. It is instructive to consider this
problem from the point of view of its computational complexity.

From the outset, one is stymied by the fact that an answer to Question 1.1 is
not known. Complexity issues are therefore better dealt with by focussing on the
following more special problem, which depends on the curve E and a positive real
parameter h. To state this problem precisely, define the height of a rational number
r = a/b (represented, of course, in lowest terms) to be

height(r) = log(|ab| + 1).

Thus, the height of r is roughly proportional to the number of digits needed to write r

down. The height of an equation is the sum of the heights of its coefficients. The
height of a solution (x1, . . . , xn) to such an equation is taken to be the sum of the
height of the xj . (In the case of an elliptic curve, one might prefer a coordinate-free
definition by taking the height of E to be the height of the minimal discriminant of E.)

It is expected that, for infinitely many E, the smallest height of a point of infinite
order in E(Q) can be at least as large as an exponential function of the height of E.
In this respect, the behaviour of elliptic curves is not unlike that of Pell’s equation,
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where a fundamental solution to x2 −Dy2 = 1 has height roughly O(
√

D) if Q(
√

D)

has class number one. Of greatest relevance for complexity questions are the “worst-
case” elliptic curves E for which the point of infinite order Pmin of smallest height in
E(Q) has height which is large relative to the height of E, i.e., for which

height(Pmin) >> exp(height(E)).

In order to focus on these curves, and avoid technical side-issues associated with
elliptic curves having non-torsion points of small height, we formulate the following
problem:

Problem 2.3. Given an elliptic curve E, and a real number

h > exp(height(E)), (10)

find a point P of infinite order on E with height(P ) < h, if it exists, or assert that no
such point exists, otherwise.

Denote by P(E, h) the instance of this problem associated to E and the parame-
ter h. In light of (10), this parameter can be chosen as a natural measure of the size
of the problem.

Note that P(E, h) continues to make sense for any Diophantine equation. Even
in such great generality, problem P(E, h) has the virtue of possessing an algorithmic
solution: a brute force search over all possible points (in the projective space in
which E is embedded) of height less than h, say. Such an exhaustive search requires
O(exp(h)) operations to solve an instance of P(E, h). The exponential complexity
of the brute force approach provides a crude benchmark against which to measure
other approaches, and leads naturally to the following definition.

Definition 2.4. A class C of Diophantine equations is said to be solvable in polynomial
time if there exists n ∈ N and an algorithm that solves P(E, h), with E ∈ C, in at
most O(hn) operations.

The property that C is solvable in polynomial time can be expressed informally
by stating that the time required to find a large solution to any E ∈ C is not much
worse than the time is takes to write that solution down. Thus, an (infinite) class C
of equations being solvable in polynomial time indicates that there is a method for
“zeroing in” on a solution (x0, y0) to any equation in C in a way that is qualitatively
more efficient than running though all candidates of smaller height.

The prototype for a class of equations that possess a polynomial time solution in
the sense of Definition 2.4 is Pell’s equation. A polynomial time algorithm for finding
a fundamental solution to x2 − Dy2 = 1 is given by the continued fraction method
that was known to the Indian mathematicians of the 10th century (although Fermat
seems to be the first to have shown its effectivity.) See [Le] for a more thorough
discussion of Pell’s equation from the point of view of its computational complexity.
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The strong analogy that exists between Pell’s equation and elliptic curves suggests
that the class ELL of all elliptic curves over Q might also be solvable in polynomial
time. Indeed, Fermat’s method of infinite descent (applied, say, to a rational 2-iso-
geny η, if it exists) reduces P(E, h) to dE instances of P(C1, h/2), . . . , P (CdE

, h/2)

where the Cj are principal homogeneous spaces for E, and the number dE is related
to the cardinality of the Selmer group attached to η. Applying this remark iteratively
suggests that the complexity for solving P(E, h) might be a polynomial of degree
related to dE . The analysis required to make this discussion precise does not appear in
the literature, and it would be interesting to determine whether the method of infinite
descent can be used to determine to what extent ELL is solvable in polynomial time
(assuming, eventually, the finiteness of the Shafarevich–Tate group of an elliptic
curve).

It should be stressed that the method of descent is often complicated in practice
because of the mounting complexity of the principal homogeneous spaces that arise
in the procedure. On the other hand, the Heegner point construction, when it produces
a point of infinite order in E(Q), can be used to solve P(E, h) by a method that is
also extremely efficient in practice. See [El2] for a discussion of this application of
the Heegner point construction.

For example, let

E : y2 + y = x3 − x2 − 10x − 20

be the strong Weil curve of conductor 11. (This is the elliptic curve over Q of smallest
conductor.) The following table lists a few values of the x-coordinate of PK for some
more or less randomly chosen K . It takes a desktop computer a fraction of a second to
find these x-coordinates, far less than would be required to find points of comparable
height on the corresponding quadratic twist of E by a naive search.

Disc(K) x(PK)

−139 −208838
√−139−3182352
1957201

−211 −11055756376
√−211−36342577392

29444844025

−259 64238721198
√−259−2458030017103

992886694969

−1003 −24209041615561516569638
√−1003−1053181310754386354274847

219167070502034515453609

2.4. Explicit Class Field Theory. The Heegner point construction is a manifestation
of an explicit class field theory for imaginary quadratic fields. Normally, this is stated
in terms of the elliptic modular function j . The field

K? :=
⋃

α∈Q,τ∈K∩H

K(e2πiα, j (τ ))
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obtained by adjoining to the imaginary quadratic field K all the roots of unity, as well
as the values j (τ ) for τ ∈ K ∩ H , is almost equal to the maximal abelian extension
Kab of K . More precisely, Kab/K? is an extension whose Galois group, although
infinite, has exponent two. (See [Se].)

Given a negative (not necessarily fundamental) discriminant D, let τ1, . . . , τh be
representatives for HD (with N = 1) modulo the action of SL2(Z). Then the so-called
modular polynomial

ZD(z) :=
h∏

i=1

(z − j (τi)) (11)

has rational coefficients and its splitting field is the ring class field attached to the
discriminant D. One might also fix an elliptic curve E and consider the function
jE(τ) of τ ∈ �0(N)\HD defined as the x-coordinate of the point �∞

E (τ), where the
x coordinate refers, say, to a minimal Weierstrass equation for E. Let ZE

D denote the
polynomial defined as in (11) with j replaced by jE .

For example, consider the discriminants D = −83, −47, and −71 of class num-
ber 3, 5 and 7 respectively. The polynomials ZD attached to the first two of these
discriminants are given by:

x3 + 2691907584000x2 − 41490055168000000x + 549755813888000000000

x5 + 2257834125x4 − 9987963828125x3 + 5115161850595703125x2

− 14982472850828613281250x + 16042929600623870849609375.

(The degree seven polynomial Z−71 has been omitted to save space, its coefficients
being integers of roughly 30 digits.) The following table gives the values of the
polynomials ZE

D(z) for a few elliptic curves (labelled according to the widely used
conventions of the tables of Cremona [Cr2]) whose conductor is a prime that splits in
Q(

√
D), for these three discriminants.

E ZE−83(x) ZE−47(x)

37A x3 + 5x2 + 10x + 4 x5 − x4 + x3 + x2 − 2x + 1
61A x3 − 2x2 + 2x + 1 x5 − x3 + 2x2 − 2x + 1
79A x5 + 4x4 + 3x3 − 3x2 − x + 1

E ZE−71(x)

37A x7 − 2x6 + 9x5 − 10x4 − x3 + 8x2 − 5x + 1
43A x7 + 2x6 + 2x5 + x3 + 3x2 + x + 1
79A x7 + 4x6 + 5x5 + x4 − 3x3 − 2x2 + 1

This data illustrates the well-known fact that in computing class fields one is often
better off working with modular functions other than j (such as modular units for
instance). The above data suggests (at least anecdotally) that the functions jE can
be excellent choices in certain cases. For a systematic discussion of the heights of
Heegner points and of the polynomials ZE

D(x) as D varies, see [RV].
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2.5. Relation with L-series. The following result of Gross and Zagier [GZ] provides
a connection between Heegner points and the L-series of E over K .

Theorem 2.5. The height ofPK is equal to an explicit non-zero multiple ofL′(E/K, 1).

In particular, the point PK is of infinite order if and only if L′(E/K, 1) �= 0. This
result can be exploited in two ways.

Firstly, since Heegner points are so readily computable, specific instances where
the point PK is of finite order yield non-trivial examples where L′(E/K, 1) = 0.
The vanishing of the leading term in an L-series is notoriously difficult to prove
numerically. The Gross–Zagier theorem makes it possible to produce elliptic curves
for which, provably, L(E, 1) = L′(E, 1) = 0. Considerations involving the sign
in the functional equation for L(E, s) may even force this function to vanish to odd
order, and therefore to order at least 3, at s = 1. (The smallest elliptic curve of prime
conductor with this property has conductor 5077.) The existence of elliptic curves
and modular forms whose L-series has a triple zero at s = 1 was exploited to great
effect by Goldfeld [Go] in his effective solution of the analytic class number problem
of Gauss.

Secondly, and more germane to the theme of this survey, the Gross–Zagier theorem
gives a criterion for the “Heegner point method” to produce a point of infinite order
on E(K) or on E(Q). This provides a neat characterization of the elliptic curves for
which Heegner points lead to an efficient solution of problem P(E, h).

When ords=1(L(E, s)) ≥ 2, constructing the Mordell–Weil group E(Q) is more
elusive. It is an apparent paradox of the subject that we are the least well-equipped to
produce global points on elliptic curves in precisely those cases when these points are
expected to be more plentiful! (On the other hand, this reflects a common occurrence
in mathematics, where an object that is uniquely defined is easier to produce explicitly.)

2.6. The Birch and Swinnerton-Dyer conjecture. The Birch and Swinnerton-Dyer
conjecture relates the behaviour of L(E, s) at s = 1 to arithmetic invariants of E

over Q, such as its rank. To facilitate the subsequent exposition, we state it in a form
that involves an integer parameter r ≥ 0.

Conjecture 2.6 (BSDr ). If ords=1 L(E, s) = r , then the rank of E(Q) is equal to r ,
and the Shafarevich–Tate group LLI(E/Q) of E is finite.

The Birch and Swinnerton-Dyer conjecture predicts that E(Q) should be infinite
precisely when L(E, 1) = 0. (The latter condition can be easily ascertained com-
putationally in examples, because L(E, 1) is known a priori to belong to a specific
sublattice of R.)

Remark 2.7. The Birch and Swinnerton-Dyer conjecture (suitably generalised) is
consistent with the presence of a systematic supply of algebraic points defined over
certain ring class fields of imaginary quadratic fields. To elucidate this remark, we
begin by noting that the Birch and Swinnerton-Dyer conjecture generalises to elliptic
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curves over number fields, where it predicts that the rank of E(F) is equal to the order
of vanishing of L(E/F, s) at s = 1. This L-series (and its twists L(E/F, χ, s) by
abelian characters of Gal(F̄/F )) admits a functional equation relating L(E/F, χ, s)

to L(E/F, χ̄, 2 − s). Suppose that E is defined over Q, that F = K is a quadratic
extension of Q, and that χ : Gal(H/K) −→ C× factors through the Galois group of
a ring class field H of K . Then the definition of L(E/K, χ, s) as an Euler product
shows that

L(E/K, χ, s) = L(E/K, χ̄, s).

The sign that appears in the functional equation of the L-series L(E/K, χ, s), denoted
by sign(E/K, χ) ∈ {−1, 1}, therefore determines the parity of its order of vanishing
ords=1(L(E/K, χ, s)).

When (E, K) satisfies the Heegner hypothesis of equation (8), it can be shown
that sign(E, K) = −1 so that L(E/K, 1) = 0. Moreover, the same is true of
sign(E/K, χ) when χ is any ring class character of conductor prime to NE , so that
L(E/K, χ, 1) = 0 for such ring class characters. In particular, if H is a ring class
field of K of discriminant prime to NE , we find

ords=1 L(E/H, s) = ords=1

( ∏
χ∈ ̂Gal(H/K)

L(E/K, χ, s)
)

≥ [H : K], (12)

so that the Birch and Swinnerton-Dyer conjecture predicts the inequality:

rank(E(H))
?≥ [H : K]. (13)

The Gross–Zagier formula (Theorem 2.5), suitably generalised to the L-series
L(E/K, χ, s) with character, as in the work of Zhang discussed in Section 3.4, makes
it possible to bound the rank of E(H) from below by establishing the non-triviality
of certain Heegner points, and yields

Corollary 2.8. If the inequality in (12) is an equality, then the inequality (13) holds.

A short time after the proof of the Gross–Zagier formula, Kolyvagin discovered a
general method for using Heegner points to bound the ranks of Mordell–Weil groups
from above.

Theorem 2.9 (Kolyvagin). If PK is of infinite order, then E(K) has rank one and
LLI(E/K) is finite.

Crucial to Kolyvagin’s proof is the fact that the Heegner point PK does not come
alone, but is part of an infinite collection of algebraic points

{�∞
E (τ)}τ∈HD

as D ranges over all discriminants of orders in K . These points are defined over
abelian extensions of K and obey precise compatibility relations under the norm
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maps. They are used to construct a supply of cohomology classes that can be used,
under the non-triviality assumption on PK , to bound E(K) and LLI(E/K), showing
that the former has rank one and the latter is finite. See [Ko] (or the expositions given
in [Gr3] or Chapter X of [Da2]) for the details of the argument.

In relation with Corollary 2.8 we note the following consequence of Theorem 2.9
(suitably adapted to the problem of bounding Mordell–Weil groups over ring class
fields in terms of Heegner points, as in [BD1] for example)

Corollary 2.10. If the inequality in (12) is an equality, then the inequality predicted
in (13) is an equality.

Theorem 2.9 completes Theorem 2.5 by relating the system of Heegner points
attached to E/K to the arithmetic of E over K . When combined with Theorem 2.5, it
yields the following striking evidence for the Birch and Swinnerton-Dyer conjecture.

Theorem 2.11. Conjectures BSD0 and BSD1 are true for all elliptic curves over Q.

Sketch of proof. If ords=1 L(E, s) ≤ 1, one can choose an auxiliary quadratic imag-
inary field K in which all the primes dividing N are split, and for which

ords=1 L(E/K, s) = 1.

The existence of such a K is a consequence of non-vanishing results for special values
and derivatives of twisted L-series. (See the book [MM], for example, for an attractive
exposition of these results.) After choosing such a K , Theorem 2.5 implies that PK is
of infinite order, since L′(E/K, 1) �= 0. Theorem 2.9 then implies that PK generates
a finite index subgroup of E(K), and that LLI(E/K) is finite. Explicit complementary
information on the action of Gal(K/Q) on the point PK implies that the rank of E(Q)

is at most one, with equality occurring precisely when L(E, 1) = 0. The finiteness
of LLI(E/K) directly implies the finiteness of LLI(E/Q) since the restriction map
LLI(E/Q) −→ LLI(E/K) has finite kernel. �

Theorem 2.11 is the best evidence at present for Conjecture 2.6. We remark that
almost nothing is known about this conjecture when r > 1.

3. Elliptic curves over totally real fields

Summarising the discussion of the previous chapter, the Heegner point construction
(attached to an elliptic curve over Q, and a quadratic imaginary field K) is appealing
because it provides an elegant and efficient method for calculating global points on
elliptic curves as well as class fields of imaginary quadratic fields. It also leads to a
proof of Conjecture BSDr for r = 0 and 1.

It is therefore worthwhile to investigate whether elliptic curves defined over a
number field F other than Q are equipped with a similar collection of algebraic
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points. The modularity property so crucial in defining Heegner points does have an
analogue for elliptic curves defined over F , which is most conveniently couched in the
language of automorphic representations: an elliptic curve E/F should correspond
to an automorphic representation π of GL2(AF ), the correspondence being expressed
in terms of an equality of associated L-series:

L(E, s) = L(π, s).

(For an explanation of these concepts, see for example [Ge] or [BCdeSGKK].)
When F = Q, the automorphic form attached to E corresponds to a differential on

a modular curve, and leads to the modular parametrisation �∞
E of (4). Unfortunately,

such a geometric formulation of modularity is not always available; therefore the
Heegner point construction does not carry over to other number fields without further
ideas.

The number fields for which Heegner points are best understood are the totally
real fields. Let F be such a field, of degree ν, and fix an ordering v1, . . . , vν on the
real embeddings of F . For x ∈ F , write xj := vj (x) (1 ≤ j ≤ ν). The vj determine
an embedding of F into Rν and an embedding of SL2(OF ) as a discrete subgroup
of SL2(R)ν with finite covolume. Given any ideal N of OF , denote by �0(N ) the
subgroup of SL2(OF ) consisting of matrices which are upper-triangular modulo N .

Assume now for simplicity that F has narrow class number one. (The definitions
to be made below need to be modified in the general case, by adopting adèlic notation
which is better suited to working in greater generality but might also obscure the
analogy with the classical case that we wish to draw.) A Hilbert modular form
of parallel weight 2 and level N is a holomorphic function f (z1, . . . , zν) on Hν

satisfying the transformation rule analogous to (2), for all matrices
(

a b
c d

) ∈ �0(N ):

f

(
a1z1 + b1

c1z1 + d1
, . . . ,

aνzν + bν

cνzν + dν

)
= (c1z1+d1)

2 . . . (cνzν+dν)
2f (z1, . . . , zν), (14)

together with suitable growth properties around the fixed points of parabolic elements
of �0(N ), which imply in particular that f admits a Fourier expansion “near infinity”

f (z1, . . . , zν) := a(0) +
∑
n>>0

a(n)e(δ−1n · z),

in which the sum is taken over all totally positive n ∈ OF , δ is a totally positive
generator of the different ideal of F , and

e(n · z) := exp(2πi(n1z1 + · · · + nνzν)).

Let N ∈ F be a totally positive generator of the conductor ideal of E over F , and let
aE(n) denote the coefficients in the Hasse–Weil L-series of this elliptic curve. The
following conjecture is a generalisation of the Shimura–Taniyama–Weil conjecture
for totally real fields (of narrow class number one)
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Conjecture 3.1. The generating series analogous to (1)

fE(z1, . . . , zν) :=
∑
n>>0

aE(n)e(δ−1n · z)

is a modular form of parallel weight 2 and level N .

The methods of Wiles have successfully been extended to prove many instances
of Conjecture 3.1, under a number of technical hypotheses. (See [SW] [Fu] for
example.) In the sequel, it will always be assumed that any elliptic curve E/F

satisfies the conclusion of Conjecture 3.1, to avoid having to worry about the precise
technical conditions under which this is known unconditionally. (These conditions are
fluid and ever-changing, and one might hope that they will eventually be completely
dispensed with. This hope is bolstered by the wealth of new ideas – which the reader
can appreciate, for instance, by consulting [BCDT], [SW], or [Ki], to cite just three
in a roster that is too long and rapidly evolving to give anything like a complete list –
emerging from the branch of number theory devoted to generalising and extending
the scope of Wiles’s methods.)

The differential form ωf := f (z1, . . . , zν)dz1 . . . dzν defines a �0(N )-invariant
holomorphic differential on �0(N )\Hν , but these objects do not give rise to a modular
parametrisation. (Indeed, the natural generalisation of modular curves are Hilbert
modular varieties, which are of dimension [F : Q] and probably do not admit any
non-constant maps to E when F �= Q.) To define Heegner points on E(F), it becomes
crucial to consider Shimura curve parametrisations arising from automorphic forms
on certain quaternion algebras.

3.1. Shimura curve parametrisations. Let S be a set of places of odd cardinality,
containing all the archimedean places of F . Associated to S there is a Shimura curve
denoted by XS . This curve has a canonical model over F arising from a connection
between it and the solution to a moduli problem classifying abelian varieties with
“quaternionic endomorphisms”. (Cf. Section 1.1 of [Zh1], for example, where it is
called MK .)

For each place v ∈ S, the curve XS also admits an explicit v-adic analytic de-
scription. Since this description is useful for doing concrete calculations with XS , we
now describe it in some detail, following a presentation that the author learned from
Gross. (Cf. [Gr4].)

Ifv ∈ S is an archimedean (and hence, real) place, denote byHv the Poincaré upper
half-plane. If v is non-archimedean, let Cv denote the completion of the algebraic
closure of Fv , and let Hv := P1(Cv)−P1(Fv) denote the v-adic upper half-plane. It is
equipped with a natural structure as a v-adic analytic space which plays the role of the
complex structure on H in the non-archimedean case. (See for instance Chapter IV
of [Da2] for a description of this structure.)

Let B denote the quaternion algebra over F which is ramified precisely at the
places of S − {v}. (Since this set of places has even cardinality, such a quaternion
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algebra exists; it is unique up to isomorphism.) Identifying v with the corresponding
embedding F −→Fv of F into its completion at v, there is an Fv-algebra isomorphism

ιv : B ⊗v Fv −→ M2(Fv).

Let R denote a maximal OF -order of B if v is archimedean, and a maximal OF [1/v]-
order of B if v is non-archimedean, and write R×

1 for the group of elements of R

of reduced norm 1. Then �v := ιv(R
×
1 ) is a discrete and finite covolume (and co-

compact, if (F, S) �= (Q, ∞)) subgroup of SL2(Fv). The quotient �\Hv is naturally
equipped with the structure of a complex curve (if v is real) or of a rigid analytic curve
over Cv (if v is non-archimedean).

Theorem 3.2. The quotient �\Hv is analytically isomorphic to XS(Cv).

The complex uniformisation of XS(C) at the real places of F follows directly
from the description of XS in terms of the solution to a moduli problem. The non-
archimedean uniformisation follows from the theory of Cerednik and Drinfeld. For
more details on Drinfeld’s proof of Theorem 3.2 for v non-archimedean see [BC].

If N + is any ideal (or totally positive element) of F prime to the places of S,
one can also define a Shimura curve XS(N +) by adding “auxiliary level structure”
of level N +.

Denote by JS and JS(N +) the jacobian varieties of XS and XS(N +) respectively.
The relevance of these jacobians is that they are expected to parametrise certain elliptic
curves over F in the same way that jacobians of modular curves uniformise elliptic
curves over Q.

More precisely, a (modular, in the sense of Conjecture 3.1) elliptic curve E over F

is said to be arithmetically uniformisable if there exists a Shimura curve XS(M) and
a non-constant map of abelian varieties over F , generalising (4)

�S,E : JS(M) −→ E. (15)

Conjecture 3.1 leads one to expect that many (but not all, in general!) elliptic curves
over F are arithmetically uniformisable. More precisely,

Theorem 3.3. A modular elliptic curve E over F is arithmetically uniformisable if
and only if at least one of the following conditions holds.

1. The degree of F over Q is odd;

2. There is a place v of F for which ordv(N ) is odd.

When condition 1 is satisfied, a Shimura curve uniformising E can be taken to
be of the form XS(NE), where S = S∞ is the set of archimedean places of F . If
condition 1 is not satisfied, but 2 is, one can consider a Shimura curve associated to
S = {v} ∪ S∞ with a suitable choice of level structure. See [Zh1] for more details on
Shimura curves and their associated modular parametrisations.
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3.2. Heegner points. From now on we assume that E/F is semistable, and that
there is a factorisation N = N +N − of the conductor into a product of ideals with
the property that the set of places of F

S := {v divides ∞ or N −}
has odd cardinality. (Placing oneself in this special situation facilitates the exposition,
and does not obscure any of the essential features we wish to discuss.) This assumption
implies that E is arithmetically uniformisable and occurs as a quotient of the Jacobian
JS(N +) of the Shimura curve XS(N +) of the previous section. Let

�N +
S,E : Div0(XS(N +)) −→ E (16)

denote the Shimura curve parametrisation attached to this data.
Just like classical modular curves, the curve XS(N +) is also equipped with a

collection of CM points attached to certain CM extensions of F . More precisely,
let K be a quadratic extension of F satisfying:

1. For all places v ∈ S, the Fv-algebra K ⊗v Fv is a field.

2. For all places v|N +, the Fv-algebra K ⊗v Fv is isomorphic to Fv ⊕ Fv .

Note that condition 1 implies in particular that K is a CM extension of F , since S

contains all the archimedean places of F .
Fix an OF -order O of K , and let H denote the associated ring class field of K .

There is a canonical collection CM(O) ⊂ XS(N +)(H) associated, in essence, to
solutions to the moduli problem related to XS(N +) which have “extra endomorphisms
by O.” This fact allows an extension of the theory of Heegner points to the context
of totally real fields.

3.3. The efficient calculation of global points. Assume for notational simplicity
that N + = 1. From a computational perspective, it would be useful to have efficient
numerical recipes for computing the points of CM(O) and their images in E(H)

under the parametrisation �S,E of (16). Difficulties arise in calculating Heegner
points arising from Shimura curve parametrisations, largely because the absence of
Fourier expansions for modular forms on �\Hv prevents one from writing down an
explicit analytic formula for �S,E analogous to (6).

The article [El1] proposes to work with Shimura curves by computing algebraic
equations for them. This approach can be carried out when the group � arising in
an archimedean uniformisation of XS(C) following Theorem 3.2 is contained with
small index in a Hecke triangle group. Adapting the ideas of [KM] to the context
of Shimura curves might also yield a more systematic approach to these types of
questions. Nonetheless, it appears that an approach relying on an explicit global
equation for the Shimura curve may become cumbersome, since such an algebraic
equation is expected to be quite complicated for even modest values of F and S.
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Alternately, one may try to exploit the non-archimedean uniformisations ofXS(Cv)

given by Theorem 3.2. Given a non-archimedean place v ∈ S, let B and R be the
quaternion algebra and Eichler order associated to S and v as in the statement of this
theorem. An F -algebra embedding

� : K −→ B

is said to be optimal relative to O if �(K) ∩ R = �(O). It can be shown that
the number of distinct optimal embeddings of K into B, up to conjugation by the
normaliser of R× in B×, is equal to the class number of O. Let h denote this class
number and let �1, . . . , �h be representatives for the distinct conjugacy classes of
optimal embeddings of O into R. Let τj and τ̄j denote the fixed points for �j(K

×)

acting on Hv . Then the points in CM(O) are identified with the points τj , τ̄j under
the identification of Theorem 3.2.

In his thesis [Gre], Matthew Greenberg exploits this explicit v-adic description of
the points in CM(O) and computes their images in E(Cv) analytically. The absence
of cusps on XS and of the attendant Fourier expansion of modular forms is remedied
in part by an alternate combinatorial structure on XS(Cv) which allows explicit v-adic
analytic calculations with cusp forms on XS . This combinatorial structure arises from
the reduction map

r : Hv −→ T

on Hv , where T is the Bruhat–Tits tree of PGL2(Fv), a homogeneous tree with
valency |v| + 1. Thanks to this structure, rigid analytic modular forms of weight two
on �\Hv admit a simple description as functions on the edges of the quotient graph
�\T satisfying a suitable harmonicity property. (For a more detailed discussion of
the description of rigid analytic modular forms on �\Hv in terms of an associated
Hecke eigenfunction on the edges of the Bruhat–Tits tree, see Chapters 5 and 6 of
[Da2] for example.)

Greenberg explains how the knowledge of the eigenfunction on �\T associated
to E can be parlayed into an efficient algorithm for computing the Shimura curve
parametrisation �S,E of (16), viewed as a v-adic analytic map

�v
S,E : Div0(�\Hv) −→ E(Cv).

The main ingredient in Greenberg’s approach is the theory of “overconvergent modular
symbols” developed in [PS], adapted to the context of automorphic forms on definite
quaternion algebras.

For example, setting ω = 1+√
5

2 , Greenberg considers the elliptic curve

E : y2 + xy + ωy = x3 + (−ω − 1)x2 + (−30ω − 45)x + (−111ω − 117)

defined over F = Q(
√

5). This curve has conductor N = v = (3−5ω), a prime ideal
above 31. Consider the CM extension K = F(

√−ω − 5) of F . It has class number
two, and its Hilbert class field is equal to H = K(i) (where i = √−1) by genus
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theory. Letting τ ∈ Hv be an element of CM(OK), and τ ′ its translate by the element
of order 2 in the class group of K , Greenberg computes the image of �v

S,E((τ )−(τ ′))
in E(Kv) to a v-adic accuracy of 31−30, obtaining a point that agrees with the global
point

P =
(

578ω − 1

90
, −27178ω + 9701

2700
i − 668ω − 1

180

)

to that degree of accuracy.
The calculations of [Gre] convincingly demonstrate that Heegner points arising

from Shimura curve parametrisations can be computed fairly systematically in sig-
nificant examples using the Cerednik–Drinfeld theory. It would be interesting to
understand whether the archimedean uniformisations described in Theorem 3.2 can
be similarly exploited.

3.4. Relation with L-series. Retaining the notations of the previous section, let P

be any point of CM(O) ⊂ XS(H), and let χ be a character of G = Gal(H/K).
Suppose for simplicity that this character is non-trivial, so that

Dχ :=
∑
σ∈G

χ(σ)P σ belongs to Div0(Xs(H)) ⊗ C.

Let Pχ denote the image of Dχ ,

Pχ := �S,E(Dχ).

The Heegner point Pχ enjoys the following property analogous to the formula of
Gross and Zagier.

Theorem 3.4 (Zhang). The height of Pχ is equal to an explicit non-zero multiple of
L′(E/K, χ, 1).

The proof of Theorem 3.4, which is explained in [Zh1], [Zh2], and [Zh3], proceeds
along general lines that are similar to those of [GZ] needed to handle the case F = Q,
although significant new difficulties have to be overcome in handling Shimura curve
parametrisations. Note that, even when F = Q, Zhang’s theorem asserts something
new since an elliptic curve over Q may possess, along with the usual modular curve
parametrisation, a number of Shimura curve parametrisations.

3.5. The Birch and Swinnerton-Dyer conjecture. Zhang’s formula has applica-
tions to the arithmetic of elliptic curves defined over totally real fields that are analo-
gous to those of the original Gross–Zagier formula.

Theorem 3.5. Suppose that E is arithmetically uniformisable. Then conjectures
BSD0 and BSD1 are true for E.
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Sketch of proof. Since E is arithmetically uniformisable, there is a Shimura curve
XS(M) parametrising E, for an appropriate M|NE . If ords=1 L(E, s) ≤ 1, one can
choose as in the proof of Theorem 2.11 an auxiliary quadratic CM extension K of F

in which all the primes of S are inert, those dividing M are split, and for which

ords=1 L(E/K, s) = 1.

After choosing such a K , the Heegner point PK attached to K and the parametri-
sation (15) is of infinite order by Theorem 3.4. A natural extension of Kolyvagin’s
Theorem 2.9 to the context of totally real fields has been proved by Kolyvagin and
Logachev [KL]. Their result implies that PK generates a subgroup of E(K) of finite
index, and that LLI(E/K) is finite. Theorem 3.5 now follows much as in the proof of
Theorem 2.11. �

The proof of Theorem 3.5 sketched above breaks down for elliptic curves that are
not arithmetically uniformisable in the sense of Theorem 3.3. This is the case for the
elliptic curve

E : y2 + xy + ε2y = x3, ε = 5 + √
29

2
∈ O×

F . (17)

defined over the real quadratic field F = Q(
√

29) and having everywhere good
reduction over F .

Remark 3.6. It should be noted however that the curve E of (17) is isogenous to
a quotient of the modular Jacobian J1(29), this circumstance arising from the fact
that E is a Q-curve, i.e., is isogenous to its Galois conjugate. Hence a variant of
the Heegner point construction exploiting CM points on X1(29) might provide some
information on the arithmetic of E.

In light of this remark, an even more puzzling example is given by the following
elliptic curve discovered by R. Pinch,

y2−xy−ωy = x3+(2+2ω)x2+(162+3ω)x+(71+34ω), ω = 1 + √
509

2
, (18)

which has everywhere good reduction over F = Q(
√

509), and is not isogenous to
its Galois conjugate. The curve given by (18), and any of its quadratic twists over F ,
are elliptic curves for which no variant of the Heegner point construction relying on
CM points is known. For such elliptic curves, the strategy of proof of Theorem 3.5
runs across a fundamental barrier.

In spite of this the following theorem has been proved independently in [Lo1],
[Lo2] and [TZ].

Theorem 3.7 (Longo, Tian-Zhang). Suppose that E is any (modular) elliptic curve
over a totally real field F . Then conjecture BSD0 is true for E.
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Sketch of proof. We indicate the idea of the proof in the simplest case where E has
everywhere good reduction over a real quadratic field F . Let K be any CM extension
of F , and fix a rational prime p. The key fact is that, even though E is not arith-
metically uniformisable, it is still possible to produce a sequence X1, . . . , Xn, . . . of
Shimura curves in such a way that the Galois module given by the pn-torsion E[pn]
of E appears as a Jordan–Hölder constituent of Jn[pn], where Jn denotes the Jaco-
bian of Xn. The Shimura curve Xn is associated to the set Sn := {
n, ∞1, ∞2} of
places of F , for a judiciously chosen (non-archimedean) place 
n of F . The existence
of Xn follows from the theory of congruences between modular forms and the Jacquet–
Langlands correspondence. The Heegner point attached to K and Xn can then be used
to produce, following a variant of Kolyvagin’s original recipe, a global cohomology
class in H 1(K, Jn[pn]), and, from this, a class κn ∈ H 1(K, E[pn]). A key formula,
whose proof exploits the Cerednik–Drinfeld theory of 
n-adic uniformisation of Xn,
relates the restriction of κn in the local cohomology group H 1(K
n, E[pn]) to the
special value of L(E/K, 1). (More precisely, to a suitable algebraic part, taken mod-
ulo pn.) In particular, if this special value is non-zero, then the class κn is non-trivial
for n sufficiently large. (In fact, this is even so locally at 
n.) This local control of the
classes κn is enough to prove (following the lines of Kolyvagin’s original argument)
that the pn-Selmer group of E over K has cardinality bounded independently of n,
and therefore that E(K) and the p-primary component of LLI(E/K) are both finite.
The same finiteness results hold a fortiori with K replaced by F . It is in ensuring
the existence of a suitable auxiliary CM field K for which L(E/K, 1) �= 0 that the
non-vanishing hypothesis on L(E/F, 1) made in the statement of Conjecture BSD0
is used in a crucial way. �

A similar approach to bounding the Selmer group of E relying on congruences
between modular forms was first exploited in [BD3] where it was used to prove part
of the “main conjecture” of Iwasawa Theory attached to an elliptic curve E/Q and
the anticyclotomic Zp-extension of an imaginary quadratic field K .

Theorem 3.7 notwithstanding, the following question retains an alluring aura of
mystery.

Question 3.8. Prove Conjecture BSD1 for elliptic curves over totally real fields that
are not arithmetically uniformisable.

For example, let E0 be an elliptic curve with everywhere good reduction over a
real quadratic field F such as the curve given in equations (17) and (18). Let K be a
quadratic extension of F which is neither totally real nor complex, i.e., an extension
with one complex and two real places. Let E denote the twist of E0 by K . It can
be shown that sign(E, F ) = −1, so that L(E/F, s) vanishes to odd order. Can one
show that E(F) is infinite, if L′(E/F, 1) �= 0? This would follow from a suitable
variant of Theorem 2.5 or 3.4, but it is unclear how such a variant could be proved – or
even formulated precisely! – in the absence of a known Heegner point construction
for E.
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4. Stark–Heegner points

Question 3.8 points out one among many instances where Heegner points are not
sufficient to produce algebraic points on elliptic curves, even when the presence of
such points is predicted by the Birch and Swinnerton-Dyer conjecture.

The notion of Stark–Heegner point is meant to provide a conjectural remedy by
proposing constructions in a number of situations lying ostensibly outside the scope
of the theory of complex multiplication.

4.1. ATR extensions of totally real fields. Let F be a totally real field of narrow
class number 1, as in Section 3. A quadratic extension K of F is said to be almost
totally real (or “ATR” for short) if it has exactly one complex place, so that the
remaining real places split in K/F . The field K can be viewed as a subfield of C via
its unique complex embedding. A point in the complex upper half-plane is called an
ATR point if it generates an ATR extension of F . Let H ′ denote the set of all ATR
points on H , relative to a fixed real place v of F . Note that H ′ is preserved under
the action of the Hecke congruence group �0(N ) ⊂ SL2(OF ), although, because
the action of this group is not discrete, the quotient �0(N )\H ′ inherits no obvious
topology (other than the discrete one). Let fE denote the Hilbert modular form of
level N associated to E in Conjecture 3.1, and write

ωf := fE(z1, . . . , zν)dz1 . . . dzν

for the corresponding �0(N )-invariant differential form on Hν . The article [DL]
describes a kind of natural substitute of the modular parametrisation attached to E,
denoted

�v
E : �0(N )\H ′ −→ E(C). (19)

A precise description of this map is given in Chapter VIII of [Da2] as well as in [DL].
We will not recount the details of this construction here, mentioning only that �v

E

is defined in terms of the periods of ωf . It is in that sense that it can be viewed as
purely analytic, even though �v

E does not extend to a holomorphic or even continuous
map on H (as is apparent from the fact that �0(N ) acts on H with dense orbits).
We note that the definition of �v

E is quite concrete and lends itself well to computer
calculations. In fact, working with the Hilbert modular form attached to E has the
added computational advantage that the fourier expansion of ωf is available as an aid
to computing its periods numerically.

The main conjecture that is spelled out precisely in [DL] is that the points
{�v

E(τ)}τ∈H ′∩K belong to ring class fields of the ATR extension K of F , and that
they enjoy all the properties (Shimura reciprocity law, norm compatibility relations)
of classical Heegner points. This conjecture is also tested numerically and used to
produce global points on the elliptic curve of equation (17) in terms of periods of the
associated Hilbert modular form over Q(

√
29). A proof of the conjectures of [DL] (an

admittedly tall order, at present) would presumably lead to a solution to Question 3.8
proceeding along much the same lines as the proof of Theorems 2.11 and 3.5.
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4.2. Ring class fields of real quadratic fields. We return now to the setting where E

is an elliptic curve over Q. Little changes in the analysis of Remark 2.7 when the
imaginary quadratic field is replaced by a real quadratic field. Hence, if K is such
a field and sign(E, K) = −1, one expects the presence of a systematic collection of
points defined over various ring class fields of K . This is intriguing, since the theory
of complex multiplication gives no means of producing these points.

Suppose now that the conductor of E is the form N = pM , where p is a prime
that does not divide M , so that E has multiplicative reduction at p. Let K be a real
quadratic field satisfying the following “modified” Heegner hypothesis:

1. All the primes dividing M are split in K;

2. The prime p is inert in K .

These conditions are analogous to the ones that are imposed in the setting of classical
Heegner points, with the prime p now playing the role of ∞. It can be shown that
sign(E, K) = −1, and the same holds for all twists of L(E/K, s) by ring class
characters of conductor prime to N . The analysis carried out in Remark 2.7 therefore
shows that if H is any ring class field of K of discriminant prime to N , one has the
same inequality as in (12):

ords=1(L(E/H, s) ≥ [H : K]. (20)

The article [Da1] describes a conjectural recipe for constructing certain canonical
points in E(H), which is expected to yield a subgroup of finite index in E(H) when-
ever (20) is an equality.

The idea behind the construction of [Da1] is to attach p-adic periods to f in
a way which formally suggests viewing f as a “mock Hilbert modular form” on
�\(Hp × H), where � ⊂ SL2(Z[1/p]) is the subgroup of matrices which are upper
triangular modulo M . The construction of these p-adic periods, which is described
in [Da1], is essentially elementary. The main ingredient that enters in their definition
is the theory of modular symbols associated to f , which states that the period integral

If {r→s} := 1

�+ Re

(∫ s

r

2πif (z) dz

)
, r, s ∈ P1(Q) (21)

takes integer values for a suitable choice of “real period” �+ ∈ R, which is, up to a
non-zero rational multiple, the real period in the Néron lattice of E.

Further pursuing the analogy with the setting of Section 4.1, the counterpart of
the set H ′ of ATR points in H (associated to the real quadratic base field F and a
choice of real embedding) is the collection H ′

p of elements of Hp which generate a
real quadratic extension of Q. In particular, after fixing a p-adic embedding K ⊂ Cp,
the set H ′

p ∩ K is non-empty. Mimicking the formal aspects of the definition of the
map (19) of Section 4.1, with the complex periods attached to a Hilbert modular form
replaced by the (p-adic) periods on Hp × H attached to f , leads to the definition of
a “modular parametrisation” analogous to (19)

�
p
E : �\H ′

p −→ E(Cp). (22)



336 Henri Darmon

Let D be the discriminant of K , and choose a δ ∈ Z[1/p] satisfying

δ2 ≡ D (mod M).

Let F D be the set of primitive binary quadratic forms Ax2 + Bxy + Cy2 with
coefficients in Z[1/p], satisfying

B2 − 4AC = D, M|A, B ≡ δ (mod M).

(A quadratic form is said to be primitive in this context if the ideal of Z[1/p] generated
by (A, B, C) is equal to Z[1/p].) The group � acts naturally on F D by “change
of variables”, and the quotient �\F D is equipped with a natural simply transitive
action of the class group GD of K arising from the Gaussian composition law. (Or
rather, the Picard group of OK [1/p], but these coincide since p is inert in K .) This
action is completely analogous to the action of GD on �0(N0\HD (for D a negative
discriminant) that is described in Section 2.2. Choose an embedding of K into Cp,
and for each quadratic form F = [A, B, C] ∈ F D , let

τ = −B + √
D

2A
∈ Hp (23)

be the corresponding element of Hp satisfying F(τ, 1) = 0. The set HD
p of all τ that

arise in this way is preserved under the action of �, and the natural assignment given
by (23) induces a bijection

�\F D −→ �\HD
p .

Hence the target of this bijection inherits a simply transitive action of GD . Denote
this action by (σ, τ ) �→ τσ , for all σ ∈ GD and τ ∈ HD

p . Conjectures 5.9 and 5.15
of [Da1] predict that

Conjecture 4.1. 1. For all τ ∈ HD
p , the point �

p
E(τ) is defined over H .

2. If χ : GD −→ C× is a complex character, then the expression∑
σ∈GD

χ(σ)�
p
E(τσ ) ∈ E(H) ⊗ C

is non-zero if and only if L′(E/K, χ, 1) �= 0. In particular, the subgroup of E(H)

generated by the Stark–Heegner points �
p
E(τ), as τ ∈ �\HD

p , has rank h = [H : K]
if and only if ords=1 L(E/H, s) = h.

A proof of Conjecture 4.1 would not yield any new information about Conjec-
ture BSDr for r ≤ 1, since this conjecture is already known for elliptic curves over Q.
It would, however, give a proof of some new cases of the Birch and Swinnerton-Dyer
conjecture for Mordell–Weil groups over ring class fields of real quadratic fields, fol-
lowing a simple extension of Kolyvagin’s arguments which is explained in [BD1] and
in Chapter X of [Da2]. See also [BDD] for other ways in which a strengthening of
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Conjecture 4.1 to modular forms with non-rational Fourier coefficients would imply
new cases of Conjecture BSD0, by adapting the ideas that are used in the proof of
Theorem 3.7.

Conjecture 4.1 has been extensively tested numerically in [DG]. A significant
improvement of the algorithms of [DG], based on ideas of Pollack and Stevens which
grew out of their theory of overconvergent modular symbols, as mentioned in Sec-
tion 3.3, is described in [DP1]. These improvements make it possible to find global
points of large height on E rather efficiently. For example, the Stark–Heegner point
on the elliptic curve E of conductor 11 given by the equation

y2 + y = x3 − x2 − 10x − 20

attached to the field K = Q(
√

101) can be computed to an 11-adic accuracy of 11−100

in a few seconds on a standard computer. It can then be “recognized” as the global
point in E(Q(

√
101)) with x-coordinate equal to

x = 1081624136644692539667084685116849

246846541822770321447579971520100
.

Of course, the calculation of Stark–Heegner points also has applications to explicit
class field theory for real quadratic fields analogous to those described in Section 2.4
for imaginary quadratic fields. For example, let E be the unique elliptic curve over Q
of conductor p = 79, defined by the Weierstrass equation

y2 + xy + y = x3 + x2 − 2x.

The prime p is inert in the real quadratic field K = Q(
√

401), which has class number
five. The 5 distinct representatives in H401

79 can be chosen to be

τ = −19 + √
401

2
,

19 − √
401

4
,

−15 + √
401

8
,

17 − √
401

8
,

−17 + √
401

4
.

The x-coordinates of the corresponding Stark–Heegner points �79
E (τ) (computed

modulo 7920) appear to satisfy the polynomial

x5 − 20x4 + 47x3 − 31x2 + x + 3

whose splitting field is indeed the Hilbert class field H of K . In fact this calculation
leads to the discovery of points in E(H). The analogous polynomial, for the real
quadratic field Q(

√
577) of class number seven, is

x7 − 22x6 + 74x5 − 51x4 − 40x3 + 32x2 + 2x − 1.

These examples are chosen at random among the hundreds of calculations that were
performed in [DP1] to test the conjectures of [Da1] numerically. (More such calcula-
tions could be performed by the interested reader using the publicly available software
[DP2] for calculating Stark–Heegner points, written in Magma, which is documented
in [DP1].)
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4.3. Beyond totally real fields?. The assumption that E is defined over a totally real
field F , although it arises naturally in considering automorphic forms and their associ-
ated Shimura varieties, is not a natural one from the point of view of the Diophantine
study of elliptic curves. It would be just as desirable to understand elliptic curves
defined over general number fields, and to have the means of tackling conjectures
BSD0 and BSD1 for such curves.

The simplest case arises when E is an elliptic curve defined over an imaginary
quadratic field, denoted by F (and not K as in Section 2, since now it plays the role of
the “ground field” over which E is defined). Assume for simplicity that F has class
number one, and let N denote the conductor of E.

As in Section 3, the Shimura–Taniyama conjecture predicts that E corresponds to
an automorphic form f on GL2(F ), which gives rise, following the description given
in [Cr1], to a differential form ωf on the hyperbolic upper half space

H (3) := C × R>0.

This three-dimensional real manifold is equipped with a hyperbolic metric and an
action of SL2(C) by isometries, and the differential ωf is invariant under the re-
sulting action of the subgroup �0(N ) ⊂ SL2(OF ) consisting of matrices which are
upper triangular modulo N . Congruence subgroups of SL2(OF ) are examples of
so-called Bianchi groups; for information about their structure and properties and
further references, see [EGM] for example.

The modular form ωf does not give rise to a modular parametrisation of E anal-
ogous to (4). In fact, the symmetric space H (3) is not even endowed with a natural
complex structure (since it has real dimension 3); therefore the quotient �0(N )\H (3)

cannot be viewed as the points of a complex analytic variety, much less an algebraic
one. The absence of a Shimura variety attached to f implies that one has less control
on the arithmetic of this modular form. For certain f , Taylor [Ta] has been able
to construct the Galois representations which the Langlands conjectures attach to f

by exploiting congruences with modular forms on GSp(4) whose associated Galois
representations can be found in the cohomology of the appropriate Shimura varieties.
Unfortunately, global points on elliptic curves or abelian varieties, unlike p-adic Ga-
lois representations (as in the work of Taylor) or Galois cohomology classes attached
to rational points (as in the proof of Theorem 3.7), do not readily lend themselves to
constructions based on congruences between modular forms.

Nonetheless, the differential form ωf comes with an attendant notion of modular
symbol which enjoys the same integrality properties as in the classical case. (For a
discussion of modular symbols attached to forms on GL2(F ), and their computational
applications, see [Cr1], [CW].) Trifkovic [Tr] exploits this modular symbol to trans-
pose to f the definition of the p-adic periods on Hp × H alluded to in Section 4.2.
In this way he associates to ωf a “modular form on �\(Hp × H (3))”, where

1. p is a prime of K dividing N = Mp exactly;
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2. Hp = P1(Cp) − P1(Fp) is the p-adic upper half plane (defined after choosing
an embedding Fp ⊂ Cp);

3. � ⊂ SL2(OF [1/p]) is the subgroup consisting of matrices which are upper
triangular modulo M.

The set H ′
p is simply the set of τ ∈ Hp which generate a quadratic extension of

F ⊂ Fp. Trifkovic uses his p-adic periods to define an explicit, numerically com-
putable map

�
p
E : �\H ′

p −→ E(Cp),

and formulates an analogue of Conjecture 4.1 for this map, predicting that �
p
E(τ) is

defined over a specific ring class field of K = F(τ) for all τ ∈ H ′
p.

Trifkovic has been able to gather extensive numerical evidence for his “Stark–
Heegner conjectures” in this setting. Here is just one example taken among the
many calculations that are reported on in [Tr]. Let E be the elliptic curve over
F = Q(

√−11) given by the Weierstrass equation

y2 + y = x3 +
(

1 − √−11

2

)
x2 − x.

Its conductor is the prime p = 6+√−11 of F of norm 47. Note that E is not isogenous
to its Galois conjugate, since p �= p̄. The quadratic extension K = F(

√
29) has class

number 5. Trifkovic computes the five distinct Stark–Heegner points attached to the
maximal order of K , as elements of E(Q47) (using the isomorphism Kp = Q47) with
an accuracy of 20 significant 47-adic digits. This allows him to “guess” that the x
coordinates of these Stark–Heegner points satisfy the degree 5 polynomial

x5 −
(

80299 + 139763
√−11

149058

)
x4 +

(
−558203 + 71567

√−11

149058

)
x3

+
(

141709 + 45575
√−11

74529

)
x2 +

(
8372 − 7727

√−11

24843

)
x +

(
−473 + 35

√−11

2366

)

whose splitting field can then be checked to be the Hilbert class field of K .
For many more calculations of this type, and a precise statement of the conjecture

on which they rest, the reader is invited to consult [Tr].

4.4. Theoretical evidence. In spite of the convincing numerical evidence that has
been gathered in their support, the conjectures on Stark–Heegner points suffer from
the same paucity of theoretical evidence as in the setting of Stark’s original conjectures
on units. What little evidence there is at present can be grouped roughly under the
following two rubrics:
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4.4.1. Stark–Heegner points and Stark units. Many of the basic theorems and
applications of elliptic curves have counterparts for units of number fields. (For in-
stance, the Mordell–Weil theorem is analogous to Dirichlet’s Unit Theorem; Lenstra’s
factorisation algorithm based on elliptic curves, to the Pollard p − 1 method; to name
just two examples.) The very terminology “Stark–Heegner point” is intended to con-
vey the idea that these points are analogous to Stark units constructed from special
values of L-series.

To make this sentiment precise, one can replace the cusp forms that enter into the
constructions of Section 4.2 by modular units, or rather, their logarithmic derivatives
which are Eisenstein series of weight two. Pursuing this idea, the article [DD] as-
sociates to any modular unit α on �0(N)\H and to τ ∈ H ′

p ∩ K where K is a real
quadratic field in which p is inert, an element u(α, τ) ∈ K×

p , which is predicted to be-
have like an elliptic unit defined over a ring class field of an imaginary quadratic field.
More precisely, if O is the order associated to τ , and H denotes the corresponding
ring class field of K , it is conjectured that u(α, τ) belongs to OH [1/p]× and obeys a
Shimura reciprocity law formulated exactly as in Conjecture 4.1.

Section 3.1 [DD] attaches to α and to τ a ζ -function ζ(α, τ, s) which is essentially
(up to a finite collection of Euler factors depending on α) the partial zeta-function
attached to K and the narrow ideal class corresponding to τ . In particular, this zeta-
function has a meromorphic continuation to C with at worst a simple pole at s = 1.
Sections 4.1-4.3 of [DD] explain how a p-adic zeta function ζp(α, τ, s) can be defined
by p-adically interpolating the special values of ζ(α, τ, k) at certain negative integers.

The main result of [DD], which is contained in Theorems 3.1 and 4.1 of [DD], is
then

Theorem 4.2. For all τ ∈ H ′
p,

ζ(α, τ, 0) = 1

12
ordp(u(α, τ )); (24)

ζ ′
p(α, τ, 0) = − 1

12
logp NormKp/Qp (u(α, τ )). (25)

This theorem is consistent with Gross’s p-adic analogue of the Stark conjectures
[Gr1], [Gr2], which expresses the left hand side of (25) in terms of p-adic logarithms
of the norm to Qp certain global p-units in abelian extensions of K . We note that
the conjecture of [DD] represents a genuine refinement of Gross’s conjecture in the
special case of ring class fields of real quadratic fields, since it gives a formula for the
Gross–Stark units as elements of K×

p , and not just for their norms to Q×
p .

Remark 4.3. A purely archimedean analogue of the setting of Theorem 4.2 is con-
sidered in [CD], leading to the conjectural construction of units in abelian extensions
of an ATR extension K of a totally real field F in terms of periods of weight two
Eisenstein series on the Hilbert modular group attached to F . This construction can
be viewed either as the archimedean analogue of the main construction of [DD], or
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as the analogue of the main construction of [DL] in which cusp forms on the Hilbert
modular group are replaced by Eisenstein series. This construction (in the setting of
abelian extensions of K) goes further than the original Stark conjectures by proposing
a formula for the Stark units as elements of C×, and not just for their lengths which
are expressed in terms of values of L-series at s = 0. In other words, the formulae of
[CD] capture the arguments as well as the absolute values of these Stark units (relative
to a complex embedding of the ring class field H of K extending the unique complex
embedding of K .)

Remark 4.4. The proof of Theorem 4.2 brings to light the role of the Eisenstein series
of weight k and their associated periods (with k a weight which can be taken to vary
p-adically) in relating the invariants u(α, τ) to special values of L-functions. This
suggests that the Stark–Heegner points of Section 4.2 should be related to the periods
of a Hida family interpolating the cuspidal eigenform f in weight two.

4.4.2. The rationality of Stark–Heegner points over genus fields. Returning to
the setting of Section 4.2, let K be a real quadratic field of discriminant D satisfying
the auxiliary hypotheses relative to N that were mentioned in Section 4.2, and let H

be its Hilbert class field. Write GD = Gal(H/K) as before.
To each factorisation D = D1D2 of D as a product of two fundamental discrim-

inants is associated the unramified quadratic extension L = Q(
√

D1,
√

D2) ⊂ H

of K . This field corresponds to a quadratic character

χ : GD −→ ± 1,

called the genus character associated to the factorisation (D1, D2). Let χ1 and χ2
denote the quadratic Dirichlet characters attached to Q(

√
D1) and Q(

√
D2) respec-

tively. Then χ , viewed as a character of the ideals of K , is characterised on ideals
prime to D by the rule

χ(n) = χ1(Norm n) = χ2(Norm n).

The field L is also called the genus field of K attached to (D1, D2). Let E(L)χ

denote the submodule of the Mordell–Weil group E(L) on which GD acts via the
character χ .

Recall the action of GD on �\HD
p arising from its identification with the class

group of K . Define the point

Pχ =
∑

σ∈GD

χ(σ)�
p
E(τσ ) ∈ E(Kp).

Conjecture 4.1 predicts that this local point belongs to E(L)χ (after fixing an embed-
ding L ⊂ Kp), and that it is of infinite order if and only if

L(E/K, χ, s) = L(E, χ1, s)L(E, χ2, s)

has a simple zero at s = 1.
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For each m|N with gcd(m, N/m) = 1, let wm denote the sign of the Fricke
involution at m acting on f . Note that the modified Heegner hypothesis implies that
χ1(−M) = χ2(−M). The main result of [BD5] is

Theorem 4.5. Suppose that E has at least two primes of multiplicative reduction,
and that χ1(−M) = −wM .

1. There is a global point Pχ ∈ E(L)χ and t ∈ Q× such that

Pχ = tPχ in E(Kp) ⊗ Q. (26)

2. The point Pχ is of infinite order if and only if L′(E/K, χ, 1) �= 0.

The proof of Theorem 4.5 relies on the connection between Stark–Heegner points
and Shintani-type periods attached to Hida families alluded to in Remark 4.4, which
grew out of the calculations of [DD]. A second key ingredient is the relation, made
precise in [BD2] and [BD4], between classical Heegner points arising from certain
Shimura curve parametrisations and the derivatives of associated two-variable anti-
cyclotomic p-adic L-functions attached to Hida families. In a nutshell, these two
ingredients are combined to express the Stark–Heegner point Pχ as a classical Heeg-
ner point, following an idea whose origins (as is explained in the introduction of
[BD5]) can be traced back to Kronecker’s “solution of Pell’s equation” in terms of
special values of the Dedekind eta-function.

Remark 4.6. A result of Gross–Kohnen–Zagier [GKZ] suggests that the position of
the Stark–Heegner point Pχ in the Mordell–Weil group E(L)χ is controlled by the
Fourier coefficients of a modular form of weight 3/2 associated to f via the Shimura
lift. See [DT] where results of this type are discussed.
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Galois deformations and arithmetic geometry of Shimura
varieties

Kazuhiro Fujiwara∗

Abstract. Shimura varieties are arithmetic quotients of locally symmetric spaces which are
canonically defined over number fields. In this article, we discuss recent developments on
the reciprocity law realized on cohomology groups of Shimura varieties which relate Galois
representations and automorphic representations.

Focus is put on the control of �-adic families of Galois representations by �-adic families of
automorphic representations. Arithmetic geometrical ideas and methods on Shimura varieties
are used for this purpose. A geometrical realization of the Jacquet–Langlands correspondence
is discussed as an example.
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1. Introduction

For a reductive groupG over Q and a homogeneous spaceX underG(R) (we assume
that the stabilizerK∞ is a maximal compact subgroup modulo center), the associated
modular variety is defined by

MK(G,X) = G(Q)\G(Af )×X/K.
Here Af =∏′

p prime Qp (the restricted product) is the ring of finite adeles of Q, andK
is a compact open subgroup of G(Af ).

MK(G,X) has finitely many connected components, and any connected compo-
nent is an arithmetic quotient of a Riemannian symmetric space. It is very important
to view {MK}K⊂G(Af ) as a projective system as K varies, and hence as a tower of
varieties. The projective limit

M(G,X) = lim←−
K⊂G(Af )

MK(G,X)

admits a rightG(Af )-action, which reveals a hidden symmetry of this tower. At each
finite level, the symmetry gives rise to Hecke correspondences. For two compact open
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subgroupsK ,K ′ ⊂ G(Af ) and g ∈ G(Af ), g defines a correspondence [K ′gK]: the
first projection MK∩g−1K ′g → MK , and the second is the projection MK∩g−1K ′g →
Mg−1K ′g 
 MK ′ .

The Betti cohomology group H ∗B(MK(G,X),Q) admits the action of the Hecke
algebraH(G(Af ),K)Q, the convolution algebra formed by the compactly supported
Q-valued K-biinvariant functions on G(Af ). The characteristic function χKgK of a
double coset KgK acts as correspondence [Kg−1K].

When all connected components of X are hermitian symmetric spaces, we call
MK(G,X) a Shimura variety and denote it by ShK(G,X). The arithmetic theory was
begun by Shimura, and developed in his series of articles (cf. [44], [45], [47], [48]).

Shimura varieties have the following special features1:

• They are quasi-projective algebraic varieties over C (and smooth when K is
small enough).

• They are canonically defined over the number fieldE(G,X) (Shimura’s theory
of canonical models). E(G,X) is called the reflex field. For a field extension
E′ of E, Sh(G,X)E′ denotes this model as defined over E′.

Shimura established the existence of canonical models when they are moduli spaces
of abelian varieties with PEL structure [48], and even in some cases which are not
moduli spaces of motives (exotic models, see [47])2. The functoriality of the canonical
models is Shimura’s answer to Hilbert’s 12th problem (explicit construction of class
fields).

In the case of Shimura varieties, Sh(G,X)E = lim←−K⊂G(Af ) ShK(G,X)E is canoni-

cally defined over E = E(G,X), which yields more symmetries than other modular
varieties. The Galois group GE = Gal(E/E) acts on the tower3, and hence the
symmetry group is enlarged to GE × G(Af ). This symmetry acts on �-adic étale
cohomology groups H ∗ét instead of the Betti cohomology H ∗B . The decomposition
of the cohomology groups as Galois–Hecke bimodules is the non-abelian reciprocity
law for Shimura varieties.

Aside from Shimura varieties, let us mention one more case which plays a very
important role in the p-adic study of automorphic forms. When G is Q-compact
and X is a point, Hida noticed the arithmetic importance of M(G,X) [21], though it
is not a Shimura variety in general. These are called Hida varieties. Hida varieties
are zero-dimensional, but the action of G(Af ) is quite non-trivial.

2. Non-abelian class field theory

We make the reciprocity law more explicit. Let q(G) be the complex dimension
of Sh(G,X). The �-adic intersection cohomology group IH ∗ét(ShK(G,X)E) =

1We assume that (G,X) satisfies Deligne’s axioms [11], [12] for non-connected Shimura varieties.
2The general solution is due to Borovoi and Milne.
3In the following, for a field F , the absolute Galois group Gal(F/F ) of F is denoted by GF .



Galois deformations and arithmetic geometry of Shimura varieties 349

IH ∗ét(Sh(G,X)
min,E

,Q�) of the minimal compactification Sh(G,X)min,E is pure in

each degree, and the most interesting part lies in the middle degree IHq(G)
ét . In gen-

eral, the decomposition of IH ∗ is understood by Arthur packets, by granting Arthur’s
celebrated conjectures on local and global representations of reductive groups4. See
[32] for a conjectural description in the general case.

Let us take a simple (but still deep) example. For a totally real number field F of
degree g, let IF = {ι : F ↪→ R} be the set of all real embeddings (regarded as the set
of infinite places of F ). One chooses a quaternion algebraD central over F which is
split at one ι0 ∈ IF and ramifies at the other infinite places.

GD = ResF/QD× is the Weil restriction of the multiplicative group of D, and
XD = P1

C\P1
R = C\R is the Poincaré double half plane. The resulting Sh(GD,XD) is

a system of algebraic curves, namely the modular curve forD = M2(Q) and Shimura
curves for the other cases, which has a canonical model over F = E(GD,XD).

We fix a field isomorphism Q� 
 C. The decomposition of IH 1
ét as a GF ×

H(G(Af ),K)-module is given by

IH 1
ét(ShK(GD,XD)F ) = ⊕π∈AD

ρπ ⊗ πKf .
HereAD is the set of irreducible cuspidal representationsπ = πf⊗π∞ ofGD(A) such
that the infinite part π∞ is cohomological for the trivial coefficient and the Jacquet–
Langlands correspondent JL(π) on GL2(AF ) is cuspidal5. ρπ : GF → GL2(Q�) is
the �-adic Galois representation attached to π which has the same L-function as π .
The identity

L(s, ρπ) = L(s, π, st)

holds, where L(s, ρπ) is the Artin–Hasse–Weil L-function of ρπ , and L(s, π, st) is
the standard Hecke L-function of π . This identity (or rather identities between their
local factors) is the non-abelian reciprocity law realized on IH 1

ét. The modular curve
case is due to Eichler and Shimura. The Shimura curve case is due to Shimura [47],
Ohta [35] and Carayol [5]. It fits into the general representation theoretical framework
due to Langlands. The Langlands correspondence is a standard form of non-abelian
class field theory which predicts a correspondence between Galois and automorphic
representations.

In the following, we discuss the relationship between �-adic families of Galois
representations and �-adic families of automorphic representations (with applications
to the Langlands correspondence as Wiles did for elliptic curves over Q in his fun-
damental work [57]). We show how arithmetic geometrical ideas and methods on
Shimura varieties are effectively used for this purpose6.

4It is more natural (and sometimes more convenient because of vanishing theorems known in harmonic
analysis) to introduce coefficient sheaves attached to representations of G.

5The finite part πf of π is defined over Q� via identification Q� 
 C.
6Though the viewpoint of motives is extremely important, an emphasis is put on Galois representations in

this article.
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3. Galois deformations and nearly ordinary Hecke algebras for GL2

In this section F denotes a totally real field, and IF is as in §2. Fix an �-adic field Eλ
with integer ring oλ and the maximal ideal λ.

By IF,� we mean the set of all field embeddings F ↪→ Q�. IF,� is canonically
identified with

∐
v|� IFv , where Fv is the local field at v, and IFv is the set of all

continuous embeddings Fv ↪→ Q�. IF,� is identified with IF by the isomorphism
Q� 
 C chosen in §2.

Let	 be a set of finite places which contains all places dividing �. LetG	 denote
Gal(F	/F), where F	 is the maximal Galois extension of F which is unramified
outside 	.

ForG = GL2,F , Hida has produced a very big Hecke algebra in [22] by the method
of cohomological �-adic interpolation7. LetXgl

	 be the maximal pro-� abelian quotient
of G	 and Xloc

� be the pro-� completion of
∏
v|� o×v . A pair ((kι)ι∈IF , w) consisting

of an integer vector (kι)ι∈IF and an integer w is called discrete type if kι ≡ w mod 2

and kι ≥ 2 for all ι ∈ IF . A continuous character χ : Xgl
	 ×Xloc

� → Q
×
� is algebraic

of type ((kι)ι∈IF , w) if the quotient χ/
(
χ−wcycle ·

∏
v|�

∏
ι∈IFv χ

kι−2
ι

)
is of finite order.

Here χcycle is the cyclotomic character, and χι is the �-adic character o×v → Q
×
�

defined via the embedding ι.
Then a nearly ordinary Hecke algebra T	 is a finite local oλ[[Xgl

	×Xloc
� ]]-algebra

having the following properties:

• T	 is generated by the standard Hecke operators at all finite places.

• Take an �-adic integer ringo′
λ′ . For anoλ-algebra homomorphismf : T	 → o′

λ′
such that the induced oλ-homomorphism oλ[[Xgl

	 ×Xloc
� ]] → o′

λ′ defines an
algebraic character of discrete type ((kι)ι∈IF , w), there is a cuspidal GL2(AF )

representation π which is defined by a holomorphic Hilbert cusp form of type
((kι)ι∈IF , w).

• Any cuspidal representations obtained by specializations as above are nearly
ordinary, that is, the action of standard Hecke operators at v|� are �-adic units.

• T	 is the biggest oλ-algebra with the above properties. T	 is the universal ring
which connects all nearly ordinary cuspidal representations.

Assume that for some π appearing from T	 by a specialization, the mod λ-
reduction ρ̄π of ρπ is absolutely irreducible. Then there is a Galois representation
ρT	 : G	 → GL2(T	) which interpolates ρπ ’s for various π �-adically (see [56] for
the ordinary Hecke algebra: the method of pseudo-representation of Wiles). The local
representation ρT	 |GFv for v|� is nearly ordinary, that is, it has an expression

ρT	 |GFv 

(
χ1,v ∗

0 χ2,v

)
7This method was found by Shimura in [46] in the late 1960s.
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for some local characters χi,v : GFv → T ×	 (i = 1, 2) which are made explicit by the

universal character of Xloc
� . Also detρT	 |Xgl

	

is the universal character of X
gl
	 twisted

by χ−1
cycle.

Next we introduce the deformation-theoretical viewpoint due to Mazur. LetR	 be
the universal nearly ordinary deformation ring of ρ̄. We put the nearly ordinary con-
dition at v|� and no restrictions at other v ∈ 	. There is a canonical ring homorphism
R	 → T	 which is surjective (one recovers standard Hecke operators from ρT	 ).

Theorem 3.1. Assume the following conditions:

1. � is odd, and ρ̄|F(ζ�) is absolutely irreducible8.

2. ρ̄|ss
GFv

is either indecomposable, or is a sum of distinct characters for v|�
(GFv -distinguished).

Then the nearly ordinary Hecke algebra T	 is a finite oλ[[Xgl
	×Xloc

� ]]-flat algebra of
complete intersection and is isomorphic to the universal nearly ordinary deformation
ring R	 .

When F = Q, this is a fundamental result of Wiles [57] supplemented by his
collaboration with Taylor [55]9. For general F , this result is due to the author and is
a special case of [18]. For a precise construction of T	 at a finite level, see [18]. The
above version of the theorem follows easily from it.

So Hida’s theory of nearly ordinary Hecke algebras for GL2,F is almost completed
when the residual representation is absolutely irreducible.

We discuss some applications of the theorem. The first application is to the mod-
ularity of Galois representations10. The following theorem, which is a partial contri-
bution to the modularity of elliptic curves over F (the Taniyama–Shimura conjecture)
is an example:

Theorem 3.2. LetE be an elliptic curve overF , and let ρE,� be the associated Galois
representation on the Tate module T�(E). Assume the following conditions:

1. 3 splits completely in F .

2. ρE,3 mod 3 remains absolutely irreducible over F(ζ3).

3. E is semi-stable at all v|3 and ordinary if it admits a good reduction.

Then there is a cuspidal representation πE of infinity type ((2, . . . , 2),−2) such that
ρE,� is isomorphic to ρπE over Q� for any �. In particular L(E, s) = L(s, πE, st)
holds for the Hasse–Weil L-function L(E, s) of E.

8There is an exceptional case when � = 5 and [F(ζ5) : F ] = 2 which is not treated in [18]. This case will be
discussed on another occasion.

9Also with a supplement by Diamond [13] to treat some exceptional local representations.
10One may apply the solvable base change technique to know the modularity, so only a weaker form of

Theorem 3.1 is needed. Usually [F : Q] becomes even after a base change, so the Mazur principle in the even
degree case [17] is indispensable for this approach.
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One can use other division points (5-division points, for example) to establish
similar modularity results.

By the solvable base change technique, one can also deduce a quite interesting re-
sult for GL2,Q. See the work of Khare and Wintenberger [30], [28] for such directions.
In particular Khare proves Serre’s conjecture for mod � level 1 forms of Q.

The second application is in Iwasawa theory, especially the Selmer group for
the symmetric square of GL2-representations [23]. Here we need the full form of
Theorem 3.1. This theorem is also effective in solving classical problems. See [24]
for such an example (Eichler’s integral basis problem).

To establish Theorem 3.1, what we shall do is something like proving Weber’s
theorem (all abelian extensions of Q are cyclotomic). In our case we already have
some tower of Galois extensions which is explicitly described by automorphic forms
via the reciprocity law, and we would like to know that it exhausts all extensions
which satisfy reasonable conditions.

Let us list the main ingredients in the proof of Theorem 3.1, which are now
standard. It consists of 4 steps:

• 1st step. Level and weight optimization. Define some minimal Hecke algebra
Tmin. It is necessary to find a minimal 	 with more restrictive minimality
conditions.

• 2nd step. Compatibility of local and global Langlands correspondences. De-
fine the Galois representation ρTmin : GF → GL2(Tmin), and determine the
local behaviour of ρTmin , namely local restrictions ρTmin |GFv .

• 3rd step. R = T in the minimal case. Define the minimal deformation ring
Rmin and show that Rmin 
 Tmin.

• 4th step. Reduction to the minimal case. Show R	 
 T	 by reducing it to the
minimal case (raising the level).

The basic strategy for the third and fourth steps exists for general modular varieties
M(G,X), and will be discussed in the next two sections.

The first step applied to GL2,Q is Serre’s ε-conjecture on the optimization of level
and weights for modular GL2(F�)-representations. This is proved in a series of works.
See [40] for the related references. For general GL2,F , outside �, the optimization
of the level is completely understood; see [26], [27], [17] for the ramified case and
the Mazur principle, [36] for the Ribet type theorem [39]. These results are enough
to prove Theorem 3.1 in the nearly ordinary case. However, optimization of level
and weight at v|� is still insufficient for further progress11. The solvable base change
technique in [50] is useful for modularity questions.

For the second step, one first constructs ρT	 by an �-adic interpolation from var-
ious ρπ ’s which appear from Shimura curves by Wiles’ method of pseudo-represen-
tations [56].

11A very naive version of Serre’s ε-conjecture is false for F �= Q for trivial reasons (one can not attain a
conductor which is prime to � in general). Diamond has formulated a refined conjecture and is making progress.
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For GL2,F , ρπ |GFv for v � � depends only on the v-component πv of π = ⊗wπw
and is obtained by the local Langlands correspondence for GL2,Fv [5], [52]. For
v|�, the Weil–Deligne representation attached to the potentially stable representation
ρπ |GFv is compatible with πv when ρπ comes from Shimura curves [41], [42]. How-
ever, this information is too weak to determine ρπ |GFv . For example, information on
the Hodge filtration is lacking. Breuil has formulated a p-adic version of the local
Langlands correspondence [2].

For general Shimura varieties, this requires a detailed study of bad reductions.
For n-dimensional representations as defined by Clozel [9], compatibility outside �
is established. (See [20] for the semi-simplification case, and see Taylor and Yoshida
[54] for the general case).

For v|�, p-adic Hodge theory is the basic tool at present, especially for general
Shimura varieties.

Remark 3.3. 1. One may allow finite flat deformations at v|� when Fv is absolutely
unramified [18]. Kisin has developed a local theory for finite flat deformation which
allows ramification when the residue field at v is F�, with an application to modularity
theorems [31].

2. In the case of Q, Ramakrishna and Khare [29] have found an interesting
method without any reduction to the minimal case via use of special deformations,
that is, by adding Steinberg type conditions at several auxiliary primes12. Moreover,
Ramakrishna has studied various Galois deformations over Q, which may not be
modular a priori, .

When ρ̄ is absolutely reducible, T	 is used to prove Iwasawa’s main conjecture
for class characters of totally real fields. Skinner and Wiles [49], [51] have obtained a
modularity result even in the absolutely reducible case, by showing partial results on
the relationship between the versal hull ofR	 andT	 using many ideas and techniques
including Taylor–Wiles systems.

4. Taylor–Wiles systems: the formalism

In [55], Taylor and Wiles have invented a marvelous argument to show a nice ring
theoretical property of Tmin: Tmin is a complete intersection in the case of modular
curves. This property may seem technical at first glance, but has the very deep
implication that Rmin is Tmin in the case they considered. The original argument
by Taylor and Wiles has been improved by now; Faltings suggested the direct use
of deformation rings rather than Hecke algebras, and the further refinement we now
describe is due to Diamond [14] and myself.

For a number field F , let |F |f be the set of finite places of F . qv denotes the
cardinality of the residue field k(v) for v ∈ |F |f .

12A freeness assertion is necessary for this approach. Using this assertion, one can compute congruence
modules to come back to unrestricted deformations. Technical assumptions are made on ρ̄ in [29].



354 Kazuhiro Fujiwara

Let kλ be the residue field of oλ.

Definition 4.1. Let H be a torus over F of relative dimension d, and let X be a
set of finite subsets of |F |f that contains ∅. Let R be a complete noetherian local
oλ-algebra with the residue field kλ, and M an R-module which is finitely generated
as an oλ-module. A Taylor–Wiles system {RQ,MQ}Q∈X for (R,M) consists of the
following data:

• For Q ∈ X and v ∈ Q, H is split at v, and qv ≡ 1 mod �. We denote
the �-Sylow subgroup of H(k(v)) by �v , and �Q is defined as

∏
v∈Q�v for

Q ∈ X.

• ForQ ∈ X,RQ is a complete noetherian local oλ[�Q]-algebra with the residue
field kλ, and MQ is an RQ-module. For Q = ∅, (R∅,M∅) = (R,M).

• There is a surjection of local oλ-algebras

RQ/IQRQ→ R

for each non-empty Q ∈ X 13. Here IQ ⊂ oλ[�Q] denotes the augmentation
ideal of oλ[�Q].

• The homomorphism RQ/IQRQ → EndoλMQ/IQMQ factors through R, and
MQ/IQMQ is isomorphic to M as an R-module.

• MQ is free and of rank α as an oλ[�Q]-module for a fixed α ≥ 1.

In [55], the condition that RQ is Gorenstein and MQ is a free RQ-module is
required.

Taylor–Wiles systems are commutative ring theoretic versions of Kolyvagin’s
Euler systems. The following theorem is the most important consequence of the
existence of Taylor–Wiles systems.

Theorem 4.2 (Complete intersection and freeness criterion). For a Taylor–Wiles sys-
tem {RQ, MQ}Q∈X for (R,M) and a torus H of dimension d, assume the following
conditions:

1. For any m ∈ N

v ∈ Q⇒ qv ≡ 1 mod �m

holds for infinitely many Q ∈ X.

2. The cardinality r of Q is independent of Q ∈ X for non-empty Q.

3. RQ is generated by at most dr elements as a complete local oλ-algebra for
non-empty Q ∈ X.

13For deformation rings, RQ/IQRQ 
 R usually holds. The condition here is relaxed so that it applies to
Hecke algebras directly.
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Then one has:

• (complete intersection property) R is oλ-flat and of relative complete intersec-
tion of dimension zero;

• ( freeness) M is a free R-module.

In particular, M is a faithful R-module. If we denote the image of R in EndoλM
by T , we have R 
 T as a consequence of Theorem 4.2. So the complete inter-
section and the freeness criterion is also regarded as an isomorphism criterion. The
Auslander–Buchsbaum formula for regular local rings plays a very important role in
the proof of the theorem.

The reason why we have the complete intersection property is the following.
When Q and N vary, a well chosen limit of RQ/mNRQ tends to be a power series

ring over oλ in dr variables14. This is implied by condition (3) of 4.2. Usually
R = RQ/IQRQ holds, thus R is defined by d · �Q = dr equations in RQ, and hence
it is a complete intersection in the limit.

If the complete intersection property and freeness both hold, then this pair of
properties is inherited by descendants of (R,M). This is formulated in the following
way.

Definition 4.3. 1. An admissible quintet is a quintet (R, T , π,M, 〈 , 〉), where R is a
complete local oλ-algebra, T is a finite flat oλ-algebra, π : R→ T is a surjective oλ-
algebra homomorphism,M is a faithful finitely generated T -module which is oλ-free,
and 〈 , 〉 : M ⊗oλ M → oλ is a perfect pairing which induces M 
 Homoλ(M, oλ)

as a T -module.
2. An admissible quintet (R, T , π,M, 〈 , 〉) is distinguished if R is a complete

intersection and M is R-free (and hence π is an isomorphism).
3. By an admissible morphism from (R′, T ′, π ′,M ′, 〈 , 〉′) to (R, T , π,M, 〈 , 〉)

we mean a triple (α, β, ξ). Here α : R′ → R, β : T ′ → T are surjective oλ-algebra
homomorphisms making the following diagram

R′ α−−−−→ R

π ′
⏐⏐	 π

⏐⏐	
T ′ β−−−−→ T

commutative, and ξ : M ↪→ M ′ is an injective T ′-homomorphism onto an oλ-direct
summand. (Note that we do not assume the restriction of 〈 , 〉′ to ξ(M) is 〈 , 〉.)

A Taylor–Wiles system gives rise to a distinguished admissible quintet for a suit-
ably chosen pairing on M under the conditions of Theorem 4.2.

14In applications, RQ is a deformation ring. This implies that the deformation functor which defines RQ
behaves as if it were unobstructed for a well-chosen limit of Q.
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Assume that (α, β, ξ) is an admissible morphism from (R′, T ′, π ′,M ′, 〈 , 〉′) to
(R, T , π,M, 〈 , 〉). There is an abstract criterion for (R′, T ′, π ′,M ′, 〈 , 〉′) to be a
distinguished quintet if (R, T , π,M, 〈 , 〉) is distinguished.

By duality we have

ξ̂ : M ′ 
 Homoλ(M
′, oλ)→ Homoλ(M, oλ) 
 M

such that
〈 ξ(x), y 〉′ = 〈 x, ξ̂(y) 〉 for all x ∈ M, y ∈ M ′.

We fix an oλ-algebra homomorphism fT : T → oλ. We define fR (resp. f ′
R′) as

fT � π (resp. f � β � π ′).
Theorem 4.4 (abstract level raising formalism). For an admissible morphism between
admissible quintets (R′, T ′, π ′,M ′, 〈 , 〉′) → (R, T , π,M, 〈 , 〉), we assume the
following conditions:

1. (R, T , π,M, 〈 , 〉) is distinguished.

2. T and T ′ are reduced, M ′ ⊗oλ Eλ is T ′ ⊗oλ Eλ-free, and its rank is the same
as the rank of M over T .

3. ξ̂ � ξ(M) = � ·M holds for some non-zero divisor � in T .

4. An inequality

lengthoλ ker fR′/(ker fR′)
2

≤ lengthoλ ker fR/(ker fR)
2 + lengthoλoλ/ fT (�)oλ

holds.

Then (R′, T ′, π ′,M ′, 〈 , 〉′) is also distinguished, that is, R′ 
 T ′, R is a complete
intersection, and M ′ is T ′-free.

A generalization of Wiles’ isomorphism criterion in [57] by Lenstra is used in the
proof. Though the main two theorems in this section are a consequence of the general
commutative algebra machinery, they are extremely deep. In the next section, we will
see how modular varieties should yield the setup formulated in this section.

Remark 4.5. 1. The idea of an admissible quintet first appeared in the work of Ribet
in [38]. M/ξ̂ � ξ(M) is the congruence module.

2. The oλ-direct summand property in Definition 4.3, (3) is an abstract form of
what is known as “Ihara’s Lemma”.

3. ker fR/(ker fR)2 is regarded as a Selmer group. When R is a complete inter-
section, its oλ-length is computed and equal to lengthoλoλ/ηR . Here ηR is the ideal

generated by the image of 1 under oλ
f̂R−−→ Homoλ(R, oλ) 
 R

fR−−→ oλ as introduced
by Wiles in [57]. Note that the finiteness of the Selmer group is a consequence of the
reducedness of T (Taylor–Wiles systems do not give finiteness directly).
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5. Taylor–Wiles systems: a strategy for the construction

Take a pair (G,X) which defines a modular variety, and take a finite dimensional
representation ν : G→ AutEλ VEλ defined overEλ. For simplicity, we assume thatG
is quasi-split over Q. ν defines aG(Af )-equivariant local system Fν onM(G,X) 15,
which yields a family of local systems F K

ν onMK(G,X) at each levelK . By choosing
an oλ-lattice in VEλ , F K

ν has an oλ-structure F K
ν,oλ

. We limit ourselves to the adelic
action and the Hecke algebra action which respect the integral structure. Let 	 be a
finite set of primes containing �, and for a factorizableK =∏

q Kq , K	 and K	 are

defined by K	 =∏
q∈	 Kq , K	 =∏

q �∈	 Kq .

For simplicity, we only consider Hecke operators outside	 16. H(G(A	f ),K
	)oλ

is the Hecke algebra formed by oλ-valued functions on the adele group without
components in 	. Let us begin with a remark on homological algebras:
R�B(MK(G,X),F

K
ν,oλ

) belongs toD+(H(G(A	f ),K	)oλ), the derived category of

H(G(A	f ),K
	)oλ-complexes bounded from below. This is shown by taking the

canonical flasque resolution of F K
ν,oλ

.
Assume thatKq is maximal and hyperspecial forq �∈ 	. ThenH(G(A	f ),K

	)oλ=
⊗q �∈	H(G(Qq),Kq)oλ is commutative. Let m	 denote a maximal ideal of
H(G(A	f ),K

	)oλ . Throughout this section we make the following assumption:

Assumption 5.1 (Vanishing of cohomology for F�-coefficients). For any (sufficiently
small) K ,

Hi
B(M(G,X)K,F

K
ν,oλ
⊗oλ kλ)m	 = 0

for i �= q(G).
This type of vanishing statement is known over Eλ when the weight of ν is suf-

ficiently regular, but for torsion coefficients it is difficult to prove a vanishing state-
ment17. Moreover, we need to have a vanishing claim which holds uniformly in K .

LetM	 = Hq(G)
B (M(G,X)K,F

K
ν,oλ

)m	 be the localization of the middle dimen-
sional cohomology group at m	18. By Assumption 5.1, it is oλ-free.

T	 is defined as the image of H(G(A	f ),K
	)oλ in M	 . We call it the �-adic

Hecke algebra.
When M(G,X) is a Shimura variety Sh(G,X) with reflex field E, we further

assume, by using the étale cohomology, that a reciprocity law of the following form
for (Sh(G,X), ν) holds:

M	 ⊗oλ Q� 
 ⊕π∈�ρVρ ⊗ (πKf )a(π).
15For the center Z(G) of G, the image of Z(G)(Q) ∩K by ν must be trivial for some K .
16We also need Hecke actions at 	. At �, one should use a semi-subgroupG(Q�)+ ofG(Q�) because the full

action of G(Q�) does not preserve the lattice structure in general.
17In fact, there are non-zero torsion classes in general unless one puts restrictive conditions on m	 .
18Further localizations by elements in H(G(A	),K	) are necessary.
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Here LG is the L-group of G, �ρ is a packet which corresponds to ρ : GE →
LG(Q�) and is cohomological for ν 19. Vρ is a GE-representation defined by a finite
dimensional representation of LG determined by ν. We try to construct a Taylor–Wiles
system for (T	,M	).

As is suggested in the introduction, a modular variety for a given level K does
not admit a symmetry by a group. To have a group action, we must use an open
subgroup of G(Af ) which is smaller than K . Take a Q-parabolic subgroup P of G,
and a quotient torusH of P which is disjoint from the center Z(G), that is, the image
of Z(G) inH is trivial. It is very important to have a torus which is disjoint from the
center: this gives us a geometric direction, which, in the case of Shimura varieties,
cannot be obtained from abelian extensions of the reflex field. This feature is quite
different from Euler systems.

For a prime q, let KP,q = {g ∈ G(Zq), g mod q ∈ P(Fq)} be a parahoric
subgroup at q defined by P , and letKP,H,q = {g ∈ KP,q, g mod q ∈ ker(P (Fq)→
H(Fq)

�)} be a subgroup depending on H . Here H(Fq)� is the maximal subgroup
whose order is prime to �. Then KP,q/KP,H,q is isomorphic to �q , the �-Sylow
subgroup of H(Fq).

For a finite set of finite primes Q which is disjoint from 	, one sets

KP,Q =
∏
q∈Q

KP,q ·KQ,

KP,H,Q =
∏
q∈Q

KP,H,q ·KQ,

and �Q =∏
q∈Q�q . Since H is disjoint from the center, the natural covering

πQ : ShKP,H,Q → ShKP,Q

is an étale Galois covering with Galois group �Q if KQ is small enough to make

group actions free. We view R�B(ShKP,H,QF
KP,H,Q
ν,oλ ) as an object in

D+(H(G(A	∪Qf ),K	∪Q)oλ).

Then we make the following simple observation (perfect complex argument):

Lemma 5.2. Let π : X → Y be an étale Galois covering between finite dimen-
sional manifolds20 with Galois group G. Let F be a smooth �-sheaf on Y . Then
R�B(X, π

∗F ) is represented by a perfect complex of �[G]-modules, and

R�B(X, π
∗F )⊗L

�[G] �[G]/IG 
 R�B(Y,F )
holds in Db(�[G]). Here IG is the augmentation ideal of �[G], and the map is
induced by the trace map.

19We are ignoring the role of characters of centralizer groups, endoscopy, and so on. See [32] for a precise
conjectural description. Moreover, we only have information on the semi-simplification V ss

ρ .
20These manifolds must satisfy reasonable finiteness conditions on cohomology groups, which are true for the

algebraic varieties or modular varieties that we are interested in.
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By Lemma 5.2, we know that R�B(ShKP,H,Q,F
KP,H,Q
ν,oλ ) is, in Db(oλ[�Q]), a

perfect complex of oλ[�Q]-modules, that is, it is quasi-isomorphic to a bounded
complex of free oλ[�Q]-modules. We assume 5.1 holds and localize at the maximal
ideal mQ of H(G(A	∪Qf ),K	∪Q)oλ below m	 . Then

MQ = Hq(G)
B (ShKP,H,Q,F

KP,H,Q
ν,oλ )mQ

is oλ[�Q]-free since it is the only non-zero cohomology of a perfect oλ[�Q]-complex.

Then MQ ⊗oλ[�Q] oλ[�Q]/I�Q = M0,Q. Here M0,Q = Hq(G)
B (ShKP,Q,F

KP,Q
ν,oλ )mQ .

We define TQ as the image of H(G(A	∪Qf ),K	∪Q)oλ in EndoλMQ. Then the
expectation is that M0,Q is a direct sum of M for a good choice of Q, and that
(TQ,MQ) forms a Taylor–Wiles system for (T	,M	) as Q varies. Hence, a system
for deformation rings will be obtained for appropriate choices of deformation functors.

To relate M0,Q to the original M	 , we already need information from the Ga-
lois parameter for the Langlands (or Arthur) packets for automorphic forms which
contributes toM0,Q, since we need to remove non-spherical components fromM0,Q.
Some version of the compatibility of local and global parametrizations is needed.

This program for constructing a Taylor–Wiles system, and in particular for com-
bining the perfect complex argument and the vanishing assumption 5.1 to obtain a
system, was made explicit and carried out in two special cases in [18]. One case is
when (G,X) defines a Shimura curve, that is, G = GD as in §3. The Hecke actions
on H 0

B and H 2
B are easily determined for Shimura curves, and Assumption 5.1 is true

if we localize at the maximal ideals of Hecke algebras which correspond to absolutely
irreducible two dimensional representations. In another case, Hida varieties are used
to treat some situations which do not arise from Shimura curves.

In general, the program is very effective when G defines Hida varieties, since
the vanishing assumption is trivially true. To study non-abelian class field theory,
especially the question of modularity, or deformations of absolutely irreducible rep-
resentations, this case is quite useful, since one can apply the Jacquet–Langlands
correspondence for inner forms (assuming that it is already known) to convert the
problem to a compact inner form. For unitary groups, this approach was taken by
Harris and Taylor, showing theR = T theorem for the n-dimensional representations
of CM fields constructed by Clozel [9] under several restrictive assumptions. Arith-
metic geometrical difficulties are all encoded in the compatibility of local and global
Langlands correspondences outside � and in the description of local monodromy at �.

Unfortunately, Hida varieties do not admit any natural Galois action. Since one
needs to have finer information coming from geometry, it is still an important problem
to construct Taylor–Wiles systems for higher dimensional Shimura varieties.

There are several possible solutions. One solution would be to establish Assump-
tion 5.1, that is, a vanishing theorem for F�-coefficients. A partial solution will be
given in the sequel for unitary groups with signature (m, 1) by using a geometrical
realization of the Jacquet–Langlands correspondence. As far as the author knows,
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these unitary Shimura varieties are the only examples where the program is carried
out for the middle dimensional cohomology in arbitrary higher dimensions.

For other approaches in the case of Siegel modular varieties using p-adic Hodge
theory, see [34]. A Taylor–Wiles system for the Hilbert–Siegel case, especially
GSp4,Q, has been studied by Tilouine.

Another possible solution would be to avoid the use of vanishing theorems. We
have enough information about the alternating sum of cohomology groups, so in work-
ing with a suitable K0-group of virtual Galois–Hecke bimodules instead of Galois–
Hecke bimodules, Taylor–Wiles systems might work for virtual representations.

Remark 5.3. The perfect complex argument is simple but very powerful in the coho-
mological study of congruences between automorphic forms. There are several other
uses of the perfect complex argument.

One example would be the construction of nearly ordinary Hecke algebra for GL2,
with an exact control theorem.

In particular for the nearly ordinary Hecke algebra T	 , there is a faithful T	-
module M	 with the following properties:

• M	 is free over � = oλ[[Xgl
	 ×Xloc

� ]].
• Take an algebraic character χ : � → o′

λ′ of discrete type ((kι)ι∈IF , w) such

that χ̃ = χ/(χ−wcycle ·
∏
v|�

∏
ι∈IFv χ

kι−2
ι ) is of order prime to �. M	 ⊗�,χ o′λ′

is a lattice in the space of nearly ordinary forms of type ((kι)ι∈IF , w) with
“nebencharacter” χ̃ . Moreover, when the degree [F : Q] is even21, it is exactly
the image of H 0

B(MK,F
K
((kι)ι∈IF ,w),o

′
λ′
). Here MK is a Hida variety associated

to a definite quaternion algebra, and F K
((kι)ι∈IF ,w),o

′
λ′

is a smooth o′
λ′-sheaf on

MK (cf. [17]) which realizes the reciprocity law for forms of type ((kι)ι∈IF , w)
over Q�.

Another example would be the level optimization for GL2 in a special case, which
gives an interpretation of Carayol’s lemma [7], [17].

6. Geometric Jacquet–Langlands correspondence

We use the strategy in Section 5 for some unitary Shimura varieties where the non-
abelian reciprocity is established by Kottwitz [33], and we construct a Taylor–Wiles
system for the middle dimensional cohomology group. To do this, we establish an
explicit Jacquet–Langlands correspondence which preserves oλ-lattice structures by
arithmetic geometrical means, in particular by analyzing bad reductions of Shimura
varieties. This is called a geometric Jacquet–Langlands correspondence. This first

21One uses Shimura curves when the degree is odd.
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appeared in the level optimization problem mentioned in §3 in the case of modular
curves. This also gives an arithmetic geometrical meaning of Hida varieties.

Let us give a simple example. Let SD,K = Sh(GD,XD)K be a Shimura curve as
in §2. For a finite place v of F , assume that D is split at v, and v � �. Let D̃ be a
quaternion algebra which is definite at all infinite places, non-split at v, but has the
same local invariants as D at the other finite places. D̃ defines a Hida variety M

D̃
,

and we have an isomorphism D×(AvF,f ) 
 D̃×(AvF,f ) outside v.
Assume K = ∏

u Ku is factorizable, and Kv is an Iwahori subgroup of GL2,Fv .
We set K̃v = o×

D̃v
for a maximal order o

D̃v
of Dv , and we view K̃ = K̃v ·∏u�=v Kv

as a subgroup of D̃×(AF,f ).
Then we have the following geometric realization of the Jacquet–Langlands [25],

and of the Shimizu [43] correspondence22:

Proposition 6.1. For � = Eλ, we have a (non-canonical) isomorphism as
H(D×(A�,vF,f ),K�,v)oλ-modules

W0H
1
ét(SD,K,�) 
 H 0(M

D̃,K̃
,�)

modulo Eisenstein modules. W0 is the weight 0 part of the weight filtration, and
the decomposition with respect to the Hecke action gives the Jacquet–Langlands
correspondence.

Here we view the Hida variety M
D̃,K̃

as a variety over k(v), and we regard it as

the set of supersingular points23, that is, the set of points which correspond to formal
ov-modules of height 2. Since the special fiber at v of the arithmetic model of SD,K
has two kinds of components which meet at supersingular points, the claim follows
from the standard calculation of the weight filtration using the dual graph of the special
fiber24. There is also a variant for any finite oλ-algebra�, which preserves oλ-lattice
structures.

So the Jacquet–Langlands correspondence is realized on the weight filtration of
local monodromy action where the Shimura variety admits a bad reduction. This is
our starting point25.

6.1. Arithmetic model of unitary Shimura varieties. As in §2, F denotes a totally
real field and [F : Q] = g. IF is the set of the embeddings ι : F ↪→ R. Take an
imaginary quadratic field E0 over Q, and let E = E0 · F be the composite field. Let
Gal(E/F) = 〈σ 〉.

LetD be a central division algebra overE of dimension n2, and let ∗: D→ D be
a positive involution of the second kind, that is, an involution which induces σ on E.

22There is also a version when D is ramified at v, which plays an essential role in [39], [36].
23This identification is non-canonical.
24The Hecke action on the set of the irreducible components is Eisenstein, and we are ignoring this part.
25It will be desirable to have a motivic correspondence over a global field.
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We require the following condition on ι at infinity: At one infinite place ι0 ∈ IF , ∗ is

equivalent to g �→ J t ḡJ−1 with J =
(

1n−1 0
0 −1

)
, and it is equivalent to the standard

involution g �→t ḡ for the other ι �= ι0.
Let U(D) = {g ∈ Dop×, g · g∗ = 1D} be the unitary group. LetGU(D) = {g ∈

Dop×, g · g∗ = ν(g) · 1D, ν(g) ∈ Gm,F } be the group of unitary similitudes, seen
as a reductive group over F .

Let G′ = ResF/QU(D) be the Weil restriction of the unitary group, and let G be
the inverse image of Gm,Q by ResF/QGU(D)→ ResF/QGm,F .

1→ G′ → G
ν→ Gm,Q→ 1.

We fix an embedding E0 ↪→ C. This defines a CM-type on E, and for each
ι : F ↪→ R, we have identifications

E ⊗F,ι R 
 C, D ⊗F,ι R 
 Mn(C).

It follows that
G′R 
 U(n− 1, 1)× U(n)g−1

by our choice.
Define a group homomorphism

h0 : ResC/RGm,C→ GR

z �→ h0(z) =
((

z·1n−1 0
0 z̄

)
, z1n, . . . , z1n

)
.

The associated symmetric space

X = G∞(R)/K∞
(K∞ is the centralizer of h0(

√−1)) is a complex ball of dimension n− 1.
For a compact open subgroup K ⊂ G(Af ), the corresponding Shimura variety

ShK(G,X) is compact by our assumption on D, and the reflex field E(G,X) is E.
We view ShK(G,X) as a generalization of Shimura curves. The determination of
the reciprocity law is due to Kottwitz [33], and the bad reductions have been studied
especially by Rapoport and Zink [37], Harris, and Taylor [20].

The moduli interpretation of these varieties is given by Shimura. We need arith-
metic models over the integers, so we consider it over oE ⊗Z Zp by fixing a prime p.
The details are found in [20]. To avoid technical problems which arise from obstruc-
tions to the Hasse principle for G, we assume that n is odd in this exposition.

We fix a finite placew of the reflex field E of residual characteristic p. Assume p
splits completely in E0, and let ℘ be the place of E0 below w. P℘ is the set of places
of E which divide ℘.

Since p is split in E0, the unitary group has a simpler form, and we have an
isomorphism

GQp 
 Gm,Qp ×
∏
u∈P℘

ResEu/QpD
op×
u .
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In the following, we only consider compact open subgroups Kp of G(Qp) which are
of the form Z×p ·

∏
u∈P℘ Ku forKu ⊂ Dop×(Eu). We assume moreover thatD is split

at w, and we identify the w-component with Hw = Dop×
w 
 GLn,Ew .

Take a maximal order oD ofD which is stable under ∗. oD⊗Z Zp is identified with∏
u∈P℘ oDu ×

∏
u∈P℘ oDσ(u) . For u ∈ P℘ , let eu denote the projector corresponding

to oDu .
For an ow-schemeU , letA be an abelian scheme overU of relative dimension gn2

with oD-multiplication. We assume that the oD-action on the relative Lie algebra
LieA/U satisfies the following conditions:

1. For u ∈ P℘ different from w, euLieA/U is zero.

2. ewLieA/U is a locally free oU -module of rank n, and the ow-action on
ewLieA/S is the multiplication through ow → �(U,OU).

By condition (1), for the p-divisible group A[p∞], euA[p∞] is an étale ou-divisible
module for u ∈ P℘ different from w. We denote the Tate module by Tu(A).

We take a compact open subgroup K = Kp · Kp ⊂ G(Af ). We assume that
Kw = GLn(ow) and that Kp is sufficiently small. We denote the product Z×p ·∏
u∈P℘,u�=w Ku ·Kp by Kw. Then K = Kw ·Kw by the definition. We view D as a

left Dop-module and denote it by V 26. The integral structure is given by VZ = oD .

Definition 6.2. Let U be an ow-scheme, let A be an abelian scheme over U with
oD-multiplication which satisfies the Lie algebra conditions described above, and let
p̄ be a homogeneous polarization of A. Then (A, p̄) is of type (oD, VZ;K) if the
following rigidification structures are attached:

1. For any point s ∈ U , there is a polarization λ ∈ p̄ of degree prime to p such
that λ induces ∗ on D as its Rosati involution.

2. For any geometric point s̄ of characteristic p, a class k mod Kw of oD-linear
symplectic similitudes

k :
∏

u∈P℘,u�=w
Tu(A)s̄ × T p(A)s̄ 
 VZ ⊗ Ẑp.

Here π1(U, s̄), the étale fundamental group, is mapped to Kw.

By a standard argument, the moduli functor

U �→ ShK(U),

where ShK(U) is the set of the isomorphism classes of polarized abelian schemes
of type (oD, VZ;K) over U , is representable by a projective smooth scheme ShK
over ow, which gives a model for ShK(G,X).

26With a symplectic form which we do not make precise here.
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Let Auniv be the universal abelian scheme over ShK . Then oDw acts on
ewAuniv[p∞], and is isomorphic to Mn(ow). By Morita equivalence, this gives an
ow-divisible module Cw of height n on ShK , so that ewAuniv[p∞] 
 C⊕nw .

For general Kw ⊂ Hw(Ew) 
 GLn(Ew), we have a flat arithmetic model ShK
over ow by using the notion of level structures due to Drinfeld [15].

6.2. Inductive structure. We briefly describe an inductive structure of arithmetic
models in characteristic p. The inductive structure was first studied by Boyer in the
function field case [1]. In our unitary case it is due to Harris and Taylor in [20].

For N ≥ 1, set KN = KN,w · Kw, KN,w = ker(Hw(ow) → Hw(ow/m
N
w)),

XN = ShKN , and S = Spec ow. Let s (resp. η) denote the closed (resp. generic)
point of S.

For 1 ≤ h ≤ n, X[h]N,s is the set of points in the special fiber (XN)s of XN where

the étale (resp. connected) part of Cw has height n−h (resp. height h). X[h]N,s is locally

closed in (XN)s , and the canonical filtration on X[h]N,s

0→ Cconn
w → Cw → Cét

w → 0

has the property that Cét
w is étale locally isomorphic to (Ew/ow)n−h.

We consider the formal completion X[h]N = X̂N |X[h]N,s ofXN alongX[h]N,s . Note that

Hecke correspondences induce correspondences on X[h]N .
LetPh be the standard maximal parabolic subgroup ofHw which fixes the filtration

0 ⊂ ohw ⊂ onw.
Define Y[h]N to be the subspace of X[h]N where the canonical filtration of Cw[mNw ]

is compatible with the filtration 0 ⊂ (m−Nw /ow)
h ⊂ (m−Nw /ow)

n via the universal
Drinfeld level structure (m−Nw /ow)

n→ Cw[mNw ]. Ph(ow/mNw) acts naturally on Y[h]N .
We consider the pro-systems of formal schemes

X[h]∞ = lim←−
N

X[h]N and Y[h]∞ = lim←−
N

Y[h]N .

Note that Hw(ow) (resp. Ph(ow))-action on X[h]∞ (resp. Y[h]∞ ) is extended to Hw(Ew)
(resp. Ph(Ew)).

Then the canonical morphism27

Hw(Ew) ∧Ph(Ew) Y[h]∞ → X[h]∞

is in fact an isomorphism by a method of Boyer ([1], [20]), that is,

X[h]∞ 
 Hw(Ew) ∧Ph(Ew) Y[h]∞ .
27For a group G and a right (resp. left) G-space X (resp. Y ), X ∧G Y denotes the contracted product, i.e., by

viewing Y as a right G-space, X ∧G Y = X × Y/G, where G acts diagonally on X × Y .
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Since the space itself is “parabolically induced from Ph”, then for � = F�, we
have an isomorphism of admissible modules28

lim−→
N

Hi
c (X
[h]
N,s̄ , R

jψ(�)) 
 IndHw(Ew)Ph(Ew)
lim−→
N

Hi
c (Y
[h]
N,s̄ , R

jψ(�)),

where Y [h]N is the underlying scheme of Y[h]N . In particular for h < n, this im-
plies that the Hv(Ew)-representations occurring in proper support cohomologies
lim−→N

Hi
c (X
[h]
N,s̄ , R

jψ(�)) are induced from admissible representations of Ph(Ew).
Admissibility follows from the finiteness of nearby cycle cohomologies.

6.3. Vanishing theorem. We take a supercuspidal representation in the sense of
Vignéras

π̄w : Hw(Ew)→ Aut Vπ̄w .

Here Vπ̄w is an F�-vector space, that is, π̄w is admissible, irreducible and cannot be
obtained by a non-trivial parabolic induction. We assume that π̄Kww is non-zero. π̄w
corresponds to a finite dimensional irreducible representation ofH(Hw(Ew), Kw)F� .

Theorem 6.3 (Vanishing theorem for F�-coefficients). For a finite place w of E of
residual characteristic p, assume that p is split in E0, D is split at w, and p �= �.
For a compact open subgroupK = Kw ·Kw, assume moreover thatKw is contained
in an Iwahori subgroup and Kw is sufficiently small. Then for any oλ-local system
F K
ν,oλ

on ShK corresponding to a finite dimensional representation ν of G, π̄w does
not appear as a subquotient of Hi

B(ShK, F K
ν,oλ
⊗oλ k̄λ) unless i = n− 1.

We give a sketch of the proof. We assume F K
ν,oλ
= oλ, since the general case is

shown similarly. We set� = F�. By the comparison theorem, the Betti cohomology is
canonically isomorphic to the étale cohomology. We reduce the vanishing theorem to:

Lemma 6.4 (Localization principle). For X = ShK , the kernel and the cokernel of
the canonical map

Hi
ét(Xη̄,�) 
 Hi

ét(Xs̄, Rψ(�))→ Hi
ét(X

[n]
s̄ , Rψ(�)|X[n]s̄ )

= H 0
ét(X

[n]
s̄ , R

iψ(�)|
X
[n]
s̄
)

do not admit π̄w as a subquotient, that is, the supercuspidal part of the global coho-
mology is isomorphic to nearby cycle fibers at “supersingular points”.

To show the lemma, we assume thatKw = KN,w for simplicity29. For α ≥ 1, we
denote ShKα byXα . Note that, for β ≥ α ≥ 1, theKα,w-invariantsHi

ét(Xβ,η̄, �)
Kα,w

28By using the regular base change theorem in étale cohomology to compare the algebraic and the formal
situation.

29The general case follows from the perfect complex argument. Even the assumption onKw can be weakened.



366 Kazuhiro Fujiwara

are Hi
ét(Xα,η̄, �) since Kα,w/Kβ,w has order prime to �. The same is true for the

nearby cycle fibers for Xα and Xβ as the group action is free on the generic fiber, so
it suffices to prove that the kernel and the cokernel of the homomorphism

lim−→
α

H i
ét(Xα,η̄, �)→ lim−→

α

H 0
ét(X

[n]
α,s̄ , R

iψ(�)|
X
[n]
α,s̄
)

do not admit π̄w as a subquotient. Note that both sides are admissible Hw(Ew)-
representations. We work modulo the Serre subcategory of admissible representations
generated by non-supercuspidal representations.

Then 6.4 follows from the result in 6.2, since the contribution of the proper support
cohomologies of nearby cycle sheaves from X

[h]
N,s for h < n is parabolically induced

from Ph.
We go back to the proof of 6.3. Since the nearby cycle is perverse,

Riψ(�)x̄ = 0 for i > n− 1,

so we get

Hi
ét(Xη̄,�) = 0 for i > n− 1

by the localization principle, modulo non-supercuspidal representations. By Poincaré
duality onXη̄, we have the vanishing of the cohomologies of degree strictly less than
n−1, since the contragradient of a supercuspidal representation is again supercuspidal.

Remark 6.5. The method of this proof also gives a vanishing theorem for Q�-sheaves.
The result in this case is proved by Harris [19] by using Clozel’s purity lemma and
the base change lift to Dop×.

Note that X[n]s̄ consists of a single isogeny class preserving homogeneous polar-
ization when we assume n is odd for simplicity (see [37], chapter 6). It is classified
by an inner form G− of G which is compact modulo the center at all infinite places.
G−(Qp) is Q×p · D̃op×

w ·∏u∈P℘,u�=w D
op×
u for a division algebra D̃w over Ew of in-

variant 1
n

, and G−(Apf ) 
 G(A
p
f ) holds, that is, G and G− are locally isomorphic

except atw and ι0 as chosen in 6.1. Take a compact open subgroupK− = K−,w ·Kw

ofG−(Af ) withK−,w = oop×
D̃w

for a maximal order o
D̃w

of D̃w . Then the underlying

space of X[n]s̄ is regarded as a Hida variety MK−(G−, X−) where X− is a point. The
key point for this identification is a theorem of Drinfeld that formal ow-modules of
dimension one and height n are unique over an algebraically closed field and that the
endomorphism ring is isomorphic to o

D̃w
. So the canonical homomorphism

Hn−1
ét (Xη̄,�)→ H 0

ét(X
[n]
s̄ , R

n−1ψ(�)|
X
[n]
s̄
)

connects the middle dimensional cohomologies of Shimura and Hida varieties in
characteristic p, though the sheaf Rn−1ψ(�)|

X
[n]
s̄

may seem to be complicated at

first glance. But the sheaf is described, for � = Q�, by Drinfeld’s reciprocity
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law as formulated by Carayol [6] and proved by Harris and Taylor in [20]. This
is the geometric Jacquet–Langlands correspondence. More precisely, the geometric
Jacquet–Langlands isomorphism for G and G−.

6.4. Reciprocity law and Taylor–Wiles systems for unitary Shimura varieties.
For an irreducible automorphic representation π of UD(AF ), Clozel shows the ex-
istence of the base change lift BC(π) to UD(AE) 
 Dop×(AE) [9]. For an auto-
morphic representation π of G, BC(π) = (ψ,�D) is defined as a representation of
A×E ×Dop×(AE) [20].

Hi
B(ShK(G,X), Q�) is decomposed by the irreducible automorphicG(A)-repre-

sentations π = πf ⊗π∞ such that π∞ is cohomological for the trivial coefficient. We
denote by Hi

B(ShK(G,X), Q�)[cusp] the part where �D corresponds to a cuspidal
representation �GLn of GLn(AE) by the Jacquet–Langlands correspondence30.

We use a Galois parameter ρ : GE → (GL1 × GLn)(Q�) attached to ψ and
�GLn ([9], [20]). We denote by Pρ the set of the isomorphism classes of the G(Af )-
representation π ′f such that there is some π as above which has π ′f as the finite part
and Galois parameter ρ.

Then the reciprocity law of Kottwitz, which is strengthened by Clozel, takes the
form

Hn−1
ét (ShK, Q�)[cusp] = ⊕πf ∈PρVπf ⊗ πf ,

where V ss
πf

is described by ρ 31.
Once the reciprocity is established, we are ready to construct a Taylor–Wiles

system along the lines in §5, since we have the desired vanishing theorem in §6.
Assume that ρ̄ : GE → (GL1×GLn)(F�) is obtained from a Galois parameter which
appear in the reciprocity law by mod �-reduction. We assume that D is split at
w � � and that ρ̄|GEw defines an absolutely irreducible representation on the standard
representation of GLn. With these assumptions, the vanishing assumption 5.1 is
satisfied by using Theorem 6.3. We take a finite set Q of finite places of E so that Q
is disjoint from all ramifications, qu ≡ 1 mod �, the Frobenius image ρ̄(Fru) at u is
a regular semi-simple element for all u ∈ Q. The compatibility of local and global
Langlands correspondences plays an important role here.

Then the identification of a deformation ring R of ρ̄ and the Hecke algebra T ,
as well as the freeness of the middle dimensional cohomology group M localized at
the maximal ideal of the Hecke algebra, follows in the minimal case by the standard
machinery in §4 under restrictive assumptions to define an appropriate deformation
problem and to control the tangent space32.

30Many technical conditions are omitted here. For example, at any place u ofE,Du is either split or a division
algebra to be able to apply the global Jacquet–Langlands correspondence to Dop×(AE).

31It is conjectured that Vπf is an irreducible GE -representation of dimension n. It seems likely that the
assertion about the dimension is a consequence of the recent progress on the fundamental lemma by Laumon and
Ngo.

32The basic assumptions are that: ρ̄ has a large image,D is split at all places dividing � and where ρ̄ is ramified,
and there is some π giving ρ̄ such that π is minimally ramified and spherical at places dividing �. More technical
conditions are needed.
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As is already mentioned in §5, Harris and Taylor already used Hida varieties
associated to unitary groups which are compact at infinity to prove R = T 33. Thus
our approach here does not give new information on the deformation ring, but it gives
us hope that a further investigation might be possible for the middle dimensional
cohomology of Shimura varieties along the lines sketched in §5.

7. Concluding remarks

Finally, the author would like to mention an application of the geometric Jacquet–
Langlands correspondence to the theory of cohomological �-adic automorphic forms
of Emerton [16] and Urban which is closely related to the Coleman–Mazur construc-
tion of �-adic families of automorphic forms for GL2,Q [10]. Assume GQ� is split
with a split maximal torus TQ� . We fix K� ⊂ G(A�f ). Consider the projective limit

ShK�(G,X) = lim←−
K�⊂G(Q�)

ShK�·K�(G,X).

By the vanishing theorem, under the supercuspidality assumption mod � at a finite
place w � �, the �-adic continuous complex R�cont(ShK�(G,X),Eλ) reduces to
one module H concentrated at the middle dimension. The Jacquet module of the
space of locally analytic vectors in H is seen as the set of the global sections of a

coherent sheaf EG,K� on the �-adic rigid analytic torus T� whose Q̂�-valued point is

Homcont(TQ�(Q�)/Z(F ) ∩K�, Q̂
×
� ) (the weight space).

On the other hand, for the compact twistG− in 6.3, the cohomological construction
using Hida varieties gives a coherent sheaf EG−,K�− on T�. The geometric Jacquet–
Langlands isomorphism in 6.3 suggests that EG,K� is described explicitly by EG−,K�− ,

where K�,w is identified with K�,w
− , preserving Hecke actions outside w. So the

geometric Jacquet–Langlands correspondence, which preserves Z�-lattice structures
(or even structures over Z�/�

n), realizes a correspondence between cohomological
�-adic automorphic forms onG andG−. The existence of such a correspondence for
GL2 and the Coleman–Mazur construction was questioned by Buzzard ([3] for the
construction on the definite quaternion side), and answered by Chenevier [8].

The author would like to close this article with the following speculation: the
functoriality principle for reductive groups should be true even for cohomological
�-adic automorphic forms.

33After this paper was written, Taylor [53] has shown a potential automorphy for a large class of Galois
representations by developing the techniques discussed in this article. As a consequence, he proved the Sato–Tate
conjecture for elliptic curves quite generally.
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Generalising the Hardy–Littlewood method for primes

Ben Green∗

Abstract. The Hardy–Littlewood method is a well-known technique in analytic number theory.
Among its spectacular applications are Vinogradov’s 1937 result that every sufficiently large
odd number is a sum of three primes, and a related result of Chowla and Van der Corput giving
an asymptotic for the number of 3-term progressions of primes, all less than N . This article
surveys recent developments of the author and T. Tao, in which the Hardy–Littlewood method
has been generalised to obtain, for example, an asymptotic for the number of 4-term arithmetic
progressions of primes less than N .

Mathematics Subject Classification (2000). 11B25.

Keywords. Hardy–Littlewood method, prime numbers, arithmetic progressions, nilsequences.

1. Introduction

Godfrey Harold Hardy and John Edensor Littlewood wrote, in the 1920s, a famous
series of papers Some problems of “partitio numerorum”. In these papers, whose
content is elegantly surveyed byVaughan [31], they developed techniques having their
genesis in work of Hardy and Ramanujan on the partition function [18] to well-known
questions in additive number theory such as Waring’s problem and the Goldbach
problem.

Papers III and V in the series, [16], [17], were devoted to the sequence of primes.
In particular it was established on the assumption of the Generalised Riemann Hy-
pothesis that every sufficiently large odd number is the sum of three primes. In 1937
Vinogradov [33] made a further substantial advance by removing the need for any
unproved hypothesis.

The Hardy–Littlewood–Vinogradov method may be applied to give an asymptotic
count for the number of solutions in primes pi to any fixed linear equation

a1p1 + · · · + atpt = b

in, say, the box p1, . . . , pt � N , provided that at least 3 of the ai are non-zero.
This includes the three-primes result, and also the result that there are infinitely many
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triples of primes p1 < p2 < p3 in arithmetic progression, due to Chowla [4] and van
der Corput [29].

More generally the Hardy–Littlewood method may also be used to investigate
systems such as Ap = b, where A is an s × t matrix with integer entries and,
potentially, s > 1. A natural example of such a system is given by the (k − 2) × k

matrix

A :=

⎛⎜⎜⎝
1 −2 1 0 . . . 0 0 0
0 1 −2 1 . . . 0 0 0

. . .

0 0 0 0 . . . 1 −2 1

⎞⎟⎟⎠ , (1)

in which case a solution to Ap = 0 is just a k-term arithmetic progression of primes.
Here, unfortunately, the Hardy–Littlewood method falters in that it generally re-

quires t � 2s + 1. In particular it cannot be used to handle progressions of length
four or longer. There are certain special systems with fewer variables which can
be handled. In this context we take the opportunity to mention a beautiful result of
Balog [2], where it is shown that for any m there are distinct primes p1 < · · · < pm

such that each number 1
2 (pi + pj ) is also prime, or in other words that the system

p1 + p2 = 2p12

... (2)

pm−1 + pm = 2pm−1,m

has a solution in primes p1, . . . , pm, p12, . . . , pm−1,m. There is also a result of
Heath-Brown [19], in which it is established that there are infinitely many four-term
progressions in which three members are prime and the fourth is either a prime or a
product of two primes.

The survey of Kumchev and Tolev [25] gives a detailed account of applications of
the Hardy–Littlewood method to additive prime number theory.

The aim of this survey is to give an overview of recent joint work with Terence
Tao [13], [14], [15]. Our aim, which has been partially successful, is to extend the
Hardy–Littlewood method so that it is capable of handling a more-or-less arbitrary
system Ap = b, subject to the proviso that we do not expect to be able to handle any
system which secretly encodes a “binary” problem such as Goldbach or Twin Primes.

This is a large and somewhat technical body of work. Perhaps my main aim here
is to give a guide to our work so far, pointing out ways in which the various papers
fit together, and future directions we plan to take. A subsidiary aim is to focus as far
as possible on key concepts, rather than on details. Of course, one would normally
aim to do this in a survey article. However in our case we expect that many of these
details will be substantially cleaned up in future incarnations of the theory, whilst the
key concepts ought to remain more-or-less as they are.

I will say rather little about our paper [12] establishing that there are arbitrarily
long arithmetic progressions of primes. Whilst there is considerable overlap between
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that paper and the ideas we discuss here, those methods were somewhat “soft” whereas
the flavour of our more recent work is distinctly “hard”. We refer the reader to the
survey of Tao in Volume II of these Proceedings, and also to the surveys [11], [23],
[27], [28].

To conclude this introduction let me remark that the reader should not be under
the impression that the Hardy–Littlewood method only applies to linear equations
in primes, or even that this is the most popular application of the method. There
has, for example, been a huge amount done on the circle of questions surrounding
Waring’s problem. For a survey see [32]. More generally there are many spectacular
results where variants of the method are used to locate integer points on quite general
varieties, provided of course that there are sufficiently many variables. The reader
may consult Wooley’s survey [34] for more information on this.

2. The Hardy–Littlewood heuristic

We have stated our interest in systems of linear equations in primes. While we are
still somewhat lacking in theoretical results, there are heuristics which predict what
answers we should expect in more-or-less any situation.

It is natural, when working with primes, to introduce the von Mangoldt function
� : N → R�0, defined by

�(n) :=
{

log p if n = pk is a prime power,

0 otherwise.

The prime powers with k � 2 make a negligible contribution to any additive expression
involving �. Thus, for example, the prime number theorem is equivalent to the
statement that

En�N�(n) = 1 + o(1).

Here we have used the very convenient notation of expectation from probability theory,
setting Ex∈X := |X|−1 ∑

x∈X for any set X. The notation o(1) refers to a quantity
which tends to zero as N → ∞.

We now discuss a version of the Hardy–Littlewood heuristic for systems of linear
equations in primes. Here, and for the rest of the article, we restrict attention to
homogeneous systems for simplicity of exposition.

Conjecture 2.1 (Hardy–Littlewood). Let A be a fixed s×t matrix with integer entries
and such that there is at least one non-zero solution to Ax = 0 with x1, . . . , xt � 0.
Then

Ex1,...,xt�N
Ax=0

�(x1) . . . �(xt ) = S(A)(1 + o(1))
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as N → ∞, where the singular series S(A) is equal to a product of local factors∏
p αp, where

αp :=
(

p

p − 1

)t

lim
M→∞

P(Ax = 0, (x1, p) = · · · = (xt , p) = 1|x ∈ [−M, M]t )
P(Ax = 0|x ∈ [−M, M]t ) .

The singular series reflects “local obstructions” to having solutions to Ax = 0
in primes; in the simple example A = (

1 9 −27
)
, where the associated equation

p1+9p2−27p3 = 0 has no solutions, one has α3 = 0. A more elegant formulation of
the conjecture would include a “local obstruction at ∞” α∞, in exchange for removing
the hypothesis on A.

Chowla and van der Corput’s results concerning three-term progressions of primes
confirm the prediction Conjecture 2.1 for the matrix A = (

1 −2 1
)
. From this it

is easy to derive an asymptotic for the number of triples (p1, p2, p3), p1 < p2 <

p3 � N , of primes in arithmetic progression.

Theorem 2.2 (Chowla, van der Corput, [4], [29]). The number of triples of primes
(p1, p2, p3), p1 < p2 < p3 � N , in arithmetic progression is

S3N
2 log−3 N(1 + o(1)),

where

S3 := 1

2

∏
p�3

(
1 − 1

(p − 1)2

)
≈ 0.3301.

The singular series S3 is equal to 1
4S(A), where A = (

1 −2 1
)
, and is also half

the twin prime constant.
Certain systems Ap = b should be thought of as very difficult indeed, since their

understanding implies an understanding of a binary problem such as the Goldbach or
twin prime problem. If A has the property that every non-zero vector in its row span
(over Q) has at least three non-zero entries then there is no such reason to believe that
it should be fantastically hard to solve.

Definition 2.3 (Non-degenerate systems). Suppose that s, t are positive integers with
t � s + 2. We say that an s × t matrix A with integer entries is non-degenerate if
it has rank s, and if every non-zero vector in its row span (over Q) has at least three
non-zero entries.

The reader may care to check that the system (1) defining a progression of length k

is non-degenerate.
Our eventual goal is to prove Conjecture 2.1 for all non-degenerate systems. This

goal may be subdivided into subgoals according to the value of s.

Conjecture 2.4 (Asymptotics for s simultaneous equations). Fix a value of s � 1
and suppose that t � s + 2 and that A is a non-degenerate s × t matrix. Then
Conjecture 2.1 holds for the system Ap = 0.
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One can also formulate an appropriate conjecture for non-homogeneous systems
Ap = b, and one would not expect to encounter significant extra difficulties in proving
it. One might also try to count prime solutions to Ap = 0 in which the primes pi are
subject to different constraints pi � Ni , or perhaps are constrained to lie in a fixed
arithmetic progression pi ≡ ai (mod qi). One would expect all of these extensions
to be relatively straightforward.

The classical Hardy–Littlewood method can handle the case s = 1 of Conjec-
ture 2.4. Our new developments have led to a solution of the case s = 2. In particular
we can obtain an asymptotic for the number of 4-term arithmetic progressions of
primes, all less than N :

Theorem 2.5 (Green–Tao [15]). The number of quadruples of primes (p1, p2, p3, p4),
p1 < p2 < p3 < p4 � N , in arithmetic progression is

S4N
2 log−4 N(1 + o(1)),

where

S4 := 3

4

∏
p�5

(
1 − 3p − 1

(p − 1)3

)
≈ 0.4764.

3. The Hardy–Littlewood method for primes

The aim of this section is to describe the Hardy–Littlewood method as it would
normally be applied to linear equations in primes. We will sketch the proof of The-
orem 2.2, the asymptotic for the number of 3-term progressions of primes. This is
equivalent to the s = 1 case of Conjecture 2.4 for the specific matrix A = (

1 −2 1
)
.

Very similar means may be used to handle the general case s = 1 of that conjecture.
The Hardy–Littlewood method is, first and foremost, a method of harmonic anal-

ysis. The primes are studied by introducing the exponential sum (a kind of Fourier
transform)

S(θ) := En�N�(n)e(θn)

for θ ∈ R/Z, where e(α) := e2πiα . It is the appearance of the circle R/Z here which
gives the Hardy–Littlewood method its alternative name. Now it is easy to check that

Ex1,x2,x3�N�(x1)�(x2)�(x3)1x1−2x2+x3=0 =
∫ 1

0
S(θ)2S(−2θ) dθ.

whence

Ex1,x2,x3�N
x1−2x2+x3=0

�(x1)�(x2)�(x3) = (2N + O(1))

∫ 1

0
S(θ)2S(−2θ) dθ. (3)

The method consists of gathering information about S(θ), and then using this formula
to infer an asymptotic for the left-hand side.
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The process of gathering information about S(θ) leads us to another key feature
of the Hardy–Littlewood method: the realisation that one must split the set of θ into
two classes, the major arcs M in which θ ≈ a/q for some small q and the minor arcs
m := [0, 1) \ M. To see why, let us attempt some simple evaluations. First of all we
note that

S(0) := En�N�(n) = 1 + o(1),

this being equivalent to the prime number theorem. To evaluate S(1/2), observe that
almost all of the support of � is on odd numbers n, for which e(n/2) = −1. Thus

S(1/2) := En�N�(n)e(n/2) = −1 + o(1).

The evaluation of S(1/3) is a little more subtle. Most of the support of � is on n

not divisible by 3, and for those n the character e(n/3) takes two values according as
n ≡ 1(mod 3) or n ≡ 2 (mod 3). We have

S(1/3) = e(1/3)En�N1n≡1 (mod 3)�(n) + e(2/3)En�N1n≡2 (mod 3)�(n) + o(1)

= −1/2 + o(1),

this being a consequence of the fact that the primes are asymptotically equally divided
between the congruence classes 1(mod 3) and 2 (mod 3).

In similar fashion one can get an estimate for S(a/q) for small q, and indeed for
S(a/q+η) for sufficiently small η, if one uses the prime number theorem in arithmetic
progressions. The set of such θ is called the major arcs and is denoted M. (The notion
of “small q” might be q � logA N , for some fixed A. The notion of “small η” might
be |η| � logA N/qN . The flexibility allowed here depends on what type of prime
number theorem along arithmetic progressions one is assuming. Unconditionally, the
best such theorem is due to Siegel and Walfisz and it is this theorem which leads to
these bounds on q and |η|.)

Suppose by contrast that θ /∈ M, that is to say θ is not close to a/q with q small.
We say that θ ∈ m, the minor arcs. It is hard to imagine that in the sum

S(
√

2 − 1) = En�N�(n)e(n
√

2) (4)

the phases e(n
√

2) could conspire with �(n) to prevent cancellation. It turns out that
indeed there is substantial cancellation in this sum. This was first proved by Vino-
gradov, and nowadays it is most readily established using an identity of Vaughan [30],
which allows one to decompose (4) into three further sums which are amenable to
estimation. We will discuss a variant of this method in §5. For the particular value
θ = √

2 − 1, and for other highly irrational values, one can obtain an estimate of
the shape |S(θ)| 	 N−c for some c > 0, which is quite remarkable since applying
the best-known error term in the prime number theorem only allows one to estimate
S(0) with the much larger error O(exp(−Cε log3/5−ε N)). By defining parameters
suitably (that is by taking a suitable value of the constant A in the precise definition
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of M), one can arrange that S(θ) is always very small indeed on the minor arcs m,
say

sup
θ∈m

|S(θ)| 	 log−10 N. (5)

Recall now the formula (3). Splitting the integral into that over M and that over m,
we see from Parseval’s identity that∣∣∣∣ ∫

m
S(θ)2S(−2θ) dθ

∣∣∣∣ � sup
θ∈m

|S(θ)|
∫ 1

0
|S(θ)|2 dθ 	 log−9 N

N
. (6)

Thus in the effort to establish Theorem 2.2 the contribution from the minor arcs m

may essentially be ignored. The proof of that theorem is now reduced to showing that∫
M

S(θ)2S(−2θ) dθ = (1 + o(1))
1

N

∏
p�3

(
1 − 1

(p − 1)2

)
.

Since one has asymptotic formulæ for S(θ) (and S(−2θ)) on M, this is essentially
just a computation, albeit not a particularly straightforward one.

It is instructive to look for the point in the above argument where we used the fact
that A was non-degenerate, that is to say that our problem had at least three variables.
Why can we not use the same ideas to solve the twin prime or Goldbach problems?
The answer lies in the bound (6). In the twin prime problem we would be looking to
bound ∣∣∣∣ ∫

θ∈m
|S(θ)|2e(2θ)

∣∣∣∣,
and the only obvious means of doing this is via an inequality of the form∣∣∣∣ ∫

θ∈m
|S(θ)|2e(2θ)

∣∣∣∣ � sup
θ∈m

|S(θ)|c
∫ 1

0
|S(θ)|2−c dθ.

Now, however, Parseval’s identity does not permit one to place a bound on∫ 1

0
|S(θ)|2−c dθ.

Indeed this whole endeavour is rather futile since heuristics predict that the minor arcs
actually make a significant contribution to the asymptotic for twin primes.

An attempt to count 4-term progressions in primes via the circle method is beset
by difficulties of a similar kind.

4. Exponential sums with Möbius

The presentation in the next two sections (and in our papers) is influenced by that in
the beautiful book of Iwaniec and Kowalski [21].
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In the previous section we described what is more-or-less the standard approach
to solving linear equations in primes using the Hardy–Littlewood method. In [21,
Ch. 19] one may find a very elegant variant in which the Möbius function μ is made
to play a prominent rôle. As we saw above the behaviour of the exponential sum S(θ)

was a little complicated to describe, depending as it does on how close to a rational θ

is. By contrast the exponential sum

M(θ) := En�Nμ(n)e(θn)

has a very simple behaviour, as the following result of Davenport shows.

Proposition 4.1 (Davenport’s bound). We have the estimate

|M(θ)| 	A log−A N

uniformly in θ ∈ [0, 1) for any A > 0.

In fact on the GRH Baker and Harman [1] obtain the superior bound |M(θ)| 	
N−3/4+ε. By analogy with results of Salem and Zygmund [26] concerning ran-
dom trigonometric series one might guess that the truth is that supθ∈[0,1) |M(θ)| ∼
c
√

log N/N . This is far from known even on GRH; so far as I am aware no lower
bound of the form supθ∈[0,1) |M(θ)|√N → ∞ is known.

Although Davenport’s result is easy to describe its proof has the same ingredients
as used in the analysis of S(θ). One must again divide R/Z into major and minor
arcs. On the major arcs one must once more use information equivalent to a prime
number theorem along arithmetic progressions, that is to say information on the zeros
of L-functions L(s, χ) close to the line �s = 1. On the minor arcs one uses an
appropriate version of Vaughan’s identity. One of the attractions of working with
Möbius is that this identity takes a particularly simple form (see [21, Ch. 13] or [14]).

We offer a rough sketch of how Proposition 4.1 may be used as the main ingredient
in a proof of Theorem 2.2, referring the reader to [21, Ch. 19] for the details. The key
point is that one has the identity

�(n) =
∑
d|n

μ(d) log(n/d).

One splits the sum over d into the ranges d � N1/10 and d > N1/10 (say), obtaining
a decomposition � = �	 + �
. One has

S
(θ) := En�N�
(n)e(nθ) =
∑

d�N1/10

log d
∑

N1/10�k�N/d

μ(k)e(θkd),

from which it follows easily using Davenport’s bound that

S
(θ) 	A log−A N (7)



Generalising the Hardy–Littlewood method for primes 381

uniformly in θ ∈ [0, 1).
One may then write the expression

Ex1,x2,x3�N
x1−2x2+x3=0

�(x1)�(x2)�(x3)

as a sum of eight terms using the splitting � = �	 + �
. The basic idea is now that
the main term

∏
p αp in Theorem 2.2 comes from the term with three copies of �	,

whilst the other 7 terms (each of which contains at least one �
) provide a negligible
contribution in view of (7) and simple variants of the formula (3).

We have extolled the virtues of the Möbius function by pointing to the aesthetic
qualities of Davenport’s bound. A more persuasive argument for focussing on it is
the following basic metaprinciple of analytic number theory:

Principle (Möbius randomness law). The Möbius function is highly orthogonal to
any “reasonable” bounded function f : N → C. That is to say

En�Nμ(n)f (n) = o(1),

and usually one would in fact expect

En�Nμ(n)f (n) 	 N−1/2+ε. (8)

In the category “reasonable” in this context one would certainly include polynomi-
als phases and other somewhat continuous objects, but one should exclude functions f

which are closely related to the primes (f = μ and f = �, for example, are clearly
not orthogonal to Möbius).

At a finer level than is relevant to our work, the Möbius randomness law is more
reliable than other heuristics that one might formulate, for example concerning �.
In [22] it is shown that

En�N�(n)λ(n)e(−2
√

n) ∼ cN−1/4,

where λ(n) := n−11/2τ(n) is a normalised version of Ramanujan’s τ -function. One
could hardly be called naïve for expecting square root cancellation here.

5. Proving the Möbius randomness law

In the last section we mentioned a principle, the Möbius randomness law, which is
very useful as a guiding principle in analytic number theory. Unfortunately it is not
possible to prove the strong version (8) of the principle in any case – even when
f (n) ≡ 1 it is equivalent to the Riemann hypothesis.

It is, however, possible to prove weaker estimates of the form

En�Nμ(n)f (n) 	A log−A N, (9)
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for arbitrary A > 0, for a wide variety of functions f . Davenport’s bound is pre-
cisely this result when f (n) = e(θn) (and, furthermore, this result is uniform in θ ).
Similar statements are also known for polynomial phases and for Dirichlet characters
(uniformly over all characters of a fixed conductor).

Now when it comes to proving an estimate of the form (9), one should think of there
being two different classes of behaviour for f . In the first class are those f which
are in a vague sense multiplicative, or linear combinations of a few multiplicative
functions. Then the behaviour of En�Nμ(n)f (n) can be intimately connected with
the zeros of L-functions. One has, for example, the formula

∞∑
n=1

μ(n)χ(n)n−s = 1

L(s, χ)

for any fixed Dirichlet character χ . By the standard contour integration technique
(Perron’s formula) of analytic number theory one sees that En�Nμ(n)χ(n) is small
provided that L(s, χ) does not have zeros close to �s = 1. (In fact, as reported on
[21, p. 124], there are complications caused by possible multiple zeros of L, and it is
better to work first with the sum En�N�(n)χ(n) of χ over primes.)

The need to consider zeros of L-functions can also be felt when considering addi-
tive characters e(an/q), for relatively small q. Indeed any Dirichlet character to the
modulus q may be expressed as a linear combination of such characters. Conversely
any additive character e(an/q) may be written as a linear combination of Dirichlet
characters to moduli dividing q by using Gauss sums. By applying Siegel’s theorem,
which gives the best unconditional information concerning the location of zeros of
L(s, χ) near to �s = 1, one obtains for any A the estimate

En�Nμ(n)e(an/q) 	A log−A N,

uniformly for q � logA N . By partial summation the same estimate holds when a/q

is replaced by θ = a/q + η for suitably small η, that is to say for all θ which lie in
the set M of major arcs.

We turn now to a completely different technique for bounding En�Nμ(n)f (n).
Remarkably this is at its most effective when the previous technique fails, that is to
say when f is somehow far from multiplicative.

Proposition 5.1 (Type I and II sums control sums with Möbius). Let f : N → C be
a function with ‖f ‖∞ � 1, and suppose that the following two estimates hold.

1. (Type I sums are small) For all D � N2/3, and for all sequences (ad)2D
d=D with

‖a‖l2[D,2D) = 1, we have

∣∣∣ 2D∑
d=D

∑
1�w<N/d

adf (wd)

∣∣∣ 	A N(log N)−A−3. (10)
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2. (Type II sums are small) For all D, W , N1/3 � D � N2/3, N1/3 � W � N/D

and all choices of complex sequences (ad)2D
d=D, (bw)2W

w=W with ‖a‖l2[D,2D)

= ‖b‖l2[W,2W) = 1, we have

∣∣∣ 2D∑
d=D

∑
W�w�2W

adbwf (wd)

∣∣∣ 	A N(log N)−A−5. (11)

Then
En�Nμ(n)f (n) 	A log−A N. (12)

The reader may find a proof of this statement in [14, Ch. 6]. It is proved by
decomposing the Möbius function into two parts using an identity of Vaughan [30].
When one multiplies by f (n) and sums, one of these parts leads to Type I sums and
the other to Type II sums. Note that there is considerable flexibility in arranging the
ranges of D in which Type I and II estimates are required, but it is not important to
have such flexibility in our arguments.

The statement of Proposition 5.1 may look complicated. What has been achieved,
however, is the elimination of μ. Strictly speaking, one actually only needs Type I
and II estimates for some rather specific choices of coefficients ad, bw whose definition
involves μ. The important realisation is that it is best to forget about the precise forms
of these coefficients, the general expressions (10) and (11) laying bare the important
underlying information required of f .

Note that if f is close to multiplicative then there is no hope of obtaining enough
cancellation in Type II sums to make use of Proposition 5.1. If f is actually completely
multiplicative, for example, one may take ad = f (d) and bw = f (w) and there is
manifestly no cancellation at all in (11). If this is not the case, however, then very
often it is possible to verify the bounds (10) and (11). An example of this is a linear
phase e(θn) where θ lies in the minor arcs m, that is to say θ is not close to a/q with q

small. By verifying these two estimates for such θ , one has from (12) that Davenport’s
bound holds when θ ∈ m. This completes the proof of Davenport’s bound, since the
major arcs M have already been handled using L-function technology.

To see how this is usually achieved in practice we refer the reader to [5, Ch. 24].
There the reader will see that a key device is the Cauchy–Schwarz inequality, which
allows one to eliminate the arbitrary coefficients ad , bw.

In [14] there is also a discussion of this result. Although logically equivalent, this
discussion takes a point of view which turns out to be invaluable when dealing with
more complicated situations. Taking f (n) = e(θn) in Proposition 5.1, we suppose
that either (10) or (11) does not hold, that is to say that either a Type I or a Type II sum
is large. We then deduce that θ must be close to a rational with small denominator,
that is to say θ must be major arc. This inverse approach to bounding sums with
Möbius means that there is no need to make an a priori definition of what a “major”
or “minor” object is. In situations to be discussed later this helps enormously.
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6. The insufficiency of harmonic analysis

What did we mean when we stated that the Hardy–Littlewood method was a method
of harmonic analysis? In §3 we saw that there is a formula, (3), which expresses the
number of 3-term progressions in a set (such as the primes) in terms of the exponential
sum over that set. The following proposition is an easy consequence of a slightly
generalised version of that formula:

Proposition 6.1. Suppose that f1, f2, f3 : [N] → [−1, 1] are three functions and
that

|Ex1,x2,x3
x1−2x2+x3=0

f1(x1)f2(x2)f3(x3)| � δ.

Then for any i = 1, 2, 3 we have

sup
θ∈[0,1)

|En�Nfi(n)e(nθ)| � (1 + o(1))δ/2. (13)

We think of this as a statement the effect that the linear exponentials e(nθ) form a
characteristic system for the linear equation x1−2x2+x3 = 0. It follows immediately
from Proposition 6.1 and Davenport’s bound that Möbius exhibits cancellation along
3-term APs, in the sense that

Ex1,x2,x3
x1−2x2+x3=0

μ(x1)μ(x2)μ(x3) 	A log−A N.

Proposition 6.1 is also useful for counting progressions in sets A ⊆ [N], in which
context one would take various of the fi to equal the balanced function fA := 1A −α

of A, where α := |A|/N . It is easy to deduce from Proposition 6.1 the following
variant, which covers this situation.

Proposition 6.2. Suppose that A ⊆ [N ] is a set with |A| = αN and that

|Ex1,x2,x3
x1−2x2+x3=0

1A(x1)1A(x2)1A(x3) − α3| � δ.

Write
fA := 1A − α

for the balanced function of A. Then we have

sup
θ∈[0,1)

|En�NfA(n)e(nθ)| � (1 + o(1))δ/14. (14)

If a function f correlates with a linear exponential as in (13) or (14) then we
sometimes say that f has linear bias.

In this section we give examples which show that the linear exponentials do not
form a characteristic system for the pair of equations x1−2x2+x3 = x2−2x3+x4 = 0
defining a four-term progression. These examples show, in a strong sense, that the
Hardy–Littlewood method in its traditional form cannot be used to study 4-term
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progressions. An interesting feature of these two examples is that they were both
essentially discovered by Furstenberg and Weiss [6] in the context of ergodic theory.
Much of our work is paralleled in, and in fact motivated by, the work of the ergodic
theory community. See the lecture by Tao in Volume II of these proceedings, or the
elegant surveys of Kra [23], [24] for more discussion and references. The examples
were rediscovered, in the finite setting, by Gowers [8], [10] in his work on Szemerédi’s
theorem.

Example 6.1 (Quadratic and generalised quadratic behaviour). Let α > 0 be a small,
fixed, real number, and define the following sets. Let A1 be defined by

A1 := {x ∈ [N] : {x2
√

2} ∈ [−α/2, α/2]}
(here, {t} denotes the fractional part of t , and lies in (−1/2, 1/2]). Define also

A2 := {x ∈ [N ] : {x√
2{x√

3}} ∈ [−α/2, α/2]}.
Now it can be shown (not altogether straightforwardly) that |A1|, |A2| ≈ αN , and

furthermore that
sup

θ∈[0,1)

|En�NfA(n)e(nθ)| 	 N−c

for i = 1, 2. Thus neither of the sets A1, A2 has linear bias in a rather strong sense. If
the analogue of Proposition 6.2 were true for four term progressions, then, one would
expect both A1 and A2 to have approximately α4N2/6 four-term progressions.

The set A1, however, has considerably more 4-term APs that this in view of the
identity

x2 − 3(x + d)2 + 3(x + 2d)3 − (x + 3d)2 = 0. (15)

This means that if x, x + d, x + 2d ∈ A1 then

{(x + 3d)2
√

2} ∈ [−7α/2, 7α/2],
which would suggest that x + 3d ∈ A1 with probability � 1. In fact one can show
using harmonic analysis that (15) is the only relevant constraint in the sense that

P(x + 3d ∈ A1|x, x + d, x + 2d ∈ A1)

≈ P(y1 − 3y2 + 3y3 ∈ [−1, 1]|y1, y2, y3 ∈ [−1, 1]) = 8/27.

The number of 3-term progressions in A1 is ≈ α3N/4, and so it follows that the
number of 4-term progressions in A1 is ≈ 2α3/27.

The analysis of A2 is rather more complicated. However one may check that if
|{x√

3}|, |{d√
3}| � 1/10 and if |{y√

2{y√
3}}| � α/10 for y = x, x + d, x + 2d,

then x + 3d ∈ A2. One can show that there are � α3N2 choices of x, d satisfying
these constraints, and hence once again A2 contains � α3N2 4-term progressions.
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7. Generalised quadratic obstructions

We saw in the last section that the set of linear exponentials e(θn) is not a characteristic
system for 4-term progressions. There we saw examples involving quadratics n2θ

and generalised quadratics nθ1{nθ2}, and these must clearly be addressed by any
generalisation of Propositions 6.1 and 6.2 to 4-term APs. Somewhat remarkably,
these quadratic and generalised quadratic examples are in a sense the only ones.

Proposition 7.1. Suppose that f1, f2, f3, f4 : [N] → [−1, 1] are four functions and
that

|Ex1,x2,x3,x4
x1−2x2+x3=0
x2−2x3+x4=0

f1(x1)f2(x2)f3(x3)f4(x4)| � δ. (16)

Then for any i = 1, 2, 3, 4 there is a generalised quadratic polynomial

φ(n) =
∑

r,s�C1(δ)

βrs{θrn}{θsn} + γr{θrn}, (17)

where βrs, γr , θr ∈ R, such that

|En�Nfi(n)e(φ(n))| � c2(δ).

We can take C1(δ) ∼ exp(δ−C) and c2(δ) ∼ exp(−δ−C).

Note that

θn2 = 100θN2
{ n

10N

}2

and
θ1n{θ2n} = 10θ1N

{ n

10N

}
{θ2n}

for n � N , and so the phases which can be written in the form (17) do include all
those which were discovered to be relevant in the preceding section.

The proof of Proposition 7.1 is given in [13]. It builds on earlier work of Gowers
[8], [10]. In [13] (see also [14]) several results of a related nature are given, in which
other characteristic systems for the equation x1 − 2x2 + x3 = x2 − 2x3 + x4 = 0 are
given. These systems all have a “quadratic” flavour. We will discuss the family of
2-step nilsequences, which is perhaps the most conceptually appealing, in §9. In §11
we will mention the family of local quadratics, which are useful for computations
involving the Möbius function. The only real merit of the generalised quadratic phases
e(φ(n)) discussed above is that they are easy to describe from first principles.

8. The Gowers norms and inverse theorems

The proof of Proposition 7.1 is long and complicated: there does not seem to be
anything so simple as Formula (3) in the world of 4-term progressions. Very roughly
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speaking one assumes that (16) holds, and then one proceeds to place more and more
structure on each function fi until eventually one establishes that fi correlates with
a generalised quadratic phase. There is a finite field setting for this argument, and
we would recommend that the interested reader read this first: it may be found in
[13, Ch. 5]. The ICM lecture of Gowers [9] is a fine introduction to the ideas in his
paper [8], which is the foundation of our work.

There is only one part of the existing theory which we feel sure will play some
rôle in future incarnations of these methods. This is the first step in the long series of
deductions from (16), in which one shows that each fi has large Gowers norm. For
the purposes of this exposition1 we define the Gowers U2-norm ‖f ‖U2 of a function
f : [N ] → [−1, 1] by

‖f ‖4
U2 := Ex00,x01,x10,x11�N

x00+x11=x01+x10

f (x00)f (x01)f (x10)f (x11),

which is a sort of average of f over two dimensional parallelograms. The Uk norm,
k � 3, is an average of f over k-dimensional parallelepipeds. Written down formally
it looks much more complicated than it is:

‖f ‖2k

Uk := Ex0,...,0,...,x1,...,1
x
ω(1)+x

ω(2)=x
ω(3)+x

ω(4)

f (x0,...,0) . . . f (x1,...,1),

where there are 2k variables xω, ω = (ω1, . . . , ωk) ∈ {0, 1}k , and the constraints range
over all quadruples (ω(1), ω(2), ω(3), ω(4)) ∈ ({0, 1}k)4 with ω(1)+ω(2) = ω(3)+ω(4).

The Gowers Uk norm governs the behaviour of any non-degenerate system Ax =0
in which A has (k − 1) rows.

Proposition 8.1 (Generalised von Neumann theorem). Suppose that A is a non-
degenerate s×t matrix with integer entries. Suppose that f1, . . . , ft : [N] → [−1, 1]
are functions and that

|Ex1,...,xt
Ax=0

f1(x1) . . . ft (xt )| � δ.

Then for each i = 1, . . . , t we have

‖fi‖Us+1 � cAδ.

The proof involves s + 1 applications of the Cauchy–Schwarz inequality. In this
generality, the result was obtained in [14], though the proof technique is the same as
in [10]. There are results in ergodic theory of the same general type, in which “non-
conventional ergodic averages” are bounded using seminorms which are analogous
to the Uk-norms: see [20].

1In practice we do all our work on the group Z/N ′Z for some prime N ′ � N with N ′ ≈ M(A)N , where
M(A) is some constant depending on the system of equations Ax = 0 one is interested in. One advantage of
this is that the number of solutions to Ax = 0 in Z/N ′Z is much easier to count than the number of solutions in
[N ]. The Gowers norms defined here differ from the Gowers norms in those settings by constant factors, so for
expository purposes they may be thought of as the same. In the group setting the constant cA in Proposition 8.1
is simply 1.
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Taking s = k −2 and A as in (1), we see that in particular the Gowers Uk−1-norm
“controls” k-term progressions. The Gowers norms are, of course, themselves defined
by a system of linear equations, and so they must be studied as part of a generalised
Hardy–Littlewood method with as broad a scope as we would like. The Generalised
von Neumann Theorem may be regarded as a statement to the effect that in a sense
they represent the only systems of equations that need to be studied.

The Gowers norms do not feature in the classical Hardy–Littlewood method. It
is, however, possible to prove a somewhat weaker version of Proposition 6.1 by
combining the case k = 3 of Proposition 8.1 with the following inverse theorem:

Proposition 8.2 (Inverse theorem for U2). Suppose that N is large and that f : [N] →
[−1, 1] is a function with ‖f ‖U2 � δ. Then we have

sup
θ∈[0,1)

|En�Nf (n)e(nθ)| � 2δ2.

To prove this we note the formula

Ex00,x01,x10,x11f (x00)f (x01)f (x10)f (x11)1x00+x11=x01+x10 =
∫ 1

0
|f̂ (θ)|4 dθ,

where f̂ (θ) := En�Nf (n)e(nθ). This implies that

‖f ‖4
U2 = (3N + O(1))‖f̂ ‖4

4.

In view of the fact that ‖f̂ ‖2
2 � 1/N , this and the assumption that ‖f ‖U2 � δ imply

that
‖f̂ ‖2∞ � (3 + o(1))δ4,

which implies the result.
This argument should be compared to the argument in (6), to which it corresponds

rather closely.
To deduce Proposition 6.1 by passing through Proposition 8.2 is rather perverse,

since the derivation is longer than the one that proceeds via an analogue of (3) and it
leads to worse dependencies. With our current technology, however, this is the only
method which is amenable to generalisation.

Similarly, one may deduce Proposition 7.1 from Proposition 8.1 and the following
result.

Proposition 8.3 (Inverse theorem for the U3-norm). Suppose that f : [N] → R is a
function for which ‖f ‖∞ � 1 and ‖f ‖U3 � δ. Then there is a generalised quadratic
phase

φ(n) =
∑

r,s�C1(δ)

βrs{θrn}{θsn} + γr{θrn}, (18)

where βrs, γr , θr ∈ R, such that

|En�Nf (n)e(φ(n))| � c2(δ).

We can take C1(δ) ∼ exp(δ−C) and c2(δ) ∼ exp(−δ−C).
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This result (and variations of it involving other “quadratic families”) is in fact the
main theorem in [13].

As we mentioned, one may find a series of seminorms which are analogous to
the Gowers norms in the ergodic-theoretic work of Host and Kra [20]. There are no
such seminorms in the related work of Ziegler [35], however, and this suggests that
(as in the classical case) the Gowers norms may not be completely fundamental to a
generalised Hardy–Littlewood method.

9. Nilsequences

In the previous section we introduced the Gowers Uk-norms, and stated inverse the-
orems for the U2- and U3-norms. These inverse theorems provide lists of rather
algebraic functions which are characteristic for a given system of equations Ax = 0.
Roughly speaking, the linear phases e(θn) are characteristic for single linear equations
in which A is a 1 × t matrix. Generalised quadratic phases e(φ(n)) are characteristic
for pairs of linear equations in which A is a non-degenerate 2 × t matrix.

These two results leave open the question of whether there is a similar list of
functions which is characteristic for the Uk-norm, k � 4 and hence, by the Generalised
von Neumann Theorem, for non-degenerate systems defined by an s × t matrix with
s � 3. The form of Propositions 8.2 and 8.3 does not suggest a particularly natural
form for such a result, however, and indeed Proposition 8.2 is already rather unnatural-
looking.

To make more natural statements, we introduce a class of functions called nil-
sequences.

Definition 9.1. Let G be a connected, simply connected, k-step nilpotent Lie group.
That is, the central series G0 := G, Gi+1 = [G, Gi] terminates with Gk = {e}.
Let � ⊆ G be a discrete, cocompact subgroup. The quotient G/� is then called
a k-step nilmanifold. The group G acts on G/� via the map Tg(x�) = xg�. If
F : G/� → C is a bounded, Lipschitz function and x ∈ G/� then we refer to the
sequence (F (T n

g · x))n∈N as a k-step nilsequence.

By analogy with the results of Host and Kra [20] in ergodic theory, we expect
the collection of (k − 1)-step nilsequences to be characteristic for the Uk-norm.
The following conjecture is one of the guiding principles of the generalised Hardy–
Littlewood method.

Conjecture 9.2 (Inverse conjecture for Uk-norms). Suppose that k � 2 and that
f : [N ] → [−1, 1] has ‖f ‖Uk � δ. Then there is a (k−1)-step nilmanifold G/� with
dimension at most C1,k(δ), together with a function F : G/� → C with ‖F‖∞ � 1
and Lipschitz constant at most C2,k(δ) and elements g ∈ G, x ∈ G/� such that

|En�Nf (n)F (T n
g · x)| � c3,k(δ). (19)
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We can at least be sure that Conjecture 9.2 is no more complicated than neces-
sary, since in [13, Ch. 12] we showed that if a bounded function f correlates with a
(k−1)-step nilsequence as in (19) then f does have large Gowers Uk-norm. This, in-
cidentally, is another reason to believe that the Gowers norms play a fundamental rôle
in the theory. It is not the case that correlation of a function f with a (k − 1)-step
nilsequence prohibits f from enjoying cancellation along k-term arithmetic progres-
sions, for example. In the case k = 3 an example of this phenomenon is given by the
function f which equals α for 1 � n � N/3 and −1 for N/3 < n � N , where α is
the root between 1 and 2 of α3 −α2 +3α−4 = 0. This f correlates with the constant
nilsequence 1 yet exhibits cancellation along 3-term progressions, as the reader may
care to check.

Conjecture 9.2 seems, at first sight, to be completely unrelated to Propositions 8.2
and 8.3. However after a moment’s thought one realises that a linear phase e(θn) can
be regarded as a 1-step nilsequence in which G = R , � = Z, g = θ and x = 0. Thus
Proposition 8.2 immediately implies the case k = 2 of Conjecture 9.2.

The case k = 3 is proved in [13]. One first proves Proposition 8.3, and then
one shows how any generalised quadratic phase e(φ(n)) may be approximated by a
2-step nilsequence. Let us discuss a simple example, the Heisenberg nilmanifold, to
convince the reader that 2-step nilsequences can give rise to “generalised quadratic”
behaviour.

Example 9.1 (The Heisenberg nilmanifold). Consider

G :=
⎛⎝1 R R

0 1 R

0 0 1

⎞⎠ ; � :=
⎛⎝1 Z Z

0 1 Z

0 0 1

⎞⎠ .

Then G/� is a 2-step nilmanifold. By using the identification

(x, y, z) ≡
⎛⎝1 x y

0 1 z

0 0 1

⎞⎠ �,

we can identify G/� (as a set) with R3, quotiented out by the equivalence relations

(x, y, z) ∼ (x + a, y + b + cx, z + c) for all a, b, c ∈ Z.

This can in turn be coordinatised by the cylinder (R/Z)2 × [−1/2, 1/2] with the
identification (x, y, −1/2) ∼ (x, x + y, 1/2). Let F : G/� → C be a function. We
may lift this to a function F̃ : G → C, defined by F̃ (g) := F(g�). In coordinates,
this lift takes the form

F̃ (x, y, z) = F(x (mod 1), y − [z]x (mod 1), {z})
where [z] = z − {z} is the nearest integer to x. Let

g :=
⎛⎝1 α β

0 1 γ

0 0 1

⎞⎠
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be an element of G. Then the shift Tg : G → G is given by

Tg(x, y, z) = (x + α, y + β + γ x, z + γ ).

A short induction confirms, for example, that

T n
g (0, 0, 0) = (nα, nβ + 1

2n(n + 1)αγ, nγ ).

Therefore if F : G/� → G/� is any Lipschitz function, written as a function
F : (R/Z)2 × [−1/2, 1/2] → C with F(−1/2, y, z) = F(1/2, y + z, z), then we
have

F(T n
g (0, 0, 0)) = F(nα (mod 1), nβ + 1

2n(n + 1)αγ − [nγ ]nα (mod 1), {nγ }).
The term [nγ ]nα which appears here certainly exhibits a sort of generalised

quadratic behaviour. For a complete description of how an arbitrary generalised
quadratic phase e(φ(n)) can be approximated by a two-step nilsequence, we refer the
reader to [13, Ch. 12].

Let us conclude this section by stating, for the reader’s convenience, a result/con-
jecture which summarises much of our discussion so far in one place.

Theorem 9.3 (Green–Tao [13]). We have the following two statements.

(i) (Generalised von Neumann) Suppose that s and t are positive integers with
s + 2 � t . Suppose that A is a non-degenerate s × t matrix with integer
entries. Suppose that f1, . . . , ft : [N ] → [−1, 1] are functions and that

|Ex1,...,xt
Ax=0

f1(x1) . . . ft (xt )| � δ. (20)

Then for each i = 1, . . . , t we have

‖fi‖Us+1 � cAδ.

(ii) (Gowers inverse result: proved for k = 2, 3, conjectural for k � 4) Suppose
that f : [N] → [−1, 1] has ‖f ‖Uk � δ. Then there is a (k−1)-step nilmanifold
G/� with dimension at most C1,k(δ), together with a function F : G/� → C

with ‖F‖∞ � 1 and Lipschitz constant at most C2,k(δ) and elements g ∈ G,
x ∈ G/� such that

|En�Nf (n)F (T n
g · x)| � c3,k(δ). (21)

In particular when s = 1 or 2 and (20) holds for some A and some δ then for each
i = 1, . . . , t there is a 2-step nilsequence (F (T n

g · x))n∈N such that

|En�Nfi(n)F (T n
g · x)| � cA(δ). (22)
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10. Working with the primes

Let us suppose that we wish to count four-term progressions in the primes. One might
try to apply Theorem 9.3 with the functions fi equal to the balanced function of A,
the set of primes p � N , and then hope to rule out a correlation such as (21) for some
δ = o(αt ) (here, of course, α ≈ log−1 N by the prime number theorem). This would
then lead to an asymptotic using various instances of (20) together with the triangle
inequality.

There are two reasons why this is a hopeless strategy. First of all, the primes do
correlate with nilsequences. In fact since all primes other than 2 are odd it is easy to
see that

En�NfA(n)e(n/2) ≈ −α.

There is a way to circumvent this problem, which we call the W -trick. The idea is
that if W = 2 × 3 × · · · × w(N) is the product of the first several primes, then for
any b coprime to W the set

Ab := {n � N : Wn + b is prime}
does not exhibit significant bias in progressions with common difference q � w(N).
One can then count 4-term progressions in the primes by counting 4-term progres-
sions in Ab1 × . . . Ab4 for each quadruple (b1, . . . , b4) ∈ (Z/WZ)×4 in arithmetic
progression and adding.

We refer to any set Ab as a set of “W -tricked primes”. In practice one is only
free to take w(N) ∼ log log N , since one must be able to understand the distribution
of primes in progressions with common difference W (note that even on GRH one
could only take w(N) ∼ c log N). Even assuming we could obtain optimal results
concerning the correlation of the W -tricked primes with 2-step nilsequences, this
information will be very weak indeed.

This highlights a more serious problem with the suggested strategy. Suppose that
A ⊆ [N] is a set of density α for which there is no obvious reason why A should
have an unexpectedly large or small number of 4-term APs, that is to say for which
we might hope to prove that

Ex1,x2,x3,x4
x1−2x2+x3=0
x2−2x3+x4=0

1A(x1)1A(x2)1A(x3)1A(x4) ≈ α4. (23)

For example, A might be the W -tricked primes less than N , in which case α ∼
W

φ(W)
log−1 N .

We might prove (23) by writing 1A = α + fA, expanding as the sum of sixteen
terms, and showing that fifteen of these are o(α4) by appealing to Theorem 9.3, and
ruling out a correlation with a 2-step nilsequence as in (22). Unfortunately we will
be operating with δ = o(α4) 	 log−4+ε N , and the dependence of cA(δ) on δ is very
weak, being of the form exp(−δ−C). Thus we are asking to rule out the possibility
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that
|En�NfA(n)F (T n

g · x)| � exp(− logC N)

for some potentially rather large C. This is a problem, since one would never expect
more than square root cancellation in any such expression. In fact for the W -tricked
primes one only has a small amount (depending on w(N)) of potential cancellation
to work with and to all intents and purposes one should not bank on having available
any estimate stronger than

En�NfA(n)F (T n
g · x) = o(1).

What one really needs is a version of Proposition 16 which applies to functions
which need not be bounded by 1. Then one could hope to work with the von Mangoldt
function � instead of the far less natural characteristic function 1A, or more accurately
with W -tricked variants of the von Mangoldt function such as

�b,W (n) := φ(W)

W
�(Wn + b).

Such a result is the main result of our forthcoming paper [15]. It would take us too
far afield to say anything concerning its proof, other than that it uses one of the key
tools from our paper [12] on long progressions of primes, the “ergodic transference”
technology of [12, Chs. 6,7,8].

Proposition 10.1 (Transference principle, [15]). Suppose that ν : [N] → R+ is a
pseudorandom measure. Then

(i) The generalised von Neumann theorem, Theorem 9.3 (i), continues to hold for
functions f1, . . . , ft : [N ] → R+ such that |fi(x)| � 1 + ν(x) pointwise (the
value of cA may need to be reduced slightly).

(ii) If the Gowers inverse conjecture, Theorem 9.3 (ii), holds for a given value of k

then it continues to hold for a function f such that |f (x)| � 1+ν(x) pointwise.
In particular such an extension of the Gowers inverse conjecture is true when
k = 2, 3.

The reader may consult [12, Ch. 3] for a definition of the term pseudorandom
measure and a discussion concerning it. For the purposes of this article the reader can
merely accept that there is such a notion, and furthermore that one may construct a
pseudorandom measure ν : [N] → R+ such that ν+1 dominates any fixed W -tricked
von Mangoldt function �W,b. The construction of ν comes from sieve theoretic ideas
originating with Selberg. The confirmation that ν is pseudorandom is essentially due,
in a very different context, to Goldston and Yıldırım [7].

Applying these two results, one may see that Conjecture 2.1 for a given non-
degenerate s × t matrix A is a consequence of the Gowers inverse conjecture in the
case k = s + 1 together with a bound of the form

En�N(�b,W (n) − 1)F (T n
g · x) = oG/�,F (1) (24)
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for every s-step nilsequence (F (T n
g · x))n∈N.

By effecting a decomposition of �b,W as �
	
b,W + �



b,W rather like that in §4,

the proof of this statement may be further reduced to a similar result for the Möbius
function:

Conjecture 10.2 (Möbius and nilsequences). For all A > 0 we have the bound

En�Nμ(n)F (T n
g · x) 	A,G/�,F log−A N

for every k-step nilsequence (F (T n
g · x))n∈N.

Note that we require more cancellation (a power of a logarithm) here than in (24).
This is because in passing from μ to �



b,W one loses a logarithm in performing

partial summation as in the derivation of (7). The method we have in mind to prove
Conjecture 10.2, however, is likely to give this strong cancellation at no extra cost.

Conjecture 10.2 posits a rather vast generalisation of Davenport’s bound. The
conjecture is, of course, highly plausible in view of the Möbius randomness law.

Let us remark that the derivation of (24) from Conjecture 10.2 is not at all imme-
diate, since one must also handle the contribution from �

	
b,W . To do this one uses

methods of classical analytic number theory rather similar to those of Goldston and
Yıldırım [7].

11. Möbius and nilsequences

The main result of [14] is a proof of Conjecture 10.2 in the case k = 2. This leads,
by the reasoning outlined in the previous section, to a proof of Conjecture 2.4 in the
case s = 2.

We remarked that the classical Hardy–Littlewood method was a technique of
harmonic analysis. We also highlighted the idea of dividing into major and minor
arcs. We have said much on the subject of generalising the underlying harmonic
analysis, but as yet there has been nothing said about a suitable extension of major
and minor arcs. In this section we describe such an extension by making some remarks
concerning the proof of the case k = 2 of Conjecture 10.2.

In §5 we discussed how bounds on Type I and II sums may be used to show that a
given function f does not correlate with Möbius. Recalling our “inverse” strategy for
proving Davenport’s bound, one might be tempted to go straight into Proposition 5.1
with f (n) = F(T n

g · x), a 2-step nilsequence, posit largeness of either a Type I or a
Type II sum, and then use this to say that the nilsequence is somehow “major arc”.
One might then hope to handle the major nilsequences by some other method, perhaps
the theory of L-functions.

Such an attempt is a little too simplistic, for the following reason. Returning
to the 1-step case, note that the sum of two 1-step nilsequences is also a 1-step
nilsequence (on the product nilmanifold G1/�1 ×G2/�2). In particular, the function
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f (n) = e(n/5) + e(n
√

2) is a 1-step nilsequence. We know, however, that to handle
correlation of Möbius with e(n/5) we need to know something about L-functions,
whereas we do not have an L-function method of handling e(n

√
2). This suggests

that some sort of preliminary decomposition of the function f is in order, and such a
suggestion turns out to be correct.

In the 2-step case, a nilsequence F(T n
g ·x) can be decomposed into local quadrat-

ics. These are objects of the form

f (n) := 1BN
(n)e(φ(n)), (25)

where BN is a set of the form

BN := {n : N/2 � n < N : F1(n) �= 0}
for some 1-step nilsequence F1 depending on F , G/�, g and x, and φ : BN → R/Z

is locally quadratic. This means that one may unambiguously define the second
derivative φ′′(h1, h2) to equal

φ(x + h1 + h2) − φ(x + h1) − φ(x + h2) + φ(x)

for any x such that x, x + h1, x + h2, x + h1 + h2 ∈ BN .
It turns out that for the purposes of analysing Type I and II sums the cutoff 1BN

plays a subservient rôle. The phase φ, on the other hand, is crucial. The bulk of [14] is
devoted to showing that if either a Type I or a Type II sum involving some f as in (25)
is large, then φ is major arc. This is a direct analogue of the proof of Davenport’s
bound as phrased at the end of §5 (the “inverse” approach). Roughly speaking, φ

is said to be major arc if qφ′′(h1, h2) is small for some smallish q and all h1, h2,
which in turn essentially means that φ is slowly varying on BN intersected with any
fixed progression a (mod q). For a detailed discussion see [14]. Suffice it to say
that the passage from large Type I/II sum to φ being major arc is long and difficult,
and requires many applications of the Cauchy–Schwarz inequality to manipulate the
phase φ into a helpful form, as well as basic tools of equidistribution such as a version
of the Erdős–Turán inequality.

Recalling Proposition 5.1, one has reduced the case s = 2 of Conjecture 10.2 to
the statement that

En�Nμ(n)1BN
(n)e(φ(n)) 	A log−A N

for any major arc phase φ. It turns out that 1BN
(n)e(φ(n)) can, in this case, be

closely approximated by a sum of linear phases e(θn), and so we may conclude using
Proposition 4.1.

Note that this analysis has the flavour of an induction on s, the step of the nilse-
quence we are considering. We expect to see this more clearly when addressing the
general case of Conjecture 10.2 in future work.
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12. Future directions

The most obvious avenue of research left open is to generalise everything we have
done for s = 2 to the case s � 3. In particular we would like inverse theorems for
the Uk-norms for k � 4, and a proof of Conjecture 10.2 for s � 3. We are currently
working towards this goal. We expect that the methods of Gowers [10] can be adapted
to achieve the inverse theorem, though this will not be straightforward. It is also very
likely that the “inverse” approach to handling Type I and II sums can be adapted to the
higher-step case of Conjecture 10.2, though again we do not expect this to be wholly
straightforward.

It would be very desirable to have good bounds for error terms such as the o(1) in
Theorem 2.5. We are sure that our current estimate for the error in Theorem 2.5 is the
worst that has ever featured in analytic number theory – the error term is a completely
ineffective o(1)! Ultimately this is because to show that the error is less than δ one
finds oneself needing to rule out a real zero of some L(s, χ), χ a primitive quadratic
character to the modulus q, with s > 1 − Cq−ε, where ε = ε(δ) → 0 as δ → 0.
Siegel’s theorem states that for any ε > 0 there is such a C, but it is, of course, not
possible to specify C effectively.

It is clear that the spectre of ineffectivity does not rear its head under the assumption
of GRH, and we believe that our methods lead to an error term of the form log−c N

in Theorem 2.5.
There are other, presumably more tractible, ways in which one might obtain an

explicit error term. Improvements to the combinatorial tools used in [13], particu-
larly advances on the circle of conjectures known as the “polynomial Freiman–Ruzsa
conjecture”, could be very helpful here.

We turn now to goals which lie further away. I have hinted at various places in
this survey that the way in which we see nilsequences arising is very long-winded
and, presumably, not the “right” way. The ergodic theorists [20], [35] do admittedly
discover the rôle of these functions somewhat less painfully (albeit after setting up a
good deal of notation). Nilsequences seem such natural objects, however, that there
ought to be a much better way of appreciating their place in the study of systems of
linear equations. Recalling that ‖f ‖U2 is essentially the L4 norm of f̂ one might
even ask, for example,

Question 12.1. Is there a usable “formula” relating ‖f ‖U3 and certain of the “nil-
fourier coefficients” En�Nf (n)F (T n

g · x)?

Such a formula would assuredly have to be very exotic on account of the vast
profusion of nilsequences which might enter into consideration. The nilsequences
are not naturally parametrised by anything so simple as the circle S1, which gave its
name to the classical circle method.

Let us conclude with some speculations on non-linear systems of equations, where
our knowledge is at present essentially non-existent. We have seen in Conjecture 9.2
that the behaviour of an any system Ax = b, where A is non-degenerate in the sense
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of Definition 2.3, should be governed by a very “hard” or “algebraic” collection of
characteristic functions, in this case the nilsequences.

On the other hand degenerate linear systems, such as x1 −x2 = 1, do not have this
property. To see this, suppose that N = 2m is even and let A ⊆ [N] be a set formed
by setting A∩{2i, 2i +1} = {2i} or {2i +1}, these choices being independent in i for
i = 0, . . . , m − 1. Then |A| = N/2, and A is indistinguishable from a truly random
set by taking inner products with any conceivable “hard” character such as a linear or
quadratic phase. However, A is expected to have about N/8 solutions to x1 −x2 = 1,
whereas a random set has about twice this many.

One might call an equation or system of equations for which a “hard” characteristic
system exists a mixing system. We do not have a precise definition of this notion.
Some non-linear equations are known to be mixing – for example, the linear phases
e(θn) form a characteristic system for the equation x1 + x2 = x2

3 . Many more
are not. It would be very interesting to know, for example, whether the equation
x1x2 − x3x4 = 1 is mixing and, if so, what a characteristic system for it might be.
This seems to be a very difficult question as the analysis of this equation even in very
specific situations involves deep methods from the theory of automorphic forms.
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Aspects géométriques du Lemme Fondamental
de Langlands-Shelstad

Gérard Laumon∗

Abstract. In order to compute the Hasse–Weil zeta functions of the Shimura varieties or to
establish some cases of the Langlands functoriality one first needs to stabilize the Arthur–Selberg
trace formula. This stabilization can be done only if some combinatorial identities between orbital
integrals over p-adic reductive groups are satisfied. The series of these conjectural identities
form the so-called “Fundamental Lemma”. We present here some key points of the geometric
approaches which have been used by Goresky, Kottwitz and MacPherson on the one hand and
Ngô Bao Châu and myself one the other hand, to prove some cases of the Fundamental Lemma.

Résumé. Pour calculer les fonctions zêta de Hasse-Weil des variétés de Shimura ou pour établir
certains cas de la fonctorialité de Langlands, il faut dans un premier temps stabiliser la formule
des traces d’Arthur-Selberg. Cette stabilisation n’est possible que si certaines identités combina-
toires entre intégrales orbitales sur les groupes réductifs p-adiques sont vérifiées. Ces identités
conjecturales ont été regroupées sous la terminologie générique de “Lemme Fondamental”. Nous
présentons ici quelques points clé des approches géométriques utilisées par Goresky, Kottwitz
et MacPherson d’une part, et Ngô Bao Châu et moi-même d’autre part, pour démontrer certains
cas du Lemme Fondamental.
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1. Introduction

Le programme de Langlands est un faisceau de relations entre les représentations
automorphes des groupes réductifs sur un corps local ou global et les représentations
galoisiennes de ce même corps local ou global. Ce programme est très vaste puisqu’il
contient une bonne partie de la théorie des nombres et aussi de la géométrie algébrique
du fait de ses relations avec la théorie des motifs de Grothendieck, et il est donc très
loin d’être achevé.

Nous nous intéressons ici à un aspect technique de ce programme. Pour calculer
les fonctions zêta de Hasse-Weil des variétés de Shimura ou pour établir certains cas
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de la fonctorialité de Langlands, il faut dans un premier temps stabiliser la formule
des traces d’Arthur-Selberg (cf. [19], [12], [13] et [3]). Cette stabilisation n’est pos-
sible que si certaines identités combinatoires entre intégrales orbitales sur les groupes
réductifs p-adiques sont vérifiées. Ces identités conjecturales ont été regroupées sous
la terminologie générique et un peu baroque de “Lemme Fondamental”.

Le Lemme Fondamental a été découvert par Labesse et Langlands dans leur travail
sur la stabilisation de la formule des traces de Selberg pour SL(2) (cf. [18]). Langlands
et Shelstad en ont donné une formulation générale toujours conjecturale dans [20].
Waldspurger en a ensuite formulé une variante pour les algèbres de Lie (cf. [28] et
[16]) et Kottwitz et Shelstad ont donné une conjecture précise dans le cas “tordu”
(cf. [17]). Pour être complet, signalons aussi les variantes “pondérée” et “pondérée
tordue” du Lemme Fondamental conjecturées par Arthur (cf. [3]).

Dans certain cas il est possible de prouver le Lemme Fondamental en n’utilisant
que des techniques combinatoires ou d’analyse harmonique. Cependant le cas général
semble hors d’atteinte de cette manière et un recours à des techniques de la géométrie
algébrique est probablement nécessaire.

Dans cet exposé nous présentons quelques points clé des approches géométriques
utilisées par Goresky, Kottwitz et MacPherson d’une part, et Ngô Bao Châu et moi-
même d’autre part, pour démontrer certains cas du Lemme Fondamental. Nous ren-
voyons aux articles originaux ([7] et [22]), à l’exposé de Ngô dans ce volume (cf.
[23]) et à l’exposé Bourbaki de Dat (cf. [5]) pour plus de détails

2. Groupes réductifs

Soit F un corps local non archimédien, i.e. une extension finie de Qp ou Fp((t)). On
note OF l’anneau des entiers de F (la clôture intégrale de Zp ou Fp[[t]] dans F ) et pF

l’idéal maximal de OF . Soit F une clôture algébrique de F .
Soit G un groupe (algébrique) réductif connexe sur F . On suppose que G est

quasi-déployé, c’est-à-dire que G admet un sous-groupe de Borel défini sur F et
qu’il se déploie au-dessus d’une extension finie non ramifiée F ′ ⊂ F de F . Notre
groupe G est donc non ramifié et il existe des schémas en groupes lisses G sur le
trait Spec(OF ) dont la fibre générique est G et la fibre spéciale est un groupe réductif
connexe sur le corps résiduel OF /pF de F . Soient G un tel schéma en groupes et
K = G(OF ) ⊂ G(F) le sous-groupe compact maximal hyperspécial correspondant.

Exemple 2.1. On suppose que la caractéristique résiduelle p de F est > 2. Soit F ′
l’extension quadratique non ramifiée de F contenue dans F . On note τ l’élément non
trivial du groupe de Galois Gal(F ′/F ).

On rappelle que le groupe F×/NrF ′/F (F ′×) est le groupe à deux éléments engen-
dré par la classe de n’importe quelle uniformisante �F ∈ pF de F . On l’identifie à
Z/2Z dans la suite.
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Un F ′-espace hermitien est un espace vectoriel V de dimension finie sur F ′ muni
d’une forme τ -sesquilinéaire symétrique non dégénérée �. Un tel F ′-espace vectoriel
hermitien (V , �) admet un discriminant : la classe dans F×/NrF ′/F (F ′×) du déter-
minant de la matrice de � dans une base de V . Deux F ′-espaces hermitiens de même
dimension sont isomorphes si et seulement s’ils ont même discriminant.

Le groupe unitaire des automorphismes

U(V , �) ⊂ ResF ′/F AutF ′(V ).

d’un tel F ′-espace hermitien (V , �) est un groupe réductif connexe sur F . Il se déploie
sur F ′ et est en fait une forme (extérieure) de AutF ′(V ) sur F . Il est quasi-déployé, et
donc non ramifié, si et seulement si le discriminant de (V , �) est trivial. Dans ce cas, il
existe des OF ′-réseaux M ⊂ V qui sont auto-duaux pour � au sens où le OF ′-réseau

M⊥ = {v ∈ V | �(v, M) ⊂ OF ′ } ⊂ V

est égal à M ; les sous-groupes maximaux hyperspéciaux sont alors les stabilisateurs
dans U(V , �)(F ) de ces réseaux.

Soient (V , �) un F ′-espace hermitien (V , �) de dimension n dont le discriminant
est trivial et M un OF ′-réseau auto-dual de V . On peut trouver une base de M sur
OF ′ , qui est aussi une base de V sur F ′, dans laquelle la matrice de � est égale à
la matrice �n qui n’a pour seules entrées non nulles que les (�n)i,n+1−i = 1 pour
i = 1, . . . , n. Tout couple formé d’un groupe unitaire non ramifié et d’une sous-groupe
compact maximal hyperspécial est donc isomorphe à un groupe unitaire standard

U(n) = {g ∈ GLF ′(n) | tgτ�ng = �n}
avec son sous-groupe compact maximal hyperspécial standard

U(n)(F ) ∩ GL(n, OF ′).

Le groupe réductif U(n) ainsi défini admet pour groupe de Borel sur F le sous-groupe
formé des g ∈ U(n) qui sont des matrices triangulaires supérieures dans GLF ′(n).

3. Intégrales orbitales

Soit g l’algèbre de Lie de G qui est en particulier un espace vectoriel de dimension
finie sur F . Notons ad : G → AutF (g) la représentation adjointe de G. La classe
de conjugaison d’un élément γ de g est l’ensemble des ad(g)(γ ) pour g parcourant
G(F) ; le centralisateur de γ est le sous-schéma en groupes ZG(γ ) de G défini par
la condition ad(g)(γ ) = γ . On rappelle que le centralisateur d’un élément régulier
semi-simple de g est toujours connexe.

Soit T un tore maximal de G que l’on suppose anisotrope, c’est-à-dire ne contenant
pas de sous-tore déployé sur F non trivial, de sorte que le groupe T (F ) est compact.
Soit t ⊂ g l’algèbre de Lie de T .
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Pour tout élément γ de t ⊂ g qui est régulier, c’est-à-dire dont le centralisateur
dans G est égal à T , toute fonction f : g → C localement constante et à support
compact et toute mesure de Haar dg sur G(F), on peut former l’intégrale orbitale
en γ de f

OG
γ (f, dg) =

∫
G(F)

f (ad(g−1)(γ )) dg.

On vérifie que l’ensemble

{g ∈ G(F) | ad(g−1)(γ ) ∈ Supp(f )}
est compact et donc que cette intégrale orbitale converge (c’est essentiellement une
somme finie).

En particulier, si K est un sous-groupe compact maximal hyperspécial de G(F),
si on normalise dg par vol(K, dg) = 1 et si f = 1k est la fonction caractéristique du
OF -réseau k ⊂ g algèbre de Lie de K , on a l’intégrale orbitale OG

γ (1k, dg). Comme
tous les sous-groupes compacts maximaux hyperspéciaux sont conjugués dans G(F),
cette intégrale orbitale ne dépend pas du choix de K et on la note simplement OG

γ

dans la suite.

Exemple 3.1 (Suite de 2.1). Soient (Ei)i∈I une famille finie d’extensions finies sépa-
rables de F que l’on suppose toutes totalement ramifiées pour simplifier l’exposition.
On note ni le degré de Ei sur F , E′

i l’extension composée E′
i = EiF

′ de F ′ et encore τ

l’élément non trivial du groupe de Galois Gal(E′
i/Ei) ∼= Gal(F ′/F ).

Pour chaque i ∈ I et chaque ci ∈ E×
i , on considère le F ′-espace hermitien

(E′
i , �i,ci

) où
�i,ci

(x, y) = TrE′
i /F

′(cix
τ y).

On note μi(ci) ∈ Z/2Z son discriminant ; si ni est premier à p, on a simplement

μi(ci) ≡ vEi
(ci) + ni − 1 (mod 2).

Pour chaque cI = (ci)i∈I ∈ E×
I , on considère le F ′-espace hermitien

(E′
I , �I,cI

) =
⊕
i∈I

(E′
i , �i,ci

).

Son discriminant est la somme ∑
i∈I

μi(ci) ∈ Z/2Z

des discriminants des �i,ci
. On note

GI,cI
⊂ ResF ′/F AutF ′(E′

I )

le F -groupe réductif des automorphismes du F ′-espace hermitien (E′
I , �I,cI

).
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Pour chaque i ∈ I on note Ti le noyau de l’homomorphisme de tores

ResE′
i /F

Gm → ResEi/F Gm

qui envoie x sur xτ x. Le tore TI = ∏
i∈I Ti est anisotrope sur F . Comme le tore∏

i∈I ResE′
i /F

′Gm est de manière naturelle un tore maximal dans AutF ′(E′
I ), TI est

naturellement plongé dans ResF ′/F AutF ′(E′
I ) et on a en fait

TI ⊂ GI,cI
⊂ ResF ′/F AutF ′(E′

I )

pour chaque cI ∈ E×
I .

Pour chaque i ∈ I , soit γi ∈ OE′
i
⊂ E′

i qui engendre E′
i sur F ′ et qui vérifie

γ τ
i + γi = 0,

de sorte que γI = (γi)i∈I est un élément de l’algèbre de Lie tI = ⊕
i∈I {xi ∈ E′

i |
xτ
i +xi = 0} de TI . Pour chaque cI ∈ E×

I , γI est un élément semi-simple de l’algèbre
de Lie gI,cI

de GI,cI
de centralisateur TI .

Supposons de plus que pour tous i �= j dans I les polynômes minimaux Pi(x) et
Pj (x) sur F ′ de γi et γj sont premiers entres eux. Alors cette classe de conjugaison

semi-simple est régulière et l’intégrale orbitale O
GI,cI
γI

admet l’interprétation concrète
suivante : c’est le nombre des OF ′-réseaux M ⊂ E′

I vérifiant les deux conditions
suivantes :

– M⊥cI = M , où M⊥cI = {x ∈ E′
I | �I,cI

(x, M) ⊂ OF ′ },
– γIM ⊂ M .

4. κ-Intégrales orbitales

La classe de conjugaison stable d’un élément régulier γ ∈ k ⊂ g, est l’ensemble
des γ ′ ∈ g qui sont conjugués à γ dans F ⊗F g par un élément de G(F). Tout
γ ′ = ad(g−1)(γ ) stablement conjugué à γ définit un 1-cocycle

σ 
→ g−1σ(g), Gal(F/F ) → T (F ),

dont la classe dans H 1(F, T ) := H 1(Gal(F/F ), T (F )) ne dépend que de la classe
de G(F)-conjugaison de γ ′. Par construction l’image de cette classe dans l’ensemble
pointé H 1(F, G) := H 1(Gal(F/F ), G(F )) est triviale. On construit ainsi une bijec-
tion de l’ensemble des classes de G(F)-conjugaison dans la classe de conjugaison
stable de γ (ensemble pointé par la classe de conjugaison de γ ) sur le groupe fini
Ker(H 1(F, T ) → H 1(F, G)).

Le centralisateur d’un élément γ ′ = ad(g)(γ ) ∈ g stablement conjugué à γ est le
tore maximal T ′ = gT g−1 ⊂ G stablement conjugué à T ; il est donc canoniquement
isomorphe à T par l’isomorphisme T → T ′ = gT g−1 qui envoie t sur gtg−1,
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isomorphisme qui est en fait défini sur F . Pour tout caractère κ : Ker(H 1(F, T ) →
H 1(F, G)) → C× vu comme une fonction sur la classe de conjugaison stable de γ ,
on peut former la κ-intégrale orbitale en γ d’une fonction f : g → C localement
constante à support compact

OG,κ
γ (f, dg) =

∑
γ ′

κ(γ ′)OG
γ ′(f, dg)

où γ ′ parcourt un système de représentants des classes de conjugaison dans la classe
de conjugaison stable de γ . Pour le caractère trivial κ = 1 on note

SOG[γ ](f, dg) = OG,1
γ (f, dg)

où [γ ] est la classe de conjugaison stable de γ , et on dit intégrale orbitale stable au
lieu de 1-intégrale orbitale.

Pour f = 1k et vol(K, dg) = 1 où K est un sous-groupe compact maximal
hyperspécial de G(F), on note simplement OG,κ

γ la κ-intégrale orbitale et SOG[γ ]
l’intégrale orbitale stable ; elles ne dépendent pas du choix de K .

Exemple 4.1 (Suite de 3.1). Pour tout i ∈ I posons

c0
i = εn−1

dPi(x)
dx

(γi)PI−{i}(γi)
∈ E×

i

où ε ∈ O×
F ′ est n’importe quel élément vérifiant ετ = −ε et où PJ (x) = ∏

j∈J Pj (x)

quel que soit J ⊂ I . On a

μi(c
0
i ) ≡

∑
j∈I−{i}

rji (mod 2)

où rji est la valuation du résultant des deux polynômes Pi(x) et Pj (x) à coefficients
dans F ′. Le discriminant de �I,c0

I
est trivial et le OF ′-réseau OF ′ [γ ] ⊂ E′

I est
autodual pour �I,c0

I
. On note simplement GI le groupe unitaire GI,c0

I
, gI son algèbre

de Lie et KI le sous-groupe maximal hyperspécial de GI qui fixe le OF ′-réseau
auto-dual OF ′ [γI ]. On peut si l’on le souhaite identifier (GI , KI ) à (U(n), U(n, F )∩
GL(n, OF ′)) comme dans la section 2.

Pour chaque i ∈ I fixons une uniformisante �Ei
de Ei et donc aussi de E′

i .
Notons 	I le noyau de l’application somme des coordonnées ZI → Z et pour chaque
λ ∈ 	I posons �−λ

EI
= (�

−λi

Ei
)i∈I et cλ

I = �−λ
EI

c0
I .

On a l’élément γI dans tI ⊂ gI . Pour chaque λ ∈ 	I , le discriminant de la
forme hermitienne �I,cλ

I
est trivial et il existe donc xλ ∈ AutF ′(E′

I )(F
′) tel que

xλGI,cλ
I
(xλ)−1 = GI . On choisit un tel xλ et on note γ λ

I l’élément ad(xλ)(γI ) de gI ;

la classe de conjugaison dans gI de γ λ
I ne dépend pas du choix de xλ (pour λ = 0 on

peut bien sûr prendre xλ = 1).
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Pour tous λ, λ′ ∈ 	I , les éléments γ λ
I et γ λ′

I sont automatiquement stable-
ment conjugués dans gI . Ils sont de plus conjugués dans gI si et seulement si λ ≡
λ′ (mod 2	I).

On a donc un classe de conjugaison stable [γI ] bien définie dans gI et une indexa-
tion des classes de conjugaison dans cette classe de conjugaison stable par 	I/2	I .

On considère l’ensemble XγI
des OF ′-réseaux M ⊂ E′

I tels qu’il existe λ ∈ 	I

avec
M

⊥
cλ
I = M

ou ce qui revient au même

M
⊥

c0
I = �−λ

EI
M.

Le groupe discret 	I agit sur cet ensemble par

λ · M = �−λ
EI

M

et on a une application
μγI

: XγI
/	I → 	I/2	I

qui envoie l’orbite 	I · M sur la classe de tout λ tel que M
⊥

c0
I = �−λ

EI
M .

Alors, pour tout caractère κ de 	I/2	I la κ-intégrale orbitale OGI ,κ
γI

est en fait la
somme ∑

μ∈	I /2	I

κ(μ)|{M ∈ XγI
| μγI

(M) = μ}|

et en particulier
SOGI

γI
= |XγI

/	I |.

5. Dualité de Langlands

Rappelons qu’à tout couple formé d’un groupe réductif connexe G sur un corps
séparablement clos k et d’un tore maximal T de G, est associé la donnée radicielle

(X∗, R, X∗, R∨) = (X∗(T ), R(G, T ), X∗(T ), R∨(G, T ))

où X∗ (resp. X∗) est le groupe abélien libre de rang fini des caractères (resp. co-
caractères) de T et où R ⊂ X∗ (resp. R∨ ⊂ X∗) est l’ensemble fini des racines (resp.
co-racines) de T dans G.

Rappelons aussi que toute donnée radicielle (X∗, R, X∗, R∨) formée de deux
groupes abéliens libres de rangs finis en dualité et de sous-ensembles finis R ⊂ X∗
et R∨ ⊂ X∗ vérifiant les axiomes des systèmes de racines et de co-racines, provient
d’un couple (G, T ) et que le couple (G, T ) est uniquement déterminé par sa don-
née radicielle à isomorphisme non unique près. Plus précisément, l’homomorphisme
du groupe Aut(G, T ) des automorphismes algébriques du couple (G, T ) dans celui
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Aut(X∗, R, X∗, R∨) des automorphismes de la donnée radicielle induit un isomor-
phisme

Aut(G, T )/Int(T )
∼−→ Aut(X∗, R, X∗, R∨)

où Int : G → Aut(G) est l’homomorphisme de groupes qui associe à un élément de G

l’automorphisme intérieur correspondant. L’application Int : NG(T ) → Aut(G, T )

induit un monomorphisme du groupe de Weyl W = W(G, T ) = NG(T )/T dans
Aut(G, T )/Int(T ) que l’on note encore Int et dont le conoyau est fini.

Partant d’un couple (G, T ) sur k comme ci-dessus, il existe donc un couple (Ĝ, T̂ )

formé d’un groupe réductif connexe Ĝ sur C et d’un tore maximal de T̂ de Ĝ, dont
la donnée radicielle est duale de celle de (G, T ) au sens où

(X∗(T̂ ), R(Ĝ, T̂ ), X∗(T̂ ), R∨(Ĝ, T̂ )) = (X∗(T ), R∨(G, T ), X∗(T ), R(G, T )).

Ce couple est dit le dual de Langlands complexe de (G, T ).
Par exemple, on a les groupes duaux suivants (les tores maximaux étant des deux

côtés les tores des matrices diagonales)

G Ĝ

GL(n) GL(n)

PGL(n) SL(n)

Sp(2n) SO(2n + 1)

SO(2n) SO(2n)

Si G est semi-simple et adjoint, Ĝ est semi-simple et simplement connexe, et
vice-versa. Plus généralement, si le centre de G est connexe alors le groupe dérivé
de Ĝ est simplement connexe, et vice-versa.

Si maintenant k est un corps non nécessairement séparablement clos, soit k une
clôture séparable de k. Pour un groupe réductif connexe G sur k muni d’un tore
maximal T sur k, on a comme précédemment la donnée radicielle

(X∗, R, X∗, R∨) = (X∗(k⊗kT ), R(k⊗kG, k⊗kT ), X∗(k⊗kT ), R∨(k⊗kG, k⊗kT )).

De plus on a une action de Gal(k/k) sur cette donnée radicielle et donc une action de
Gal(k/k) sur la donnée radicielle duale (X∗, R∨, X∗, R), d’où un homomorphisme
de groupes

ρ : Gal(k/k) → Aut(Ĝ, T̂ )/Int(T̂ ).

Pour tout w dans le groupe de Weyl W = W(k ⊗k G, k ⊗k T ) = W(Ĝ, T̂ ) on
peut tordre ρ par w en posant

wρ(σ) = Int(w)ρ(σ )Int(w−1)

quel que soit σ ∈ Gal(k/k). Dire que G est quasi-déployé sur k revient à dire :

(∗) il existe w ∈ W tel que wρ fixe une base � du système de racines R ou ce qui
revient au même d’une base �∨ du système de co-racines R∨.
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La donnée de (Ĝ, T̂ ) munie de l’homomorphisme ρ ci-dessus ne permet pas de re-
trouver le couple (G, T ). Par contre, on a une bijection entre les classes d’isomorphie
de couples (G, [T ]) formés d’un groupe réductif connexe quasi-déployé sur k et d’une
classe de conjugaison stable de tores maximaux de G et l’ensemble des classes d’iso-
morphie de triplets (Ĝ, T̂ , ρ) formés d’une groupe réductif connexe sur C, d’un tore
maximal T̂ et d’un homomorphisme Gal(k/k) → Aut(Ĝ, T̂ )/Int(T̂ ) vérifiant (∗).

Exemple 5.1 (Suite de 4.1). Pour G = ResE′
I /F ′Gm et T = ResE′

I /F ′Gm, on a Ĝ =
Aut(CHomF ′ (E′

I ,F )), T̂ = (C×)HomF ′ (E′
I ,F ) et l’homomorphisme ρ : Gal(F/F ′) →

Aut(Ĝ, T̂ )/Int(T̂ ) envoie σ sur l’élément du groupe de Weyl

W(Ĝ, T̂ ) = Int(Ĝ, T̂ )/Int(T̂ ) ⊂ Aut(Ĝ, T̂ )/Int(T̂ )

défini par la permutation de HomF ′(E′
I , F ) induite par l’action de σ sur F .

Dans ce cas Aut(Ĝ, T̂ )/Int(T̂ ) est le produit semi-direct de W(Ĝ, T̂ ) par l’auto-
morphisme extérieur de Ĝ donné par g → tg−1 où la transposition est relative à la

base canonique de CHomF ′ (E′
I ,F ).

Pour G = GI et T = TI , on a Ĝ = Aut(CHomF (EI ,F )), T̂ = (C×)HomF (EI ,F )

et l’homomorphisme ρ : Gal(F/F ) → Aut(Ĝ, T̂ )/Int(T̂ ) envoie σ ∈ Gal(F/F ′) ⊂
Gal(F/F ) sur l’élément du groupe de Weyl W(Ĝ, T̂ ) défini par la permutation de
HomF (EI , F ) = HomF ′(E′

I , F ) induite par l’action de σ sur F , et il envoie σ ∈
Gal(F/F ) − Gal(F/F ′) sur le produit de ce même élément du groupe de Weyl et de
l’automorphisme extérieur ci-dessus.

Pour le groupe unitaire quasi-déployé G = U(n) et T le tore maximal le plus
déployé formé des matrices unitaires diagonales, on a Ĝ = GL(n, C), T̂ est le
tore des matrices diagonales de GL(n, C) et l’homomorphisme ρ : Gal(F/F ) →
Aut(Ĝ, T̂ )/Int(T̂ ) se factorise par Gal(F ′/F ) et envoie l’élément non trivial τ sur
l’automorphisme extérieur g 
→ �n

tg−1�n.

6. Groupes endoscopiques

Soit G un groupe réductif connexe quasi-déployé sur le corps local non archimédien F

muni d’un tore maximal T .
Soit (Ĝ, T̂ ) le groupe dual de (F ⊗F G, F ⊗F T ) muni de l’homomorphisme

ρ : Gal(F/F ) → Aut(Ĝ, T̂ )/Int(T̂ ).

La dualité de Tate-Nakayama identifie ce groupe fini π0(T̂
Gal(F/F )) au dual de

Pontryagin de H 1(F, T ). Plus généralement la dualité de Tate-Nakayama étendue par

Kottwitz identifie H 1(F, G) au groupe fini π0(Z(Ĝ)Gal(F/F )) où on a noté Z(Ĝ) le
centre de Ĝ. Par suite, le dual du noyau Ker(H 1(F, T ) → H 1(F, G)) est le quotient

π0(T̂
Gal(F/F ))/π0(Z(Ĝ)Gal(F/F )).
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Pour simplifier l’exposition on suppose dans la suite que T est anisotrope de sorte

que T̂ Gal(F/F ) est fini, tout comme Z(Ĝ)Gal(F/F ) ⊂ T̂ Gal(F/F ).

Si s ∈ T̂ Gal(F/F ), la composante neutre Ĥ de son centralisateur dans Ĝ est un
groupe réductif connexe qui contient le tore maximal T̂ . La donnée radicielle de
(Ĥ , T̂ ), qui est contenue dans celle de (Ĝ, T̂ ), est stable sous l’action de Gal(F/F ).
L’homomorphisme ρ : Gal(F/F ) → Aut(Ĝ, T̂ )/Int(T̂ ) a son image contenue dans
Aut(Ĝ, Ĥ , T̂ )/Int(T̂ ) et induit donc un homomorphisme

ρH : Gal(F/F ) → Aut(Ĥ , T̂ )/Int(T̂ ).

Par suite il existe un couple (unique à isomorphisme près) formé d’un groupe
réductif connexe quasi-déployé H sur F et d’une classe de conjugaison stable [T ]
de tores maximaux de H , de dual (Ĥ , T̂ ) avec l’homomorphisme ρH . Un tel couple
est dit endoscopique pour (G, T ). Tout tore S dans [T ] est muni d’un isomorphisme
naturel avec T (ce qui justifie notre notation) et est donc anisotrope.

Exemple 6.1 (Suite de 5.1). Pour G=GI et T =TI on a TI anisotrope et T̂ Gal(F/F ) =
{±1}I ⊂ (C×)I ⊂ ∏

i∈I (C
×)HomF (Ei,F ) = T̂ . Tout s = (si)i∈I ∈ T̂ Gal(F/F ) définit

une partition I = I1 � I2 où I1 (resp. I2) est l’ensemble des i ∈ I tel que si = 1
(resp. si = −1). Le groupe endoscopique défini par s est le produit de groupes unitaires
GI1 ×F GI2, muni de la classe de conjugaison stable de tores maximaux [TI1 ×F TI2].

7. Lemme Fondamental

Conjecture 7.1 (Langlands-Shelstad [20]). Soient G un groupe réductif non ramifié
sur F , T un tore maximal anisotrope de G, γ ∈ t un élément régulier semi-simple

dans g comme dans la section 3, et s ∈ T̂ Gal(F/F ) définissant un caractère κ de
Ker(H 1(F, T ) → H 1(F, G)) par la dualité de Tate-Nakayama comme dans la section
précédente. On a la κ-intégrale orbitale OG,κ

γ , le groupe endoscopique H muni de sa
classe de conjugaison stable de tore maximaux [T ] défini par s et l’intégrale orbitale
stable SOH[γ ].

Alors
OG,κ

γ = ε(γ )DG
H(γ )SOH[γ ].

où ε(γ ) est une racine de l’unité qui est définie précisément dans [20] et où le discri-
minant DG

H(γ ) est défini par

DG
H(γ ) =

∏
α∈R(G,T )−R(H,T )

|α(γ )|1/2
F .

On a noté |a|
F

= q−vF (a) pour tout a ∈ F× où q est de nombre des élément du corps

résiduel de F et vF : F× → Q est la valuation normalisée par vF (�F ) = 1 pour
toute uniformisante �F de F .
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Remarque 7.2. (i) La racine de l’unité ε(γ ) a été calculée par Waldspurger pour les
groupes classiques dans [29].

(ii) Kottwitz a montré comment pointer la classe de conjugaison stable de γ dans G

à l’aide de la section de Kostant pour simplifier la définition de Langlands-Shelstad
de ε(γ ) (cf. [15]).

(iii) D’après Waldspurger (cf. [30]), il suffit de démontrer le Lemme Fondamental
pour F d’égales caractéristiques, c’est-à-dire F = Fq((t)) pour un corps fini Fq .

8. Résultats

Outre le cas particulier de SL(2) qui est à l’origine du Lemme Fondamental (cf. [18])
plusieurs cas particuliers de 7.1 ont déjà été démontrés sans recours à la géométrie
algébrique : le cas de SL(n) par Waldspurger (cf. [27]), le cas de U(3) par Kottwitz
d’une part (cf. [14]) et par Rogawski d’autre part (cf. [25]), et le cas de Sp(4) par
Hales d’une part (cf. [9]) et Weissauer d’autre part (cf. [31]).

Par contre les deux théorèmes ci-dessous sont obtenus par voie géométrique, ce
qui suppose que F soit d’égales caractéristiques (voir cependant la remarque 7.2 (iii)).

Théorème 8.1 (Goresky, Kottwitz et MacPherson [7]). En plus des hypothèse de
la conjecture 7.1, supposons que le tore anisotrope T est non ramifié, c’est-à-dire
qu’il se déploie sur une extension finie non ramifiée de F , et que l’élément régulier
semi-simple γ ∈ t est d’égales valuations, c’est-à-dire que la valuation de α′(γ ) ne
dépende pas de la racine α de T dans G (α′ est la dérivée de α). Alors

OG,κ
γ = ε(γ )DG

H(γ )SOH[γ ].

Théorème 8.2 (Laumon et Ngô [22]). Reprenons les notations et les hypothèses de
l’exemple 4.1. Nous avons donc le groupe réductif quasi-déployé G = GI , une classe
de conjugaison stable [γ ] dans gI pointée par un élément γ = γI dans l’algèbre de
Lie et un tore maximal anisotrope T = TI de G.

Fixons une partition I = I1 � I2, notons H = GI1 ×GI2 le groupe endoscopique
correspondant et encore [γ ] la classe de conjugaison stable dans h de γ ∈ tI =
tI1 ⊕ tI2 ⊂ h.

Supposons que F soit d’égales caractéristiques p > n. Alors on a la relation

Oκ
γ = (−1)rqr SOH[γ ]

où
r = rI1,I2 =

∑
i1∈I1
i2∈I2

ri1,i2 .

(On rappelle que rij = rji est la valuation du résultant Res(Pi, Pj ) ∈ F ′ des poly-
nômes minimaux Pi(x) et Pj (x) de γi et γj .)
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9. Fibres de Springer affines

Les preuves des théorèmes 8.1 et 8.2 sont fondées sur une interprétation cohomolo-
gique des deux membres du Lemme Fondamental à l’aide de la formule des points
fixes de Grothendieck-Lefschetz. Cette interprétation fait intervenir les fibres de Sprin-
ger affines qui sont des analogues pour les groupes de lacets des fibres de Springer
classiques.

Soient k un corps algébriquement clos et G un groupe réductif sur k. On note
G((t)) le ind-k-schéma en groupes de lacets des k((t))-points de G et G[[t]] ⊂ G((t))

son sous-k-schéma en groupes des k[[t]]-points de G. On ne tient pas compte ici des
nilpotents éventuels de ces schémas.

Le ind-k-schéma réduit quotient X = G((t))/G[[t]] est appelé la grassmannienne
affine de G ; il est réunion croissante de k-schémas projectifs. Le ind-k-schéma en
groupes G((t)) agit par translation à gauche sur X.

Pour G = GLk(n) cette grassmannienne affine n’est autre que le ind-k-schéma
réduit des k[[t]]-réseaux dans k((t))n, c’est-à-dire des sous-k[[t]]-modules M ⊂ k((t))n

tels qu’il existe un entier N ≥ 0 avec tNk[[t]]n ⊂ M ⊂ t−Nk[[t]]n ⊂ k((t))n.
Soit g l’algèbre de Lie de G et γ un élément régulier semi-simple de g((t)) =

g⊗k k((t)). La fibre de Springer affine en γ est le sous-ind-k-schéma fermé réduit Xγ

de X dont l’ensemble des k-points est

Xγ (k) = {gG(k[[t]]) ∈ X(k) | ad(g−1)(γ ) ∈ g[[t]]}.
Pour que cet ensemble soit non vide il faut que, à conjugaison près on ait γ ∈ g[[t]] =
g ⊗k k[[t]], ce que nous supposons dans la suite.

Pour GLk(n) et γ ∈ gl(n, k[[t]]) une matrice régulière semi-simple, la fibre de
Springer affine est encore le ind-k-schéma réduit des k[[t]]-réseaux M ⊂ k((t))n tels
que γM ⊂ M .

Le centralisateur T de γ dans G((t)) est un tore maximal par hypothèse. L’action
de T ⊂ G((t)) par translation à gauche sur X respecte le fermé Xγ . Le tore T contient
un plus grand sous-tore de la forme A((t)) pour A un sous-tore de g sur k (le sous-tore
déployé maximal). Le groupe des co-caractères X∗(A) agit librement sur Xγ par

λ · gG[[t]] = λ(t)gG[[t]].
Dans [11], Kazhdan et Lusztig ont montré que Xγ est en fait un schéma localement
de type fini et de dimension finie sur k, et que le quotient de Xγ par l’action libre de
X∗(A) ci-dessus est un k-schéma projectif, l’application quotient Xγ → Xγ /X∗(A)

étant un revêtement étale galoisien de groupe de Galois X∗(A).
La structure de ind-k-schéma de la grassmannienne affine X induit sur la fibre

de Springer affine Xγ une structure analogue : Xγ est une réunion croissante de
sous-k-schémas fermés projectifs.

Soit � un nombre premier distinct de la caractéristique de k. On peut définir la
cohomologie étale �-adique de Xγ

Hi(Xγ , Q�).
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comme la limite projective des cohomologies étales �-adiques des sous-k-schémas
fermés projectifs ci-dessus.

Si k = Fq est la clôture algébrique d’un corps fini Fq et si G et γ sont définis sur
ce corps fini, il en est bien entendu de même de G((t)), G[[t]], X et Xγ . Par suite,
pour tout nombre premier � distinct de la caractéristique de k on a une action de
l’endomorphisme de Frobenius géométrique Frobq relatif à Fq sur la cohomologie
étale �-adique Hi(Xγ , Q�).

Rappelons que si Z est un k-schéma propre sur k = Fq , qui est défini que Fq ,
Deligne a montré que, quel que soit l’entier i, chaque valeur propre λ de Frobq sur
Hi(Z, Q�) est un entier algébrique de poids ≤ i, c’est-à-dire qu’il existe un entier
w(λ) ≤ i tel que |ι(λ)| = q−w(λ)/2 pour tout plongement de ι : Q(λ) ↪→ C. On dit
que la cohomologie étale �-adique de Z est pure si pour tout entier i et toute valeur
propre λ de Frobq sur Hi(Z, Q�), w(λ) = i (cf. [6]). Toujours d’après Deligne c’est
le cas si Z est supposé de plus lisse sur k (cf. loc. cit.). Les fibres de Springer sont des
exemples de schémas propres non lisses dont la cohomologie étale �-adique est pure
(cf. [26]).

Cette notion de pureté garde un sens pour les fibres de Springer affines Xγ et
Goresky, Kottwitz et MacPherson ont conjecturé dans [7] :

Conjecture 9.1. La cohomologie étale �-adique de Xγ est pure.

Ils ont démontré cette conjecture dans un cas particulier (cf. [8]) :

Théorème 9.2 (Goresky, Kottwitz et MacPherson). Supposons que γ est d’égales
valuations, c’est-à-dire que la valuation de α′(γ ) ne dépend pas de la racine α de T

dans G (α′ : t → k((t)) est la dérivée de α). Alors Xγ peut être pavé par des fibrés
en espaces affines standard sur des variétés projectives et lisses sur k. En particulier
la cohomologie étale �-adique de Xγ est pure.

10. L’approche de Goresky, Kottwitz et MacPherson

Soient toujours k une clôture algébrique d’un corps fini Fq et G un groupe réductif
sur k que l’on suppose défini sur Fq .

Soit T ⊂ G un tore maximal défini sur Fq et γ ∈ t[[t]] un élément régulier
(semi-simple) dans g((t)) que l’on suppose rationnel sur Fq , où bien sûr t et g sont les
algèbres de Lie de T et G. Comme dans la section précédente on a la fibre de Springer
affine

Xγ = {gG[[t]] | g−1γg ∈ g[[t]]} ⊂ X

en γ qui est laissée globalement invariante par l’action par translations à gauche du
centralisateur T ((t)) ⊂ G((t)) de γ . En particulier on a une action du tore T ⊂ T ((t))

et du groupe des co-caractères 	 = X∗(T ) ∼= tX∗(T ) ⊂ G((t)) sur X qui laissent
globalement invariante Xγ ; l’action de 	 sur Xγ est libre et commute à celle de T .
La fibre de Springer Xγ et les actions de T et 	 sont définies sur Fq .



414 Gérard Laumon

Le lieu des points fixes de T agissant sur X est le fermé XT = T ((t))/T [[t]] ⊂
G((t))/G[[t]] = X qui est automatiquement contenu dans Xγ et est donc le lieu des
points fixes XT

γ de l’action de T sur Xγ . Ce lieu est bien entendu globalement stable
sous l’action de 	 et on peut l’identifier à 	 avec l’action de 	 par translation sur
lui-même. La cohomologie étale �-adique de XT

γ = XT avec l’action induite de 	

est le Q�[	]-module Q�[[	]].
Goresky, Kottwitz et MacPherson donnent une formule explicite pour la coho-

mologie étale �-adique de Xγ sous l’hypothèse que cette cohomologie est pure. Ils
déduisent cette formule d’une formule explicite pour la cohomologie étale �-adique
T -équivariante de Xγ qu’ils établissent en premier.

Avant d’énoncer leur résultat rappelons que la cohomologie étale �-adique T -
équivariante de Spec(k) avec l’action triviale de T est la Q�-algèbre graduée

H ∗
T (Spec(k), Q�) =

⊕
n≥0

H 2n
T (Spec(k), Q�) =

⊕
n≥0

Symn(X∗(T )(−1)) ⊗ Q�,

où χ ∈ X∗(T ) correspond à la classe de Chern du fibré en droites Lχ sur le champ
algébrique [Spec(k)/T ], obtenu en poussant par χ le T -torseur universel. Rappelons
aussi que cette Q�-algèbre graduée agit par le cup-produit sur la cohomologie étale
�-adique T -équivariante de tout ind-k-schéma muni d’une action de T . On a donc

H ∗
T (XT

γ , Q�) =
⊕
n≥0

Symn(X∗(T )(−1)) ⊗ Q�[[	]]

en tant que
⊕

n≥0 Symn(X∗(T )(−1))⊗Q�[	]-module gradué et un homomorphisme
de

⊕
n≥0 Symn(X∗(T )(−1)) ⊗ Q�[	]-modules graduées

H ∗
T (Xγ , Q�) → H ∗

T (XT
γ , Q�) =

⊕
n≥0

Symn(X∗(T )(−1)) ⊗ Q�[[	]].

de restriction au lieu des points fixes sous T . On notera par la multiplication à gauche
l’action de Sym∗(X∗(T )(−1)) et par la multiplication à droite celle de Q�[	] pour
clarifier l’exposition.

Théorème 10.1 (Goresky, Kottwitz et MacPherson). Supposons que la cohomologie
étale �-adique de Xγ soit pure. Alors la flèche de restriction ci-dessus est injective
et son image est formée en degré n des f ∈ Symn(X∗(T )(−1)) ⊗ Q�[[	]] tels que,
pour toute racine α ∈ X∗(T ) de T dans G et tout entier d = 1, 2, . . . , v(α(γ )), on
ait

f (1 − α∨)d ∈ αdSymn−d(X∗(T )(−1)) ⊗ Q�[[	]]
où α′ : t((t)) → k((t)) est la dérivée de α et où α∨ ∈ 	 est la co-racine correspon-
dante.

Le théorème 8.1 résulte des théorèmes 9.2 et 10.1
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11. Notre approche avec Ngô

L’idée de départ est d’essayer de déformer les fibres de Springer en espérant qu’après
déformation les choses deviennent plus simples. Bien sûr nous sommes guidés par
l’analogie avec la résolution simultanée de Grothendieck-Springer qui regroupe en
une seule famille toutes les fibres de Springer classiques.

Les fibres de Springer affines se comportent mal du point de vue des déformations
et le point clé de notre approche est de les remplacer par des objets de nature globale
que sont les jacobiennes compactifiées de courbes singulières, et de manière plus
proche de la théorie des groupes par les fibres du morphisme de Hitchin.

Pour rendre les choses plus transparente je me limite dans la suite au cas où
G = GLk(n) bien que cela ne soit pas suffisant pour notre preuve du théorème 8.2.

Se donner un élément régulier semi-simple γ de g((t)) équivaut à se donner un
polynôme unitaire séparable P(x) ∈ k((t))[x] de degré n, et une base du k((t))-espace
vectoriel k((t))[x]/(P (x)) de dimension n. Pour que la fibre de Springer affine Xγ soit
non vide il faut que P(x) ∈ k[[t]][x] ; pour simplifier l’exposition on suppose dans
la suite que c’est bien le cas et que P(0) ∈ tk[[t]]. On introduit alors l’anneau Rγ =
k[[t]][γ ] = k[[t]][x]/(P (x)) ; c’est une k-algèbre réduite, non normale, d’anneau total
des fractions Frac(Rγ ) = k((t))[x]/(P (x)).

Pour toute k-algèbre réduite complète R isomorphe à k[[x, y]]/(f ) pour f ∈
(x, y) ⊂ k[[x, y]] (comme l’est Rγ ), on dispose d’un k-schéma en groupes commu-

tatifs PR et d’une “compactification” équivariante PR de ce dernier.
Le groupe de k-points de PR est simplement Frac(R)×/R× où Frac(R) est l’an-

neau total des fractions de R ; le groupe des composantes connexes de PR est ZI

où I est l’ensemble des points génériques de Spec(R) (ou ce qui revient au même
des facteurs irréductibles de f ) et la composante neutre P 0

R de PR est un k-schéma
en groupes de type fini extension d’une tore GI

m,k/Gm,k par un groupe unipotent. On
peut voir PR comme l’espace de modules des R-modules M libres de rang 1 munis
d’un isomorphisme Frac(R) ⊗R M ∼= Frac(R)

Le k-schéma PR est lui l’espace de modules des R-modules M de type fini sans
torsion munis d’un isomorphisme Frac(R)⊗R M ∼= Frac(R) ; PR qui est évidemment
contenu dans PR , agit par produit tensoriel sur ce dernier.

Proposition 11.1 (cf. [21]). La fibre de Springer affine Xγ est homéomorphe à PRγ .

Soit maintenant C une courbe réduite, connexe et projective sur k. Le k-champ
algébrique de Picard Pic(C) de C est l’espace de modules des OC-Modules inver-
sibles L. Ce champ algébrique est lisse sur k et le produit tensoriel le munit d’une
structure de champ algébrique en “groupes commutatifs”.

Les composantes connexes de Pic(C) sont découpées par l’invariant discret
deg(L) = χ(C, L) − χ(C, OC) ; elles sont de type fini si et seulement si C est
irréductible.
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Mayer et Mumford ont introduit une “compactification” équivariante de Pic(C)

(cf. [2]). Plus précisément ils ont introduit le k-champ algébrique Pic(C) des
OC-Modules cohérents F sans torsion de rangs génériques tous égaux à 1. On a
une immersion ouverte évidente de Pic(C) ↪→ Pic(C) et l’action par translation de
Pic(C) sur lui-même se prolonge en l’action de Pic(C) sur Pic(C) induite par le
produit tensoriel. En général Pic(C) n’est pas lisse sur k.

Les composantes connexes de Pic(C) sont elles aussi découpées par le degré de F .
Elles sont de type fini que si et seulement si C est irréductible. Par contre elles ne
sont pas irréductibles en général car Pic(C) n’est pas toujours dense dans Pic(C) et
la dimension de Pic(C) peut être strictement plus grande que celle de Pic(C).

Cependant, si les singularités de C sont toutes planes, c’est-à-dire si le complété
formel de OC,c est isomorphe à k[[x, y]]/(f (x, y)) pour f (x, y) ∈ (x, y) ⊂ k[[x, y]]
quel que soit le point singulier c de C, alors Rego d’une part (cf. [24]) et Altmann,
Iarrobino et Kleiman d’autre part (cf. [1]) ont montré que Pic(C) est dense dans Pic(C)

(ces auteurs ne considèrent que le cas où C est irréductible mais leur argument est
général).

Supposons dorénavant que notre courbe C réduite, connexe et projective sur k a
toutes ses singularités planes. Notons Csing ⊂ C l’ensemble fini de ses singularités.
On a un k-morphisme de champs algébriques∏

c∈Csing

PÔC,c
→ Pic(C)

qui envoie (Mc)c sur le OC-Module cohérent obtenu en recollant OC−Csing et les Mc

le long de (C − Csing) ∩ ∐
c∈Csing Spec(ÔC,c) = ∐

c∈Csing Spec(Frac(ÔC,c)). Ce
morphisme induit un morphisme de champs algébriques en groupes commutatifs∏

c∈Csing

PÔC,c
→ Pic(C).

Proposition 11.2. Le k-morphisme de champs algébriques déduit des morphismes
précédents par passage au quotient∏

c∈Csing

[PÔC,c
/PÔC,c

] → [ Pic(C)/Pic(C)]

est un isomorphisme.

Compte-tenu de cette proposition et de la proposition 11.1 la conjecture de pureté
de Goresky, Kottwitz et MacPherson 9.1 implique en particulier la conjecture suivante.

Conjecture 11.3. Soit C une courbe intègre et projective sur la clôture algébrique
d’un corps fini. On suppose que toutes les singularités de C sont planes et unibranches.
Alors la cohomologie �-adique de Pic(C)0 est pure.
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Les propositions 11.1 et 11.2 permettent de donner une interprétation cohomo-
logique des intégrales orbitales pour G en termes de Pic(C) pour une courbe C

convenable (cf. [21]). Un des gros avantages des champs de Picard compactifiés par
rapport aux fibres de Springer affines est que toute déformation de C donne lieu à une
déformation de Pic(C).

La fibration de Hitchin fournit de manière naturelle du point de vue de la théorie
des groupes une telle déformation (cf. [23]).

Changeons de notations. Soit maintenant C une courbe connexe, projective et lisse
de genre g ≥ 2 sur un corps k algébriquement clos et D un diviseur effectif de degré
≥ 2g − 2 sur C. On dispose du k-champ algébrique M des couples (E , θ) où E est un
fibré vectoriel de rang n sur C et θ : E → E(D) est un endomorphisme tordu de E .
Soit A le k-espace vectoriel de dimension finie

⊕n
i=1 H 0(X, OC(iD)) vu comme un

k-schéma affine. La fibration de Hitchin (cf. [10])

m : M → A

est le morphisme qui envoie (E , θ) sur le polynôme caractéristique de θ , c’est-à-dire
défini par

m(E , θ) = (−tr(θ), tr(∧2θ), . . . , (−1)ntr(∧nθ))

Tout point a ∈ A définit un diviseur de Cartier Ca dans la surface réglée
V(OC(−D)), diviseur appelé par Hitchin la courbe spectrale en a, à savoir le di-
viseur d’équation

un + p∗a1u
n−1 + · · · + p∗an = 0

où p : V(OC(−D)) → C est la projection canonique et u est la section universelle de
p∗O(−D). La restriction πa de p à cette courbe Ca en fait un revêtement fini ramifié
de C. Par construction πa,∗OCa est isomorphe à

SymOC
(OC(−D))/�a

où �a est l’Idéal engendré par l’image de l’homomorphisme

OC(−nD) →
n⊕

i=0

OC(−iD) ⊂ SymOC
(OC(−D))

de composantes (an, an−1, . . . , a1, 1).
Supposons que Ca est réduite. On a alors un morphisme du champ algébrique

Pic(Ca) des OCa -Modules cohérents sans torsion de rang 1 en tout point générique
de Ca dans la fibre de la fibration de Hitchin m−1(a) = Ma en a :

Pic(Ca) → m−1(a), F 
→ (E , θ)

où E = πa,∗F et

θ : OC(−D) ⊂ SymOC
(OC(−D))/�a = πa,∗OCa → EndOC

(E).
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Proposition 11.4 (Beauville, Narasimhan et Ramanan [4]). Le morphisme de champs
algébriques ci-dessus est un isomorphisme.

Compte tenu des proposition 11.1 et 11.2, on a donc un lien entre les fibres de la
fibration de Hitchin et fibres de Springer affines via les jacobiennes compactifiées. La
fibration de Hitchin peut donc être vue comme une famille naturelle de (produits de)
fibres de Springer affines. Elle joue un peu le rôle de la résolution simultanée de
Grothendieck-Springer pour les fibres de Springer affines. C’est le point de départ de
notre démonstration du théorème 8.2.

Remerciements. Je remercie Pierre-Henri Chaudouard et Ngô Bao Châu pour leur
aide durant la préparation de cet exposé.
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Equidistribution, L-functions and ergodic theory:
on some problems of Yu. Linnik

Philippe Michel and Akshay Venkatesh∗

Abstract. An old question of Linnik asks about the equidistribution of integral points on a
large sphere. This question proved to be very rich: it is intimately linked to modular forms, to
subconvex estimates for L-functions, and to dynamics of torus actions on homogeneous spaces.
Indeed, Linnik gave a partial answer using ergodic methods, and his question was completely
answered by Duke using harmonic analysis and modular forms. We survey the context of these
ideas and their developments over the last decades.

Mathematics Subject Classification (2000).Primary 11F66; Secondary: 11F67, 11M41.

Keywords. Automorphic L-functions, ergodic theory, equidistribution, subconvexity.

1. Linnik’s problems

Given Q a homogeneous polynomial of degree m in n variables with integral coeffi-
cients, a classical problem in number theory is to understand the integral representa-
tions of an integer d by the polynomial Q, as |d| → +∞. Let VQ,d(Z) = {x ∈ Zn,

Q(x) = d} denote the set of such representations (possibly modulo some obvious
symmetries). If |VQ,d(Z)| → +∞ with d, it is natural to investigate the distribution
of the discrete set VQ,d(Z) inside the affine variety “of level d”

VQ,d(R) = {x ∈ Rn, Q(x) = d}.
In fact, one may rather consider the distribution, inside the variety of fixed level

VQ,±1(R), of the radial projection |d|−1/m.VQ,d(Z) (here± is the sign of d) and one
would like to show that, as |d| → +∞, the set |d|−1/m.VQ,d(Z) becomes equidis-
tributed with respect to some natural measure μQ,±1 on VQ,±1(R). Here, to take care
of the case where VQ,d(Z) and μQ,±1(VQ,±1(R)) are infinite, equidistribution w.r.t.
μQ,±1 is defined by the following property: for any two sufficiently nice compact
subsets �1, �2 ⊂ VQ,±1(R) one has∣∣|d|−1/m.VQ,d(Z) ∩�1

∣∣∣∣|d|−1/m.VQ,d(Z) ∩�2
∣∣ −→ μQ,±1(�1)

μQ,±1(�2)
as |d| → +∞. (1.1)
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The most general approach to this kind of problems is the circle method of Hardy–
Littlewood. (Un)fortunately, that method is fundamentally limited to cases where the
number of variables n is large compared with the degreem. To go further, one is led to
make additional hypotheses on the varieties VQ,d . It was anticipated by Linnik in the
early 60’s, and systematically suggested by Sarnak in the 90s [55], [56], [68], that for
varieties which are homogeneous with respect to the action of some algebraic group
GQ, one should be able to take advantage of this action. Equidistribution problems
on such homogeneous varieties are called (after Sarnak), equidistribution problems
of Linnik’s type.

By now, this expectation is largely confirmed by the resolution of wide classes
of problems of Linnik’s type ([10], [25], [30]–[32], [35], [57], [58], [65]); and the
methods developed to deal with them rely heavily on powerful techniques from har-
monic analysis (Langlands functoriality, quantitative equidistribution of Hecke points
and approximations to the Ramanujan–Petersson conjecture) or from ergodic theory
(especially Ratner’s classification of measures invariant under unipotent subgroups),
complemented by methods from number theory.

In this lecture we will not discuss that much the resolution of these important and
general cases (for this we refer to [33], [72]); instead, we wish to focus on three,
much older, examples of low dimension and degree (m = 2, n = 3) which were
originally studied in the sixties by Linnik and his school. Our point in highlighting
these examples is that the various methods developed to handle them are fairly different
from the aforementioned ones which, in fact, may not apply or at least not directly.

The three problems correspond to taking Q to be a ternary quadratic form of
signature (3, 0) or (1, 2). They are problems of Linnik’s type with respect to the
action of the orthogonal group G = SO(Q) on VQ,d .

The first problem is for the definite quadratic formQ(A,B,C) = A2+B2+C2.
For d an integer, VQ,|d|(Z) is the set of representations of |d| as a sum of three squares

VQ,|d|(Z) = {(a, b, c) ∈ Z3, a2 + b2 + c2 = |d|}
and VQ,1(R) = S2 is the unit sphere. We denote by

Gd = |d|−1/2.VQ,|d|(Z)

the radial projection of VQ,|d|(Z) on S2:

Theorem 1 (Duke [17]). For d → −∞, and d �≡ 0, 1, 4 (mod 8) the set Gd is
equidistributed on S2 w.r.t. the Lebesgue measure μS2 .

It will be useful to recall the “accidental” isomorphism of SO(Q) with G =
PG(B(2,∞)) = B×2,∞/Z(B

×
2,∞) where B(2,∞) is the algebra of the Hamilton quater-

nions. This arises from the identification of the quadratic space (Q3,Q) with the
trace-0 Hamilton quaternions endowed with the norm form N(z) = z.z via the map
(a, b, c)→ z = a.i + b.j + c.k.
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The second and third problems are relative to the indefinite quadratic form
Q(A,B,C) = B2 − 4AC, which is the discriminant of the binary quadratic forms
qA,B,C(X, Y ) = AX2 + BXY + CY 2. In that case, there is another “accidental”
isomorphism of SO(Q) with PGL2 via the map

(a, b, c)→ qa,b,c(X, Y ) = aX2 + bXY + cY 2

which identifies VQ,d with the set Qd of binary quadratic forms of discriminant d;
PGL2 acts on the latter by linear change of variables, twisted by inverse determi-
nant. As PGL2(Z) acts on Qd(Z), one sees that, if VQ,d(Z) = Qd(Z) is non
empty (i.e. if d ≡ 0, 1 mod 4), it is infinite; so the proper way to define the equidis-
tribution of |d|−1/2.VQ,d(Z) inside VQ,±1(R) = Q±1(R) is via (1.1). However,
it is useful to formulate these problems in a slightly different (although equiva-
lent) form which will be suitable for number theoretic applications. Let H± =
H+ ∪ H− = C − R = PGL2(R)/SO2(R) denote the union of the upper and lower
half-planes and Y0(1) denote the (non-compact) modular surface of full level i.e.
PGL2(Z)\H± � PSL2(Z)\H+.

As is well known, the quotient PSL2(Z)\Qd(Z) is finite, of cardinality some class
number h(d). For negative discriminants d, one associates to each PSL2(Z)-orbit
[q] ⊂ Qd(Z), the point z[q] in Y0(1) defined as the PGL2(Z)-orbit of the unique root
of q(X, 1) contained in H+. These points are called Heegner points of discriminant1 d
and we set

Hd := {z[q], [q] ∈ PSL2(Z)\Qd(Z)} ⊂ Y0(1).

An equivalent form to (1.1) for Q(A,B,C) = B2 − 4AC and d → −∞ is the
following:

Theorem 2 (Duke [17]). As d →−∞, d ≡ 0, 1 mod 4, the set Hd becomes equidis-

tributed on Y0(1) w.r.t. the Poincaré measure dμP = 3
π
dxdy

y2 .

For positive discriminants d, one associates to each class of integral quadratic form
[q] ∈ Qd(Z) the positively oriented geodesic, γ[q], in Y0(1) which is the projection
to Y0(1) of the geodesic line in H+ joining the two (real) roots of q(X, 1). This is a
closed geodesic – in fact, all closed geodesics on Y0(1) are of that form – whose length
is essentially equal to the logarithm of the fundamental solution to Pell’s equation
x2 − dy2 = 4. We denote by

�d := {γ[q], [q] ∈ PSL2(Z)\Qd(Z)}
the set of all geodesics of discriminant d.

Theorem 3 (Duke [17]). As d → +∞, d ≡ 0, 1 mod 4, d not a perfect square, the
set �d becomes equidistributed on the unit tangent bundle of Y0(1), S∗1 (Y0(1)), w.r.t.

the Liouville measure dμL = 3
π
dxdy

y2
dθ
2π .

1For simplicity, we will ignore non-primitivite forms.



424 Philippe Michel and Akshay Venkatesh

These three problems (in their form (1.1)) were first proved by Linnik and by
Skubenko by means of Linnik’s ergodic method; we will return to this method in
Section 6. The proof however is subject to an additional assumption which we call
Linnik’s condition, namely:

Theorem 4 (Linnik [54], [55], Skubenko [71]). Let p be an arbitrary fixed prime,
then the equidistribution statements of Theorems 1, 2, 3 hold for the subsequence of d
such that p is split in the quadratic extension Kd = Q(

√
d).

We will see in Section 6 that Linnik’s condition has a natural ergodic interpreta-
tion. It can be relaxed to the condition that for each d there is a prime p = p(d) �
|d|

1
1010 log log |d| which splits in Q(

√
d). The latter condition is satisfied, for instance,

by assuming that the L-functions of quadratic characters satisfying the Generalized
Riemann Hypothesis (GRH). In particular, Linnik’s condition (resp. the weaker one)
is automatically fullfilled for subsequences of d such that Kd is a fixed quadratic
field (resp. disc(Kd) = exp

(
O

( log |d|
log log |d|

))
); however, in these cases, the proof of

Theorems 1, 2, 3 is much simpler (see [11] for instance); so, as it is (from our per-
spective at least) the hardest case, we will limit ourselves to d’s which are fundamental
discriminants (i.e. d = disc(Kd)).

Acknowledgements. The first author is scheduled to give a presentation based on
this work in the ICM 2006. Since much of it is based on our joint work, we have
decided to write this paper jointly. The results of Section 6 are all joint work with
M. Einsiedler and E. Lindenstrauss and will also be discussed in their contribution to
these proceedings [28].

It is our pleasure to thank Bill Duke, Henryk Iwaniec and Peter Sarnak for both
their consistent encouragement and for many beautiful ideas which underlie the whole
field. Peter Sarnak and Hee Oh carefully read an early draft and provided many helpful
comments and corrections. We also would like to thank our collaborators Manfred
Einsiedler and Elon Lindenstrauss, for patiently explaining ergodic ideas and methods
to us.

2. Linnik’s problems via harmonic analysis

Duke’s unconditional solution of Linnik’s problems is via harmonic analysis and in a
sense, is very direct as it proceeds by verifying Weyl’s equidistribution criterion. Let
(X,μ) denote any of the probability spaces (S2, μS2), (Y0(1), μP ), (S1∗(Y0(1)), μL).
For each case and for appropriate d, let μd denote the probability measure formed
out of the respective sets Gd , Hd or �d : for instance for X = S2,∫

S2
ϕμd = 1

|Gd |
∑

(a,b,c)∈Z3

a2+b2+c2=|d|

ϕ

(
a√|d| ,

b√|d| ,
c√|d|

)
.
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Showing thatμd weak-∗ converges toμ amounts to show that, for any ϕ ranging over
a fixed orthogonal basis ( made of continuous functions) of the L2-space L2

0(X,μ),
the Weyl sum

W(ϕ, d) :=
∫
X

ϕμd converges to 0 as |d| → +∞. (2.1)

In the context of Theorem 1 (resp. Theorem 2, resp. Theorem 3) such bases are taken
to consist of non-constant harmonic polynomials (resp. Maass forms and Eisenstein
series of weight 0, resp. Maass forms and Eisenstein series of non-negative, even,
weight).

2.1. Duke’s proof. The decay of the period integralW(ϕ, d) is achieved by realizing
it in terms of the d-th Fourier coefficient of a modular form of half-integral weight
and level 4; this modular form – call it ϕ̃ – is obtained from ϕ through a theta
correspondance.

In the case of Theorem 1, and when ϕ is a non-constant harmonic polynomial of
degree r , this comes from the well known fact that the theta-series

ϕ̃(z) = θϕ(z) =
∑
|d|�1

( ∑
(a,b,c)∈Z3

a2+b2+c2=|d|

ϕ(a, b, c)
)
e(|d|z)

is a modular form of weight k = 3/2 + r for the modular group �0(4). This is a
special case of a (theta) correspondance of Maass, which itself is now a special case
of the theta correspondance for dual pairs; it associates to an automorphic form ϕ for
an orthogonal group SOp,q of signature (p, q), a Maass form ϕ̃ of weight (q −p)/2.
Moreover, Maass provided a formula expressing the Fourier coefficients of ϕ̃ in terms
of a certain integral of ϕ.

By the accidental isomorphisms recalled above, this provides a correspondance
between automorphic forms either for B×2,∞ or for PGL2, and modular forms of half-
integral weight. Under this correspondance, one has, for d a fundamental discriminant

W(ϕ, d) = cϕ,d ρϕ̃(d)|d|
−1/4

L(χd, 1)
(2.2)

where cϕ,d is a constant depending on ϕ and mildly on d (i.e. |d|−ε 
ϕ,ε cϕ,d 
ε |d|ε
for any ε > 0), ρϕ̃(d) denotes the suitably normalized d-th fourier coefficient of ϕ̃
and χd is the quadratic character corresponding to Kd .

In particular, by Siegel’s lower bound L(χd, 1)�ε |d|−ε, (2.1) is a consequence
of a bound of the form

ρϕ̃(d)
 |d|1/4−δ (2.3)

for some absolute δ > 0. The bound (2.3) is to be expected; indeed the half-integral
weight analog of the Ramanujan–Petersson conjecture predicts that any δ < 1/4 is
admissible. This conjecture follows from the GRH, but, unlike its integral weight
analogue, does not follow from the Weil conjectures.
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The problem of bounding Fourier coefficient of modular forms can be approached
through a Petersson–Kuznetzov type formula (due to Proskurin in the half-integral
weight case): (un)fortunately the standard bound for the Salié sums occuring in the
formula yield the above estimate only for δ < 0. This “barricade” was eventually
surmounted by Iwaniec (using an ingenious idea of averaging over the level, and
obtaining the value δ = 1/28, [41]) for ϕ̃ a holomorphic form of weight � 5/2 and
by B. Duke for general forms by adapting Iwaniec’s argument, and thus concluding
the first fully unconditional proof of Theorems 1, 2, 3.

2.2. Equidistribution and subconvex bounds forL-functions. Shortly after Duke’s
proof, another approach emerged which turned out to be very fruitful, namely the
connection between the decay of Weyl’s sums (2.1) and the subconvexity problem for
automorphic L-function (see Section 3).

2.2.1. Weyl’s sums as period integrals: Waldspurger type formulae. It goes back
to Gauss that the set of classes of quadratic forms SL2(Z)\Qd(Z) has the structure
of a finite commutative group (the class group) Cl(d). In particular for the second
problem (d < 0), Hd is a homogeneous space under the action of Cl(d) and the Weyl
sums can be seen as period integrals for this action:

W(ϕ, d) =
∫

Cl(d)
ϕ(σ.zd) dμHaar(σ ).

In a similar way, the Weyl’s sums over Gd and �d can be realized as orbital integrals
for the action of some class group. The connection between such orbital integrals and
L-functions follows from a formula basically due to Waldspurger. To describe it in
greater detail it is useful and convenient to switch an adelic description of the Weyl’s
sums.

Let us recall recall that in the context of Theorem 1 withQ(A,B,C) = A2+B2+
C2 (resp. Theorems 2 and 3, withQ(A,B,C) = B2−4AC) a solutionQ(a, b, c) = d
gives rise to an embedding of the quadratic Q-algebra Kd into the Q-algebra B(2,∞)
(resp.M2,Q) by sending

√
d to a.i+b.j+c.k (resp.

(
b −2a
2c −b

)
). This yields an embed-

ding of Q-algebraic groups, T d := resK/QGm/Gm ↪→ G, where G = PG(B(2,∞))
(resp. = PGL2).

Let Kf,max be a maximal compact subgroup of G(Af ) in all three cases. In the
context of Theorem 1 (resp. Theorem 2, resp. Theorem 3) take K∞ = T d(R) ∼=
SO2 ⊂ G (resp. K∞ = T d(R), resp. K∞ = {1}) and set K = Kf,maxK∞; the
quotient G(Q)\G(AQ)/K then equals a quotient of S2 by a finite group of rotations
(resp. Y0(1), resp. the unit tangent bundle of Y0(1)).

It transpires, with these identifications, the subsets

Gd ⊂ S2, Hd ⊂ Y0(1), �d ⊂ S1∗(Y0(1))
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may be uniformly described, after choosing a solution zd , as a compact orbit of the
adelic torus T d :

T d(Q)\zd .T d(AQ)/KT d ⊂ G(Q)\G(AQ)/K

where KT d := T d(AQ)∩K. In this notation the Weyl sum is given as a toric integral

W(ϕ, d) =
∫

T d (Q)\T d (AQ)/KT d

ϕ(zd .t) dt (2.4)

when dt is the Haar measure on the toric quotient. A superficial advantage of this
notation is that it allows for a uniform presentation of many equidistribution problems
for “cycles” associated with quadratic orders in locally symmetric spaces associated
to quaternion algebras. Indeed, as we shall see below, one can consider the above
equidistribution problems while changing

• the group G to G = B×/Z(B×) for B any quaternion algebra over Q;

• the compact Kf,max to a compact subgroup K′f ⊂ Kf,max (i.e. changing the
level structure)

• the subgroup KT d to a subgroup K′T d (i.e. considering cycles associated to
suborders O of the maximal order Od ).

• the base field Q to a fixed totally real number field F .

When ϕ is a new cuspform (the L2 normalized new vector in some automorphic
representation π ), Waldspurger’s formula [76] relates |W(ϕ, d)|2 (and correspond-
ingly the square of the d-th Fourier coefficient |ρϕ̃(d)|2) to the central value of an
automorphic L-function. In its original form, the formula was given up to some non-
zero proportionality constant; as we are interested in the sizeW(ϕ, d) a more precise
expression is needed. Thanks to the work of many people ([12], [36], [37], [47], [50],
[66], [78], [80], [81]) notably Gross, Zagier and Zhang such an expression is by now
available in considerable generality. Under suitable hypotheses (which in the present
cases are satisfied), it has the following form

|W(ϕ, d)|2 = cϕ,d L(π, 1/2)L(π × χd, 1/2)

L(χd, 1)2
√|d| (2.5)

where π ′ is a GL2-automorphic representation corresponding to π by the Jacquet–
Langlands correspondance and cϕ,d > 0 is a constant which depends mildy on d.

The Waldspurger formula (2.5) is more powerful than (2.2) as it may be extended
to a formula for more general toric integrals. Indeed, let χ be a character of the
torus T d(Q)\T d(AQ) = K×d A×Q\A×Kd trivial on KT d . Under suitable compatibility
assumptions between χ and ϕ and possibly under additional coprimality assumptions
between the conductors of of π, χ , the relation (2.5) generalizes to

|Wχ(ϕ, d)|2 = cϕ,dχ ,χ∞
L(π × πχ, 1/2)

L(χd, 1)2
√|dχ | (2.6)
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where Wχ(ϕ, d) is a twisted toric integral of the form

Wχ(ϕ, dχ) =
∫

T d (Q)\T d (AQ)

χ(t)ϕ(zdχ .t) dt,

πχ is the GL2-automorphic representation (of conductor dχ ) corresponding to χ by
quadratic automorphic induction and L(π ×πχ, s) is the Rankin–Selberg L-function
of the pair (π, πχ).

2.3. Subconvexity and (sparse) equidistribution. We see, from formula (2.5) and
Siegel’s lower bound that (2.1) follows from the bound

L(π × χd, 1/2)
π |d|1/2−δ (2.7)

for some absolute δ > 0; subject to this bound, one obtains another proof of Linnik’s
equidistribution problems. More generally, we see from (2.6) that the twisted Weyl
sums are decaying, i.e.

Wχ(ϕ, dχ)→ 0 for dχ →+∞, (2.8)

as soon as

L(π × πχ, 1/2)
 |dχ |1/2−δ. (2.9)

Both (2.7) and (2.9) are special cases of subconvex bounds for central values of
automorphic L-functions and have been proven (see below).

One should note that the decay of the twisted toric integral is useful if one needs
to perform harmonic analysis along the toric orbit T d(Q)\zd .T d(AQ)/KT d : this is
particular the case when one needs equidistribution only for a stricly smaller suborbit
of the full orbit, a problem we call a sparse equidistribution problem.

For instance one has:

Theorem 5 ([39]). There is an absolute constant 0 < η < 1 such that: for each
fundamental discriminant d < 0, choose z0,d ∈ Hd a Heegner point and choose Gd
a subgroup of Cl(d) of size |Gd | � |Cl(d)|η then the sequence of suborbits

H ′d := Gd.z0,d = {σ.z0,d , σ ∈ Gd}
is equidistributed on Y0(1) w.r.t. μP .

One has also similar sparse equidistribution results for sufficiently large suborbits
of Gd on the sphere and for suffciently large geodesic segments of �d [60], [66]. Note
however that the present method has fundamental limitations as one cannot take η too
close to 0: even under the GRH, one would prove equidistribution only for η > 1/2.
Nevertheless we would like to formulate the following
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Conjecture 1 (Equidistribution of subgroups). Fix any η > 0 and for each fundamen-
tal discriminant d < 0, choose z0,d ∈ Hd a Heegner point and chooseGd a subgroup
of Cl(d) of size |Gd | � |d|η. Then as |d| → +∞, the sequence of suborbits

H ′d := Gd.z0,d = {σ.z0,d , σ ∈ Gd}
is equidistributed on Y0(1) w.r.t. μP .

This conjecture is certainly difficult in general; however, we expect that, by ergodic
methods like the ones described in Section 6, significant progress might be made, at
least for subgroups Gd that satisfy suitable versions of Linnik’s condition for some
fixed prime p.

2.4. Equidistribution and non-vanishing of L-functions. Before continuing with
the subconvexity problem, we would like to point out another interesting application.
It combines subconvexity, equidistribution and the period relation (2.5) and applies
them to the non-vanishing of L-functions.

Consider, for simplicity, the context of Theorem 2 (see also [62]): letϕ be a Maass–
Hecke eigenform of weight 0 and π be its associated automorphic representation. If
one averages (2.5) over the characters of Cl(d), one obtains by orthogonality (here
the constants cϕ,dχ ,χ∞ are equal to an absolute constant c > 0)

c

√
d

|Cl(d)|2
∑

χ∈Ĉl(d)

L(π × πχ, 1/2) =
∫
Y0(1)
|ϕ|2.μd

and since by Theorem 2∫
Y0(1)
|ϕ|2.μd →

∫
Y0(1)
|ϕ(z)|2dμP (z) > 0 as d →−∞

this shows that for someχ the central valueL(π×πχ, 1/2)does not vanish. Moreover,
by the subconvex bound (2.9), one obtains a quantitative form of non-vanishing∣∣{χ ∈ Ĉl(d), L(π × πχ, 1/2) �= 0}∣∣� |d|η (2.10)

for some absolute η > 0.

Remark 2.1. When π corresponds to an Eisenstein series, stronger results where
obtained before by Duke–Friedlander–Iwaniec [24] and Blomer [5]; although this
it appears in a somewhat disguised (and more elaborate) form, the basic principle
underlying the proof is the same.

By considering equidistribution relative to definite quaternion algebras, one can
obtain similar non-vanishing results for central values L(π × πχ, 1/2) where π∞ is
in the discrete series and the sign of the functional equation of L(π × πχ, s) is +1.
In particular when π = πE is the automorphic representation associated to an elliptic
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curve E/Q, such estimates provide a lower bound for the size of the “rank-0” part of
the group E(HK) of points of E which are rational over the Hilbert class field of K
as d →−∞.

An interesting problem is to adress the case where the sign of the functional
equation is −1. In this case, L(π × πχ, 1/2) = 0 and one considers instead the
question of non-vanishing of the first derivativeL′(π×πχ, 1/2). At least when π∞ is
in the holomorphic discrete series andπ has trivial central character, the Gross–Zagier
formula (and its extensions by Zhang) interprets L′(π × πχ, 1/2) as the “height” of
some Heegner cycle above some modular (or Shimura) curve. This is not quite a
period integral; however the height decomposes as a sum of local heights indexed by
the places v of Q. These local heights are either simple or can be interpreted as periods
integrals over quadratic cycles associated with K which live over appropriate adelic
quotients G(v)(Q)\G(v)(A)/Kv where G(v) is associated to a quaternion algebra B(v)

ramified at v.
It seem then plausible that one can compute the asymptotic of the average∑
χ L
′(π × πχ, 1/2) by using the equidistribution property of quadratic cycles on

these infinitely many quotients. One consequence of this would then be, for compat-
ible E and K , a lower bound for the rank of E(HK):

rankZ E(HK)� |d|η

for some η > 0 as d →−∞.

Remark 2.2. A few years ago, Vatsal and Cornut [16], [73], [74] used period relations
and equidistribution in a similar way to obtain somewhat stronger non-vanishing
results for Rankin–Selberg L-functions but associated to anti-cyclotomic2 characters
of a fixed imaginary quadratic field. Note that one of their main ingredient to obtain
equidistribution came for ergodic theory and precisely from Ratner’s theory.

3. The subconvexity problem

Although the subconvexity problem is a venerable topic in number theory – its study
begins with Weyl’s estimate |ζ(1/2 + it)| 
ε t

1/6+ε – there has been a renaissance
of interest in it recently. This owes largely to the observation that a resolution of the
subconvexity problem for automorphic L-functions on GL has many striking appli-
cations, as we have just seen to Linnik’s equidistribution problems or to “Arithmetic
Quantum Chaos.” We refer to [44] for a discussion of all these questions in the broader
context of the analytic theory of automorphic L-functions.

Let � = �∞ ⊗⊗′
p �p some reasonable “automorphic object”: by automor-

phic object we mean, for instance an automorphic representation or more generally
an admissible representation constructed out of automorphic representations via the

2The case of cyclotomic characters was carried out even earlier by Rohrlich, by more direct methods.
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formalism of L-groups (for instance the Rankin–Selberg convolution π1× π2 of two
automorphic representations on some linear groups). To�, one can usually associate
a collection of local L-factors

L(�p, s) =
d∏
i=1

(
1− α�,i(p)

ps

)−1

, p prime, L(�∞, s) =
d∏
i=1

�R(s − μ�,i)

where �R(s) = π−s/2�(s/2) and {α�,i(p)}, {μ�,i} are called the local numerical
parameters of � at p and at infinity; from these local datas one forms a global
L-function

L(�, s) =
∑
n�1

λ�(n)

ns
=

∏
p

L(�p, s).

In favourable cases, one can show that L(�, s) has analytic continuation to C and
satisfies a functional equation which we normalize into the form

q
s/2
� L(�∞, s)L(�, s) = w�q(1−s)/2� L(�∞, 1− s)L(�, 1− s),

where |w�| = 1 and q� > 0 is an integer called the conductor of�. We recall (after
Iwaniec–Sarnak [44]) that the analytic conductor of� is the function of the complex
variable s given by

C(�, s) = q�
d∏
i=1

|s − μ�,i |.

It is expected, and known in many cases, that the following convexity bound for
the values of L(�, s) holds on the critical line �es = 1/2: for any ε > 0, one has

L(�, s)
ε,d C(�, s)
1/4+ε.

This is known, in particular, when � is an automorphic cuspidal representation of
GL(n) over any number field, [63]. The Lindelöf conjecture, which is a consequence
of the GRH, asserts that in fact L(�, s) 
ε,d C(�, s)ε. In many applications,
however, it is sufficient to improve the convexity bound.

The subconvexity problem consists in improving the exponent 1/4 to 1/4 − δ
for some positive absolute δ. In fact, for most applications it is sufficient to im-
prove that exponent only with respect to one of the three type of parameters s, q� or∏d
i=1(1+|μ�,i |); these variants are called the s-aspect, the q-aspect (or level-aspect)

and the∞-aspect (or eigenvalue-aspect) respectively. See [34], [44] for an introduc-
tion to the subconvexity problem in this generality. During the last decade, there has
been considerable progress on the subconvexity problem for L-functions associated
to GL1 and GL2 automorphic forms. In this lecture, we mainly discuss the recent
progress made on the q-aspect, although the other aspects are very interesting, both
for applications and for conceptual reasons (see [6], [42], [46], [70]). In the level
aspect, one has
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Theorem 6. Let F be a fixed number field and π2 be a fixed cuspidal automorphic
representation of GL2(AF ). Let χ1, π1 denote respectively a GL1(AF )-automorphic
representation (i.e. a Grössencharacter), a GL2(AF )-automorphic representation
and let q1 denote either the conductor of χ1 or π1 and q1 = NF/Q(q1). There exists
an absolute constant δ > 0 such that for �es = 1/2 one has

L(χ1, s)
s q
1/4−δ
1 , (3.1)

L(χ1 × π2, s)
s,π2,χ1,∞ q
1/2−δ
1 , (3.2)

L(π1, s)
s,π1,∞ q
1/4−δ
1 , (3.3)

L(π1 × π2, s)
s,π2,π1,∞ q
1/2−δ
1 . (3.4)

Thus the subconvexity problem is solved in the q1-aspect for all these L-functions.

• For F = Q, the bound for DirichletL-functions (3.1) is due to Burgess (see also
[15]). The bound for twisted L-function (3.2) is basically due to Duke–Friedlander–
Iwaniec [19] (see also [7], [9] for the general bound over Q with a good subconvex
exponent). The bound (3.3) is mainly to a series of works by Duke–Friedlander–
Iwaniec: [20] for π1 with trivial central character and [21], [22], [23] for the much
harder case of a central character of conductor q1; it has been recently completed for
π1 with arbitrary central character by Blomer, Harcos and the first author in [8]. The
bound for Rankin–Selberg L-functions (3.4) for π having trivial central character is
due to Kowalski, the first author and Vanderkam ([52]) by generalizing the methods
of [20] and to Harcos and the first author for π1 with an arbitrary central character
[39], [60].
• In the case of a number field of higher degree, the first general subconvex result

is due to Cogdell–Piatetski-Shapiro–Sarnak [13]: it consists of (3.2) when F is a
totally real field and π2,∞ is in the holomorphic discrete series (i.e. corresponds to
a holomorphic Hilbert modular form). Recently, the second author developed a new
method and established, amongst other things, the bounds (3.1), (3.2), (3.3) and (3.4)
for F an arbitrary number field, π2 fixed but arbitrary and π1 with a trivial central
character [75]. Eventually the authors combined their respective methods from [60]
and [75] to obtain (3.3) and (3.4) for π1 with an arbitrary central character.

3.1. Amplification and the shifted convolution problem. Arguably, the most suc-
cessful approach to subconvexity in the q-aspect is via the method of moments or more
precisely via its variant, the amplification method. For the sake of completness we
briefly recall the mechanism and refer to [34] and [43] for the philosophy underlying
this method.

Given�1 and a (well choosen) family of automorphic objects F = {�} contain-
ing �1, the amplification method builds on the possibility to obtain a bound for the
amplified k-th moment of the {L(�, s), � ∈ F }, �es = 1/2, of the form∑

�∈F
|L(�, s)|k

∣∣∣ ∑
��L

λ�(�)a�

∣∣∣2 
ε |F |1+ε
∑
��L
|a�|2 (3.5)
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for any ε > 0, where the (a�)��L are a priori arbitrary complex coefficients and
where L is some positive power of |F |. Such a bound is expected if L is sufficiently
small compared with |F |, since the individual bound |L(�, s)|k 
ε |F |ε would
follow from the GRH and the estimate∑

�∈F

∣∣∣ ∑
��L

λ�(�)a�

∣∣∣2 = |F |(1+ o(1))
∑
��L
|a�|2

should be a manisfestation of the quasi-orthogonlity of the {(λ�(�))��L}�∈F which
is a frequently recurring theme in harmonic analysis. Assuming (3.5), one deduces a
subconvex bound for |L(�1, s)|k by restricting (3.5) to one term and by choosing the
coefficients a� = a�(�1) appropriately.

All the subconvex bounds presented in Theorem 6 can be obtained by considering
forL(�, s) anL-function of Rankin–Selberg type, i.e. anL-function either of the form
L(χ1×π2, s) or of the form L(π1×π2, s) with π2 a fixed (not necessarily cuspidal)
GL2-automorphic representation. The families F considered are then essentially of
the form {χ × π2, qχ = q1} or {π × π2, qπ = q1, ωπ = ωπ1} and the bound (3.5)
is achieved for the second moment (k = 2). To analyze effectively the left-hand side
of (3.5) one needs a manageable expression for L(�, s) for s on the critical line. The
traditional method to do so is to apply an approximate functional equation technique
which expresses L(�, s) essentially as a partial sum of the form

�(�) :=
∑
n�1

λ�(n)

ns
W

(
n√
q�

)

withW a rapidly decreasing function (which depends on s and on�∞). In the context
of Theorem 6, the second amplified moment (3.5) are then computed and transformed
by spectral methods. These involve, in particular, the orthogonality relations for
characters and the Kuznetsov–Petersson formula. These computations reduce the
subconvex estimates to the problem of estimating non-trivially sums of the form

�±(ϕ2, �1, �2, h) :=
∑

�1m±�2n=h
ρϕ2(m)ρϕ2(n)W

(
m

q
,
n

q

)
, (3.6)

the trivial bound being 
ϕ2 q
1+o(1); here h = O(q) is a non-zero integer, ρϕ2(n)

denotes the n-th Fourier coefficient of some automorphic form ϕ2 in the represen-
tation space of π2, W(x, y) is a rapidly decreasing function and �1, �2 � L are the
parameters occuring as indices of the amplifier (a�)��L. These sums are classical in
analytic number theory and are called shifted convolution sums; the problem of esti-
mating them non-trivially for various ranges of h,m, n is called a shifted convolution
problem.3

3Historically, the shifted convolution problem already occured in the work of Kloosterman on the number of
representations of an integer n by the quadratic form a1.x

2 + a2.y
2 + a3.z

2 + a4.t
2, and also in Ingham’s work

on the additive divisor problem. In Kloosterman’s case ϕ2 is a theta-series of weight 1, whereas in Ingham’s case
ϕ2 is the standard non-holomorphic Eisenstein series.
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3.2. Shifted convolutions via the circle method. In order to solve a shifted convolu-
tion problem, one needs an analytically manageable expression of the linear constraint
�1m± �2n = h; one is to suitably decompose the integral

δ�1m±�2n−h=0 =
∫

R/Z

exp(2πi(�1m± �2n− h)α) dα,

and there are several methods to achieve this; the first possibility in this context was
Kloosterman’s refinement of the circle method; other possibilities are the �-symbol
method, used in [19] and [20] to prove some cases of (3.2) and (3.3) or Jutila’s method
of overleaping intervals which is particularly flexible [38], [45]. These methods
provide an expression of the above integral into weighted sums of Ramanujan type
sums of the form ∑

a mod c
(a,c)=1

e
( (�1m± �2n− h).a

c

)

for c ranging over relatively small moduli. Such decomposition makes it possible to
essentially “separate” the variable m from n and to reduce �(ϕ2, �1, �2, h) to sums
over moduli c on additively twisted sums of Fourier coefficients

∑
c

· · ·
∑

a mod c
(a,c)=1

e
(−ha
c

)(∑
m

ρϕ2(m)e
(�1ma

c

)
W

(m
q

))

( ∑
n

ρϕ2(n)e
(
± �2na

c

)
W

(n
q

))
.

The independent m- and n-sums are then transformed via the Voronoï summation
formula with the effect of replacing the test functions W( .

q
) by some Bessel transform

and the additive shift e
(± �2a.

c

)
by e

(− ± �2a.
c

)
where a denotes the multiplicative

inverse of a mod c. After these transformations and after averaging over a mod c
the sum�±(ϕ2, �1, �2, h) takes essentially the following form (possibly up to a main
term which occurs if ϕ2 is an Eisenstein series [18])

MT±(ϕ2, �1, �2, h) (3.7)

+
∑

c≡0(�1�2qπ0 )

∑
h′

( ∑
∓�1n−�2m=h′

αmρϕ2(m)βnρϕ2(n)
)

Kl(−h, h′; c)V(h, h′; c)

where MT±(ϕ2, �1, �2, h) is non-zero only if ϕ2 is an Eisenstein series (in which
case it is a main term of size ≈�1,�2,ϕ2 q1+o(1)), αm, βn are smooth coefficients,
Kl(−h, h′; c) is a Kloosterman sum and V is a smooth function. Eventually, Weil’s
bound for Kloosterman sums

Kl(−h, h′; c)
 (h, h′, c)1/2c1/2+o(1))
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gives the formula

�±(ϕ2, �1, �2, h) = MT±(ϕ2, �1, �2, h)+Oϕ2,ε

(
(�1�2)

Aq3/4+ε) (3.8)

for some absolute constant A. Finally, from (3.8) one can deduce (3.2), (3.3), (3.4)
when π has trivial central character although the derivation may be quite delicate if ϕ2
is an Eisenstein series (cf. [20] and see also [51]).

3.3. Shifted convolutions and spectral theory. In [70], Sarnak, inspired by ideas
of Selberg, developed a purely spectral approach to the shifted convolution sums (3.6)
(previously some special cases have been treated by others, for instance by A. Good).
This method, which at present has been entirely worked out when ϕ2 is a classical
holomorphic cuspform (say of weight k � 2 and level q2), is based on the analytic
properties of the Dirichlet series

D(ϕ2, �1, �2, h, s) =
∑
m,n�1

�1m−�2n=h

ρϕ2(m)ρϕ2(n)

(�1m+ �2n)s

( √
�1�2mn

�1m+ �2n

)k−1

.

Note that for h = 0 this series is essentially a Rankin–Selberg L-function. As in
the Rankin–Selberg case, the analytic properties of D follows from an appropriate
integral representation in the form of a triple product integral; however, for h �= 0
one needs to replace the Eisenstein series by a Poincaré series. Precisely, one has
D(s) = (2π)s+k−1(�1�2)

1/2�−1(s + k − 1)I (s) with

I (ϕ2, �1, �2, h, s) := 〈(�1y)
k/2ϕ2(�1z).(�2y)

k/2ϕ2(�2z), Ph(z, s)〉
=

∫
�0(q2�1�2)\H

(�1y)
k/2ϕ2(�1z).(�2y)

k/2ϕ2(�2z)Ph(z, s)
dxdy

y2

where Ph(z, s) is a non-holomorphic Poincaré series of weight 0. The analytic con-
tinuation forD follows from that of Ph(., s); in particular, from its spectral expansion
one deduce that the latter is absolutely convergent for �es > 1 and has holomor-
phic continuation in the half-plane �es > 1/2 + θ where θ measures the quality of
available results towards the Ramanujan–Petersson conjecture:

Hypothesis Hθ . For any cuspidal automorphic form π on GL2(Q)\GL2(AQ) with
local Hecke parameters {απ,i(p), i = 1, 2} for p <∞ and {μπ,i, i = 1, 2} one has
the bounds

|απ,i(p)| � pθ , i = 1, 2,

|�eμπ,i | � θ, i = 1, 2,

provided πp, π∞ are unramified, respectively.

Remark 3.1. HypothesisHθ is known for θ > 3/26 thanks to the works of Kim and
Shahidi [48], [49].
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A bound for D(s) in a non-trivial domain is deduced from the spectral expansion
of the inner product I (s) over an suitable orthonormal basis of Maass forms, {ψ} say,
and of Eisenstein series of weight 0 and level �1�2q0: one has

∑
ψ

〈(�1y)
k/2ϕ2(�1z).(�2y)

k/2ϕ2(�2z), ψ〉〈ψ,Ph(z, s)〉+Eisenstein spectrum. (3.9)

For ψ in the cuspidal basis, let itψ denote the archimedean parameter μπ,1 of the
representation π containing ψ ; the second inner product 〈ψ,Ph(z, s)〉 equals the
Fourier coefficient of ψ , ρψ(−h) times a factor bounded by (1 + |tψ |)Be π2 |tψ |. The
Fourier coefficient ρψ(−h) is bounded byO(|h|θ+o(1)) by HypothesisHθ at the non-
archimedean places. The problem now, as was pointed out by Selberg, is to have
a bound for the triple product integral 〈(�1y)

k/2ϕ2(�1z).(�2y)
k/2ϕ2(�2z), ψ〉 which

exhibits an exponential decay for the formO((1+|tψ |)Ce− π2 |tψ |), so as to compensate
the exponential growth of 〈ψ,Ph(z, s)〉. In this generality, this exponential decay
property for triple product was achieved by Sarnak in [69]; later, a representation
theoretic version of Sarnak’s arguments as well as some improvements were given
by Bernstein–Reznikov [2]. The final consequence of these bounds is the following
estimate

�−(ϕ2, �1, �2, h) = Oϕ2,ε

(
(�1�2)

Aq1/2+θ+ε). (3.10)

This approach is important for several reasons:

• It ties more closely the subconvexity problem for GL2 L-functions – a problem
whose origin lies in analytic number theory – to the Ramanujan–Petersson
conjecture for GL2(AQ); or, in other words, to the spectral gap property which
is a classical problem in the harmonic analysis of groups;

• it gives an hint that automophic period integrals might be useful in the study of
the subconvexity problem: this will be largely confirmed in Section 4.

• This approach is sufficiently smooth that it can be extended to number fields
of higher degree: a few years ago, Cogdell–Piatetski-Shapiro–Sarnak used the
amplification method in conjunction with this approach to obtain (3.2) when
F is totally real and π∞ is a holomorphic discrete series (see [13]).

Remark 3.2. The methods of sections 3.2 and 3.3 are closely related. This can be
seen already by remarking that Weil’s bound for Kloosterman sums yield the saving
q3/4+ε in (3.8) which is precisely the saving following from Hypothesis H1/4 in
(3.10); moreover H1/4 (a.k.a the Selberg–Gelbart–Jacquet bound) can be obtained
by applying Weil’s bound to the Kloosterman sums.One can push this coincidence
further, by applying, in (3.7) the Kuznetzov–Petersson formula backwards in order to
transform the sums of Kloosterman sums into sums of Fourier coefficients of Maass
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forms:

(3.7) =
∑
ψ

∑
h′

( ∑
∓�1n−�2m=h′

αmρϕ2(m)βnρϕ2(n)
)
ρψ(−h)ρψ(h′)Ṽ(h, h′, itψ)

+ Discrete series Spectrum + Eisenstein spectrum. (3.11)

Thus, we have realized the spectral expansion of the shifted convolution
sum �±(ϕ2, �1, �2, h) in a way similar to that obtained in (3.9); from there, we
may use again the full force of spectral theory. This may look like a rather circuitu-
ous path to obtain the spectral expansion; this method however has some technical
advantage over the method discussed in Section 3.3: it works even if ϕ2 is a Maass
form, without the need to find appropriate test vector or to obtain exponential decay
for triple product integrals ! The spectral decomposition (3.11) will be very useful in
the next section.

3.4. The case of a varying central character. The methods discussed so far are
sufficient to establish (3.2), (3.3), (3.4) as long as the conductor of the central character,
ω1 say, of π1 is significantly smaller than q1. The case of a varying central character
reveals new interesting features which we discuss here. To simplify, we consider the
extremal (in a sense hardest) case where both conductors are equal qω1 = q1 =: q.

3.4.1. Subconvexity via bilinear Kloosterman fractions. As usual for the subcon-
vexity problem, the first result is due to Duke–Friedlander–Iwaniec for the case (3.3)
[22], [23]. As pointed out above, the problem of bounding L(π1, s) for �es = 1/2
may be formulated as the problem of bounding a Rankin–Selberg L-function

L(π1 × π2, s) = L(π1, s)
2

where π2 = 1 � 1 is the representation corresponding to the the fully unramified
Eisenstein series. Eventually, another approach was considered in [22], [23], which
comes from the identity

|L(π1, s)|2 = L(π1 × χ, 1/2)L(π̃1 × χ, 1/2)

where π̃1 is the contragredient andχ = ω1|.|−it , t = �ms. The amplification method
applied to the family {L(π×χ, 1/2)L(π̃×χ, 1/2), qπ = q1 := q, ωπ = ω1} yields
in practice to shifted convolution sums of the form ([22], [23])

∑
�1ad−�2bc=h

χ(a)χ(c)W

(
a

q1/2 ,
b

q1/2 ,
c

q1/2 ,
d

q1/2

)
,

with h ≈ q, h ≡ 0(q). The later is essentially a truncated version of the shifted
convolution sums associated to the Eisenstein series E(1, χ) of the representation
1�χ ; the new feature by comparison with the previous shifted convolution problems
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is that the coefficients ρE(1,χ)(n) =∑
bc=n χ(c) vary with q, which is essentially the

range of the variables m = ad and n = bc. Since χ has conductor q and a, c vary in
ranges of size ≈ q1/2 one cannot really use the arithmetical structure of the weights
χ(a), χ(c) so this shifted convolution problem is basically reduced to the non-trivial
evaluation of a quite general sum:∑
�1ad−�2bc=h

αaγcW

(
a

q1/2 ,
b

q1/2 ,
c

q1/2 ,
d

q1/2

)
= MT ((αa), (γc), �1, �2, h)

+O((�1�2)
Aq1−δ)

(3.12)

for some δ > 0 absolute and whereMT ((αa), (γc), �1, �2, h) denotes a natural main
term and with (αa)a∼q1/2, (γc)c∼q1/2 arbitrary complex numbers of modulus bounded
by 1. Since the b variable is smooth, the condition �1ad − �2bc = h is essentially
equivalent to the congruence condition �1ad ≡ h mod c�2. One can then analyze
this congruence by Poisson summation applied on the remaining smooth variable d
which yields sums of Kloosterman fractions of the shape

∑
a∼A,c∼C
(a,c)=1

αaγce

(
h
a

c

)
, for h �= 0

and where the values of a, c, h and αa , γc may be different from the previous ones. In
[21] such sums are bounded non-trivially for any ranges A,C (the most crucial one
being A = C).

A remarkable feature of this proof is that the bound is obtained from an application
of the amplification method in a very unexpected direction, namely by amplifying the
trivial (!) multiplicative characters χ0,a of modulus a in the family of sums{ ∑

c∼C
(a,c)=1

γcχ(c)e

(
h
a

c

)
, χ mod a, a ∼ A

}
.

Remark 3.3. Note that (3.12) is more general than needed for (3.3) and may be used
in other contexts (e.g. Bombieri–Vinogradov type results). On the other hand, in the
subconvexity context, this method uses the special shape of Eisenstein series and does
not seem to generalize to Rankin–Selberg L-functions.

3.4.2. Subconvexity of Rankin–Selberg L-functions via subconvexity for twisted
L-functions. The case of Rankin–SelbergL-functions over Q,L(π1×π2, s)whenπ2
is essentially fixed and π1 has a central character ω1 of large conductor was treated
in [39], [60]. In the case of a varying central characters, subconvexity comes from an
estimate for an average of shifted convolution sums of h of the form:∑

0<|h|
q
ω(h)�±(ϕ2, �1, �2, h)
ϕ2 (�1�2)

Aq3/2−δ (3.13)
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for someA, δ > 0 absolute. Observe however that this is stronger than just the shifted
convolution problem on average over h. In particular even under the Ramanujan–
Petersson conjecture (H0), the individual bound (3.10) is “just” not sufficient: this
means that one has to account for the averaging over the h variable.

This bound is achieved through the spectral decomposition of the shifted convo-
lution sums (3.11): plugging this formula into the left-hand side of (3.13) one obtains
a sum over the orthonormal basis {ψ} of sums of the form∑

0<|h|
q
ω(h)ρψ(−h)

if ψ belong to the space Vτ of some automorphic representation, the later sums are
partial sums associated to the twisted L-function L(τ × ω, s). In that case, the
subconvexity bound for twisted L-functions (3.2) is exactly sufficient to give (3.13).

Remark 3.4. Hence the subconvexity bound for an L-functions of degree 4 has been
reduced to a collection of subconvex bounds forL-functions of automorphic forms of
small level twisted by the original central character ω ! This surprising phenomenon
is better explained via the approach described in the next section.

4. Subconvexity via periods of automorphic forms

4.1. The various perspectives on an L-function. From the perspective of analytic
number theory, the definition of L-function might be “an analytic function sharing
the key features of ζ(s): analytic continuation, functional equation, Euler product.”

However, there are various “incarnations” ofL-functions attached to automorphic
forms; although equivalent, different features become apparent in different incar-
nations. For instance, one can define and study L-functions via constant terms of
Eisenstein series (the Langlands-Shahidi method), via periods of automorphic forms
(the theory of integral representations, which begins with the work of Hecke, or in-
deed already with Riemann), or via a Dirichlet series (which is often taken as their
defining property).

Thus far in this article, we have discussed the subconvexity from the perspective
of Dirichlet series. In particular, we have studied periods (e.g. (2.4)) by relating them
to L-functions (via (2.2)) and then proving subconvexity for the latter. Relatively
recently, the subconvexity question has also been succesfully approached via the “pe-
riod” perspective by reversing this usual process: namely by deducing subconvexity
from a geometric study of the periods. The first such result (in the eigenvalue aspect)
was given by Bernstein-Reznikov [3], [4], and a little later a result in the level aspect
was given by Venkatesh [75]. The two methods seem to be quite distinct. We shall
discuss these briefly, and then discuss in more detail the joint work [61] of the authors,
which also uses the period perspective.
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These approaches are closely related to existing work, but in many cases the period
perspective allows certain conceptual simplifications and it brings together harmonic
analysis and ideas from dynamics. Such conceptual simplifications are particularly
of value in passing from Q to a general number field; so far, with the exception of the
result of Cogdell–Piatetski-Shapiro–Sarnak, all the results in Theorem 6 in the case
F �= Q are proven via the period approach.

On the other hand, it might be noted that a slight drawback to the period approach
to subconvexity is that, especially for automorphic representations with complicated
ramification, one must face the difficulty of choosing appropriate test vectors.

4.2. Triple product period and triple product L-function. At present, all known
results towards the subconvexity of triple product L-functions L(π1 × π2 × π3, 1/2)
arise from the “period” perspective.

The period of interest is∫
PGL2(Q)\PGL2(A)

ϕ1(g)ϕ2(g)ϕ3(g) dg

where ϕi ∈ πi , and each πi is an automorphic cuspidal representation of GL2. It is
expected that this period, and the variants when GL2 is replaced by the multiplicative
group of a quaternion algebra, is related to the central value of the triple product
L-functionL(π1×π2×π3, 1/2), see [40]. A precise relationship has been computed
for the case of Maass forms at full level in [77]; indeed, the following formula is
established:∣∣∣∣

∫
SL2(Z)\H

ϕ1ϕ2ϕ3dμ

∣∣∣∣2

= �(ϕ1 × ϕ2 × ϕ3, 1/2)

�(∧2ϕ1, 1)�(∧2ϕ2, 1)�(∧2ϕ3, 1)
(4.1)

where � denotes the completed L-function and dμ is a suitable multiple of dx dy
y2 .

4.2.1. The eigenvalue aspect: the method of Bernstein–Reznikov. Let � be a
(discrete) cocompact subgroup of SL2(R), let H be the upper half-plane, let ϕ1, ϕ2 be
fixed eigenfunctions of the Laplacian on�\H andϕλ an eigenfunction with eigenvalue
λ := 1/4+r2. In the paper [4], Bernstein and Reznikov establish the following bound:

r2eπr/2
∣∣∣∣
∫
�\H

ϕ1(z)ϕ2(z)ϕλ(z) dμz

∣∣∣∣2


ε r
5/3+ε. (4.2)

In fact the bound (4.2) remains valid if �\H has only finite volume and ϕ1, ϕ2, ϕλ
are cusp forms. In particular, when � = SL2(Z) and ϕ1, ϕ2, ϕλ are Hecke–Maass
forms associated to automorphic representations π1, π2, πλ respectively, the bound
(4.2) translates, via (4.1), to the subconvex bound

L(π1 × π2 × πλ, 1/2)
ε,π1,π2 r
5/3+ε (4.3)
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while the convexity bound for the left-hand side is r2+ε.
Their method is based on the properties of the (local) real group G = PGL2(R)

and, in particular, on the fact that the space ofG-invariant functionals on π1⊗π2⊗πλ
is at most one dimensional. Hence the proof is purely local and by contrast to the
method of [75], does not use either Hecke operators or the spectral gap.

4.2.2. The level aspect: the method of Venkatesh. Let F be a number field. Let
π2, π3 be fixed automorphic cuspidal representations on PGL2(AF ) – say with co-
prime conductor – and let π1 be a third automorphic cuspidal representation with
conductor q, a prime ideal of F . In [75] it is established that

L(π1 × π2 × π3, 1/2)
π1,∞,π2,π3 N(q)1−
1
13 (4.4)

contingent on a suitable version of (4.1) when the level of one factor varies.4 The
convexity bound for the left-hand side is N(q)1+ε.

Remark 4.1. In [75], a form of (4.4) is proved when π2 and/or π3 are Eisenstein
series: in that case, (4.1) corresponds to simple computations in the Rankin–Selberg
method and so is unconditional. In particular, this yields the bounds (3.3) and (3.4)
for π1 with trivial central character.

For reasons of space, we do not explain the details of the proof; in any case, this
can also be approached by the method outlined in Section 4.3. It uses, in particular,
quantitative results and ideas from ergodic theory, and the bound Hθ with θ < 1/4,
in the notation of Section 3.3.

4.3. Central character. In this section, we return to Section 3.4 and explain, via
periods, the bound (3.4). In particular, this sheds light on the “reason” for the reduction
to a lower rank subconvexity problem that was encountered in that section. The content
of this section is carried out in detail in [61].

Let π1, π2 be automorphic cuspidal representations of GL2(AF ). Let ω be the
central character of π1. For simplicity, we restrict ourselves to the case where π2, the
“fixed” form, has level 1 and trivial central character; and where “all the ramification
of π1 comes from the central character,” i.e. π1 and ω have the same conductor q.

Let us first give a very approximate “philosophical” overview of the proof. There
is an identity between mean values of L-functions of the following type:∑

π1

L(π1 × π2, 1/2)←→
∑

τ level 1

L(τ, 1/2)L(τ × ω, 1/2) (4.5)

where the left-hand summation is over π1 of central character ω and conductor q,
whereas the right-hand summation is over automorphic representations τ of trivial

4This has not appeared in the literature to our knowledge, except in the case where one of the πj are Eisenstein;
however, it should amount to a routine though very involved computation of p-adic integrals.
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central character and level 1. It includes the trivial (one-dimensional) automorphic
representation, which is in fact the dominant term and actually needs to be handled
by regularization. 5

By means of a suitable amplifier, one can restrict the left-hand summation to pick
out a given π1. When one does this, the necessary bounds on the right-hand side
follow from two different inputs:

1. Subconvexity for L(τ × ω, 1/2) (in the aspect where ω varies), to handle the
nontrivial τ .

2. A bound showing decay of matrix coefficients of p-adic groups, to handle the
contribution of τ the trivial representation

4.3.1. The source of (4.5) via periods. Writing YA = PGL2(F )\PGL2(AF ), we
note that the Rankin–Selberg L-function may be expressed as a period integral:

L(s, π1 × π2) ∼
∫
YA

ϕ1(g)ϕ2(g)Es(g) dg

where ϕi ∈ πi are the respective newforms, and Es is the Eisenstein series corre-
sponding to the new vector of the automorphic representation | · |s � ω−1| · |−s .
Here ∼ means that there is a suitable constant of proportionality, depending on the
archimedean types of the representations.

Let Bω,q be an orthogonal basis for the space of forms on GL2(F )\GL2(AF ) of
level q and central character ω; let B1,1 be an orthogonal basis for the space of forms
on YA of full level and trivial central character. By spectral expansion, we have the
following identity:

∑
ϕ1∈Bω,q

∣∣∣∣
∫
YA

ϕ1ϕ2Es

∣∣∣∣2

=
∫
YA

|ϕ2.Es |2

=
∫
YA

|ϕ2|2 |Es |2 =
∑

ψ∈B1,1

〈|Es |2, ψ〉〈|ϕ2|2, ψ〉.
(4.6)

Here the ψ- summation is, a priori, over an orthonormal basis for L2(YA); however,
the summand 〈|ϕ2|2, ψ〉 vanishes unless ψ is of level 1 and trivial central character.
Note that the ψ-summation should, strictly, include a continuous contribution for the
Eisenstein series, which also needs to be suitably regularized. This is not a trivial
matter and occupies a good deal of [61]; we shall supress it for now.

In any case, if ψ belongs to the space of an automorphic representation τ , then
the Rankin–Selberg method shows that 〈|Es |2, ψ〉 is a multiple of L(τ, 2s − 1/2)
L(τ × ω, 1/2). Thus (4.6) basically yields (4.5)!

5Note that “morally”, when τ is trivial, theL-functionL(τ, s)L(τ×ω, s) = ζ(s+1/2)ζ(s−1/2)L(ω, s−1/2)
L(ω, s + 1/2). Thus we obtain a pole at s = 1/2.
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4.3.2. Amplification and the decay of matrix coefficients. We restrict to s = 1/2
for concreteness, although the method works for any s. The identity (4.6) does not
suffice to obtain a nontrivial bound on

∫
YA
ϕ1ϕ2E1/2, for the left-hand summation is

too large. To localize it, one introduces an amplifier. We phrase it adelically, but it
should be made clear this is still the amplifier of Friedlander–Iwaniec.

For any function f on GL2(F )\GL2(AF ) and any g0 ∈ GL2(AF ), we write
f g0(g) = f (gg−1

0 ). Then one has the following tiny variant of (4.6), for g1, g2 ∈
GL2(AF ):

∑
ϕ1∈Bω,q

(∫
YA

ϕ
g−1

1
1 ϕ2E1/2

) (∫
YA

ϕ
g−1

2
1 ϕ2E1/2

)

=
∑

ψ∈L2(YA)

〈Eg1
1/2E

g2
1/2, ψ〉〈ϕg1

2 ϕ
g2
2 , ψ〉.

(4.7)

This is again an identity of this shape (4.5), but with slightly more freedom due to
the insertion of g1, g2. The left-hand (resp. right-hand) side is still proportional,
by the Rankin–Selberg method, to L(π1 × π2, 1/2) (resp. L(τ, 1/2)L(τ × ω, 1/2),
if ψ ∈ τ ) but the constants of proportionality depend – in a precisely controllable
way – on g1, g2. In effect, this allows one to introduce a “test function” h(π1) into
the identity (4.5), thereby shortening the effective range of summation. It should
be noted that in (4.7), by contrast with (4.5), the right hand ψ-summation is no
longer over ψ of level 1; however, it involves only those ψ which are invariant by
PGL2(Ẑ)∩g−1

1 PGL2(Ẑ)g1∩g−1
2 PGL2(Ẑ)g2, and in particular their level is bounded

in a way that depends predictably on g1, g2.
A subconvex bound forL(π1×π2, 1/2) follows from any method to get nontrivial

bounds on the right-hand side of (4.7) for general g1, g2.

1. To deal with the case when ψ is perpendicular to the constants, we note
that the terms 〈Eg1

1/2E
g2
1/2, ψ〉 are, by Rankin–Selberg, certain multiples of

L(τ, 1/2)L(τ × ω, 1/2) whenever ψ ∈ τ , the space of an automorphic repre-
sentation. We then apply subconvex bounds for L(τ × ω, 1/2), in the aspect
when ω varies.

2. To deal with the case ψ = Const, we note that the term 〈ϕg1
2 ϕ

g2
2 , ψ〉 is, in

that case, simply a multiple of the matrix coefficient 〈ϕg1g
−1
2

2 , ϕ2〉. Thus it is
bounded by bounds on the decay of matrix coefficients.

Obviously this description is dishonest, for the term 〈|E1/2|2, ψ〉 is not even conver-
gent for ψ = Const! However, this is a technical and not a conceptual difficulty: the
only two analytic ingredients required are the two above.

4.3.3. Mysterious identities between families of L-functions. In a sense, the pe-
riod identity (4.6) (or, approximately equivalent, the identity (4.5)) is the key point of
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the above discussion; it explains immediately why one has the “reduction of degree”
discussed in Section 3.4. This is another example of the phenomenon discussed in
Section 4.1: the identity (4.5) is obvious from the “period” perspective, but not at all
clear from the viewpoint of L-functions considered as Dirichlet series.

Another example of such a phenomenon – identities between a priori different
families of L-functions – is Motohashi’s beautiful formula [64] for the 4th moment
of ζ . Roughly speaking, it relates integrals of |ζ(1/2 + it)|4 to sums of L(ϕ, 1/2)3,
where ϕ varies over Maass forms. If ϕ is a suitably normalized Maass form on
SL2(Z)\H, its completed L-function is given by the Hecke period �(ϕ, 1/2+ it) =∫∞

0 ϕ(iy)yitd×y. Applying Plancherel’s formula shows that 1
2π

∫∞
−∞ |�(ϕ, 1/2 +

it)|2dt = ∫∞
y=0 |ϕ(iy)|2d×y. Again, one can spectrally expand |ϕ|2, yielding:

1

2π

∫ ∞
−∞
|�(ϕ, 1/2+ it)|2 dt =

∑
ψ

〈|ϕ|2, ψ〉
〈ψ,ψ〉

∫ ∞
0

ψ(iy) d×y

=
∑
ψ

〈|ϕ|2, ψ〉
〈ψ,ψ〉 �(ψ, 1/2)

(4.8)

where, again, the ψ-sum is over an orthogonal basis, suitably normalized, for
L2(Y0(1)), and, again, we suppress the continuous spectrum; hence (4.8) expresses
a relation between mean values of L(ϕ, 1/2 + it), where t varies, and the family
of L-functions L(ψ, 1/2), where ψ varies. Specializing (4.8) to the case of ϕ the
Eisenstein series at the center of symmetry yields a formula “of Motohashi type.” We
emphasize that this argument has not been carried out rigorously to our knowledge
and it would likely involve considerable technical difficulty (for the integrals diverge
in the eisenstein case). Nevertheless, this approach may have value insofar as it offers
some insight into the origin of such formulae. A. Reznikov has given a very general
and elegant formalism [67] that encapsulates such identities as (4.5) and (4.8); one
hopes that further analytic applications will stem from his formalism.

5. Applications

5.1. Subconvexity and functoriality. Via the functoriality principle of Langlands,
it is now understood that the same L-function may be attached to automorphic forms
on different groups. This gives rise to the possibility of studying the same L-function
in different ways.

A recent instance where this kind of idea played a decisive role was the attempt
to solve the subconvexity problem for the L-functions of the class group characters
of a quadratic field K of large discriminant. In [24], the problem was solved but
only under the assumption thatK has sufficiently many small split primes (this would
follow from GRH, but so far, has been established unconditionally only for special
discriminants). This assumption, which was also encountered by the second author
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in [75] in the context of periods and is closely related to Linnik’s condition, is a
fundamental and major unsolved issue that arises in many contexts, e.g. in work on
the André–Oort conjecture [79]. A key observation of [23], is that, by functoriality,
(in that case due to Hecke and Maass) a class group character L-function is the
L-function of a Maass form of weight 0 or 1, with Laplace eigenvalue 1/4. For these,
as we have just seen, the subconvexity problem can be solved independently of any
assumption.

In view of this example, we find it useful to spell out explicitly some direct con-
sequences of the subconvex bounds of Theorem 6 and of functoriality.

Corollary 5.1. Let F be a fixed number field and ρ : Gal(F̄/F ) → GL2(C) be a
modular Galois representation ( for instance, if the image of ρ in PGL2(C) is soluble).
Let qρ be the Artin conductor of ρ and let L(ρ, s) be its Artin L-function, then for
�es = 1/2

L(ρ, s)
F,s NF/Q(qρ)
1/4−δ

for δ > 0 some absolute constant.

Corollary 5.2. Let F be a fixed number field andK be an extension of F of absolute
discriminant disc(K/Q) =: �K and let ζK(s) be the Dedekind zeta function of K;
then, if K/F is abelian or cubic, one has for �es = 1/2

ζK(s)
F,s |�K |1/4−δ
for δ > 0 some absolute constant.

Corollary 5.3. Let F be a fixed number field, π be a fixed GL2(AF )-automorphic
cuspidal representation and let K be an extension of F of absolute discriminant
disc(K/Q) =: �K . If K/F is abelian or cubic, we denote by πK the base change
lift of π from F to K (which exist by the works of Saito–Shintani–Langlands and
Jacquet–Piatetski-Shapiro–Shalika). For �es = 1/2, one has

L(πK, s)
F,π,s |�K |1/2−δ
for δ > 0 some absolute constant.

5.2. Equidistribution on quaternionic varieties. We define a quaternionic vari-
ety as the locally homogeneous space given as an adelic quotient of the following
form: for F a totally real number field, B a quaternion algebra over F , let G be the
Q-algebraic group resF/QB×/Z(B×); one has

G(R) � PGL2(R)
f ′ × SO(3,R)f−f ′

where f = degF and f ′ is the number of real place of F for which B splits. Let K∞
be a compact subgroup of G(R) of the form

SO(2,R)f
′ ×

f−f ′∏
v=1

Kv
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with Kv = either SO2(R) or SO3(R) and letX denote the quotient G(R)/K∞; finally
let Kf be an open compact subgroup of G(Af ) and K := K∞.Kf .

The quaternionic variety VK(G, X) is defined as the quotient

VK(G, X) := G(Q)\X ×G(Af )/Kf = G(Q)\G(AQ)/K.

It has the structure of a Riemannian manifold whose connected components are
quotients, by a discrete subgroup of G(R), of the product of (H±)f ′ × (S2)f

′′
for

f ′′ � f − f ′. The case of the sphere and of the modular surface correspond to the
case F = Q, B the algebra of 2 × 2 matrices M2(R) or the Hamilton quaternions
B(2,∞).

LetK/F be a quadratic extension with an embedding into B, and let T denote the
Q-torus “resF/QK×/F×”. As was pointed out in Section 2.2.1, there exists, in great
generality, a precise relationship between

1. central values of some Rankin–Selberg L-function L(πχ × π2, s) (for which
the sign of the functional equation w(πχ × π2) is +1); and

2. (the square of) twisted Weyl sums∫
T (Q)\T (AQ)

χ(t)ϕ2(z.t) dt.

These Weyl sums describe the distribution properties of toric orbits,
T (Q)\z.T (AQ) of cycles associated to (orders of) K inside VK(G, X).

The general scheme is that, in cases where these formula have been written out
explicitly, the subconvex bound (3.2) (along possibly with hypothesis Hθ for some
θ < 1/2) yields at once the equidistribution of the full orbit and the subconvex
bounds (3.4) yield the equidistribution of big enough suborbits of the toric orbit. We
present below some sample results on these lines:

5.2.1. Hilbert’s eleventh problem. When B is totally definite, K∞ = SO2(R)
f ,

X = (S2)f is a product of spheres. In this case, the equidistribution of toric orbits
(relative to a totally imaginary quadratic field) above can be interpreted in terms of
the integral representations of a totally positive integer d ∈ OF by a totally positive
definite quadratic formq ( more precisely−q “is” the norm formNB/F (x) on the space
of quaternions of trace 0). The following theorem of Cogdell–Piatetski-Shapiro–
Sarnak combines the formula of [1] with (3.2) for π2 holomorphic.

Theorem 7. Let F be a totally real number field and q be an integral positive definite
quadratic form over F ; there is an absolute (ineffective) constantNF,q > 0 such that
if d is a squarefree totally positive integer with NF/Q(d) > NF then d is integraly
represented by q iff d is everywhere locally integrally represented. Moreover, in the
later case, the number, rq(d), of all such integral representation satisfies

rq(d)�q,F NF/Q(d)
1/2+o(1) as NF/Q(d)→+∞.



Equidistribution, L-functions and ergodic theory: on some problems of Yu. Linnik 447

Remark 5.1. The question of the integral representability of d by some form in the
genus of q was completely settled a long time ago by Siegel, in a quantitative way,
through the Siegel mass formula. The present theorem (in a slightly more precise
form) can then be interpreted by saying that the various representations d are equidis-
tributed amongst the various genus classes of q; moreover it can be strengthened to
an “equidistribution on ellipsoids” statement, cf. [26] for F = Q.

5.2.2. CM points on quaternionic Shimura varieties. When B is indefinite at some
real place and K∞ = SO2(R)

f ′ × SO3(R)
f−f ′ the quaternionic variety VK(G, X) is

a Shimura variety, ShKf (G, X) (a Hilbert modular variety of complex dimension f ′).
It has the structure of the complex points of an algebraic variety defined over some
reflex field E/F .

In this setting, the generalization of the set of Heegner point is the so called set of
“CM” points, Hd, which is associated to a quadratic order Od (say of discriminant d)
of a (not necessarily fixed) totally imaginary K/F . In that case and under some
natural local condition, the equidistribution of

Hd = T (Q)\zd.T (AQ)/T (Ôd)

on ShKf (G, X) as |NF/Q(d)| → +∞ was established independently by Clozel–
Ullmo, Cohen and Zhang [12], [14], [82] by using the subconvex bound (3.2) of the
second author. For instance, one has

Theorem 8. Suppose Kf = Kf,max is a maximal compact subgroup of G(AF ), then
for |NF/Q(d)| → +∞ and d coprime with disc(F ), the set Hd becomes equidis-
tributed on ShKf (G, X) w.r.t. the hyperbolic measure.

Similarly, as in Theorem 5, the bound (3.4) allows one to show the equidistribution
of strict suborbits of zd:

Theorem 9. With the notations as above, there is an absolute constant 0 < η < 1
such that, for any subtoric orbit H ′d ⊂ Hd of size satisfying |H ′d| � |Hd|η, then H ′d
is equidistributed on ShKf (G, X) as |N(d)| → +∞.

As was pointed out by Zhang [82], the possibility of considering strict suborbits
of the full toric orbit has a nice arithmetic interpretation; the Galois orbits on CM
points correspond to “subtoric orbits” of the type considered in Theorem 9.

6. Linnik’s ergodic method: a modern perspective

As discussed, Linnik achieved partial results towards Theorems 1–3 by using some
ingenious ideas which he collectively referred to as “the ergodic method.” As Linnik
pointed out (see, e.g., [57, Chapter XI, comments on Chapters IV–VI]) despite this
name, this method remained rather ad hoc and did not fit into ergodic theory as it is
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normally understood: that is to say, dynamics of a measure-preserving transformation.
The joint work of the authors with M. Einsiedler and E. Lindenstrauss [29], remedies
this, both putting Linnik’s original work into a more standard ergodic context, and
giving the first higher rank generalizations.

6.1. The source of dynamics. Although the relevance of dynamics to integral points
on the sphere is not immediately apparent, it is not difficult to see from an adelic
perspective. We have already mentioned in Section 2.2.1 that all three theorems
(Theorems 1–3) may be considered as questions about the distribution of an orbit of
an adelic torus zd .T d(A) inside G(Q)\G(A).

One can, therefore, hope to use results about the dynamics of a local torus T d(Qv)

acting on G(Q)\G(A) for some fixed place v. However, this is possible only if
T d(Qv) noncompact; for otherwise there is no dynamics of interest. This leads to
Linnik’s condition (cf. Theorem 4), because T d(Qp) is noncompact precisely when
Q(
√
d) is split at p.

6.2. Linnik’s method in the light of modern ergodic theory. Much of this joint
work is based on the recent work of Einsiedler and Lindenstrauss on classification of
invariant measures for toric actions, which is discussed in their contribution to these
proceedings [28].

A central concept here is that of entropy; we briefly reprise the definition. We recall
that if P is a partition of the probability space (X, ν), the entropy of P is defined
as hν(P ) :=∑

S∈P −ν(S) log ν(S). If T is a measure-preserving transformation of
(X, ν), then the measure entropy of T is defined as

h(T ) = sup
P

lim
n→∞

hν(P ∨ T −1P ∨ · · · ∨ T −(n−1)P )

n
(6.1)

where the supremum is taken over all finite partitions of X.
Here are two results that illustrate the importance of this concept (we denote by

Haar the G-invariant probability measure on a quotient space �\G).
The first one is a specialization of the fact that on the unit tangent bundle of a

surface of constant negative curvature, the Liouville measure is the unique measure
of maximal entropy w.r.t. the action of the geodesic flow:

Fact 1. Let μ on SL2(Z)\SL2(R) be invariant by the diagonal subgroup, and let a
be a nontrivial diagonal matrix. Then hμ(a) � hHaar(a), with equality if and only if
μ = Haar.

The second fact lies much deeper and is a result of Einsiedler, Katok and Linden-
strauss [27] which illustrate the phenomenon of measure rigidity for the action of tori
of rank � 2:

Fact 2. Letμ be a probability measure on SL3(Z)\SL3(R) invariant by the diagonal
subgroup A and let a ∈ A be nontrivial. If hμ(a) > 0 and μ is ergodic (w.r.t. A),
then μ = Haar.
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The scheme of [29, I, II and III] is to treat Linnik problems by combining results
of the above type – towards the classification of measures with positive entropy –
with diophantine ideas that establish positive entropy. In the subsequent sections we
discuss some applications of this general scheme; we have aimed for concreteness,
but these methods are much more generally applicable.

6.3. Entropy and the “Linnik principle”. In [29, II] we give a purely dynamical
proof of Theorem 3. This proof is still based heavily on Linnik’s ideas but it introduces
considerable conceptual simplification using the notion of entropy discussed in the
previous section, and uses in particular Fact 1.

We insist that our proof requires no splitting condition at some fixed prime p: the
reason is that in the context of Theorem 3, the place v = ∞ splits in the real quadratic
field Q(

√
d) and so Linnik’s condition is satisfied! Curiously this was apparently

never remarked by Linnik and Skubenko who only used the action of a p-adic split
torus.

Let d > 0 be a fundamental discriminant. The unit tangent bundle of Y0(1) is
identified with PGL2(Z)\PGL2(R), and so the subset �d described in Theorem 3
may be regarded as a subset �d ⊂ PGL2(Z)\PGL2(R). Considered in this way, �d
is invariant by the subgroup

A =
{
a(t) =

(
et 0
0 e−t

)
, t ∈ R

}

of diagonal matrices with positive entries. It supports a natural A-invariant proba-
bility μd (the one which assigns the same mass to each connected component) and
Theorem 3 asserts precisely that μd converge weakly to the PGL2(R)-invariant prob-
ability measure on PGL2(Z)\PGL2(R).

The dynamical proof uses Fact 1 together with a Diophantine computation to
show that any weak limit of the μd has maximal entropy w.r.t. the action of a(1).
The Diophantine computation is a version of “Linnik’s basic Lemma,” [57, Theorem
III.2.1] which in turn may be deduced from Siegel’s mass formula.

6.4. A rank 3 version of Duke’s theorem. A natural “rank 2” version of Theorem 3
is to consider the distribution properties of appropriate collections of compact flats
inside the Riemannian manifold PGL3(Z)\PGL3(R)/PO3(R).

More generally, let D be a R-split central simple algebra of rank 3 over Q, i.e.
dimQ D = 9, so that D⊗Q R = M3(R). Let OD be a fixed maximal order in D. Let G

be the algebraic group PG(D) = D×/Z(D)×; we fix a maximal split torusA = (R×)2
inside G(R). Let U be the standard maximal compact subgroup

∏
p PG(OD,p) of

G(Af ). We will assume, for simplicity, that the class number of OD is 1, i.e. that
G(Af ) = G(Q).U .

Let K ⊂ D be a totally real cubic field, together with an isomorphism
θ : K ⊗ R → R3. We assume for simplicity that K ∩ OD is the maximal order
OK ofK . This yields, in particular, an embedding of the torus T K = resK/QK×/Q×
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into the algebraic group PG(D). The choice of θ determines a unique gθ ∈ G(R) so
that gθAg

−1
θ = T K(R). Setting UT = T K(Af ) ∩ U , we consider

�K := (T K(Q)\T K(A)/UT )gθ ⊂ G(Q)\G(A)/U ∼= O×D\PGL3(R).

This is a collection of compact A-orbits on O×D\PGL3(R), which are indexed by
TK(Q)\TK(Af )/UT and the latter quotient is precisely the class group Cl(OK).
Consequently, to any subset S ⊂ Cl(OK) of the class group, we may associate a
collection�K,S of |S| closedA-orbits on O×D\PGL3(R). This set supports a naturalA-
invariant probability measure (which assigns the same mass to each of the constituent
orbits); call this measure μK,S . For S = Cl(OK) we write simply �K and μK .

In [29, I and III] we investigate weak limits of such measures as disc(K)→+∞.
In the split case, we obtain equidistribution for the full packet of compact orbits which
represents the 3-dimensional analog of Theorem 3:

Theorem 10. Suppose D is split (i.e. D = M3(Q)). As disc(K)→∞, �K becomes
equidistributed on PGL3(Z)\PGL3(R) with respect to the Haar measure.

In the non-split case, we obtain a weak form of equidistribution but valid for rather
small packets of compact orbits:

Theorem 11. Suppose D is not Q-split. Fix δ < 1/2. There is a constant c = c(δ) > 0
such that, if each set S ⊂ Cl(OK) satisfies |S|

|Cl(OK)| � disc(K)−δ , then any weak limit

of μK,S contains a Haar component of size � c(δ).

The proof of these results follows the general strategy outlined at the end of
Section 6.2 and uses Fact 2 mentioned above as a key ingredient.

In the context of Theorem 10, the first point to verify (since PGL3(Z)\PGL3(R) is
not compact) is that any weak limit of the μK , μ say, is a probability measure i.e. that
there is no “escape of mass” to∞. To circumvent this difficulty, we use a version of
the harmonic analytic approach described in Section 2: from Mahler’s compactness
criterion, we build test functions which dominate the characteristic function of small
neighborhoods of the cusp and we control escape of mass by bounding the corre-
sponding Weyl sums. The test functions are in fact Eisenstein series (associated with
the minimal parabolic of PGL3) and the resulting Weyl sums can be expressed in terms
of the Dedekind zeta function of K , ζK to which we apply Corollary 5.2 in the case
F = Q. More generally, a variant of this construction together with Corollary 5.2
enable us to bound from above the μ-mass of small neighborhoods of any point in
PGL3(Z)\PGL3(R). This is sufficient to imply that every ergodic component ofμ has
positive entropy for some non-trivial a ∈ A. From this we conclude that μ = μHaar
using Fact 2. It should be remarked that the very existence of such test functions is a
special feature of the split case.

In the non-split case, there is no issue about possible escape of mass since
O×D\PGL3(R) is compact; on the other hand, simple test functions for which the
Weyl sums could be evaluated and from which positive entropy could be deduced do
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not seem to be available in the cocompact case; instead, we rely on a weaker version
of Linnik’s basic lemma – Linnik’s principle – from which we deduce, at least, that
a positive proportion of the ergodic components of μ have positive entropy; again
we conclude by applying Fact 2 to these components. Although it does not achieve
equidistribution, Theorem 11 nevertheless illustrates a major advantage of the er-
godic approaches of [29] over harmonic-analysis methods: ergodic methods allow
for nontrivial results even for very small torus orbits (“supersparse equidistribution”):
indeed, any exponent δ < 1/2 is admissible and since the size of the class group
of OK is at most disc(K)1/2+ε, this is as strong as could be hoped for. Distribution
problems for small torus orbits arise naturally in several arithmetic questions: for in-
stance we expect that measure rigidity results for actions of p-adic tori should allow
for partial progress towards Zhang’s measure-theoretic refinement of the André/Oort
conjecture [82].

6.5. An application to Minkowski’s Theorem. We first recall

Theorem (Minkowski). Let K be a number field of degree d and maximal order
OK ; any ideal class for OK possesses an integral representative J ⊂ OK of norm
N(J ) = O(√disc(K)) where the implicit constant depends only on d.

We conjecture that this is not sharp for totally real number fields of degree d � 3:

Conjecture 2. Suppose d � 3 is fixed. Then any ideal class in a totally real number
fields of degree d has an integral representative of norm o(

√
disc(K)).

Let m(K) denote the maximum, over ideal classes of OK , of the minimal norm
of a representative. Conjecture 2 asserts that

lim
disc(K)→∞

m(K)

disc(K)1/2
= 0,

for K varying through totally real fields of fixed degree d � 3. It may be shown that
for any d � 2 there exists a c′ > 0 such that there is an infinite set of totally real fields
of degree d for which m(K) � c′ · disc(K)1/2(log disc(K))1−2d . Thus Minkowski’s
Theorem is rather close to sharp and in fact Conjecture 2 is unlikely to be true for
d = 2. For d � 3 this conjecture can be seen as a result of the extra freedom that
arises from having a group of units of rank d − 1 � 2, and is actually a consequence
of a stronger conjecture formulated by Margulis [59].

We will call an ideal class of a field K δ-bad if it does not admit a representative
of norm< δ · disc(K)1/2. Let hδ(K) be the number of δ-bad ideal classes and let RK
denote the regulator of the field K . In [29, I] it is shown that:

Theorem 12. Let d � 3, and let K denote a totally real number field of degree d.
For all ε, δ > 0 we have ∑

disc(K)<X

RKhδ(K)
 Xε. (6.2)
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In particular:

1. “Conjecture 2 is true for almost all fields”: the number of fields K with dis-
criminant � X for whichm(K) � δ ·disc(K)1/2 isOε,δ(Xε), for any ε, δ > 0.

2. “Conjecture 2 is true for all fields with large regulator”: If (Ki)i is any se-

quence of fields for which lim inf i
logRKi

log disc(Ki)
>0, thenm(Ki) = o(disc(Ki)1/2).

This is connected to the considerations of Section 6.4 in the following way. Con-
sider the case d = 3; to a real cubic field K and suitable additional data we have
associated a collection of compact A-orbits �K ⊂ PGL3(Z)\PGL3(R), indexed by
the class group of K . The key point is the following: the question of the minimal
norm of a representative for a given ideal class is closely related to the question of
how far the associated A-orbit penetrates into the “cusp” of the noncompact space
PGL3(Z)\PGL3(R). This allows a geometric reformulation of Theorem 12 that is
amenable to analysis by the methods of Section 6.4.

7. Ergodic theory vs. harmonic analysis

In this concluding section, we briefly compare dynamical methods and harmonic
analysis.

Fundamentally, the most general type of problem we are considering is the fol-
lowing: let H ⊂ G be a subgroup of a semisimple Q-group G; understand the
“distribution” of H (Q)\H (A) inside G(Q)\G(A). Indeed such problems arise nat-
urally in a large number of arithmetic questions. Two possible approaches to these
questions are the following:

1. Ergodic. Here we choose a suitable finite set of places S and apply results
constraining H (QS)-invariant measures on G(Q)\G(A).

2. Harmonic-analytic. Here we choose a suitable basis ϕi for functions on
G(Q)\G(A) and compute the “periods”∫

H (Q)\H (A)
ϕi, (7.1)

the main goal being to have “good” quantitative upper bound for (7.1)

Moreover, we note that there is considerable potential for interaction between the
two approaches: in [29, I], harmonic analysis is used to control escape of mass issues,
while in [75] quantitative ideas from ergodic theory are used to give estimates on
periods like (7.1).

In any case, the following general principles tend to apply:
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1. If H is “a large enough subgroup” of G (say if H acts with an open orbit on the
flag variety of G), the periods (7.1) will often have “arithmetic significance”,
i.e. are often interpretable in terms of quantities of arithmetic interest such as
L-functions and one can at least hope for complete, quantitative results via
harmonic analysis. Note that, in addition to “standard harmonic analysis,” one
should keep in mind the possibility of using an extra important trick: namely,
of using equalities between periods on different groups. That is to say: often
there will be another pair (H ′ ⊂ G′) with the property that, for each ϕi as
above, one may associate functions ϕ′i on G′(Q)\G′(A) so that∫

H (Q)\H (A)
ϕj =

∫
H ′(Q)\H ′(A)

ϕ′j .

The correspondence ϕ ↔ ϕ′ is usually related to functoriality. Thereby one
can study the H -periods on G by switching to G′.

2. If H is not a torus, one often apply profitably Ratner’s theorem in the ergodic
approach and get strong, although non-quantitative results. We have not dis-
cussed any examples of this in the present article; a nice instance is [30].

3. If H is a torus, the emerging theory of measure rigidity for torus actions (see
in particular [27], [28]) may offer a substitute for Ratner theory. This requires
an extra input, positive entropy, and has two further disadvantages (compared
to “Ratner theory”) that might be noted:

(a) At present there is no good general way to control, either escape of mass
when G(Q)\G(A) is noncompact, or the related phenomenon of concen-
tration on embedded subgroups.

(b) One needs to have “Linnik’s condition,” i.e. a fixed set of places S such
that H (Qv) is noncompact for v ∈ S.

Eventually, as a rough rule, the strength of ergodic theory is that it can handle
orbits of very “small” subgroups – which at present seem far beyond the reach of
traditional harmonic analysis– and its weakness is that it is not (yet) quantitative. On
the other hand, the strength of harmonic analysis is that it imports all the rich internal
structure of automorphic forms.

For instance, “why” is it that harmonic-analytic approaches to Theorem 1 have
been able to avoid a Linnik-type condition? Our perspective to this question is that
the Waldspurger formula (2.5) expresses a period over a non-split torus T d in terms
of the L-function L(π, 1/2) × L(π × χd, 1/2). But, by Hecke theory, the second
L-function is expressible as a (χd -twisted) period of a form in π over a split torus in
GL2(Q)\GL2(AQ) ! Thereby one has an equality between a period over a nonsplit
torus T d and a twisted period over a split torus T split. This equality, which is an
instance of functoriality, is part of the reason that one is able to sidestep the problem
of small split primes that plagues any direct analysis of T d .
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p-adic motivic cohomology in arithmetic
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Abstract. We will discuss recent progress by many people in the program of representing
motivic cohomology with torsion coefficients of arithmetic schemes by various arithmetic
p-adic cohomologies: étale, logarithmic de Rham–Witt, and syntomic. To illustrate possi-
ble applications in arithmetic geometry we will sketch proofs of the absolute purity conjecture
in étale cohomology and comparison theorems of p-adic Hodge theory.
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1. Introduction

In this report, we will survey results about the relationship between motivic coho-
mology and p-adic cohomologies of arithmetic schemes. We will concentrate on
the stable ranges where the motivic cohomology with torsion coefficients tends to
be represented by various cohomologies of arithmetic type. Much has happened in
that subject in the last few years and a detailed survey can be found in [10]. For
us motivic cohomology will mean Bloch higher Chow groups and its approxima-
tion – the gamma gradings of algebraic K-theory. They are defined using algebraic
cycles and vector bundles, respectively, and are connected via an Atiyah–Hirzebruch
spectral sequence. By inverting the Bott element or in some stable ranges motivic
cohomology becomes isomorphic to its (étale) topological version. That is the content
of the Beilinson–Lichtenbaum and Quillen–Lichtenbaum conjectures both of which
follow (over fields) from the Bloch–Kato conjecture (now proved at least for mod 2
coefficients). Torsion étale motivic cohomology has a direct relationship with vari-
ous arithmetic cohomologies: logarithmic de Rham–Witt (an arithmetic version of
crystalline cohomology in positive characteristic), syntomic cohomology (an arith-
metic version of crystalline cohomology in mixed characteristic), and arithmetic étale
cohomology. As a result we can represent p-adic cohomology classes as algebraic
cycle classes in a way reminiscent of the classical situation. This turns out to be –
both conceptually and technically – a powerful tool. We present two applications: a
proof of the absolute purity conjecture in étale cohomology and proofs of comparison
theorems in p-adic Hodge theory.
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2. K-theory

2.1. Milnor K-theory. For a field k, the Milnor K-groups KM∗ (k) are defined to
be the quotient of the tensor algebra of the multiplicative group k∗ of k by the ideal
generated by the Steinberg relation x ⊗ (1 − x) for x �= 0, 1. This rather simple
construction turns out to be a fundamental object in the subject.

If m is relatively prime to the characteristic of k, Kummer theory gives that
KM

1 (k)/m � k∗/k∗m ∼−−→ H 1(két, μm). Using cup product on Galois cohomology
we get the Galois symbol map

KM
n (k)/m→ Hn(két, μ

⊗n
m ).

Conjecture 2.1 (Bloch–Kato). The above symbol map is an isomorphism.

Voevodsky proved [40] the Bloch–Kato conjecture for m a power of 2 (Milnor
conjecture) and has recently announced a proof for general m [41].

If p > 0 is equal to the characteristic of k, the Bloch–Kato conjecture could be
interpreted as the theorem of Bloch–Gabber–Kato [3] giving an isomorphism

dlog : KM
n (k)/pr ∼−−→ H 0(két, ν

n
r ),

where νn
r = Wr�

n
X,log is the logarithmic de Rham–Witt sheaf. It is a subsheaf of

the de Rham–Witt sheaf Wr�
n
X generated locally for the étale topology by dlog x1 ∧

· · · ∧ dlog xn, where x ∈ WrOX are the Teichmüller lifts of units. It fits into the short
exact sequence of pro-sheaves (F is the Frobenius)

0→ νn· → W·�n
X

F−1−−−→ W·�n
X → 0.

2.2. Algebraic K-theory. For a noetherian scheme X, let M(X) and P (X) de-
note the categories of coherent and locally free sheaves on X, respectively. The
higher algebraic K and K ′ groups of X are defined as homotopy groups of cer-
tain simplicial spaces associated to the above categories: Ki(X) = πi(K(X)),
K ′i (X) = πi(K

′(X)). For i = 0, K0(X) and K ′0(X) are the Grothendieck groups of
vector bundles and coherent sheaves, respectively. For a field k, the product structure
on K-theory gives a natural homomorphism KM

n (k)→ Kn(k) that is an isomorphism
for n ≤ 2.

K-groups mod m, Ki(X, Z/m), are defined by taking homotopy groups with Z/m

coefficients of the above spaces. They are related to K∗(X) by a universal coef-
ficient sequence. Exterior powers of vector bundles induce a descending filtration
F ∗γ K∗(X, Z/m) (γ -filtration) and the graded pieces gr∗γ K∗(X, Z/m) can be consid-
ered an approximation to motivic cohomology groups.

Similarly, we get groups K ′i (X, Z/m). The natural homomorphism

Ki(X, Z/m)→ K ′i (X, Z/m)
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is an isomorphism if X is regular (“Poincaré duality”), because every coherent sheaf
has a finite resolution by locally free sheaves. For Z a closed subscheme of X with
open complement U , there is a localization sequence in K ′-theory

→ K ′i+1(U, Z/m)→ K ′i (Z, Z/m)→ K ′i (X, Z/m)→ K ′i (U, Z/m)→
It is relatively easy to derive in this generality and (in arithmetic applications) it
gives K-theory great technical advantage over other motivic cohomologies. The other
important technical advantage is the ease with which one can define higher Chern
classes into various cohomologies. To be able to follow Gillet’s construction [17] all
one really needs is that the cohomology of the classifying simplicial scheme BGL
(and some of its variants) is the expected one.

VaryingX, one can viewK(X) as a presheaf of simplicial spaces. LetK/mdenote
the presheaf of corresponding spaces mod m. Assume that X is regular. Then the
Mayer–Vietoris property of K-theory gives that K∗(X, Z/m) � H−∗(XZar, K/m).

If m is invertible on X, under some additional technical assumptions on X, the
étale K-theory of Dwyer–Friedlander [5] can be computed using presheaves K/m:
Két

j (X, Z/m) � H−j (Xét, K/m), for j ≥ 0.

Conjecture 2.2 (Quillen–Lichtenbaum). The change of topology map

ρj : Kj(X, Z/m)→ Két
j (X, Z/m)

is an isomorphism for j ≥ cdm Xét (the étale cohomological dimension of X).

Here and below we will review the current status of the Quillen–Lichtenbaum
conjecture. Recall that Thomason [37] proved that the map ρj induces an isomorphism

ρ̃j : Kj(X, Z/m)[β−1
m ] ∼−−→ Két

j (X, Z/m),

where Kj(X, Z/m)[β−1
m ] denotes the j ’th graded piece of the ring obtained by invert-

ing the action of the Bott element βm on K∗(X, Z/m). If μm ⊂ �(X, OX), then βm is
defined as an element in K2(X, Z/m) canonically lifting a chosen primitive m’th root
of unity in K1(X). A refined version of the proof of this theorem [38] allowed him to
show that for a variety of schemes (not necessarily over an algebraically closed fields)
the map ρj is surjective for j larger than (roughly) N = (dim X)3 and its kernel is
annihilated by βN

m . Over an algebraically closed field and for quasi-projective X we
can do better: Walker shows [42] that in that case ρj is split surjective for j ≥ 2d and
its kernel is annihilated by βd

m, d = dim X (see also [12]).
Étale K-theory has a direct relationship to étale cohomology. Namely Gabber’s

rigidity and Suslin’s computation of K-theory of algebraically closed fields imply that
the sheaves of fundamental groups π̃i(K/m) are isomorphic to μ

⊗i/2
m for i even and

are 0 for i odd. Then the local to global spectral sequence becomes

E
p,q
2 =

{
Hp(Xét, μ

q/2
m ) for q even,

0 for q odd
⇒ Két

q−p(X, Z/m).



462 Wiesława Nizioł

Action of Adams operations shows that this spectral sequence degenerates at E2
modulo torsion of a bounded order depending only on cdm Xét. In particular, the
Chern classes

cét
i,j : griγ Két

j (X, Z/m)→ H 2i−j (Xét, μ
⊗i
m )

are isomorphisms modulo small torsion.
If X is smooth over a perfect field of characteristic p > 0, Geisser–Levine [15]

using motivic cohomology (see below) prove the isomorphism π̃n(K/pr) � νn
r .

Since νn
r vanishes for n > dim X, the local to global spectral sequence

Hk(X, π̃n(K/pr))⇒ Kn−k(X, Z/pr)

gives the important vanishing result: Kn(X, Z/pr) = 0 for n > dim X.

2.3. Application: the absolute purity conjecture. The relationship between alge-
braic K-theory and étale cohomology just described was used by Thomason [36] and
Gabber [13] to prove the absolute purity conjecture in étale cohomology. Thomason
derived it (up to small torsion) from absolute purity in K-theory and Gabber – after
some reductions – from vanishing results in K-theory.

Conjecture 2.3. Let i : Y ↪→ X be a closed immersion of noetherian, regular schemes
of pure codimension d. Let n be an integer invertible on X. Then

H
q
Y (Xét, Z/n) �

{
0 for q �= 2d,

Z/n(−d) for q = 2d.

Proof. Thomason’s proof works (for example) for schemes of finite type over Z and m

all of whose prime divisors are at least dim X+1. Localization sequence immediately
gives absolute purity in K-theory: one defines K-theory with support KY (X) to be
the homotopy fiber of the restriction K(X) → K(X \ Y ) and by localization and
Poincaré duality we get the isomorphism KY,∗(X) � K∗(Y ). Inverting the Bott
element yields absolute cohomological purity in étale K-theory: Két

Y,∗(X) � Két∗ (Y ).
This can be now easily transferred to étale cohomology via the Atiyah–Hirzebruch
spectral sequence. Namely, we have the sheafification of the Atiyah–Hirzebruch
spectral sequence with support

E
p,q
2 =

{
H

p
Y (Xét, μ

⊗i
m ) for q = 2i,

0 for q �= 2i

strongly converging to the sheaf associated to Két
Y,q−p(−, Z/m) � Két

q−p(−Y , Z/m).
Evoking once more the Atiyah–Hirzebruch spectral sequence (this time on Y ) one
computes that this sheaf is periodic (of period two) and Z/m for q = p and trivial
for q − p = 1. Action of Adams operations shows that the above spectral sequence
degenerates modulo a constant (depending on étale cohomological dimension of X)
and that the same constant kills E

2j,2j∞ for j �= q.
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To prove absolute purity in general Gabber appeals to the Atiyah–Hirzebruch
spectral sequence only in the situation where it does in fact degenerate. First, he
defines a well-behaved global cycle class c(Y ) ∈ H 2d

Y (Xét, μ
⊗d
m ) that allows him

to reduce absolute purity to a punctual one: for a regular strict local ring O of
dimension d with closed point ix : x → Spec O the cycle class gives an isomor-
phism cl(x) : μm,x � i!xμ⊗d

m [2d]. Induction now reduces it to a vanishing result:
Hp(O[f−1]ét, μm) = 0 for p �= 0, 1, where f ∈ m \ m2 for the maximal ideal
m ⊂ O. Here he can assume O to be of arithmetic type.

Next, he considers the following Atiyah–Hirzebruch spectral sequence

E
p,q
2 =

{
Hp(O[f−1]ét, μ

q/2
m ) for q even,

0 for q odd
⇒ Két

q−p(O[f−1], Z/m)

where the étale K-groups Két
q−p(O[f−1], Z/m) are equal to K0(O[f−1], Z/m)(q/2)

for q even and K1(O[f−1], Z/m)((q−1)/2) for q odd. Inductively, using local affine
Lefschetz and duality he gets vanishing of Hp(O[f−1]ét, μm) = 0 for p �= 0, 1,
d− 1, d. That kills some colums in the above spectral sequence and the degeneration
at E2 follows. Now, vanishing of level 2 of the filtration on K-groups implies that
E

p,q
2 = E

p,q∞ = 0 for p ≥ 2 yielding Hp(O[f−1]ét, μm) = 0 for p �= 0, 1, as
wanted. �

3. Motivic cohomology

3.1. Motivic cohomology over a field. For a separated scheme X over a field,
Bloch higher Chow groups [1] are the cohomology groups of a certain complex
of abelian groups. To define this complex, denote by �n the algebraic n-simplex
Spec Z[t0, . . . , tn]/

( ∑
ti − 1

)
. Let zr(X, i) denote the free abelian group generated

by irreducible codimension r subvarieties of X ×�i meeting all faces properly. Let
zr(X, ∗) be the chain complex thus defined with boundaries given by pullbacks of
cycles along face maps. Denote by Hi(X, Z(r)) the cohomology of the complex
Z(r) := zr(X, 2r−∗) in degree i. The motivic cohomology with coefficients Z/m is
the cohomology of the complex Z/m(r) = Z(r)⊗Z/m. It fits into the usual universal
coefficient sequence.

Remark 3.1. There is another commonly used construction of motivic cohomology
due to Suslin–Voevodsky [9]. It works well in characteristic zero but it is not well
suited for studying mod p-phenomena in positive characteristic p.

Motivic cohomology groups are trivial for i > 2n and i > n+dim X for dimension
reasons. The Beilinson–Soulé conjecture (still open) postulates that they vanish for
i < 0. We have H 2n(X, Z(n)) � CHn(X), the classical Chow group. For a field k,
Hi(k, Z(n)) are trivial for i > n and agree with the Milnor group KM

n (k) for i = n.
In particular, Hn(k, Z/m(n)) � KM

n (k)/m.
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For Z a closed subcheme of X of codimension c with open complement U , there
is a localization sequence

→Hi−2c(Z, Z(n− c))→Hi(X, Z(n))→Hi(U, Z(n))→Hi+1−2c(Z, Z(n− c))→
It is a difficult theorem to prove. It is also rather difficult in general to construct higher
cycle classes ci,n : Hi(X, Z(n))→ Hi(X, n) into various bigraded cohomology the-
ories relevant to arithmetic. The original method of Bloch [2] requires weak purity
as well as homotopy property both of which fail for some commonly used p-adic
cohomologies. In particular, we are still missing a definition of cycle classes into
syntomic cohomology independent of the theory of p-adic periods.

It is even more difficult to show that the higher Chow groups and K ′-theory are
related by an Atiyah–Hirzebruch spectral sequence

E
s,t
2 = Hs−t (X, Z(−t))⇒ K ′−s−t (X). (3.1)

This sequence was first constructed for fields by Bloch–Lichtenbaum [4], then gener-
alized to quasi-projective varieties by Friedlander–Suslin [11], and finally to schemes
of finite type by Levine [25],[23]. By different methods, it was also constructed by
Grayson–Suslin [18], [34] and Levine [26]. If X is regular, the action of Adams op-
erations shows that this sequence degenerates modulo small torsion and the resulting
filtration differs from the γ -filtration by a small torsion. In particular, we get that

griγ Kj (X)⊗Q � H 2i−j (X, Q(i)).

Varying X, one gets a sheaf Z(n) := zn(−, 2n − ∗) in the étale topology. We
have Z(0) � Z on a normal scheme and Z(1) � Gm[−1] on a smooth scheme.
For a separated, noetherian scheme X of finite Krull dimension, the Mayer–Vietoris
property yields the isomorphism Hi(X, Z(n)) � Hi(XZar, Z(n)). For X smooth,
filtering z∗(X, ∗) by codimension, we get the very useful Gersten resolution

0→Hp(Z(n))→
⊕

x∈X(0)

(ix)∗Hp(k(x), Z(n))→
⊕

x∈X(1)

(ix)∗Hp−1(k(x), Z(n− 1))→

Here X(s) denotes the set of points in X of codimension s.
For X smooth and m invertible on X, rigidity in higher Chow groups and étale

cohomology and the vanishing of Hi(két, Z/m(n)) for an algebraically closed field k

[33] imply that Z/m(n)ét
∼−−→ μ⊗n

m . We get the isomorphism

cét
i,n : Hi(Xét, Z/m(n))

∼−−→ Hi(Xét, μ
⊗n
m ).

Conjecture 3.2 (Beilinson–Lichtenbaum). The canonical map

ρi,n : Hi(XZar, Z/m(n))→ Hi(Xét, Z/m(n))

is an isomorphism for i ≤ n.
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It is clear that the Bloch–Kato conjecture is a special case of the above conjecture.
What is not obvious is that it also implies it.

Theorem 3.3 (Suslin–Voevodsky [35], Geisser–Levine [16]). The Bloch–Kato con-
jecture implies the Beilinson–Lichtenbaum conjecture.

To prove this result via Gersten resolution one passes to the following state-
ment for fields: the Bloch–Kato isomorphism Hn(F, Z/m(n)) � KM

n (F )/n
∼−−→

Hn(Fét, μ
⊗n
m ) for all fields F that are finitely generated over the base field implies

that ρi,n : Hi(F, Z/m(n)) → Hi(Fét, Z/m(n)) is an isomorphism for all such F

and i ≤ n. This is proved by descending induction on the degree of cohomology
by “bootstrapping” the Bloch–Kato isomorphism into relative cohomology of cubical
complexes.

Unconditionally, we have two important results

Theorem 3.4 (Levine [24]). If μm ∈ �(X, OX), inverting the Bott element βm ∈
H 0(XZar, Z/m(1)) gives an isomorphism

ρ̃i,n : Hi(XZar, Z/m(n))[β−1
m ] ∼−−→ Hi(Xét, Z/m(n)).

Theorem 3.5 (Suslin [33]). The map ρi,n is an isomorphism for X smooth over an
algebraically closed field and n ≥ dim X.

We can now use the Atiyah–Hirzebruch spectral sequence (3.1) and its étale ana-
logue

E
s,t
2 = Hs−t (Xét, Z/m(−t))⇒ Két−s−t (X, Z/m)

constructed by Levine to pass from motivic cohomology to K-theory and to conclude
that

Theorem 3.6 (Levine [23]). The Beilinson–Lichtenbaum conjecture implies the
Quillen–Lichtenbaum conjecture.

For X smooth over a perfect field of characteristic p > 0, Geisser–Levine [15]
have shown that there is a quasi-isomorphism (in the Zariski and étale topology)
Z/pr(n)

∼−−→ νn
r [−n]. They derive it from the fact that for any field k of characteris-

tic p, Hi(k, Z/pr(n)) = 0 for i �= n, which in turn they induce from the Bloch–Kato
isomorphism Hn(k, Z/pr(n))

∼←−− KM
n (k)/pr ∼−−→ νn

r (k). As a result we get

Hi+n(X, Z/pr(n)) � Hi(XZar, ν
n
r ), H i+n(Xét, Z/pr(n)) � Hi(Xét, ν

n
r ).

The above implies that π̃n(K/pr) � νn
r : via the Bloch–Lichtenbaum spectral se-

quence Hs−t (k, Z/pr(−t))⇒ K−s−t (k, Z/pr), the computation of Hi(k, Z/pr(n))

yields the isomorphism KM
n (k)/pr → Kn(k, Z/pr); having that it suffices now to

evoke Gersten resolution.
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3.2. Motivic cohomology over Dedekind domains. The construction of Bloch
higher Chow groups and some of its basic properties (most notably the localiza-
tion exact sequence and the Atiyah–Hirzebruch spectral sequence) as well as some
computations of motivic sheaves can be extended to schemes of finite type over a
Dedekind scheme ([25], [23], [14]). Here is an example. Let X be a smooth scheme
over a complete discrete valuation ring V of mixed characteristic (0, p) with a perfect
residue field k. Denote by i : Y ↪→ X and j : U ↪→ X the special and generic fibers,
respectively. We will sketch how assuming the Bloch–Kato conjecture mod p we get
a quasi-isomorphism [14]

i∗Z/pn(r)ét → Sn(r) for r < p − 1.

Here Sn(r) is the syntomic complex of Fontaine–Messing [8] (philosophically) de-

fined as the mapping cone of the map Ru∗J [r]Xn/Wn(k)

1−φr

→ Ru∗OXn/Wn(k), where
W(k) is the ring of Witt vectors of k, OXn/Wn(k) is the crystalline structure sheaf,
JXn/Wn(k) = ker(OXn/Wn(k)) → OXn), u : Xn/Wn(k)cr,ét → Xn,ét is the natural
projection, and φr = φ/pr is the divided Frobenius. We always get the long exact
sequence

→ Hi(Xn, Sn(r))→ Hi
cr(Xn/Wn(k), J [r]) 1−φr

−−−→ Hi
cr(Xn/Wn(k))→

By the theory of p-adic periods [21] we have the distinguished triangle

→ Sn(r)→ τ≤ni
∗Rj∗μ⊗r

pn → νr−1
n [−r] →

This triangle can be seen as a realization of the “localization” sequence for the étale
motivic sheaves: we apply the above computations of motivic sheaves over fields
and a purity result Z(r−1)ét[−2] ∼−−→ τ≤r+1Ri!Z(r)ét (contingent on the Beilinson–
Lichtenbaum conjecture mod p) to the localization sequence and get the distinguished
triangle

→ i∗Z/pn(r)ét → τ≤r i
∗Rj∗μ⊗r

pn → νr−1
n [−r] → .

Comparing the above two triangles, we get that the cycle class map i∗Z/pn(r)ét →
Sn(r) is a quasi-isomorphism inducing a cycle map (an isomorphism for X proper)

c
syn
i,r : Hi(Xét, Z/pn(r))→ Hi(X, Sn(r)), r < p − 1.

4. Application: p-adic Hodge theory

In p-adic Hodge theory we attempt to understand p-adic Galois representations com-
ing from the étale cohomology of varieties over p-adic fields via the de Rham coho-
mology of these varieties. The maps relating étale and de Rham cohomology groups
are called p-adic period morphisms. Just as in the classical case, we would like to see
them as integration of differential forms. Motivic cohomology allows us to do that
[30], [31]. We will sketch briefly how.
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Remark 4.1. The main comparison theorems of p-adic Hodge theory were proved
earlier by two different methods: by Fontaine–Messing–Kato [8], [20], Kato [19],
and Tsuji [39] via a study of p-adic nearby cycles and by Faltings [6], [7] using the
theory of almost étale extensions.

4.1. The good reduction case. Let k be a perfect field of positive characteristic p,
W(k) the corresponding ring of Witt vectors and K its field of fractions. Let K be
an algebraic closure of K and let Gal(K/K) denote its Galois group. Let X be a
smooth proper scheme over V = W(k) of relative dimension d. We have a functor
which carries the crystalline cohomology groups of X with all their structures into
representations of Gal(K/K). For p − 2 ≥ r ≥ i, set

L(H i
cr(Xn/Vn){−r}) := (F 0(H i

cr(Xn/Vn){−r} ⊗ B+cr,n))
1=φ0

.

Here B+cr,n = H ∗cr(Spec(Vn)/Wn(k)) is one of Fontaine’s rings of periods. It is
equipped with a decreasing filtration F iB+cr,n, Frobenius, and an action of the group

Gal(K/K). The crystalline cohomology groups Hi
cr(Xn/Vn) � Hi

dR(Xn/Vn) have
a natural Hodge filtration and φ0 comes from the tensor of divided Frobeniuses φj =
φ/pj . The twist {−r} refers to twisting the Hodge filtration and the Frobenius.

Conjecture 4.2 (Crystalline conjecture). For p large enough, there exists a canonical
Galois equivariant period isomorphism

αcr : Hi(X
K

, μ⊗r
n )

∼−−→ L(H i
cr(Xn/Vn){−r}).

The proof using K-theory we sketch here works for r ≥ 2d, p − 2 ≥ 2r + d (or
rationally with no restriction on p and the degree of the finite extension V/W(k)).

Since B+cr,n � H ∗cr(Vn/Vn), by the Künneth formula H ∗cr(Xn/Vn) ⊗ B+cr �
H ∗cr(XV,n

/Vn), where V is the integral closure of V in K . The defining property
of syntomic cohomology yields a natural map (in fact an isomorphism)

Hi(X
V
, Sn(r))→ L(H i

cr(Xn/Vn){−r}).

It follows that to prove the conjecture, by a standard argument, it suffices to construct
a Galois equivariant map

αi,r : Hi(X
K

, μ⊗r
pn )→ Hi(X

V
, Sn(r))

compatible with Poincaré duality and some cycle classes. To construct this map as
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an integration we will use the following diagram

F r
γ /F r+1

γ K2r−i (XV
, Z/pn)

∼
j∗

��

ρ2r−i

��

F r
γ /F r+1

γ K2r−i (XK
, Z/pn)

ρ2r−i

��
F r

γ /F r+1
γ Két

2r−i (XV
, Z/pn)

j∗
��

c
syn
r,2r−i

��

F r
γ /F r+1

γ Két
2r−i (XK

, Z/pn)

cét
r,2r−i

��
Hi(X

V
, Sn(r)) H i(X

K
, μ⊗r

pn ).
αi,r

��

The right-hand side allows us to represent étale classes by higher algebraic cycle
classes on X

K
. Those can be lifted (via j∗) to the integral model X

V
and we can

integrate differential forms along them to get the period map αi,r . Specifically, by
Quillen–Lichtenbaum conjecture or by Suslin the map ρ2r−i is an isomorphism for
2r − i ≥ cdp Xét = 2d. The degeneration of the étale Atiyah–Hirzebruch spectral
sequence gives that cét

r,2r−i is an isomorphism modulo small torsion. Also the restric-
tion j∗ is an isomorphism: since the scheme X

V
is smooth we can pass to K ′-theory;

by localization, the kernel and cokernel of j∗ is controlled by mod pn K ′-groups of
special fibers and those can be killed by totally ramified extensions of V of degree pn.
For p and r as above, we define the map αi,r to make this diagram commute.

Corollary 4.3. For r ≥ d + i/2, p − 2 ≥ r + d/2, there exists a unique period
map αi,r : Hi(X

K
, μ⊗r

pn )→ Hi(X
V
, Sn(r)) compatible with the étale and syntomic

higher Chern classes from K-theory mod pn of X
K

and X
V

.

Based on [29], [28] we expect all the existing constructions of the period maps to
be compatible with higher Chern classes hence equal.

Assume that we are able to define syntomic higher cycle maps without using p-
adic periods. Then a construction of the period map αi,r as an integral can be done in
a more precise way by the following diagram.

Hi(X
V
, Z/pn(r))

j∗
∼ ��

ρi,r

��

Hi(X
K

, Z/pn(r))

ρi,r

��
Hi(X

V,ét
, Z/pn(r))

j∗ ��

c
syn
i,r

��

Hi(X
K,ét

, Z/pn(r))

cét
i,r

��
Hi(X

V
, Sn(r)) H i(X

K
, μ⊗r

pn )
αi,r

��

(4.1)

Arguing as above, we see that the restriction map j∗ is an isomorphism. The map ρi,r

on the right is an isomorphism for r ≥ i by the Beilinson–Lichtenbaum conjecture or
for r ≥ d by Suslin. That gives the definition of αi,r in these two cases and a proof
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of the Crystalline conjecture for all i and 2d ≤ r ≤ p − 2. Notice that then all the
maps in the above diagram are isomorphisms.

Remark 4.4. Our period map αi,r goes in the opposite direction than the period maps
constructed by other methods. This implies that one can simply use Poincaré duality
to prove that the map is an isomorphism. Rationally that works well but integrally it
doubles the lower bound on p.

4.2. The semistable reduction case. Let now K be a complete discrete valuation
field of mixed characteristic (0, p) with ring of integers V and a perfect residue field k.
Let X× be a fine and saturated log-smooth proper V ×-scheme, where V is equipped
with the log-structure associated to the closed point, such that the generic fiber XK is
smooth over K and the special fiber X×0 is of Cartier type. A standard example would
be a scheme X with simple semistable reduction.

Conjecture 4.5 (Semistable conjecture). There exists a natural period isomorphism

αst : H ∗(XK
, Qp)⊗Qp Bst � H ∗cr(X

×
0 /W(k)0)⊗W(k) Bst

preservings Galois action, monodromy, filtration and Frobenius.

Here the period ring Bst is equipped with Galois action, Frobenius and monodromy
operators. It maps naturally into another ring of periods BdR , which is equipped with a
decreasing filtration. The log-crystalline cohomology groups H ∗cr(X

×/W(k)0)[1/p]
(analogues of limit Hodge structures) are also equipped with Frobenius and mon-
odromy operators. There is also a canonical isomorphismK⊗W(k)H

∗
cr(X

×
0 /W(k)0) �

H ∗dR(XK/K) via which Hodge filtration induces a descending filtration on these
groups. The period isomorphism and its base change to BdR should preserve all these
structures. As a corollary, one gets that the étale cohomology as a Galois representa-
tion can be recovered from the log-crystalline cohomology

H ∗(X
K

, Qp) � (H ∗cr(X
×
0 /W(k)0)⊗W(k) Bst)

N=0,φ=1∩F 0(BdR⊗K H ∗dR(XK/K)).

In the above formula the kernel of the monodromy was computed by Kato to be
Q ⊗ proj limn H ∗cr(X

×
V,n

/Wn(k)). If we now take into account both Frobenius and

the filtration, we can pass to log-syntomic cohomology and we see that to prove the
conjecture it suffices to construct a Galois equivariant family of maps

αn
i,r : Hi(X

K
, μ⊗r

pn )→ Hi
cr(X

×
V

, Sn(r)),

at least for r large enough, that is compatible with Poincaré duality and the trace map.
The main problem with trying to carry over our motivic proof of the Crystalline

conjecture to this setting is that the integral model X
V

is in general singular. It
becomes then very difficult to control the kernel and cokernel of the restriction map j∗.
However the singularities are rather mild (they are of toric type) and we find [32]
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that every model X×
V ′ , for a finite extension V ′/V , can be desingularized by a log-

blow-up Y× → X×
V ′ . Since we are blowing up only strata this desingularization

does not change the log-syntomic cohomology. Obviously it does not change the
étale cohomology either, so to define the maps αn

i,r we can work with the regular
models Y×. We have the usual “integration” diagram

F r
γ /F r+1

γ K2r−i (Y, Z/pn)
j∗ ��

c
syn
r,2r−iρ2r−i

��

F r
γ /F r+1

γ K2r−i (YK, Z/pn)

cét
r,2r−iρ2r−i

��
Hi(Y×, Sn(r)) H i(YK, μpn(r)).

αn
i,r

��

The right-hand side of the diagram behaves like before. The restriction j∗ is an
isomorphism for 2r − i > dim XK + 1 because by the localization sequence its
kernel and cokernel are controlled by K ′j (Yk, Z/pn), which vanishes for j > dim XK

by Geisser–Levine. Hence we can integrate differential forms against higher cycles
(on the integral model Y ) to get the period maps αn

i,r . Again as a corollary we get a
uniqueness statement for semistable period maps.

Remark 4.6. Notice that the above vanishing result of Geisser–Levine and the result-
ing bijectivity of the restriction map j∗ are entirely p-adic phenomena. The analogous
statements mod l are false. This is in contrast with the good reduction case where j∗
is an isomorphism mod l as well.

Question 4.7. Is it possible to define log-motivic complexes and cohomology that
would specialize to log-syntomic cohomology? More precisely, one would like to
have a log-analogue of the motivic diagram (4.1) for a semistable scheme X× (with
logs everywhere in the left column). For that we need a good definition of log-motivic
complexes Z/pn(r)× and log-syntomic cycle classes

c
syn
i,r : Hi(X×, Z/pn(r)×)→ Hi(X×, Sn(r))

(isomorphisms for X proper and i ≤ r < p − 1). We would expect the restriction
map

j∗ : Hi(X×, Z/pn(r)×)→ Hi(XK, Z/pn(r))

to be an isomorphism.
This question is closely related to that of the existence of limit motivic cohomology

(see the recent work of Marc Levine [27] on that subject in the case of schemes over
a field).

Acknowledgments. I would like to thank Thomas Geisser and Marc Levine for
helpful comments.
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Vanishing of L-functions and ranks of Selmer groups

Christopher Skinner and Eric Urban∗

Abstract. This paper connects the vanishing at the central critical value of the L-functions
of certain polarized regular motives with the positivity of the rank of the associated p-adic
(Bloch–Kato) Selmer groups. For the motives studied it is shown that vanishing of the L-
value implies positivity of the rank of the Selmer group. It is further shown that if the order
of vanishing is positive and even then the Selmer group has rank at least two. The proofs
make extensive use of families of p-adic modular forms. Additionally, the proofs assume the
existence of Galois representations associated to holomorphic eigenforms on unitary groups over
an imaginary quadratic field.

Mathematics Subject Classification (2000). 11F67, 11F80, 11F55, 11F33, 11F85, 11F11.

Keywords. p-adic modular forms, Galois representations, Selmer groups, L-functions.

Introduction

This paper aims to connect the order of vanishing of the L-functions of certain (mo-
tivic p-adic) Galois representations with the ranks of their associated Selmer groups.
This connection, really an assertion of equality, is part of the general Bloch–Kato
conjectures (cf. [BK] and [FP]), but its origins are in the ‘class number formula’ for
number fields – part of which is the assertion that the order of vanishing at s = 0 of
the Dedekind zeta-function ζK(s) of a number field K equals the rank of the group
of units of K – and the celebrated conjecture of Birch and Swinnterton-Dyer – which
asserts that the order of vanishing at s = 1 of the L-function L(E, s) of an elliptic
curve over a number field K equals the rank of the Mordell–Weil group E(K). In
both of these instances the equality can be restated in terms of ranks of Selmer groups
(in the case of elliptic curves this requires finiteness of the (p-primary part of the)
Tate–Shafarevich group of the curve).

In this paper we work in the context of a polarized regular (pure motivic) Galois
representation R : GK → GLd(L) of the absolute Galois group GK of an imaginary
quadratic field K defined over a p-adic field L; we fix a prime p that splits in K .
The polarization condition is an isomorphism

R∨(1) ∼= Rc
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from the David and Lucile Packard Foundation. Research of the second author sponsored by National Science
Foundation grant DMS-04-01131.
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of the arithmetic dual of R with the conjugate of R by the non-trivial automorphism c

of K . The (motivic and) regular condition is that R is Hodge–Tate at the primes
above p and that the Hodge–Tate weights are regular. We further restrict to the
case where the Hodge–Tate weights of R do not include 0 or −1. Unfortunately,
this excludes the case of elliptic curves. The L-functions L(R, s) of such Galois
representations, defined using geometric Frobenius elements (throughout we adopt
geometric conventions), are expected to have meromorphic continuations to all of C

and to satisfy the functional equation

L(R, s) = ε(R, s)L(R∨(1), 1 − s).

The value s = 0 is a critical value of L(R, s), and the connection between orders of
vanishing and ranks of Selmer groups is the following.

Conjecture. ords=0L(R, s) = rankLH 1
f (K, R∨(1)).

Here H 1
f (K, R∨(1)) ⊆ H 1(K, R∨(1)) is the Bloch–Kato Selmer group. This

is defined by imposing local conditions at all primes. At primes not dividing p the
classes are required to be unramified, while at primes v dividing p they are required to
be crystalline: their image in H 1(Iv, R

∨(1)⊗Bcris) is zero, where Bcris is Fontaine’s
ring of p-adic periods.

The Galois representations we consider are expected to be automorphic in the
sense that for a given R there should exist a unitary group U(V ) in d-variables,
an automorphic representation π of U(V ) with infinity-type a holomorphic discrete
series, and an algebraic idele class character χ of K satisfying χ |×AQ

= | · |2κ ′
AQ

such

that L(R, s) = L(π, χ−1, s + κ ′ + 1/2), where the right-hand side is a twist of
the standard L-function of π . Such an identification is generally the only known
strategy for proving the conjectured analytic properties of L(R, s). So we start by
assuming that given π and χ , the corresponding R exists. In general this is only
known for unitary groups in 3 or fewer variables (see [BR92]) or under certain local
hypotheses on π (see [HL04]) (these conditions certainly do not hold in all the cases
we consider). We further assume that π and χ are unramified at primes above p. We
then prove two theorems – Theorems 4.3.1 and Theorems 5.1.1 – in the direction of
the above conjecture. We emphasize that their proofs require the existence of Galois
representations associated to certain cuspidal representations of unitary groups; this
existence is made precise in Conjecture 4.1.1. The first of these theorems is the
following.

Theorem A. If L(π, χ−1, κ ′ + 1/2) = L(R, 0) = 0 then rank H 1
f (K, R∨(1)) ≥ 1.

We include a few remarks about this theorem.
(i) In earlier work [SU02], [SU06] we proved a result similar to Theorem A: if F

is a holomorphic modular form of even weight 2k and trivial nebentypus and ordinary
for p and if ords=kL(F, s) is odd then the rank of the corresponding p-adic Selmer
group H 1

f (Q, VF (k)) is positive (VF is the p-adic Galois representation associated
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to F ). The positivity of the rank in the case of even order vanishing – at least if F is
unramified at p – will follow from our forth-coming work [SU-MC] on the Iwasawa
main conjecture for modular forms1. For prior results in the same vein (by Gross and
Zagier, Greenberg, Nekovář, Bellaïche,…) the interested reader should consult the
introduction to [SU06].

(ii) When π is just an idele class character, so R is one-dimensional, Theorem A
is unconditional. Since no hypothesis is imposed on the epsilon factor ε(R, 0), The-
orem A in this case generalizes the complex multiplication case of [SU02], [SU06],
where ε(R, 0) = −1 is required (the ε(R, 0) = −1 case is also the main result of
[BC04]; our proof of Theorem A provides an alternate proof of this case).

(iii) Suppose F is a holomorphic modular form of even weight 2k > 2, triv-
ial nebentypus, and level prime to p. One consequence of Theorem A is that if
L(F, k) = 0, then the rank of H 1

f (K, VF (k)) is positive. Choosing K so that the
twist FK of F by the character of K is such that L(FK , k) 
= 0 and appealing to
a result of Kato [Ka04] that asserts H 1

f (Q, VFK (k)) = 0 in this case, we can then

conclude that H 1
f (Q, VF (k)) has positive rank. This provides another proof of the

results from remark (i) as well as an extension of them to the non-ordinary case.
(iv) The authors of [BC04] have announced a result in the spirit of Theorem A but

with a number of additional hypotheses, including ε(R, 0) = −1 and certain of the
Arthur conjectures.

Our proof of Theorem A follows along the same lines as the proof of the main
result in [SU02], [SU06]. As explained in §1, the vanishing of the L-function at s = 0
implies the existence of a holomorphic Eisenstein series on a larger unitary group.
This is analogous to the situation in loc. cit. where odd-order vanishing implies the
existence of a special cuspform on a larger group, there a symplectic group of genus 2.
In §§2 and 3 we construct a p-adic deformation of this Eisenstein series, a p-adic
family of automorphic representations containing the Eisenstein representation. The
generic member of this family is cuspidal. The Galois representations associated to
these cuspidal representations (whose existence is one of our primary hypotheses)
are generically irreducible. Putting all this together, we construct an irreducible
family of Galois representations that specializes at one point to the reducible Galois
representation 1 ⊕ εp ⊕ R (the Galois representation of the Eisenstein series). By a
now standard argument, we then deduce the existence of a non-trivial GK -extension
0 → L(1) → E → R → 0. Using a result of Kisin [Ki] we are able to deduce that
this extension lies in H 1

f (K, R∨(1)).
In the last section of this paper we extend Theorem A to a higher-rank case (under

the same hypotheses on χ and π ).

Theorem B. If ords=0L(π, χ−1, s +κ ′ +1/2) = ords=0L(R, s) is even and positive,
then rank H 1(K, R∨(1)) ≥ 2.

The proof of Theorem B relies on that of Theorem A. The hypothesis that L(R, s)

1This work includes a local hypothesis on the modular form F and its associated mod p Galois representation.
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vanishes to even order at s = 0 means that ε(R, 0) = 1. And so the epsilon factor of the
primitive L-function of the Eisenstein series constructed in the proof of Theorem A
is equal to −1. This is then true of all the cuspidal representations in the p-adic
family from the proof of that theorem. In particular, their L-functions satisfy the
hypothesis of Theorem A. So running through the proof of that theorem for these
cuspidal representations, one deduces the existence of a p-adic family of generically
irreducible Galois representations which specializes at one point to the representation
L2 ⊕L(1)2 ⊕R. And then from this we deduce the existence of a subspace of rank 2
in the Selmer group.

The proofs of Theorems A and B rely crucially on the theory of p-adic families
of automorphic representations, especially as developed in [KL] and in [U06].

The authors thank Laurent Berger and Mark Kisin for some useful conversations.

Standard notation. Throughout this paper p is a fixed prime. Let Q and Qp be,
respectively, algebraic closures of Q and Qp and let C be the field of complex numbers.
We fix embeddings ι∞ : Q ↪→ C and ιp : Q ↪→ Qp. Throughout we implicitly view
Q as a subfield of C and Qp via the embeddings ι∞ and ιp. Let Cp be the completion
of Qp with respect to its p-adic metric. We fix an identification Cp

∼= C compatible
with the embeddings ιp and ι∞.

We fix K ⊂ Q an imaginary quadratic field. We denote by c the complex conju-
gation of C (and hence of K). We assume that p splits in K: p = ℘℘c with ℘ the
prime ideal of K induced by ιp. We write 
 for an uniformizer of ℘.

1. Eisenstein series and vanishing of L-functions

1.1. Unitary groups. Let θ be a totally imaginary element in K such that −iθ > 0
and let � = θ θ̄ (a positive rational number). In Sections 2–5 we will assume that
ordp(�) = 0. Given integers b ≥ a ≥ 0, a + b = d > 0, we let

Ta,b =
(

1b

θ−1

−1b

)
∈ GLd(K).

We let Ga,b be the unitary group associated to this (skew-Hermitian) matrix: for any
Q-algebra R

Ga,b(R) = {g ∈ GLd(K ⊗ R) : gTa,b
t ḡ = Ta,b}.

Then Ga,b(R) is a real unitary group of signature (a, b). The unbounded symmetric
domain associated to this group is

Da,b =
{[ z

u
1a

]
∈ Md×a(C) : z ∈ Ma×a(C), u ∈ M(b−a)×a(C),

θ−1(z − z∗) − u∗u > 0
}
.
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The action of Ga,b(R) on Da,b is defined as follows: for g ∈ Ga,b(R) and x ∈ Da,b

g(x) = g · x · t−1, g.x =
[

r
s
t

]
, r, t ∈ Ma×a(C),

where . denotes the usual matrix multiplication. Let

x0 =
[

i
0
1

]
∈ Da,b.

The stabilizer of x0 in Ga,b(R) is a maximal compact, which we denote Ka,b. This is
the group of R-points of an R-group that we also denote by Ka,b. The map g �→ g(x0)

is a real analytic isomorphism of Ga,b(R)/Ka,b with Da,b. We will often write an
element g of Ga,b or Md×d in block form: g = (gij )1≤i,j≥3 with g11, g33 ∈ Ma×a .
We let Ba,b be the Q-rational Borel of Ga,b defined by requiring g21 = g31 = g32 = 0
and g33 to be upper-triangular (so g11 is lower-triangular).

Let

c = ca,b = 2−1/2
(

1a −i1a√|θ |1b−a

−i1a 1a

)
∈ GLd(C).

Then cTa,b
t c̄ = i/2diag(1a, −1b), so k �→ ckc−1 identifies Ka,b with the R-group

U(a) × U(b) (embedded diagonally in GLd(C)). Let Ha,b be the Cartan subgroup
of Ka,b that is identified with the group of diagonal matrices in U(a) × U(b). Let
Ja,b : Ga,b(R) × Da,b → Ka,b(C) be the canonical automorphy factor: if k ∈ Ka,b

then Ja,b(k, x0) = k, and

cJa,b

( (
a11 a12 a13

a22 a23
a33

)
, x0

)
c−1 = (

a11,
(

a22 a23
a33

) )
.

These properties, together with the usual cocycle condition, completely determineJa,b.
We also fix for each prime 
 a maximal compact Ka,b,
 ⊂ Ga,b(Q
), and let

Ka,b,f = ∏
Ka,b,
.

Leta′ = a+1, b′ = b+1. LetPa,b be stabilizer inGa′,b′ of the line {(0, . . . , 0, x) ∈
Kd+2 : x ∈ K}. Then Pa,b is a standard, maximal Q-parabolic of Ga′,b′ with
standard Levi subgroup La,b isomorphic to Ga,b × ResK/QGm: a pair (g, t) ∈
Ga,b × ResK/QGm is identified with

m(g, t) =
( g11 g12 g13

t̄−1

g21 g22 g23
g31 g32 g33

t

)
∈ Ga′,b′ .

We write Na,b for the unipotent radical of Pa,b. The map ra,b : Da′,b′ → Da,b given
by

ra,b

( [ z
u

1a′

] )
=
[

z′
u′
1a

]
,

z = (zij )1≤i,j≤a+1, z′ = (zij )1≤i,j≤a,

u = (ui,j ), u′ = (ui,j )j≤a,
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is Pa,b(R)-equivariant in the sense that if p = m(g, t)n ∈ Pa,b(R) = La,b(R)Na,b(R)

then ra,b(p(x)) = g(ra,b(x)).
The algebraic characters of Ga,b correspond to d-tuples of integers (cd, . . . , cb+1;

c1, . . . , cb) in the usual way. The irreducible algebraic representations of Ka,b are
then classified by those d-tuples satisfying c1 ≥ c2 ≥ · · · ≥ cb and cb+1 ≥ cb+2 ≥ cd .
Such d-tuples also classify the L-packets of discrete series representations of Ga,b(R).
The holomorphic discrete series correspond to those d-tuples such that cb −cb+1 ≥ d.
Given such a d-tuple τ , we write πH

τ for the corresponding holomorphic discrete
series.

When a and b are fixed or their exact values unimportant, we write G for Ga,b

and H for Ga′,b′ . In our remaining notation we drop the subscript ‘a, b’ and replace
the subscript ‘a′, b′’ with a superscript ′.

1.2. L-functions. Let π be an automorphic representation of G and χ an idele class
character of A×

K . We write L(π, χ, s) for the standard L-function associated to π

and χ : if BC(π) is the formal base change of π to GL(d)/K then L(π, χ, s) =
L(BC(π), χ, s). If S is a finite set of places of Q then the superscript ‘S’ on
LS(π, χ, s) will, as usual, mean that the Euler factors at the places in S have been
omitted. If d > 1 and π is cuspidal and not endoscopic or CAP, then BC(π) is
expected to be cuspidal, hence the L-functions LS(π, χ, s) are expected to satisfy the
following:

LS(π, χ, s) is holomorphic on all of C (1.2.1)

and
if π and χ are unitary, then LS(π, χ, s) 
= 0 for Re(s) ≥ 1. (1.2.2)

Remark 1.2.1. That BC(π) is cuspidal as expected is known in certain cases: (1) if
d = 2, 3 or (2) if πv is supercuspidal for some finite place v.

1.3. Eisenstein series. Given a cuspidal automorphic representation π of G with
underlying space Vπ and an idele class character χ of A×

K , we let ρ = ρπ,χ be the
representation of P(A) on Vπ defined by ρ(m(g, t)n)v = χ(t)π(g)v, m(g, t) ∈
M(A), n ∈ N(A). Let I (ρ) be the space of smooth, K ′-finite functions f : H(A) →
V sm

π such that f (pg) = ρ(p)f (g). We assume that Vπ has been identified with
a cuspidal subspace of L2(G(Q)\G(A)), so the smooth vectors V sm

π are smooth
functions and the smooth, K-finite vectors V sm,fin

π are cuspforms. Then evaluation
at the identity converts f ∈ I (ρ) into a C-valued function on H(A); we often write
f (x) for f (x)(1). Bearing this in mind, given f ∈ I (ρ) and a complex number s we
consider the Eisenstein series

E(f ; s, g) =
∑

γ∈P(Q)\H(Q)

f (γg)δ(γg)s+1/2,

where δ is the usual modulus function for P : δ(m(g, t)) = |t t̄ |−(d+1)
A . If Re(s) is

sufficiently large (if π and χ are unitary and π is tempered then Re(s) > 1/2 suffices)
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then this series converges absolutely and uniformly for s and g in compact sets and so
is holomorphic in s and defines an automorphic form on H(A). The general theory
of Eisenstein series provides a meromorphic continuation of E(f ; s, g) to all of C.

1.4. Holomorphy and vanishing of L-functions. Suppose that π = ⊗πv is such
that π∞ = πH

τ for some d-tuple τ = (cd, . . . , cb+1; c1, . . . , cb). We identify τ with
the corresponding algebraic representation of K and write Vτ for the complex points
of the underlying module (so Vτ is a finite-dimensional complex vector space and τ

defines an action of K(C) on Vτ ). Then (V sm,fin
π∞ ⊗Vτ )

K is one-dimensional. Let ϕ∞
be a non-zero generator of this space. Let ϕf ∈ ⊗

=∞V sm

π

and let ϕ = ϕ∞ ⊗ ϕf ∈

V sm,fin
π ⊗ Vτ . We convert ϕ into something more classical as follows. We write

τ(g, x) for τ(J (g, x)) and set

F(Z) = τ(g, x0)ϕ(gx), g ∈ G(R), g(x0) = Z ∈ DG.

This is a holomorphic function of Z, and if U ⊆ G(Af ) is an open compact such that
ϕ(gk) = ϕ(g) for all k ∈ U then F satisfies

F(γ (Z)) = τ(γ, Z)F (Z), γ ∈ � = G(Q) ∩ U.

Let χ = ⊗χv be an idele class character of A×
K such that χ∞ = znz̄m with

n + m having the same parity as d. Let κ, κ ′ ∈ 1
2Z be defined by 2κ = n − m and

2κ ′ = n + m and assume κ satisfies

cb ≥ κ + d/2 + 1, κ − d/2 − 1 ≥ cb+1. (1.4.1)

Let ξ be the d +2-tuple ξ = (cd, . . . , cb+1, κ −d/2−1; c1, . . . , cb, κ +d/2+1). As
in the case of τ , we identify ξ with the corresponding algebraic representation of K ′
and write Vξ for the complex points of the underlying module. The representation τ

appears with multiplicity one in the restriction of ξ to K , the latter viewed as a
subgroup of K ′ via k �→ m(k, 1); the other irreducible representations appearing in
this restriction have highest weight dominated by τ . We fix a K-equivariant inclusion
of Vτ into Vξ (explicitly, if v and w are respective highest weight vectors of these
representations then v �→ w determines such an inclusion). Then (V sm,fin

π ⊗ Vξ )
K =

(V sm,fin
π ⊗ Vτ )

K since τ is the minimal K-type in π∞.
There are compatible factorizations ρ = ⊗ρv and I (ρ) = ⊗I (ρv), with ρv =

ρπv,χv and I (ρv) defined similarly to ρ and I (ρ). Let ρf = ⊗v 
=∞ρv and I (ρf ) =
⊗v 
=∞I (ρv). A straight-forward application of Frobenius reciprocity shows that
(I (ρ∞) ⊗ Vξ )

K ′
is one-dimensional. Let �∞ be a generator of this space. Let

�f ∈ I (ρf ) and let � = �∞ ⊗ �f ∈ (I (ρ) ⊗ Vξ )
KH,∞ . For h ∈ H(Af ),

�(h) ∈ (V sm,fin
π ⊗ Vξ )

KG,∞ = (V sm,fin
π ⊗ Vτ )

KG,∞ . Let ϕh = �(h). Then
ϕh = ϕ∞ ⊗ ϕh,f .

We relate � to something more classical as we did ϕ (and hence each ϕh). For
g ∈ H(R) and Z ∈ D ′ we let ξ(g, Z) = ξ(J ′(g, Z)). For h ∈ H(Af ) and s ∈ C we
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then set

Fh(s, Z) = ξ(g, x0)�(gh)δ(g)s+1/2, g ∈ H(R), g(x0) = Z ∈ D ′.

If U ⊆ H(Af ) is an open compact such that �f (gkh) = �f (gh) for all k ∈ U ,
then Fh satisfies

Fh(s, p(Z)) = ξ(p, Z)Fh(s, Z), p ∈ P(Q) ∩ U.

It follows from the definition of Fh(s, Z) that if p = m(g, t)n ∈ P(R) is such that
p(x0) = Z (such a p always exists since H(R) = P(R)KH ), then

Fh(s, Z) = (t t̄)1/2+κ ′−s(d+1)Fh(r(Z)),

where Fh is the function on D associated to ϕh = �(h) ∈ (V sm,fin
π ⊗ Vξ )

K as above.
In particular, if

s0 = (1/2 + κ ′)/(d + 1)

then Fh(s0, Z) is visibly holomorphic as a function on D ′.
Let v1, . . . , vn be a basis for Vξ and write �∞ = ∑

�∞,i⊗vi with �∞,i ∈ I (ρ∞).
Put �i = �∞,i ⊗ �f and E(�; s, g) = ∑

E(�i; s, g) ⊗ vi and

E(Fh; s, Z) = ξ(g, x0)E(�; s, gh), g ∈ H(R), g(x0) = Z.

This last is a Vξ -valued Eisenstein series on D ′. It is holomorphic at s ∈ C if
E(�; s, g) (so if each E(�i; s, g) is).

Proposition 1.4.1. Suppose π is the twist of a tempered representation and suppose
(1.2.1) and (1.2.2) hold.

(i) The series E(Fh; s, Z) is holomorphic as a function of s at s = s0.

(ii) If χ |A×
Q


= | · |2κ ′
A or if L(π, χ−1, 1/2+κ ′) = 0 then E(Fh; Z) = E(Fh; s0, Z)

is holomorphic as a function of Z.

Remark 1.4.2. An important observation is that no hypotheses have been imposed
on the section �f . In practice we will assume π and χ to be unramified at p and
take the p-component of �f to be a certain ‘p-stabilization’ of the spherical vector,
chosen to be amenable to methods of p-adic deformations of modular forms. At the
primes different from p we will generally take �f to be as unramified as possible.

Proof. We briefly indicate a proof of Proposition 1.4.1. Parts (i) and (ii) both follow
from analyzing the constant terms of the Eisenstein series E(�i; s, g) and E(�; s, g).
First we note that since π is cuspidal and P is maximal, the constant term along a
standard parabolic other than P or G is zero. The constant term of E(�i; s, g) along P

can be expressed in terms of the image of �i under a certain intertwining operator,
as we now recall.
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Implicit in the factorization Vπ = ⊗Vπv is the choice of a new vector φv ∈ V
Kv
πv

at each v at which πv is unramified. If πv and χv are both unramified then we
let �

sph
v ∈ I (ρv)

K ′
v be the generator such that �

sph
v (1) = φv . The factorization

I (ρ) = ⊗I (ρv) is with respect to the �
sph
v ’s.

Let ρ∨ and I (ρ∨) be defined as ρ and I (ρ) were but with χ replaced by χ∨ =
(χc)−1, and let ρ∨

v and I (ρ∨
v ), v a place of Q, be similarly defined. If πv and χv

(and hence χ∨
v ) are unramified at v, then we let �

∨,sph
v ∈ I (ρ∨

v )K
′
v be such that

�
∨,sph
v (1) = φv . We let �∨∞ ∈ (I (ρ∨∞) ⊗ Vξ )

K ′
be a non-zero generator and write

�∨∞ = ∑
�∨∞,i ⊗ vi .

For φ ∈ I (ρ) or I (ρ∨) and s ∈ C we let φs = φδs+1/2. The constant term of
E(�i; s, g) along P is �i,s + M(s, �i)−s where M(s, −) : I (ρ) → I (ρ∨) is the
usual intertwining operator associated to P ; this is meromorphic as a function of s

and for Re(s) sufficiently large it is defined by the integral

M(s, ϕ)−s(g) =
∫

N(A)

ϕs(wng)dn, w =
(

1a
1

1b−1

)
∈ H(Q). (1.4.1)

We let Mv(s, −) : I (ρv) → I (ρ∨
v ) be the usual local intertwining operator associated

to P ; for Re(s) sufficiently large, but independent of v, these are given by the local
versions of the integral (1.4.1). If ϕ = ⊗ϕv we then have M(s, ϕ) = ⊗Mv(s, ϕv), pro-
vided the right-hand side converges. For us, the important properties of the Mv(s, −)’s
are

(a) if πv and χv are unramified then

Mv(s, �
sph
v ) = L(πv, χ

−1
v , (d + 1)s)L(χ ′

v, (2d + 2)s)

L(πv, χ
−1
v , (d + 1)s + 1)L(χ ′

v, (2d + 2)s + 1)
�

∨,sph
v ,

where χ ′
v = χ−1

v |Q×
v

;

(b) for a finite place v, Mv(s, −) is holomorphic at s = s0;

(c)
∑

M∞(s, �∞,i ) ⊗ vi = c(s)�∨∞, where c(s) is a meromorphic function with
a simple zero at s = s0.

Part (a), of course, is a well-known computation. Part (b) follows from [Sh] and
the hypothesis that π is a twist of a tempered representation. Part (c) is a relatively
straight-forward computation.

Suppose �f = ⊗�
; we may assume this without loss of generality since any
�f is a linear combination of such. Let S be the set of primes 
 such that π
 or χ
 is

ramified or �
 
= �
sph

 . From (a) and (c) above it follows that for Re(s) sufficiently

large we then have

M(s, �i) = c(s)LS(π, χ−1, (d + 1)s)LS(χ ′, (2d + 2)s)

LS(π, χ−1, (d + 1)s + 1)LS(χ ′, (2d + 2)s + 1)

· �∨∞,i ⊗

∈S �
sph

 ⊗
∈S M
(s, �
).
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Note that χ ′ = χ−1|A×
Q

is an idele class character of A×
Q with infinity type z−2κ ′

. Thus

LS(χ ′, (2d + 2)s) is holomorphic at s = s0 unless χ ′ = | · |−2κ ′
A in which case the L-

function has a simple pole at s = s0. It also follows that LS(χ ′, (2d+2)s+1) is holo-
morphic and non-zero at s = s0. In particular, c(s)LS(χ ′, (2d+2)s)/LS(χ ′, (2d+2)

s + 1) is holomorphic at s = s0 and non-zero only if χ ′ = | · |−2κ ′
A . It follows from

(1.2.1) and (1.2.2) that LS(π, χ−1, (d + 1)s)/LS(π, χ−1, (d + 1)s + 1) is holomor-
phic at s = s0 and zero if and only if LS(π, χ−1, 1/2 + κ ′) = 0. Putting all this
together with (b) above we find that

(d) M(s, �i) is holomorphic at s = s0;

(e) M(s, �i) = 0 if χ ′ 
= | · |−2κ ′
A or if L(π, χ−1, 1/2 + κ ′) = 0.

The general theory of Eisenstein series implies that E(�i; s, g) is holomorphic at
s = s0 if its constant terms are. Thus (d) above implies the holomorphy of E(�i; s, g),
and hence of each E(Fh; s, Z), at s = s0, proving part (i) of the proposition. It also
follows from the general theory of Eisenstein series that E(Fh; s0, Z) is holomorphic
as a function of Z if its constant terms are. This is equivalent to the holomorphy of
the functions

Z �→ ξ(g, x0) (�s(gx) + M(s, �)−s(gx)) , g ∈ H(R), g(x0) = Z, x ∈ H(Af ),

where M(s, �) = ∑
M(s, �i) ⊗ vi . If χ ′ 
= | · |−2κ ′

A or L(π, χ−1, 1/2 + κ ′) = 0,
it follows from (e) above that this function equals Fx(s0, Z) at s = s0 and so is
holomorphic. This proves part (ii) of the proposition. �

2. p-adic deformations of automorphic representations

It is impossible to list here all the contributors to this area. However, we want to em-
phasize that the important recent developments grew from the seminal ideas of Hida,
Coleman, Mazur and Stevens. For our application, we rely mostly on an approach
that has been stressed in [U06]: instead of constructing a space interpolating spaces
of automorphic forms, one directly studies the p-adic properties of the ‘trace’ distri-
bution. This approach is analogous to Wiles’ introduction of pseudo-representations
for the study of deformations of Galois representations.

2.1. Hecke operators. In this paper we take a Hecke operator to be a compactly
supported smooth Q-valued function on G(Af ). We fix a Haar measure on G(Af )

such that the maximal compactKf has volume 1. If (π, Vπ) is a smooth representation,
then the action of a Hecke operator on Vπ is defined using this Haar measure.

We need to restrict attention to Hecke operators of specific types at the prime p. To
describe these we first fix an isomorphism G(Qp) ∼= GLd(K℘) = GLd(Qp) so that
g = (gij ) ∈ G(Qp) is identified with g′ = (g′

ij ) ∈ GLd(K℘) with g′
11 = t g11 and
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g′
33 = g33 and so that B(Qp) is identified with a standard parabolic of GLd(Qp) (i.e.,

contains the subgroup of upper-triangular matrices). We assume that the maximal
compact Kp ⊂ G(Qp) is identified with GLd(Zp).

For each positive integer m we let Im ⊂ GLd(Zp) be the subgroup of matrices
that are upper-triangular modulo pm. Let t = (t1, . . . , td) be a decreasing sequence
of n integers. We denote by ut the characteristic function on GLd(Qp) of the double
class Im.diag(pt1, . . . , ptn).Im. The ut ’s generate a commutative algebra2 via the
convolution product. We denote this algebra by Up.

Let S be a set of finite primes containing p and the primes at which G is ramified.
We let KS = ∏



∈S K
 ⊂ G(AS
f ), a maximal compact open subgroup, and we put

RS,p := C∞
c (KS\G(AS

f )/KS), Z) ⊗ Up.

This Hecke operator acts naturally on any V
In.KS

π .

2.2. p-stabilizations and normalizations. Let (π, Vπ) be an automorphic repre-

sentation such that V
KS.In
π 
= 0 and π∞ ∼= πH

τ with τ a d-tuple as in §1.1. There

is a natural action of RS,p on the subspace V
KS.In
π . The choice of an eigenspace is

called a p-stabilization of π . Given an eigenspace, we write λπ for the corresponding
character of RS,p. Of course, the choice of a p-stabilization is purely local at p: it

depends only on the choice of an eigenvector for Up in π
Im
p .

For any τ = (cd, . . . , cb+1; c1, . . . , cb) as in §1.1, the associated normalized
weight is wτ := (c1 − a, . . . , cb − a, cb+1 + b, . . . , cd + b); this defines a dominant
weight of the diagonal torus of GLd(Qp) since cb − cb+1 ≥ d. For the purpose
of p-adic variation we normalize the character λπ , setting λ†

π(f ) = λπ(f ) for any
f ∈ C∞

c (KS
m\G(AS

f )/KS
m), Z) and

λ†
π(ut ) := λπ(ut )

wτ (t)

for any ut ∈ Up. It can be checked (cf. [Hi04]) that this normalization preserves the
p-integrality of the eigenvalues.

Given a p-stabilization of π , we let Iπ be the distribution defined by

C∞
c (G(A

p
f ), Z) ⊗ Up � f ⊗ ut �→ Iπ (f ) := tr(π(f ))λπ(ut ),

and we define the normalized distribution I †
π by replacing λπ with λ†

π . We call I †
π a

p-stabilized distribution associated to π . Note that I †
π |RS,p

= λ†
π .

Let Td ⊂ GLd be the diagonal torus and Bd ⊂ GLd the Borel subgroup of upper-

triangular matrices. Assume that πp = I (χ) := Ind
GLd (Qp)

Bd(Qp) χ with χ an unramified

character of Td(Qp). Let I = I1. The choice of a p-stabilization is given by the choice

2It is easily checked that this algebra is independent of m.
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of an eigenvector for Up in I (χ)I . For each element of the Weyl group W(G, T ),
there exists such an eigenvector vχ,w ∈ I (χ)I with the property that

ut .vχ,w = χwρ(t) · vχ,w,

where ρ = (
d−1

2 , d−3
2 , . . . , 1−d

2

)
is half the sum of the positive roots. The choice of

a p-stabilization is therefore equivalent to an ordering of the Langlands parameters
of the spherical representation I (χ). If (α1, . . . , αd) is the corresponding ordering,
then we have

λπ(ut ) =
d∏

i=1

α
ti
i .

In general, if πp is spherical but associated to a non-unitary character χ , it may
not equal the full induction of χ , in which case some orderings of the Langlands
parameters do not have a corresponding p-stabilizations (see [SU02] for an example
in the symplectic case).

A p-stabilization has finite slope if there is a d-tuple s(λ†
π) = (s1, . . . , sn) ∈ Qn

such that

vp(λ†
π(ut )) = −

d∑
k=1

tk.sk, t = diag(t1, . . . , td).

Such a d-tuple is necessarily unique and called the slope of the p-stabilization. The
integrality of the normalization implies that s(λ†

π) belongs to the positive obtuse cone
(in more automorphic terms this means that the Newton polygon lies above the Hodge
polygon), and it can be easily checked that s1 + · · · + sd = 0 (i.e., the Newton and
Hodge polygon meet at their beginning and end) by considering the action of the center.
If s(λ†

π) = (0, . . . , 0) then the p-stabilization is said to be ordinary. In general, the
slope is said to be non-critical if si+1 − si < ci+1 − ci + 2 for all i = 1, . . . , d − 1.
Otherwise, it is said to be critical. Note that the non-critical conditions define an
alcove of the obtuse cone.

2.3. Families. We consider X/Qp , the rigid analytic variety over Qp such that

X(L) = Homcont(T (Zp), L×)

for any finite extension L of Qp. A point (or p-adic weight) w ∈ X(L) is called
arithmetic if the restriction of w to some open subgroup of T (Zp) is algebraic and
dominant. The corresponding algebraic character is then denoted walg = (a1, . . . , ad)

and we write X(Qp)alg for the subset of arithmetic weights. We sometimes write Xd

instead of X, d being the dimension of X, to emphasize the dimension of X.
For any rigid space U we denote by A(U) the ring of analytic function on U. For

our purposes a p-adic family of automorphic forms is a character

λ : RS,p → A(U),
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where U is an irreducible rigid space over X of positive dimension with projection map
denoted w and such that there is a Zariski dense set of points � ⊂ U(Qp)alg := {y ∈
U(Qp) | w(y) ∈ Xalg(Qp)} with the property that for any y ∈ � the compositum λy of
λ with the evalutation map3 at y is a normalized p-stabilization λ†

π of an automorphic
representation π of normalized weight w(y)alg.

Definition 2.3.1 (strong form). A p-adic family of automorphic representations is a
linear functional

I : C∞
c (G(AS), Zp) ⊗ RS,p → A(U)

such that λI := I |RS,p
is a p-adic family in the weak sense and such that for all y ∈ �

as above, the compositum Iy of I with the evalutation map at y is the p-stabilized
distribution I †

π of an automorphic representation π of normalized weight w(y)alg.

Note that these definitions, and hence all subsequent discussion, are relative to
some fixed set S of primes containing the prime p.

A fundamental question in the area is whether an individual p-stabilization I †
π is

a member of a p-adic family. A positive answer to this question has been given by
Hida in the ordinary case. Using the techniques of [Hi04], it can be shown that any
ordinary p-adic almost cuspidal4 eigenform is the member of a (strong) p-adic family
of almost cuspidal eigenforms of dimension d. We say that an holomorphic modular
form for Ga,b is almost cuspidal if its constant terms along the parabolic subgroup
Pa−1,b−1 are cuspidal. Using the techniques of [SU06], this can be generalized to
forms with slope s satisfying sb = sb+1 (i.e., the semi-ordinary case, which means
that I †

π(u0) is a p-adic unit where u0 is the operator corresponding to the trace of
the relative Frobenius 5 on the Shimura variety associated to Ga,b in characteristic p.
Note also that the following theorem is a special case of the results of [U06].

Theorem 2.3.2. If I0 is a non-critical cuspidal finite slope distribution of regular
arithmetic weight w0, then there exists U

w→ X of dimension d, y0 ∈ U(Qp), and a
p-adic U-family I such that

Iy0 = I0 + I1 + · · · + Is

with I1, . . . , Is irreducible character distributions of C∞
c (AS) ⊗ RS,p such that

Ii |RS,p
= I0|RS,p

for all i = 1, . . . , s.

We expect that a similar result must be true for general overconvergent modular
forms. Using techniques from Kisin–Lai [KL], it is possible to construct such a
deformation provided one only requires it to be of dimension one. We will use this
technique for critical Eisenstein series.

3The map A(U) → Qp given by f �→ f (y).
4This terminology is non-standard.
5It corresponds to the d-tuple (1, . . . , 1︸ ︷︷ ︸

b

, p, . . . , p︸ ︷︷ ︸
a

).



486 Christopher Skinner and Eric Urban

3. Deformations of Eisenstein series

We keep to the notation of Sections 1 and 2. Recall that we have groups G = Ga,b

and H = Ga′,b′ and L = G× ResK/QGm a standard Levi subgroup of a parabolic P

of H . In this section, we will consider specific p-adic families for the groups G

and H . Keeping with our practice from Section 1, we will add a superscript ′ when
the notion is relative to H . For instance, I ′

m means an Iwahori subgroup of H(Qp).

3.1. Critical Eisenstein series. We now fix a cuspidal tempered representation π

of G(A) and an idele class character χ of A×
K as in §1.4. We will assume that

χ1+c = | · |2κ ′
AK

(3.1.1)

and that the assumptions of Proposition 1.4.1 are satisfied along with

L(π, χ−1, κ ′ + 1/2) = 0. (3.1.2)

To simplify matters, we will also assume that π and χ are unramified at primes
above p. We let S be the set comprising the primes of ramification of π , χ , and G

(and hence also of H ) together with p. Let m > 0 be an integer. Then π
Im
p 
= 0, and

we choose v0 ∈ π
Im
p a p-stabilization of πp. We consider the section �crit

p ∈ I (ρp)

defined for all h ∈ H(Qp) by

�crit
p (h) =

{
χ(t)πp(g).v0 if h = n.m(g, t)wk0 ∈ P(Qp)wI ′

m,

0 otherwise.
(3.1.3)

Here w is the Weyl element from (1.4.1).
For s ∈ C let I (ρv, s) = {ϕs = ϕδs+1/2 ; ϕ ∈ I (ρv)}. The following lemma

follows from a direct computation.

Lemma 3.1.1. For each s ∈ C the section �crit
p,s = �crit

p δs+1/2 ∈ I (ρp, s) is an
eigenvector for the action of U′

p. Moreover, if (α1, . . . , αd) is the ordering of Lang-
lands parameters specifying the chosen p-stabilization v0 of πp then the ordering
associated to �crit

p,s0
is given by

(α1, . . . , αb, χ(
)pκ ′
, χ(
)pκ ′+1, αb+1, . . . , αd),

and if the slope of v0 is (s1, . . . , sd) then the slope of �crit
p,s0

is

(s1, . . . , sb, 1, −1, sb+1, . . . , sd).

In particular, it is critical6.

6In contrast, the semi-ordinary p-stabilization obtained by taking �ord
p := M(�

crit,∨
p , −s0), where �

crit,∨
p ∈

I (ρ∨
p ) is defined analogously to �crit

p , has slope (s1, . . . , sb, 0, 0, sb+1, . . . , sd ).
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We consider the space V0 generated by the Eisenstein series E(Fh; s0, Z) as-
sociated to the sections � = �∞,i ⊗ �crit

p ⊗ �p,∞ with �p,∞ = ⊗v 
=p,∞�v and

�v = �
sph
v if v 
∈ S. We let V1 ⊂ V0 be the subspace of Eisenstein series as above with

the extra condition that M(�v, s0) = 0 for all v ∈ S\{p} and let Ecr(π, χ) := V0/V1.
This last space, a quotient of a space of almost cuspidal holomorphic automorphic
forms for H of weight ξ = (cd, . . . , cb+1, κ − d/2 − 1; c1, . . . , cb, κ + d/2 + 1), is
acted on by RS,p ⊗ C∞

c (H(AS), Zp) and decomposes as

Ecr(π, χ) =
⊗

v∈S\{p}
L(πv, χv, s0)

with L(πv, χv, s0) the Langlands quotient of I (ρv, s0). We denote by IEcr(π,χ) the
corresponding distribution of RS,p ⊗ C∞

c (H(AS), Zp).
For any finite place v of K and any representation �v of GLn(Kv), we denote

by rec(�v) the n-dimensional representation of the Weil–Deligne group associated to
�v by the local Langlands correspondence as established by Harris–Taylor [HT01].
Then we have

rec(BC(L(πv, χv, s0))) = rec(BC(π)v) ⊕ χv � Art−1
Kv

⊕ ε−1χv � Art−1
Kv

where ArtKv stands for theArtin reciprocity map sending a uniformizer to a geometric
Frobenius and where ε denotes the cyclotomic character.

3.2. p-adic deformations. Let Xd+2/Qp be the weight space for H . For any w0 =
(c1, . . . , cd+2) ∈ Xd+2, we put

Xd+2
w0

= {w = (e1, . . . , ed+2) ∈ Xd+2 | ei − ei+1 = ci − ci+1 for all i 
= b + 1}.
This is clearly a two-dimensional closed subspace of Xd+2.

Theorem 3.2.1. Suppose that w0 = wξ = (c1 −a−1, . . . , cb −a−1, κ +(b−a)/2,

κ+(b−a)/2, cb+1+b+1, . . . , cd+b+1). There exist an affinoid U sitting over Xd+2
w0

,
a point y0 ∈ U(Qp) over w0, and a two-dimensional family I : C∞

c (H(AS), Zp) ⊗
RS,p → A(U) such that

Iy0 = IEcr(π,χ) + I1 + · · · + Is

with the Ii’s irreducible characters distributions satisfying

Ii |RS,p
= IEcr(π,χ)|RS,p

for all i = 1, . . . , s.

If π∞ = πH
τ with τ regular, then this family extends to a d + 2-dimensional family

over Xd+2.

Proof. We give just an idea of how this theorem is proved. The details will appear
elsewhere. The proof does not require one to start from an Eisenstein series. The



488 Christopher Skinner and Eric Urban

techniques one uses to prove the first point of this theorem are similar to those used by
Coleman, Kisin–Lai, and Kassaei. The deformations are constructed by studying the
compact action of u0 on the space of overconvergent modular forms for H obtained by
multiplying one of the original critical Eisenstein series by powers of a characteristic
zero lifting of powers of the Hasse invariant7. This requires that we first establish
the rationality of (scalar multiples of) our critical Eisenstein series. The proof then
employs the theory of the canonical subgroup as developed by various authors (Abbes–
Mokrane, Kisin–Lai, Conrad). This provides a one-variable family. To obtain a
two-variable family, one twists the one-variable family by anticyclotomic characters
of p-power conductor. To prove the second point, one shows that the constructed
curve sits in the eigenvarieties associated to H in [U06]. The regularity condition
on τ should not be necessary in this special case. In general, however, it might be
necessary to make sure that the ‘classical’ systems of Hecke eigenvalues occurring
in the one variable family contribute only to the middle cohomology of the Shimura
variety for H . �

The next lemma helps describe the restrictions I |C∞
c (H(Qv), v ∈ S\{p}. Its proof

will appear elsewhere.

Lemma 3.2.2. Let π0 be a unitary irreducible representation of G(Qv) and χ0 a
unitary character of K×

v . Let J : C∞
c (H(Qv)) → A(U) be an analytic U-family of

local character distributions such that

Jx0(f ) = tr(L(π0, χ0, s0)(f )) + I1(f ) + · · · + Is(f )

where I1, . . . , Is are irreducible character distributions of H(Qv). Assume J is
generically irreducible. Then one of the two following cases holds:

(i) There exist an analytic U-family of representations π of G(Qv) and an analytic
U-family of characters χ of Kv such that Jx(f ) = tr(L(πx, χx, s0)(f )) for all
x ∈ U(Qp).

(ii) The place v is split. There exist an analytic U-family of representations π

of GLd(Qv) and two analytic U-families of characters μ and ν of Qv with
μ 
= ν| · |±1

v such that JH
x (f ) = tr((μx × πx × νx)(f )) for a Zariski dense

set of points x ∈ U(Qp) where μx × πx × νx is the irreducible induction

IndGLd+2
Gm×GLd×Gm

μx ⊗ πx ⊗ νx .

4. Galois representations and applications to Selmer groups

4.1. Galois representations for automorphic representations. We begin with no-
tation for the local theory.

7This is possible thanks to the theory of the arithmetic toroidal compactification of the Shimura variety
associated to H by K. Fujiwara [Fu]
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Let w be a finite place of K and GKw the absolute Galois group of the completion
of K at w. We denote by Frobw ∈ GKw a geometric Frobenius element, IKw ⊂ GKw

the inertia subgroup, and WKw ⊂ GKw the Weil subgroup.
Assume first that the residual characteristic of w is not p. To any finite-dimensional

representation R : GKw → GLn(Qp), one associates a Weil–Deligne representation
WD(R) = (r, N) where r : WKw → GLn(Qp) is a representation and N ∈ Mn(Qp)

is such that
R(Frobm

w σ) = r(Frobm
w σ)exp(t (σ )N)

where t : IKw → Zp is defined by σ( pf√

w) = ζ

t(σ )

pf . pf√

w for a fixed choice of a

compatible system {ζpf } of p-power roots of unity and a uniformizer 
w of Kw. It
is well-known that (r, N) is uniquely defined up to isomorphism.

If the residual characteristic of w is equal to p, one generally uses Fontaine’s
rings to study the p-adic representations of GKw . If V is such a representation, one
defines D?(V ) = (V ⊗Qp B?)

GKw with ? = dR, cris or st, where BdR, Bcris and Bst

are the usual rings of p-adic periods introduced by Fontaine. We write Di
dR(V ) for

the i-th step of the Hodge filtration of DdR(V ). We adopt the geometric conventions
for the Frobenius and the Hodge–Tate weights (so the Hodge–Tate weights of V are
the jumps of the Hodge filtration of DdR(V )).

In both the local and global cases, we denote by εp the p-adic cyclotomic character
and we write V (n) for the n-th Tate twist of a Galois representation V .

Let now π = πf ⊗ π∞ be an automorphic representation of G(A) such that
π∞ = πH

τ for some τ = (cd, . . . , cb+1; c1, . . . , cb). Let κτ = (κ1, . . . , κd) be the
strictly increasing sequence of integers defined by

κd−i+1 := ci + d − i + δi for all i = 1, . . . , d,

where δi = −a if i ≤ b and δi = b if i ≥ b + 1. Let Sπ be the set of finite places
of K above primes of ramification of π . The following conjecture8 is expected to
result from the stabilization of the trace formula for unitary groups.

Conjecture 4.1.1. There exists a finite extension L of Qp and a Galois representation

Rp(π) : GK −→ GLd(L)

satisfying the following properties:

1. Rp(π)∨(1 − d) ∼= Rp(π)c.

2. Rp(π) is unramified outside Sπ ∪ {℘, ℘̄}.
3. For each finite place w of K of residue characteristic prime to p, we have

WD(Rp(π)|WKw
) ∼= rec(BC(π)∨w ⊗ |det| 1−d

2 )

8This conjecture is a theorem for unitary groups appearing in the works of Kottwitz, Clozel, Harris–Taylor,
Yoshida-Taylor [HT01, TY06]



490 Christopher Skinner and Eric Urban

where rec is the reciprocity map given by the Local Langlands correspondence
of Harris–Taylor [HT01] (using our identification of Cp with C).

4. Rp(π)|GK℘
is Hodge–Tate with Hodge–Tate weight given by κτ .

5. If πp is unramified, then the eigenvalues of the Frobenius endomorphism of
Dcris(Rp(π)) are given by the Langlands parameters of πp (again using the
identification of Cp with C).

Let χp be the Galois character of GK associated to an idele class character χ

as in §1.4 (i.e., such that χp(Frobw) = χ(
w) if χ is unramified at w). We see in
particular that (3) implies that

L{p}(Rp(π) ⊗ χp, s) = L{p}
(

π∨, χ, s + 1 − d

2

)
(4.1.1)

where L{p} means we have omitted the Euler factor at p and the L-function for the
Galois representation is defined using the geometric Frobenius elements. Moreover,
if χ also satisfies (3.1.1) then (4.1.1) implies

L(p}(Rp(π) ⊗ χp, s) = L{p}
(

π, χ−1, s + 2κ ′ + 1 − d

2

)
. (4.1.2)

4.2. Families of Galois representations. Let U be a smooth connected affinoid
variety defined over a p-adic field, and let GF be the absolute Galois group of a
number or 
-adic field F (
 may be equal to p). We call a pseudo-representation
T : GF → A0(U) an analytic family of Galois representations overU. For any reduced
affinoid subdomain Z ⊂ U, we denote by RT

Z the semi-simple Galois representation
(defined up to isomorphism) over a finite extension of the fraction ring F(Z) of Z

whose trace is the pseudo-representation GF → A0(U) → A0(Z). We say that T is
n-dimensional if RT

Z is. If L is a GF -stable lattice of RT
U and y ∈ U(Qp), then we

denote by RL
y the representation on the specialization L ⊗A0(U) A(U)/Iy , where Iy

is the ideal of analytic function on U vanishing at y.
Assume F is a p-adic field. Let T be a family of representations of GF of

dimension d over an affinoid U. We denote by κ1, . . . , κd ∈ A(U) the Hodge–Tate–
Sen weights of T . Let r be the dimension of the affinoid U. The family T is said to
be of finite slope9 if there exist

(i) ϕ1, . . . , ϕd ∈ A0(U),

(ii) � ⊂ U(Qp),

(iii) a subset of {1, . . . , d} of r positive integers i1 ≤ · · · ≤ ir ,

such that
9This is “trianguline” in the terminology of Colmez.
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(a) for all y ∈ �, we have the inequalities κ1(y) ≤ · · · ≤ κd(y),

(b1) for all i /∈ {i1, . . . , ir}, y �→ κi+1(y) − κi(y) is constant on U,

(b2) for all positive real numbers C, the subset �C of points y ∈ � such that
κij (y) − κij+1(y) > C for all i = 1, . . . , r is Zariski dense.

(c) for all y ∈ �, RT
y is crystalline, and the eigenvalues of Frobenius on Dcris(R

T
y )

are given by ϕ1(y)pκ1(y), . . . , ϕd(y)pκd(y)

Let y0 ∈ U(L) such that (κ1(y0), . . . , κd(y0)) is an increasing sequence of inte-
gers. According to a terminology of B. Mazur [M00], we say that T is a finite slope
deformation of Ry0 of refinement (ϕ1(y0)p

k1(y0), . . . , ϕd(y0)p
kd(y0)) and Hodge–Tate

variation (i1, i2 − i1, . . . , d − ir ).
Of course, there is a close link between p-stabilization and refinement. More

precisely, we have the following easy lemma.

Lemma 4.2.1. Assume Conjecture 4.1.1. Let π be a cuspidal representation which is
tempered and unramified at p and of weight τ (i.e., π∞ = πH

τ ). Let U be an affinoid
sitting over X and let I be a p-adic deformation of π with p-stabilization given by
(α1, . . . , αd). Then there exists a p-adic deformation TI over U of Rp(π) such that
the restriction of TI to GK℘ is a finite slope deformation of ρπ |GK℘

of refinement
(ϕ1p

κ1, . . . , ϕdpκd ) with

ϕi = α−1
d−i+1.p

−κi+(d−1)/2 for all i = 1, . . . , d, (4.2.1)

where κτ = (κ1, . . . , κd).

Proof. The existence of TI follows from the theory of pseudo-representations. The
asserted properties of the restriction of TI to GK℘ follows from parts (4) and (5) of
the Conjecture 4.1.1. The details are left to the reader. �

We recall the following useful result of Kisin.

Proposition 4.2.2. Let T : GF → A0(U) be a finite slope family as above. Let L be
any GF -stable free A(U)-lattice of RT

U . Let F0 be the maximal unramified subfield
of F . After shrinking U around some fixed y0 ∈ U(Qp), the following holds:

(i) Let 1 ≤ i ≤ i1 be an integer. If y ∈ U(Qp) is such that κi(y) ∈ Z, then

rankL⊗K0Dcris(R
L
y )φ=ϕi(y)pκi (y) ≥ 1,

where L = A(U)/Iy . Furthermore, there exists an integer N independent of y such
that

Dcris(R
L
y )φ=ϕi(y)pκi (y)

↪→ (RL
y ⊗ BdR/tκi(y)+NB+

dR)GK

for all y ∈ U(Qp).
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(ii) Let Qy(X) := ∏i1
i=1(X − ϕi(y)pκi(y)). For any y such that κ1(y) ∈ Z,

rankL⊗F0Dcris(R
L
y )Qy(φ)=0 ≥ i1,

where L = A(U)/Iy . Furthermore, there exists an integer N independent of y such
that

Dcris(R
L
y )Qy(φ)=0 ↪→ (RL

y ⊗ BdR/tκi(y)+NB+
dR)GK

for all y ∈ U(Qp).

Proof. The first part of the proposition, and hence the second part when Qy(X) has
only simple roots, is a direct consequence of Corollary 5.3 of [Ki]. When Qy(X) has
multiple roots a simple generalization of the argument of [Ki] does the job. We can
also as suggested to us by M. Kisin apply (i) to the case V := Sp(A(U)[X]/(Q(X))

at least when Q(X) has only generic simple roots. �

We deduce from this proposition a few interesting consequences that we will use
to construct elements in Selmer groups.

Lemma 4.2.3. Let T be a finite slope U-family of representations of GF as in Propo-
sition 4.2.2, and let y ∈ U(L) be such that RT

y := L(1)f ⊕ Le ⊕ V ss for V a de
Rham representation of GF . We assume that

(i) 1 is a root of Qy(X) of order e,

(ii) Dcris(V )φ=1 = 0.

Let L be a free lattice such that we have an exact sequence

0 → V → RL
y → W → 0,

then

(a) any non trivial extension of L by L(1) appearing as a subquotient of W is
crystalline;

(b) if E is the inverse image of WGF by the projection map from RL
y to W ,

then E is an extension of WGF by V , the class [E] of which is contained
in H 1

f (K, Hom(WGF , V )).

Proof. Since Dcris(W/WGF )φ=1 and Dcris(E)φ=1 have rank at most e − dim WGF

and dim WGF , respectively, by hypothesis (ii), and since the rank of Dcris(R
L
y )φ=1

is e by hypothesis (i) and Proposition 4.2.2, we deduce that the respective ranks
of Dcris(W/WGK )φ=1 and Dcris(E)φ=1 equal e − dim WGK and dim WGK . From
Dcris(V )φ=1 = 0 and Dcris(E)φ=1 being of rank dim WGK , we deduce the surjectivity
in the following short exact sequence:

0 → Dcris(V ) → Dcris(E) → Dcris(W
GK ) → 0.
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Exactness of this sequence means, by definition, that [E] ∈ H 1
f (K, Hom(WGK , V ))

and (b) is proved. The proof of (a) follows similarly using rankDcris(W/WGK )φ=1 =
e − dim WGK . The details are left to the reader. �

The following lemma will be used in the last section of this paper.

Lemma 4.2.4. Let K be a p-adic field and let R0 be a de Rham representation of
GK over a finite extension L of Qp. Let U be an affinoid and T : GK → A(U) a
finite slope deformation of the character representation T0 = 1+ tr(R0) of refinement
ϕ1, . . . , ϕn+1 and Hodge–Tate weight variation (i1, i2 − i1, . . . , n + 1 − ir ) Let L be
a free GK -stable A(U)-lattice. We assume the following hypotheses are satisfied.

(i) ϕi 
= 1 if i ≤ i1.

(ii) There exists y ∈ U(L) such that Ty = T0 and ki(y) > 0 for i > i1.

(iii) The representation RL
U is an extension of the form

0 → A(U) → RL
U → SU → 0

with trivial action of GK on A(U).

Then the rank over L ⊗ K of gr0DdR(RL
y ) = (RL

y ⊗ Cp)GK is one more than the

rank of gr0DdR(R0).

Proof. We have to prove that the Sen operator determining the action of a finite index
subgroup of GK on RL

y ⊗ Cp has the eigenvalue 0 with multiplicity 1 + h0 with
h0 := rank gr0DdR(R0). Equivalently, we need to show that the order of vanishing
at 0 of the minimal polynomial of the Sen operator of RL

y is one. By hypothesis (ii),
it is easy to see that it is therefore sufficient to show the same statement for RL

z for
any z sufficiently closed to y and such that

(a) ki(z) = ki(y) if i ≤ i1,

(b) ki(z) > C if i > i1,

where C is any arbitrary large constant (we know that we can approach y by such
points by the axioms of a finite slope deformation). We now prove the result for z

satisfying (a) and (b).
After (if necessary) replacing U by a sufficiently small neighborhood of y, we

know by Proposition 4.2.2 that

Dcris(R
L
z )Qz(φ)=0 ⊗ K ↪→ (RL

z ⊗ BdR/tki1 (z)+NB+
dR)GK .

If C > N + ki1(y), we therefore have that if z satisfies (a) and (b) then the image
of Dcris(R

L
z )Qz(φ)=0 ⊗ K ∩ D0

dR(RL
z ) in gr0(DdR(RL

z )) is of rank h0. On the other
hand, by our hypothesis (iii), we have an exact sequence

0 → L → RL
z → Sz → 0
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and therefore gr0(DdR(RL
z )) contains also the non trivial image of Dcris(L) on which

the action of φ is given by the eigenvalue 1. By hypothesis (i) we may assume
that Qz(1) 
= 0 for z sufficiently close to y and therefore the images of Dcris(L)

and Dcris(R
L
z )Qz(φ)=0 ⊗ K ∩ D0

dR(RL
z ) in gr0(DdR(RL

z )) are disjoint and hence
gr0(DdR(RL

z )) has rank 1 + h0. �

4.3. Deformations of some reducible Galois representations and Selmer groups.
Let χ and π be as in §§1.4 and 3.1. Let S be a finite set of places of K containing ℘, ℘c

and the primes of ramification of BC(π) and χ . Assuming L(π, χ−1, κ ′ + 1/2) = 0,
we have constructed in §§1 and 3 an Eisenstein representation Ecr(π, χ) whose S-
primitive L-function is given by

LS(Ecr(π, χ), s) = LS(π, s)LS(χ, s − κ ′ − 1/2)LS((χc)−1, s + κ ′ + 1/2).

Therefore the Galois representation associated to our Eisenstein representation is:

Rp(π)(−1) ⊕ χ−1
p ε1+κ ′−d/2 ⊕ χc

pεκ ′−d/2.

Assume now that χ satisfies (3.1.1). We consider the Galois representation

R := Rp(π) ⊗ χpεd/2−κ ′
.

It satisfies

Rc ∼= R∨(1) (4.3.1)

and we therefore have the functional equation

L(R, −s) = ε(R, s)L(R, s),

and s = 0 is the central value for L(R, s). By (4.1.2), LS(R, 0) = LS(π, χ−1,

κ ′ + 1/2). Note that the conditions on the weights of χ and π at the beginning of
Section 1.4 imply that R does not have the Hodge–Tate weights 0 and −1. It can
be seen that any (automorphic) irreducible Galois representation of GK with regular
Hodge–Tate weights having no Hodge–Tate weights equal to 0 and −1 and satisfying
the condition (4.3.1) should be obtained in this way. Although it is not necessary, we
will assume that R is irreducible.

The following result is suggested by the Bloch–Kato conjectures.

Theorem 4.3.1. Assume Conjecture 4.1.1 for unitary groups in d + 2 variables.
Assume π is tempered and that π and χ are unramified at primes above p. Assume
also that Rp(π) is irreducible. Then, if L(R, 0) = 0, we have

rank H 1
f (K, R∨(1)) ≥ 1.

Here H 1
f (K, R∨(1)) is the Bloch–Kato Selmer group associated to the p-adic

representation R∨(1); for a definition see [BK] or [FP].
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Proof. The proof of this theorem runs along the same lines as that of Theorem 4.1.4
in [SU06].

We first choose a non-critical p-stabilization (α1, . . . , αd) of π and denote by
(ϕ1, . . . , ϕd) the corresponding refinement of Rp(π) (given by (4.2.1)). Recall that
we write τ for the weight of π∞ and ξ for the weight of the Eisenstein series. Since
we assume the existence of Galois representations for cuspidal representations of
the unitary group Ga+1,b+1, by Theorem 3.2.1 there exists a two-dimensional affinoid
subdomain U sitting over a closed subspace of Xd+2

wξ
, a point y0 ∈ U(Qp) over w0 =

wξ , and a U-family T of Galois representations such that the specialization of T at y0

is the pseudo-representation associated to Rp(π)(−1)⊕χ−1
p εκ ′−d/2 ⊕χ−1

p εκ ′−d/2−1

and such that the restriction of T to GK℘ is of refinement

(pϕ1, . . . , pϕa, χ(
)−1pd/2−κ ′+1, χ(
)−1pd/2−κ ′
, pϕa+1, . . . , pϕd)

and Hodge–Tate variation (a + 1, b + 1) (i.e. r = 1 and i1 = a + 1). Furthermore,
from Lemma 3.2.2 and property (3) of the Conjecture 4.1.1, for all finite places w

of K prime to p,
RT

U |GKw
∼= μ1 ⊕ Rw ⊕ μ2 (4.3.1)

where μ1, μ2 are two A(U)-valued characters of GKw specializing to χ−1
p εκ ′−d/2|GKw

and χ−1
p εκ ′−d/2+1|GKw

at the point y and Rw is a d-dimensional representation spe-
cializing to Rp(π)|GKw

at y.

We consider the normalized deformation R̃U := RT
U ⊗ χpε

d/2−κ ′+1
p . We have

R̃∨
U (1) = R̃c

U, and the semi-simplified specialization of R̃U at y ∈ U(L) is given by
R̃U,y = L ⊕ L(1) ⊕ R. The restriction of R̃U to GK℘ is a deformation of R̃U,y |GK℘

of refinement (β1, . . . , βa, 1, p−1, βa+1, . . . , βd) with βi = ϕiχ(
)pκ ′−d/2 and
of Hodge variation (a + 1, b + 1). We deduce from this that the restriction of R̃U

to the decomposition subgroup GK℘c is a deformation of R̃U,y |GK℘c
of refinement

(p−1β−1
d , . . . , p−1β−1

a+1, 1, p−1, p−1β−1
a , . . . , p−1β−1

1 ) and of Hodge variation
(b + 1, a + 1).

We claim that tr(R̃ss
U ) is not of the form T ′ +T ′′ where T ′ and T ′′ are two pseudo-

representations. Were this the case, then they would have to satisfy T ′
y(g) = 1+εp(g)

and T ′′(g) = tr(R(g)) for all g ∈ GK . Assume this is so, and let us show we get
a contradiction. First we show that the restriction to GK℘ of the representation R′
associated to T ′ would be irreducible. By Proposition 4.2.2 the specialization of R′ at
any arithmetic point y′ such that s = κb+2(y

′) − κb+1(y
′) > 1 would be a crystalline

representation of Hodge–Tate weights (0, s) and slopes (1, s − 1) and is therefore
irreducible. The same statement holds for the restriction to GK℘c . Moreover, the
restriction of R′ to GKw for w � p is a split sum of two characters by (4.3.1). Then
exactly as in [SU06, Thms 4.2.7 or 4.3.4] we would deduce that there is an non-trivial
extension class in H 1

f (K, Qp(1)); but we know that this group is trivial since the rank
of the units in K is 0.
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From the above discussion we deduce that R̃U is irreducible. Let g ∈ GK be such
that one of the eigenvalues, say α0, of R̃(g) is distinct from 1 and εp(g) and choose α in
some finite normal extension A(V) of A(U) such that α(z) = α0 for some z ∈ V(Qp)

above y. We take v in the representation space of R̃′
V := R̃′

U ⊗A(U) A(V) such that

g.v = α.v. We then consider the A(V)-lattice L of R̃′
V generated by g.v over A(V)

as g runs through GK . After possibly shrinking V around z, we can assume L is free.
By construction, Lz has a unique irreducible quotient, and this quotient is isomorphic
to R. We therefore have an exact sequence of GK -representations

0 → W → RL
z → R → 0

with Wss ∼= L ⊕ L(1), L being the residue field of z. We first note that by (4.3.1)
the restriction of W to GKw , w � p, is split. Moreover, we know by the application
of Proposition 4.2.2 that Dcris(R

L
z )φ=1 is non zero. Since 1 is not a root of Frobe-

nius for R since L(BC(π)w, χw, 1/2)−1 
= 0 at w|p by [JS, sect. 2.5], we deduce
Dcris(W |GKw

)φ=1 has rank 1 for all w|p. This shows that W is not a non-trivial
extension of L by L(1) since this extension would belong to H 1

f (K, L(1)) = 0 (same
argument as in [SU06, 4.3.4]).

Therefore Lz contains the trivial representation L and we can take E := Lz/L.
This gives a non-trivial extension:

0 → R∨(1) → E∨(1) → L → 0.

It follows from lemma 4.2.3, that ResKw([E∨(1)]) ∈ H 1
f (Kw, R∨(1)) for w|p. Note

that we again use the fact that 1 is not a root of the Frobenius for R∨(1) ∼= Rc as this
is an hypothesis of the quoted lemma. If w � p, ResKw([E∨(1)]) ∈ H 1

f (Kw, R∨(1))

follows from (4.3.1). This ends the proof of the theorem. �

5. Higher order vanishing and higher rank Selmer groups

5.1. Higher order of vanishing. In this section, we assume, as in Theorem 4.3.1,
that

L(π, χ−1, 1/2 + κ ′) = L(R, 0) = 0.

Since we are assuming (4.3.1), the primitive L-function of the Eisenstein representa-
tion Ecr(π, χ) twisted by χ−1 is

L(Ecr(π, χ), χ−1, s) = L(π, χ−1, s)ζK(s − κ ′ − 1/2)ζK(s − κ ′ + 1/2).

Therefore the order of vanishing of LS(Ecr(π, χ), χ−1, s) at s = s0 = κ ′ + 1/2 is
one less than the order of vanishing of L(π, χ−1, s) at s = s0, because ζK(0) 
= 0
and ζF (s) has a simple pole at s = 1. This remark is the starting point of a method of
constructing a higher rank subspace in the Selmer group H 1

f (K, R∨(1)) when such
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a space is predicted by the Bloch–Kato conjecture (i.e., when L(R, s) vanishes to
higher order at s = 0). In this final section of this paper, we deal with the case of even
order vanishing. More precisely, we will sketch a proof of the following theorem.

Theorem 5.1.1. Let π and χ as in Theorem 4.3.1. We assume Conjecture 4.1.1 for
Ga+2,b+2. If L(R, s) vanishes to even order at s = 0, then

rank H 1
f (K, R∨(1)) ≥ 2.

5.2. Sketch of proof. Since L(R, s) vanishes to even order at s = 0, ε(π, χ−1,

1/2+κ ′) = ε(R, 0) = 1. This implies, by the remark at the beginning of this section,
that

ε(R ⊕ εp ⊕ 1) = −ε(R, 0) = −1. (5.2.1)

Let U above Xd+2 and � be as in Theorem 3.2.1 and let R̃U be as in the proof
of Theorem 4.3.1. By (5.2.1), for each z ∈ U(Qp), ε(R̃z, 0) = −1. In par-
ticular, for each arithmetic point z ∈ �reg, the subset of elements z ∈ � with
w(z) = (w1, . . . , wd+2) satisfying the regularity condition wb+1 ≥ κ +(b−a)/2+1
and wb+2 ≤ κ + (b − a)/2 + 1 (the analog of (1.4.1) with d replaced by d + 2),
we have L(π(z), χ−1, 1/2 + κ ′) = 0 where π(z) is the (holomorphic) cuspidal au-
tomorphic representation of Ga+1,b+1(A) associated to z. We can therefore apply
Proposition 1.4.1 and Theorem 3.2.1 with π(z) and Ga+1,b+1 in place of π and Ga,b

and then repeat the argument of Theorem 4.3.1. Let ξz the weight of the Eisenstein
series representation Ecr(π(z), χ). For each z ∈ �, there exists Uz above Xd+4

wξz
, a

point yz ∈ Uz(Qp) over wξz , and a pseudo-representation Tz : GK → A(Uz) as in the
proof of Theorem 4.3.1.

Let w1 be the arithmetic weight of Xd+4 defined by w1 := (c1 − a − 2, . . . , cb −
a − 2, κ + b−a

2 − 1, κ + b−a
2 , κ + b−a

2 , κ + b−a
2 + 1, cb+1 + b + 2, . . . , cd + b + 2).

Let Y ⊂ Xd+4 be the set of weight w = (e1, . . . , ed+4) such that ei = ei+1 for
i 
= b + 1, b + 2, b + 3, d + 4. This is a 4-dimensional subspace of Xd+4. One can
show there exists a 4-dimensional affinoid V sitting over Yw1 := w1 +Y, containing
Uz for each z ∈ �reg, and admitting a V-family of automorphic representations
interpolating the Uz-families. In other words, the Uz-families fit together into a 4-
dimensional family.

Let S : GK → A(V) be the Galois deformation associated to the above V-family.
It is a deformation of

Sy1 = tr(Rp(π)(−2)) + χ−1
p ε

κ ′−d/2−1
p + χ−1

p ε
κ ′−d/2−1
p

+ χ−1
p ε

κ ′−d/2−2
p + χ−1

p ε
κ ′−d/2−2
p .

for some point y1 ∈ V(L) sitting over w1. We consider the normalization defined by
˜̃
RV := RS

V ⊗ χpε
d/2−κ ′+2
p . Then, ˜̃

RV is a deformation of tr(R) + 1 + 1 + εp + εp.



498 Christopher Skinner and Eric Urban

It is also a deformation of tr(Rz) + 1 + εp for all z ∈ �reg where we have written

Rz := Rp(π(z))⊗χpε
d/2−κ ′+1
p . From the construction, it follows also that ˜̃

RV|GK℘
is

a finite slope deformation of refinement (β1, . . . , βa, 1, 1, p−1, p−1, βa+1, . . . , βd)

and Hodge variation type (a + 1, 1, 1, b + 1), and similarly for the restriction of ˜̃
RV

to GK℘c .

As in Theorem 4.3.1, we consider a lattice L ⊂ ˜̃
RV such that the specialization RL

y1

has a unique quotient isomorphic to R. In particular, this implies that RL
z has a unique

quotient isomorphic toRz. Moreover, from the proof ofTheorem 4.3.1 applied toπ(z),
we see that RL

z contains the trivial representation as a unique subrepresentation and
has a quotient defining an extension Ez whose class belongs to H 1

f (K, R∨
z (1)). In

what follows, we will assume for simplicity that L is free although this might not be
the case in general. However, it would not be difficult – although a bit cumbersome
– to put ourselves in such a situation with a ‘localization’ argument similar to the one
used in [SU06, §4.3.2].

Let U := V ×Yw1
Xd+4

w1
. This is the Zariski closure of �reg. It follows from

the discussion above that RL
V ⊗ A(U) contains the trivial representation and that the

quotient Ẽ by the latter is an extension

0 → A(U).εp → Ẽ → R̃ → 0

where R̃ is the deformation of tr(R)+ 1 + εp having a unique quotient isomorphic to
R that appeared in the proof of Theorem 4.3.1. Then the restriction of Ẽ to GK℘ is a
finite slope deformation of refinement (β1, . . . , βa, 1, p−1, p−1, βa+1, . . . , βd) and
Hodge variation type (a + 1, b + 2), and similarly for the restriction of Ẽ to GK℘c .

We now study the specialization Ẽy1 . It has a unique quotient isomorphic to R

and has semi-simplification L ⊕ L(1) ⊕ L(1) ⊕ R. We first remark that the trivial
representation has to be a subrepresentation of Ẽy1 , for otherwise the latter would
contain a non-trivial extension of L by L(1). This extension would be unramified
outside p and crystalline at p by another application of Proposition 4.2.2 and therefore
would give a non-trivial element in H 1

f (K, L(1)).
Quotienting Ẽy1 by this trivial representation, we get an extension E1. We will

now prove that E1 contains L(1) ⊕ L(1). Otherwise, it will contain a non-trivial
extension of L(1) by L(1). It is easy to see that this extension would be unramified
outside p. It would also be Hodge–Tate by Lemma 4.2.4 applied to E1 ⊗L(−1) with
R0 = R(−1) ⊕ L. Such a non-trivial extension does not exist.

We deduce that E∨
1 (1) is an extension of the form

0 → R∨(1) → E∨
1 (1)

f→ V → 0

with V a L-vector space of dimension 2 with trivial action of Galois. We deduce that
we have an exact sequence

0 → H 0(K, R∨(1)) → H 0(K, E∨
1 (1)) → V

δ→ H 1(K, R∨(1).
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We have H 0(K, E∨
1 (1)) = 0, for otherwise E∨

1 (1) contains the trivial representation,
but R∨(1) is the only subrepresentation of E∨(1) since R is the only quotient of E1 and
R∨(1) ∼= Rc does not contain the trivial representation by hypothesis. Thus δ is injec-
tive. We can show that its image is contained in H 1

f (K, R∨(1)) using Lemma 4.2.3
just as we proved this for the class [E∨(1)] in the proof of Theorem 4.3.1. Since V

is of dimension 2, this proves the theorem. �
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Special values of L-functions modulo p
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Abstract. This article surveys the various known results on non-vanishing of special values of
L-functions in p-adic families, with an emphasis on the rigidity theorems that underlie the proof
in each case.
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1. Introduction

The original intent of this article was to survey the results of the author on the nonvan-
ishing of p-adic families of anticyclotomic twists of modular L-functions of GL2, and
in particular, the introduction of Ratner’s theorems in ergodic theory to this domain.
However, in preparing the article, it soon became evident that the use of Ratner’s the-
orem is an instance of an apparently general phenomenon – namely, that every result
thus far known (to the author, at least) about non-vanishing modulo p of L-functions
in p-adic families seems to ultimately rely on some kind of ergodic principle about
the closure of certain group action orbits, of which Ratner’s theorem is a sophisti-
cated example. Since the particular subject of anticyclotomic twists has been amply
described elsewhere (notably in the introduction to [7]), the present article will focus
instead on surveying the general issue of nonvanishing of p-adic families of twists in
variety of different settings, with the goal of exposing the common theme of rigidity
which seems to underpin the whole subject. This approach may perhaps be interest-
ing to a wider audience, and in any case may have historical legitimacy since it is
the observation that orbit closures of group actions played a key role in the classical
theorems of Ferrero and Washington that led the author to introduce ergodic theory
in the more general setting.

1.1. Non-vanishing of twists in general. Let ζ(s) = ∑
n≥1 n−s denote the Riemann

zeta function. This series is convergent when the real part of s is greater than 1,
and admits a meromorphic continuation to s ∈ C, with a simple pole at s = 1.
Furthermore, ζ(s) satisfies the functional equation

π−s/2�(s/2)ζ(s) = π−(1−s)/2�((1 − s)/2)ζ(1 − s), (1)
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It follows trivially from this functional equation that ζ(k) = 0 whenever k is a
negative even integer. On the other hand, it was known to Euler that the value of
ζ(k) is rational when k is negative and odd. For instance, the well-known formulae
ζ(2) = ∑

n 1/n2 = π2/6 and ζ(4) = ∑
1/n4 = π4/90, together with the functional

equation, show that

ζ(−1) = −1/12 and ζ(−3) = 1/60.

More generally, it can be shown that if k is a positive integer, then

ζ(1 − 2k) = −Bk/k

where Bk is the Bernoulli number defined by the Taylor expansion

t

et − 1
=

∞∑

k=0

Bk

tk

k! .

The Bernoulli numbers Bk are closely related to the arithmetic of the cyclotomic
fields Q(ζp), where ζp = e2πi/p. In fact, one has the following

Theorem 1.1 (Kummer). Let p denote an odd prime number. Then the class number
of the cyclotomic field Q(ζp) is divisible by p if and only if p divides the numerator
of some Bk , for k = 2, 4, 6, . . . , p − 3.

More generally, let N > 2 denote an integer, and let χ : (Z/NZ)× → C× denote
a primitive Dirichlet character modulo N . Then it can be shown that if n ≥ 1 is an
integer, then

L(1 − n, χ) = −Bn,χ/n (2)

where the twisted Bernoulli number Bn,χ is the algebraic number defined by the
formula

N∑

a=1

χ(a)teat

eNt − 1
=

∑
Bn,χ

tn

n! . (3)

Furthermore, the class number formula, due to Dirichlet, relates the quantities B1,χ

with the class number of certain cyclotomic fields. For instance, suppose that χ = χp

is the quadratic residue character associated to the imaginary quadratic field Q(
√−p),

where p > 3 is a prime . Then one can show that the class number h(Q(
√−p)) is

given by

h(Q(
√−p)) =

√
p

π
· L(1, χ).

In this article, we will consider the general issue of determining whether some
fixed prime p divides the special values of L-functions as above. In view of the class
number formulae, this gives information on whether or not certain class numbers are
divisible by p. For any given character, this is of course a hopeless problem, so one
is naturally led to pose the following question: Suppose that S is a family of Dirichlet
characters, and that n is a positive integer. Then how often is the number L(1 −n, χ)

divisible by a fixed prime p of Q?
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Example 1.2. Suppose that S = Squad is the family of quadratic characters associated
to imaginary quadratic fields. Then Gauss showed that the 2-primary subgroup of the
class group of Q(

√−D) has order 2g−1, where g is the number of distinct primes
dividing the discriminant of Q(

√−D). In particular, h(Q(
√−D)) is even unless D

is a prime congruent to 1 mod 4.
What about other primes? If p = 3, Davenport and Heilbronn showed that

h(Q(
√−D)) is prime to 3 for a positive proportion of D. For p > 3 it is known that

there are infinitely many D with (h(
√−D), p) = 1, and also infinitely many D with

(h(
√−D), p) = p.

Example 1.3. Recent work of Bhargava shows that at least 75% of totally real cubic
fields and 50% of complex cubic fields have odd class number. For more in this
direction, we refer to [2].

The examples cited above give information on the p-divisibility of various class
numbers, and in view of the class number formulae, may be translated into statements
about L-functions. However, it is to be noted that the proofs of these results are
based essentially on the study of homogeneous forms of various degree, and make
no reference to the L-functions as such. In the rest of this paper, we will restrict our
attention to examples where one can study the L-functions directly. Specifically, we
will consider the divisibility by a prime � of L-functions varying in certain p-adic
families. Here � may or may not be the same as p.

2. p-adic families

2.1. Cyclotomic Dirichlet characters and the work of Ferrero–Washington

Example 2.1. Thus, for a different kind of example, we now take S = Sp-cyc to
denote the set of Dirichlet characters of conductor pn, for n ≥ 0. Such characters
are in bijective correspondence with characters of the group Gal(Q(μp∞)/Q), where
Q(μp∞) is the field obtained by adjoining to Q all p-power roots of unity. Thus
Q(μp∞) is the union of the fields Kn = Q(ζpn), where ζpn is a primitive pn-th root of
unity. Let h(Kn) denote the class number of Kn. Then one can ask how often h(Kn)

is divisible by a fixed prime �. It turns out that the behavior depends basically on
whether or not � = p.

We consider first the case that � = p. In this case, it was shown by Iwasawa that
if pen denotes the exact power of � = p dividing the class number h(Kn), then there
exist integers λ, μ, and ν, such that

en = λn + μpn + ν.

for all n sufficiently large. Iwasawa conjectured further that in fact μ = 0, so that en

is a linear function of n, which is constant if and only if λ = 0. On the other hand,
experimental evidence suggests that ord�(h(Kn)) is bounded if � �= p. Both these
phenomena were confirmed by Ferrero and Washington.
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Theorem 2.2 (Ferrero–Washington). Suppose that p is a prime number. Then the
invariant μ vanishes, so we have en = λn + ν, for sufficiently large n. If � �= p is a
fixed prime, then ord�(h(Kn)) is bounded as n tends towards infinity.

We now want to make some remarks about the proof of the Ferrero–Washington
theorems, since this will be the first appearance in the subject of ideas from ergodic
theory.

As we have remarked above, the first step in Ferrero–Washington is to express the
class numbers in terms of L-values. In view of the formula (2), the problem becomes
one of determining the divisibility properties of the numbers Bn,χ defined in (3). In
the original papers [11] and [36], the authors use an ingenious formula (apparently
due to Iwasawa) which expresses the numbers Bn,χ in terms of the p-adic digits
of certain p-adic numbers related to the p − 1-st roots of unity. The calculation is
somewhat involved, and we will not reproduce it here. But the central point may be
succinctly described: to obtain the properties stated in Theorem 2.2, one needs to
show that the digits of certain r-tuples of p-adic numbers behave like independent
random variables.

To state this precisely, recall that β ∈ Zp is called normal if the digits in the
p-adic expansion of β contain every random string of length k with asymptotic fre-
quency p−k . It is not hard to see that β is normal in this sense if and only if the
sequence of numbers xn(β) = p−nsn(β) is uniformly distributed mod 1, where sn(β)

denotes the unique integer in the range [0, pn − 1] such that sn(β) ≡ β (mod pn).
Now the main lemma in Ferrero–Washington may be stated as follows:

Lemma 2.2.1 ([11]). Suppose that γ1, γ2, . . . , γr ∈ Zp are linearly independent
over Q. Then for almost all β ∈ Zp the sequence of vectors

Xn(β) = (xn(βγ1), . . . , xn(βγr)) ∈ [0, 1)r

is uniformly distributed mod 1.

In practice, the numbers γ1, . . . , γr are taken to be a maximal set of linearly
independent p − 1-st roots of unity. The connection with ergodic theory comes by
analogy with the classical result of Kronecker:

Theorem 2.3 (Kronecker). Suppose that γ1, . . . , γr are real numbers, linearly inde-
pendent over Q. Then the image of the 1-parameter group (tγ1, . . . , tγr ) for t ∈ R is
dense in the torus Rr/Zr . More generally, for arbitrary γi , the closure of the group
(tγ1, . . . , tγr ) is a subtorus of rank equal to the Q-rank of the vector space spanned
by the γi over Q.

Another view of the Ferrero–Washington theorems was given by Sinnott in [31]
and [32], where it was observed that one can relate the Bernoulli numbers to the
derivatives of certain rational functions. (This was already known to Euler.) Letting
Fp denote the finite field with p elements, and letting F((T − 1)) denote the field of
Laurent expansions in the variable T − 1, the key lemma takes the following form:
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Lemma 2.3.1 (Sinnott). Suppose that γ1, γ2, . . . , γr ∈ Zp are linearly independent
over Q. Then the power series T γ1, T γ2, . . . , T γr are algebraically independent in
Fp((T − 1)).

Here we understand that T a = ∑∞
n=0

(
a
n

)
(T − 1)n for any a ∈ Zp, where

(
a
n

) =
a · (a − 1) . . . (a − n + 1).

Remark 2.4. We would like to point out here that the main ingredient in the proof of
Sinnott’s lemma is quite elementary and amounts to an application of Artin’s theorem
on the linear independence of characters. In particular, the use of explicit ergodic
theory is completely absent. However, the statement that the T γi are algebraically
independent may be rephrased as stating that the ring Fp[T γ1, . . . , T γr ] ⊂ Fp[[T −1]]
is isomorphic to a polynomial ring in r variables. Since Fp[[T −1]] is complete along
the ideal (T − 1), and Specf(Fp[[T − 1]]) is a formal torus, this statement is formally
analogous to Kronecker’s theorem above in the sense that the image of the 1-parameter
formal torus is Zariski dense in the r-dimensional variety Spec(Fp[T γ1, . . . , T γr ]).

2.2. CM L-functions. In this section we discuss the case of Hecke L-series associ-
ated to imaginary quadratic and more general CM fields. Thus let F denote a totally
real field, and let M/F denote a totally imaginary quadratic extension of F . Let
λ : M×\A×

M → C denote an arithmetic idele class character of M . Let λ∞ denote
the restriction of λ to (M ⊗ R)× and write

λ∞(x) =
∏

σ

σ (x)κσ

where the product is taken over all embeddings σ : M → C. The formal sum κ =∑
κσ · σ is called the infinity type of λ. Let f denote the conductor of λ, so that f is

the largest ideal of the ring of integers OM with the property that λ(x) = 1 for all
x ∈ OM ⊗ Ẑ such that x ≡ 1 (mod f).

Now let L(s, λ) denote the L-function associated to the idele class character λ. It
is well-known that the values L(0, λ) are critical in the sense of Deligne [9], under
some suitable condition on the infinity type of λ (see [8] for the case F = Q, or [30]
in general). In other words, there exists a period 
λ associated to λ such that the
number

Lalg(0, λ) = L(0, λ)


λ

is an algebraic number. If we fix embeddings i∞ and ip of Q in to C and Cp respec-
tively, we may regard the complex number Lalg(0, λ) as being an element of Cp, via
the map ip � i−1∞ . Furthermore, if one normalizes the period 
λ in some canonical
way, one can even show that the number Lalg is p-adically integral in Cp, and one
can then ask whether these numbers are p-adic units, as λ varies over the members of
some family. This problem was first studied by Gillard [13], [14], and Schneps [29],
in the case of F = Q using a generalization of Sinnott’s method, and the connection
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between the L-values and explicit elliptic units. Further results in the case F = Q

were given by Finis in [12]. Recently the subject was taken up by Hida in a series of
deep papers (see [19], [20], for example) which treat the subject in great generality.
For a sample of Hida’s results, we restrict ourselves to a (relatively) simple statement.
But to state even this, we need to introduce some notation. Here we follow [20].

Let X denote a finite set of embeddings M → C of cardinality [F : Q], such
that X ∩ cX = ∅, where cX denotes the set {cσ, σ ∈ X}, and c denotes complex
conjugation. We say that X is a p-ordinary CM-type of M if the set {ip � i−1∞ �σ }σ∈X

consists of [F : Q] distinct p-adic places of M . Then we consider a character λ as
above whose infinity type is given by

k
∑

σ∈X

σ + κ(1 − c)

where κ = ∑
σ∈X κσσ with κσ ≥ 0 for σ ∈ X, and 0 < k ∈ Z. Then to define the

transcendental factor 
λ, we can proceed as follows. Pick an abelian variety A of CM
type such that A(C) ∼= C[F :Q]/a, where the product is indexed by the [F : Q] places
in X, and the fractional ideal a ⊂ OM is embedded diagonally via the corresponding
places of X. Let R ⊂ Q denote the Witt ring of OM , with respect to the place induced
by ip. Then A can be defined over R, and we can pick a Néron differential ω on A

such that ω generates 
A/W over R. Picking an isomorphism φ : A(C) ∼= C[F :Q]/a,
we define a vector 
∞ ∈ C[F :Q] via φ∗( ∏

(duσ )
) = 
∞ω. Here uσ is the standard

complex variable on the copy of C indexed by σ . Writing the components of 
∞ as

σ for σ ∈ X, we have that 
σ �= 0, and

Lalg(0, λ) =
∏

σ∈X πκσ �(k + κσ )L(0, λ)
∏

σ∈X 

k+2κσ
σ

∈ R (4)

Then the problem is to study p-divisibility properties of the numbers Lalg(0, λ) as
defined above, as λ varies over some prescribed set. Recall therefore that the character
χ : A×

M → C× is called anticyclotomic if χ � τ = χ−1, where τ is the nontrivial
automorphism of M/F . Then we let λ denote a fixed Hecke character, and consider
the values Lalg(0, λχ), as χ varies over the set of anticyclotomic characters of M of
conductor ln, for some fixed prime l of K with residue characteristic � �= p, and an
integer n. The principal result in this direction is due to Hida. To state the theorem,
let us write L

alg
l (0, λχ) = Lalg(0, λχ) · (1 − λχ(l)) for the algebraic part of the

l-imprimitive L-function.

Theorem 2.5 ([20], Theorem 1.1). Suppose that p > 2 is an unramified prime in
M/Q and that (M, X) is a p-ordinary CM type. Fix a character λ of conductor 1
with infinity type k

∑
σ∈X σ + κ(1 − c) as above. Then we have

|Lalg(0, λχ)|p = 1

for almost all anticyclotomic characters of l-power conductor, unless the following
three conditions are satisfied simultaneously:
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1. M/F is unramified at all finite places,

2. the Artin symbol
(M/F

c

)
has the value −1, for the polarization ideal c of A, and

3. for all ideals a prime to p, we have λN(a) ≡ (M/F
c

)
(mod m).

If all these conditions are satisfied simultaneously, then |Lalg(0, λχ)|p < 1 for all χ .

Here we understand that ‘almost all’ means ‘a Zariski dense subset’ in general,
and ‘all but finitely many’ if Fl has dimension 1 over Qp.

The proof of this theorem is long and intricate, and we will not discuss it here,
except to remark that the proof is a generalization of Sinnott’s method mentioned
above. Essentially, one has to relate the values of the L-function to the values of
certain Hilbert modular Eisenstein series at CM points, and prove a basic result on the
linear independence of certain of these series in characteristic p. For our purposes, it
will suffice to observe that key ingredient is a rigidity theorem of C.-L. Chai, which
enables one to prove that under some condition, schemes fixed by torus actions tend
to be rather big. For comparison with the results from ergodic theory that were cited
above, we state a precise theorem, as follows.

Suppose that k is an algebraically closed field of characteristic p > 0 and let X

be a finite dimensional smooth formal p-divisible group over k. Let EZp = End(X)

and set E = EZp ⊗Zp Qp. Then E is a finite dimensional vector space over Qp. We
let E denote the linear algebraic group over Qp such that E(R) = (E ⊗Qp R)× for
any commutative Qp-algebra R.

IfG is any connected algebraic group over Qp, andρ : G → E is a homomorphism
of algebraic groups, then we may regard ρ as a linear representation of G on the vector
space E via the canonical map E ⊂ Aut(E). Then Chai has proven the following
striking result. (The notation is as above.)

Theorem 2.6 (Chai). Suppose that the trivial representation is not a subquotient of
the representation ρ of G on E. Suppose also that Z is a reduced and irreducible
closed formal subscheme of X which is closed under the action of an open subgroup
of G(Zp). Then Z is closed under the group law of X and is a p-divisible subgroup
scheme of X.

2.3. Anticyclotomic L-functions. Finally, we treat the applications of ergodic the-
ory to anticyclotomic L-functions associated to Hilbert modular forms over totally
real fields.

To describe the results, let F denote a totally real field, and let K/F denote an
imaginary quadratic extension. Let π denote a cuspidal automorphic representation
of GL2(F ). We assume throughout that the data of π and K are non-exceptional,
meaning that the representationsπ andπ⊗η are distinct, whereη denotes the quadratic
character associated to the extension K/F .
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Let χ : A×
K/K× → C be a quasi-character of K , and write L(π, χ, s) for the

Rankin–Selberg L-function associated to π and π(χ). Here π(χ) denotes the auto-
morphic representation of GL2 attached to χ . (For the definitions, we refer the reader
to [22] and [21].) Then this L-function, which is first defined as a product of Euler
factors over all places of F , may be shown to have a meromorphic extension to C

with functional equation

L(π, χ, s) = ε(π, χ, s)L(π̃, χ−1, 1 − s)

where π̃ is the contragredient of π and ε(π, χ, s) is the ε-factor.
Let ω : A×

F /F× → C× be the central quasi-character of π . We will make the
following assumption on the quasi-characters ω and χ :

χ · ω = 1 on A×
F ⊂ A×

K. (5)

This assumption implies that L(π, χ, s) is entire and equal to L(π̃, χ−1, s). Thus the
functional equation of L(π, χ, s) may be restated as

L(π, χ, s) = ε(π, χ, s)L(π, χ, 1 − s)

and the parity of the order of vanishing of L(π, χ, s) at s = 1/2 is determined by the
value of

ε(π, χ)
def= ε(π, χ, 1/2) ∈ {±1}.

Following [6] and [7], we say that the pair (π, χ) is even or odd, depending upon
whether ε(π, χ) is +1 or −1. According to the conjectures introduced by Mazur
in[24], it is expected that the order of vanishing of L(π, χ, s) at s = 1/2 should
‘usually’ be minimal, meaning that either L(π, χ, 1/2) or L′(π, χ, 1/2) should be
nonzero, depending upon whether (π, χ) is even or odd.

Results of this kind were first proven by Rohrlich [28], for the case where
F = Q, and π and K are exceptional in the sense that π ∼= π ⊗ η, using results
from transcendence theory, notably p-adic cases of Roth’s theorems. However, noth-
ing was known for non-exceptional π and K until the introduction of ergodic theory
in [33] and [34], which treated the case of F = Q. The ideas from ergodic theory
were quickly assimilated and extended in [5], and the generalization to the case of
general F was given in [6] and [7].

To proceed, we need to introduce some notation. Thus let n denote the conductor
of the representation π . Let p denote a fixed prime of F , and let χ denote a ring class
character of p-power conductor. Here we recall that the quasi-character χ of K is
called a ring class character, or an anticyclotomic character, if the restriction of χ to
A×

F is everywhere unramified. Then we propose to study the order of vanishing of

L(π, χ, s) at s = 1/2 as χ varies over the set S = S
anticyc
p of ring class characters of

p-power conductor.
In view of equation (5), it makes sense to require that the central character ω of π

is everywhere unramified. We assume also that π corresponds to a Hilbert modular
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form of parallel weight (2, . . . , 2) and that the discriminant D of K/F is relatively
prime to the prime-to-p part n′ of n. Under these conditions, it may be shown that for
all n � 0, and all χ of conductor pn, the root number ε(π, χ) is given by the formula

ε(π, χ) = (−1)#S (6)

where S denotes the set of real places of F , together with those finite primes of F

which do not divide p, are inert in K , and divide n to an odd power. In particular, the
root number ε = ε(π, χ) = ±1 depends only on π and K and p, once the conductor
of χ is sufficiently divisible. Thus one expects the order of vanishing of L(π, χ, 1/2)

to be equal to either 0 or 1, for ‘generic’ χ , depending only on the sign of ε. That this
is indeed the case was confirmed by the main results in [6] and [7], and we refer the
reader to the introduction of [6] for a very detailed discussion.

In the present paper, we will focus on the non-vanishing of L(π, χ, 1/2) modulo a
prime of Q. The basic results in this direction were given in [34], for the case F = Q,
and we now proceed to state them.

Thus, let us assume that F = Q. Let N = n denote the level of π , let D = D

denote the discriminant of the imaginary quadratic field K = Q(
√

D), and let p = p

denote a rational prime. We assume further that the numbers N , D, p are pairwise
co-prime. We let f denote the primitive form of level N associated to π ; since the
central character ω of π is unramified and Q has class number 1, we see that f is a
primitive form on the group �0(N). We assume further that we are in the even case,
so that there are an even number of places in S. We let 
π = 
f denote the canonical
integral period for f , as defined by Hida in [18]. Then the number

Lalg(π, χ) = L(π, χ, 1/2)


π

· Cχ

is an algebraic integer. Here Cχ = Dp2n, where pn denotes the conductor of χ . Let λ

denote a fixed prime of Q, and consider the λ-adic absolute value |Lalg(π, χ)|λ. We
want to study the general question of how |Lalg(π, χ)|λ varies as a function of χ , and
the result depends on whether or not λ has residue characteristic p. In either case, let
us define two constants Ccsp and CEis associated to π , as in [34], Section 2.4.1

Then one has the following result:

Theorem 2.7 ([34]). Suppose that λ has residue characteristic � �= p. Then we have

|Lalg(π, χ)|λ = |C2
cspCEis|λ

for all but finitely many λ of conductor pn.

Actually, the theorem above was stated in [34] under some mild assumptions on �,
but these restrictions are easily removed, for example with the improved formalism

1The definition of these constants is rather technical, and we prefer not to reproduce it. The significance of
these numbers, in particular the relationship to congruences, is elucidated in the paper [25].
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introduced in [7], or by a slightly more detailed analysis of the original proof. We
remark here that the numbers Ccsp and CEis are not necessarily λ-adic units.

As for the case where λ has residue characteristic p, the result is in the same vein,
provided one assumes that the local component πp is ordinary at λ, in the sense that
the Hecke eigenvalue ap(π) is a λ-adic unit.

Theorem 2.8 ([34]). Suppose that λ has residue characteristic � = p and that πp is
ordinary at λ. Then we have

lim
χ

|Lalg(π, χ)|λ = |C2
cspCEis|λ,

where the limit is taken over characters χ of conductor pn, as n → ∞.

Remark 2.9. In view of recent results in the Iwasawa theory of elliptic curves, our
results on L-functions may be formulated in terms of the growths of certain Selmer
groups, which are generalizations of the Iwasawa ideal class groups occurring in our
discussion of the Ferrero–Washington theorem above. For more details, we refer
the reader to [1] and [25]. We remark also that our results above have not yet been
extended to general F , but it seems likely that such generalizations would follow
without difficulty from the techniques of [7].

Remark 2.10. We point out also that there are results analogous to those above in
the case that the sign in the functional equation is −1. However, in these cases, one is
dealing with derivatives of L-functions, and there is no general notion of what it means
for a derivative of an L-function to be nonzero modulo p. In the case at hand one has
an ad hoc definition in terms of p-divisibility of certain Heegner points arising from
the Gross–Zagier formula for derivatives, and it is this kind of result that is proven.
For details we refer the reader to [34] and [5].

In keeping with the general theme of this article, we wish now to elaborate on
the role of ergodic theorems in the proofs of our results. A detailed description of
the strategy may be found in the introductions to [33] and [7], and we will not cut
and paste from those articles here. For the present, we simply note that the starting
point comes from the formulae of Gross, Zagier, and Zhang, which relate the values
of the L-functions in question to the heights of certain special points on quaternion
algebras. (See [17], [15], and [37] for the theorems, which were then reframed in
the article [16]. A more elementary perspective may be found in [35].) In view
of these special value formulae, the essential point in proving that the L-values are
non-zero modulo p boils down to showing that certain vectors whose components
are formed by the special points and their conjugates, are uniformly distributed in the
appropriate sense on certain Shimura varieties. The necessary uniform distribution is
then deduced by applying deep theorems in ergodic theory due to M. Ratner [27].2

2In [6] and [7], appeals were made to results of Margulis and Tomanov [23], since these results were formulated
in a manner convenient for our applications there. The author has since been informed by Ratner that the results
we quoted from [23] can in fact be deduced from those given earlier in [26].
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The reduction of our number theoretic results to Ratner’s theorem has been amply
documented elsewhere, so we will just state some of Ratner’s key results, in a manner
that we hope will make clear the analogy with the results of Ferrero–Washington,
Sinnott, and Chai. It is perhaps germane to remark here that the introduction of
Ratner’s theorem in [33] was inspired by direct analogy with the use of Kronecker’s
theorem by Ferrero and Washington.

Thus let G denote the p-adic Lie group SL2(Qp), and let �i ⊂ G, i = 1, 2 denote
discrete and cocompact subgroups. We say that �1 and �2 are commensurable if
�1 ∩ �2 has finite index in �1 and �2. Then the following remarkable result is a very
simple consequence of the main results in [27]:

Theorem 2.11 (Ratner). The set �1 · �2 = {γ1 · γ2, γ1 ∈ �1, γ2 ∈ �2} is dense in
G if and only if the subgroups �1 and �2 are not commensurable.

Remark 2.12. Note that it is obvious that the product �1 · �2 cannot be dense if �1
and �2 are commensurable. But the reverse implication is extremely deep, and seems
to admit no elementary proof.

Remark 2.13. For an analogy, let G denote the additive group R of real numbers,
and let Xi , i = 1, 2 denote discrete subgroups of G. Then each Xi is abstractly
isomorphic to the additive group of Z. If xi is a generator of Xi , then the groups Xi

are commensurable if and only if the xi are linearly dependent over Q. In this case
the product X1 ·X2 is discrete in G. On the other hand, Kronecker’s theorem implies
that the product X1 · X2 is dense if the xi are independent over Q, which is to say,
if the groups Xi fail to be commensurable. Thus Ratner’s theorem above is a p-adic
and non-abelian analogue of Kronecker’s theorem.

Actually, one requires a slightly more refined theorem for the applications to
number theory. As above, write G for the p-adic Lie group SL2(Qp). Let r denote
a positive integer, and for each i with 1 ≤ i ≤ r , we let �i denote a discrete and
cocompact subgroup of G. Then

� =
r∏

i=1

�i ⊂
r∏

i=1

G

is a discrete and cocompact subgroup of the product Gr of r copies of G. We may
then formulate the following result:

Theorem 2.14 (Ratner). Suppose that the groups �i are pairwise non-commensura-
ble. Then the image of the diagonal �(G) = {(g, . . . , g), g ∈ G} ⊂ Gr has dense
image in the quotient �\Gr.

Finally, we give a rigidity result which implies the two above as special cases.

Theorem 2.15 (Ratner). Let G denote a p-adic Lie group, and let � ⊂ G be such that
�\G has finite volume with respect to the unique G-invariant measure. Let U ⊂ G
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denote any subgroup generated by 1-parameter subgroups, namely, by the image of
(additive) homomorphisms ui : Qp → G. Then the closure U of the orbit of U in
�\G is homogeneous, in the sense that there exists a subgroup H of G such that the
orbit of H is closed in �\G and U coincides with the orbit of H .

Remark 2.16. We would like to point out here that for the purposes of the results
in [5] and some of the results in [7] (namely, the indefinite case), one can get by
with yet another kind of rigidity principle, namely certain cases of the André–Oort
conjecture. For more on this subject, we refer the reader to [5]. For the relationship
with Chai’s theorem, see [3]. Further discussion of this and related topics may be
found in [10] and [4].

To conclude, we would hope that the analogy between the theorems of Kronecker,
Sinnott, Chai, and Ratner is now evident. Namely, in every case, we are asserting
that the closure of rather small group orbits, (the diagonal, in Ratner’s case, or a
1-parameter group in Kronecker’s theorem) is forced, by rigidity, to be rather big. In
the Ferrero–Washington and anticyclotomic cases, the orbit of a small group inside an
r-dimensional object turns out to be dense, and in every case, including the theorem
of Chai, the key statement is a rigidity principle of the form that the closures of the
relevant orbits coincide with the orbits of subgroups. Is there a general ergodic or
rigidity principle that accounts for all of these results? We hope that the answer is
affirmative, but at present we seem to be far from finding it.
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Higher-dimensional analogues of stable curves

Valery Alexeev

Abstract. The Minimal Model Program offers natural higher-dimensional analogues of stable
n-pointed curves and maps: stable pairs consisting of a projective variety X of dimension ≥ 2
and a divisor B, that should satisfy a few simple conditions, and stable maps f : (X,B) → Y .
Although MMP remains conjectural in higher dimensions, in several important situations the
moduli spaces of stable pairs, generalizing those of Deligne–Mumford, Knudsen and Kontsevich,
can be constructed more directly, and in considerable generality. We review these constructions,
with particular attention paid to varieties with group action, and list some open problems.
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Introduction

Stable curves were introduced by Deligne and Mumford in [19] and proved to be
extremely useful, with diverse applications in many fields of mathematics and in
physics. Stable maps from n-pointed curves to varieties were used by Kontsevich to
define Gromov–Witten invariants. The study of the moduli spaces of stable curves
and maps is a thriving field.

Stable surfaces, the two-dimensional analogues of stable curves, were introduced
by Kollár and Shepherd-Barron in [39]. It was consequently realized [4], [3] that this
definition can be extended to higher-dimensional varieties and, moreover, to pairs
(X,B), consisting of a projective variety X of dimension ≥ 2 and a divisor B, and
to stable maps f : (X,B) → Y . One arrives at this definition by mimicking the
construction of stable one-parameter limits of curves in the higher-dimensional case,
and replacing contractions of (−1)- and (−2)-curves by the methods of the Minimal
Model Program.

Stable pairs provide an apparently very general, nearly universal way to compactify
moduli spaces of smooth or mildly singular varieties and pairs. There are, however,
two complications. First, as of this writing, the Minimal Model Program in arbitrary
dimensions is still conjectural. Secondly, even in the case of surfaces the resulting
moduli spaces turn out to be very complicated, and numerical computations similar
to the curve case seem to be out of reach.

The situation can be improved in both respects by looking at some particularly nice
classes of varieties, such as abelian varieties and other varieties with group action:
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toric, spherical, and also at varieties and pairs closely related to them, for example
the hyperplane arrangements.

In all of these cases the Minimal Model Program can be used for guessing the
correct answer, but the actual constructions of the moduli spaces can be made without
it, by exploiting symmetries of the situation. At the same time, the resulting moduli
spaces come equipped with rich combinatorial structures, typically with stratifications
labeled by various polytopal tilings.

The aim of this paper is to review the basic constructions and several of the
examples mentioned above. My understanding of the subject was shaped over the
years by discussions with (in the chronological order) J. Kollár, S. Mori, I. Nakamura,
K. Hulek, Ch. Birkenhake, M. Brion, B. Hassett, A. Knutson, and many other people
whom I am unable to list here. I am indebted to them all.

1. Definition of stable pairs and maps

To define varieties and pairs, we work over an algebraically closed field k of arbitrary
characteristic. All varieties will be assumed to be connected and reduced but not
necessarily irreducible. A polarized variety is a projective variety X with an ample
invertible sheaf L.

Definition 1.1. Let X be a projective variety, Bj , i = 1, . . . , n, be effective Weil
divisors on X, possibly reducible, and bj be some rational numbers with 0 < bj ≤ 1.
The pair (X,B = ∑

bjBj ) (resp. a map f : (X,B) → Y ) is called stable if the
following two conditions are satisfied:

1. on singularities: the pair (X,B) is semi log canonical, and

2. numerical: the divisor KX + B is ample (resp. f -ample).

Both parts require an explanation.

Definition 1.2. Assume thatX is a normal variety. ThenX has a canonical Weil divi-
sor KX defined up to linear equivalence. The pair (X,B) is called log canonical if

1. KX + B is Q-Cartier, i.e. some positive multiple is a Cartier divisor, and

2. for every proper birational morphism π : X′ → X with normal X′, in the
natural formula

KX′ + π−1∗ B = π∗(KX + B)+
∑

aiEi

one has ai ≥ −1. Here,Ei are the irreducible exceptional divisors ofπ , and the
pullback π∗ is defined by extending Q-linearly the pullback on Cartier divisors.
π−1∗ B is the strict preimage of B.

If char k = 0 then X has a resolution of singularities π : X′ → X such that
Supp(π−1∗ B)∪Ei is a normal crossing divisor; then it is sufficient to check the
condition ai ≥ −1 for this morphism π only.
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The definition for semi log canonical surface singularities X originated in [39].
The following definition, equivalent to [39] in the surface case, and extending it to
higher-dimensional varieties and pairs, is from [3].

Definition 1.3. A pair (X,B) is called semi log canonical if

1. X satisfies Serre’s condition S2, in particular, equidimensional,

2. X has at worst double normal crossing singularities in codimension one, and
no divisor Bj contains any component of this double locus,

3. some multiple of the Weil Q-divisorKX+B, well defined thanks to the previous
condition, is Q-Cartier, and

4. denoting by ν : Xν → X the normalization, the pair (Xν, (double locus) +
ν−1B) is log canonical.

Example 1.4. Assume that X is a curve. Then (X,B) is semi log canonical iff X
is at worst nodal, Bj do not contain any nodes, and for every P ∈ X one has
multP B = ∑

bj multP Bj ≤ 1. A map f : (X,B) → Y is stable if, in addition
to this condition on singularities, the divisor KX + B has positive degree on every
irreducible component of X collapsed by f .

Hence, for bj = 1, degBj = 1, and Y = a point (i.e. in the absolute case) these
are precisely the Deligne–Mumford–Knudsen stable n-pointed curves [19], [33], [32].
With the same assumptions on B but Y arbitrary, these are Kontsevich’s stable maps.
Hassett [27] considered the absolute case with 0 < b ≤ 1, degBj = 1, for which he
constructed a smooth Deligne–Mumford stack with a projective moduli space.

The motivation for the definition of stable pairs is that they appear as natural
limits of one-parameter families of smooth varieties and pairs (X,B) → S, as will
be developed in Section 2. In higher dimensions, there is an additional complication:
if the total divisor B is not Q-Cartier then the central fiber B0 may have an embedded
component, so no longer be an ordinary divisor. There are several ways to fix this:

1. Pairs with floating coefficients bj . We will say that a pair(
X,B = ∑

bjBj + ∑
(bk + εk)Bk

)
(resp. a map) is stable if, in addition, the divisors Bk in the second group are
Q-Cartier and for all 0 < εk 	 1, the pair

(
X,

∑
bjBj + ∑

(bk + εk)Bk
)

is
stable.

2. Pairs with coefficients bj outside of a “bad” subset of [0, 1]. Again, the idea
here is the same as in (1), to avoid the values bj for which the total divisors Bj
may be not Q-Cartier.

3. Working with subschemes Bj ⊂ X instead of simply divisors.

4. Working with finite morphisms Bj → X, where Bj are (reduced) varieties of
dimension dimBj = dimX − 1, rather than with embedded divisors.
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2. Minimal Model Program construction

The true motivation for the introduction of stable pairs is that they inevitably appear
as limits of one-parameter families of smooth varieties and pairs, when one tries
to follow the classical construction in the case of curves. This is explained by the
following statement, which however is conditional: it depends on the validity of the
log Minimal Model Program in dimension dimX + 1 (so, currently problematic for
pairs (X,B)with dimX ≥ 3) and on Inversion of Adjunction in an appropriate sense,
as explained in the sketch of the proof below. The argument also requires char k = 0
or X to be a curve for the resolution of singularities and semistable reduction.

This statement appeared in [39] in the case of surfaces with B = 0, where it is not
conjectural and in [3] in the more general case (see also [26]).

By a one-parameter family of stable maps we will understand a morphism
f : (X,B) → Y × S, where (S, 0) is a germ of a nonsingular curve, such that
π = p2 � f : X → S and π |Bj : Bj → S are flat, and every geometric fiber
fs̄ : (Xs̄, Bs̄) → Y is a stable map. We will denote S \ 0 by U .

The definition of a family over an arbitrary scheme S is similar but requires care,
especially if S is not reduced. We will discuss it in the next section.

Theorem 2.1 (Properness of the functor of stable maps). Every punctured family
fU : (XU,BU) → Y × U , of stable pairs has at most one extension to a family of
stable pairs over S. Moreover, such an extension does exist after a finite base change
(S′, 0) → (S, 0).

Sketch of the proof. We assume that fibers Xs for s �= 0 are normal, for simplicity.
Denote an extension by f : (X,B) → Y × S. Inversion of Adjunction of Shokurov–
Kollár (see, e.g. [35], 17.3) says that the central fiber (X0, B0) is semi log canonical
iff the pair (X,B +X0) is log canonical.

Now suppose that we have an extension. Then (X,B + X0) has log canonical
singularities andKX +B +X0 is f -ample. Hence, (X,B +X0) is the log canonical

model of (X̃, B̃+ X̃0,red) over Y ×S for any resolution of singularities (X̃, B̃) of any
extension of fU . Existence of the log canonical model is the main result of the log
Minimal Model Program, and its uniqueness is a basic and easy fact, see, e.g. [38].

In the opposite direction, pick some extension family. Take a resolution of sin-
gularities, which introduces some exceptional divisors Ei . Apply the Semistable
Reduction Theorem to this resolution. The result is that after a ramified base change
(S′, 0) → (S, 0) we now have an extended family f̃ ′ : (X̃′, B̃ ′) such that X̃′ is
smooth, the central fiber X̃′

0 is a reduced normal crossing divisor, and, moreover,
X̃′

0 ∪ Supp B̃ ′ ∪ Ẽ′
i is a normal crossing divisor.

It follows that the pair (X̃′, B̃ ′ + X̃′
0 + ∑

Ẽ′
i ) has log canonical singularities and

is relatively of general type over Y × S′. Now let f ′ : (X′, B ′ + X′
0) → Y × S′ be

its log canonical model, guaranteed by the log Minimal Model Program. The divisor
KX′ +B ′+X′

0 is f ′-ample. Inversion ofAdjunction – applied in the opposite direction
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now – guarantees that the central fiber (X′
0, B

′
0) has semi log canonical singularities.

Finally, since (XU,BU) has log canonical singularities, outside the central fiber the
log canonical model of (X̃′

U , B̃
′
U +∑

Ẽ′
i,U ) coincides with (XU,BU)×U U

′. So we
obtained the desired extension. �

3. Surfaces

The situation with the moduli spaces of surfaces is as follows. The broad outline has
been understood for a long time, see [39], [34], [4], but answers to several thorny
technical questions have been published only recently. With these technical questions
resolved, for any fixed projective scheme Y one can construct the moduli space of
stable maps f : (X,B) → Y with B empty or reduced (i.e. with all bj = 1), as a
projective scheme. For the arbitrary coefficients bj , one faces the difficulties with
subschemes Bj acquiring embedded components (an example due to Hassett shows
that this really happens), and the technical details of the solution are yet to be published.
We now give a brief overview.

Definition of the moduli functor. We choose a triple of positive rational numbers
C = (C1, C2, C3) and a positive integer N . We also fix a very ample sheaf OY (1)
on Y . Then the basic moduli functor MC,N associates to every Noetherian scheme S
over a base scheme the setMC,N(S) of maps f : (X,B) → Y ×S with the following
properties:

1. X and Bj are flat schemes over S.

2. The double dual LN(X/S) = (
ω⊗N
X/S ⊗ OX(NB)

)∗∗ is an invertible sheaf on
X, relatively ample over Y × S.

3. For every geometric fiber, (KXs + Bs)
2 = C1, (KXs + Bs)Hs = C2, and

H 2
s = C3, where OX(H) = f ∗OY (1).

Kollár suggested a different moduli functor, of families for which the formation of
the sheaves LN(X/S) commutes with arbitrary base changes S′ → S, i.e.

LN(X ×S S
′/S′) = φ∗LN(X/S)

for all sheaves LN for which NB is integral (e.g., all N ∈ Z if B is reduced).

Boundedness. Boundedness means that for any stable map over an algebraically
closed field, with fixed invariantsC1, C2, C3, there existsN such that the sheafLN =
OX(N(KX +B)) is invertible. Then it is easy to prove that for a fixed multipleM of
N the sheaf LM is very ample with trivial higher cohomologies.

For surface pairs with fixed bj boundedness was proved in [2], see also [14] for
a somewhat simpler, and effective version. For the stable maps it was proved in [4].
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(We also note that Karu [30] proved boundedness for smoothable stable varieties of
dimension d assuming Minimal Model program in dimension d + 1.)

Local closedness. This means that for every family of pairs f : (X,B) → Y × S,
with fibers not assumed to be stable pairs, there exists a locally closed subscheme
U → S with the following universal property: For every S′ → S, the pullback
family represents an element of MN(S

′) if and only if S′ → S factors though U . An
important case of this statement from which the general case follows, was established
in [28].

Construction of the moduli space. Let f : (X,B) → Y × S be a family of stable
maps over S. By boundedness, for some fixed multiple M of N , the sheaf π∗LM is
locally free, so it can be trivialized on an open coverS = ∪Si . With such trivializations
chosen, the graphs of the maps fi = f |Si are closed subschemes of Pn × Y , and so
represent a collection of Si-points of the Hilbert scheme HilbPn×Y,p, for an easily
computable Hilbert polynomial p. For a different choice of trivializations, the points
differ by the action of PGLn+1(Si).

By local closedness, there exist a locally closed subscheme U → HilbPn×Y,p(x)
such that the above Si-points of the Hilbert scheme are Si-points of U . Vice versa,
every morphism S → U gives a family of stable maps over S.

It follows that the moduli functor is the quotient functor U/PGLn+1. The sepa-
ratedness of the moduli functor implies that the PGLn+1-action is proper. Then the
quotient exists as an algebraic space by applying either [36] or [31]. It is a proper
algebraic space because the moduli functor is proper.

Projectivity of the moduli space. Kollár [34] provided a general method for prov-
ing projectivity of complete moduli spaces. It applies in this situation with minor
modifications. In particular, the moduli space is a scheme.

We note that the quasiprojectivity of the open part corresponding to arbitrary-
dimensional polarized varieties with canonical singularities was proved by Viehweg
[48] by using methods of Geometric Invariant Theory.

A floating coefficient version. Hacking [22] constructed a moduli space for the stable
pairs (P2, (3/d+ε)B), whereB is a plane curve of degree d, and their degenerations.

Other special surfaces. Other papers treating special cases include [1], [25], [47].

4. Toric and spherical varieties

In terms of Definition 1.1, this case corresponds to the pairs (X,� + εB), with a
floating coefficient. The following very easy statement is the main bridge connecting
the log Minimal Model Program and stable pairs with the combinatorics of toric
varieties.
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We fix a multiplicative torus T = Gr
m. Below, toric variety means a normal variety

with T -action and an open T -orbit; no special point is chosen (as opposed to a torus
embedding).

Lemma 4.1 ([3]). Let X be a projective toric variety, � be the complement of the
main T -orbit, and B be an effective Q-Cartier divisor. Then the pair (X,�) has
log canonical singularities, and the pair (X,� + εB) with effective divisor B and
0 < ε 	 1 is stable iff B is an ample Cartier divisor which does not contain any
T -orbits.

Proof. For any toric variety one has KX + � = 0. In particular, we can apply this
to X and to a toric resolution of singularities π : X̃ → X. The divisor �̃, the union
of π−1∗ � and the exceptional divisors Ei , is a normal crossing divisor. But then the
formula KX̃ + �̃ = 0 = π∗(KX +�) says that the discrepancies ai in the formula
KX̃ + π−1∗ � = π∗(KX +�)+ ∑

aiEi all equal −1.
For the pair (X,� + εB) to be stable, B must be Q-Cartier and ample, since

KX+�+ εB = εB. By continuity of discrepancies of (X,�+ εB) in ε, we see that
the latter pair is log canonical iff π∗B does not contain any irreducible components
of �̃, i.e. the closures of proper T -orbits on X̃. Equivalently, B should not contain
any T -orbits. Finally, any effective Weil divisor not containing a T -orbit is Cartier.

�

Definition 4.2. Let X be a variety with T -action, and B ⊂ X be an effective Cartier
divisor. The variety X, resp. the pair (X,B) is called a stable toric variety (resp.
stable toric pair) if the following three conditions are satisfied:

1. on singularities: X is seminormal (resp. and B does not contain any T -orbits),

2. on group action: isotropy groups Tx are subtori (so connected and reduced),
and there are only finitely many orbits,

3. numerical: (resp. the divisor B is ample).

A family of stable toric pairs is a proper flat morphism f : (X,B) → S, where X
is a scheme endowed with an action of TS := T ×S, with a relative Cartier divisor B,
so that every geometric fiber is a stable toric pair. We will denote the invertible sheaf
OX(B) by L.

A polarized T -variety (X,L) is linearized if X is projective, and the sheaf L is
provided with a T -linearization.

We see that a pair (X,B) with a toric variety X is a stable toric pair iff the pair
(X,� + εB) is a stable pair in the sense of Definition 1.1. We also note that the
boundary � is determined by the group action, and so can be omitted.

One proves rather easily that a linearized stable toric variety is a union of (normal)
polarized toric varieties (Xi, Li)which, as it is well known [44], correspond to lattice
polytopes Qi . In this way, one obtains a complex of polytopes Q = (Qi), and X is
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glued from the varieties Xi combinatorially in the same way as the topological space
|Q| is glued from Qi . The complex Q comes with a reference map ρ : |Q| → MR,
whereM is the character group of T , identifying each cellQi with a lattice polytope.
The pair (|Q|, ρ) is called the type of a stable toric variety.

A section s ∈ H 0(X,L) with B = (s) gives a collection of sections

si =
∑

si,me
m ∈ H 0(Xi, Li) = ⊕

m∈Q∩M kem.

For each polytope Qi this gives a subset Ci = {m | si,m �= 0} and, since B does
not contain any T -orbits, one must have ConvCi = Qi . This defines a complex of
marked polytopes (Q,C).

4.3. All stable toric varieties X (resp. pairs (X,B)), are classified, up to an isomor-
phism, by the following data:

1. A complex of polytopes Q with a reference mapρ : |Q| → MR (resp. a complex
of marked polytopes (Q,C) with a reference map).

2. An element of a certain cohomology group which we briefly describe.

For each polytope Qi ∈ Q, let M̃i ⊂ M̃ = Z × M be the saturated sublattice
of M̃ generated by (1,Qi), and let T̃i = Hom(M̃i,Gm) be the corresponding torus.
The collection of stalks {T̃i} defines the sheaf T̃ on the complex Q. Then the set of
isomorphism classes of polarized stable toric varieties is simplyH 1(Q, T̃ ), and each
of them has automorphism group H 0(Q, T̃ ).

Similarly, one defines the sheaf Ĉ = Hom(C,Gm) with the stalks Hom(Ci,Gm)

in which the sections si live. The natural sheaf homomorphism T̃ → Ĉ gives a ho-
momorphism of cochain complexes φ : C∗(T̃ ) → C∗(Ĉ). Then the first cohomology
of the cone complex Cone(φ) is the set of isomorphism classes of stable toric pairs of
type (Q,C), and the zero cohomology gives the automorphism groups of the pairs.
These automorphism groups are finite.

The following lemma also goes back to [3].

Lemma 4.4. Suppose that the topological space |Q| is homeomorphic to a manifold
with boundary. Let (X,B) be a stable toric pair in the sense of Definition 4.2. Let� be
the reduced divisor corresponding to the boundary of |Q|. Then the pair (X,�+εB)
is stable in the sense of Definition 1.1.

Proof. One proves that with the above assumption on |Q| the variety X is Cohen–
Macaulay, a fortiori, satisfies S2, and has only simple crossings in codimension 1 (each
component of the double locus corresponds to a codimension-1 polytope in Q which
is a face of two maximal-dimensional polytopes). The normalization of (X,�+ εB)
with the double locus added is the disjoint union of toric pairs (Xi,�i + εBi), which
are log canonical by Lemma 4.1. Hence, (X,�+εB) is semi log canonical. Moreover,

ν∗(KX +�+ εB) |Xi= KXi +�i + εBi,

so the divisor KX +�+ εB is ample. �
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We would like to mention the following essential facts: Higher cohomology groups
of positive powers Ld vanish. The moduli functor of stable toric pairs is proper, i.e.
every one-parameter family has at most one limit, and the limit always exists after
a finite base change (S′, 0) → (S, 0). The limit of a family of pairs of type Q
corresponds to a complex Q′ such that |Q′| = |Q|, and Q′ is obtained from Q by a
convex subdivision.

Recall that a subdivision of a single polytope Q is convex if it is the projection
of the lower envelope of several points

(
m,h(m)

)
where m are some points with

Conv(m) = Q, and h : {m} → R is an arbitrary function, called height function.
This was generalized in [6] to convex subdivisions of a polytopal complex Q by
requiring that the height functions of two polytopesQ1,Q2 differ by a linear function
on Q1 ∩Q2.

The stable toric variety X is multiplicity-free if the reference map ρ : |Q| → MR

is injective. We will restrict ourselves to this case for the rest of this section.

Theorem 4.5 ([6]). The functor of stable toric pairs has a coarse moduli space M
over Z. It is a disjoint union of subschemesM|Q|, each of them projective. Each moduli
space M|Q| has a natural stratification with strata corresponding to subdivisions of
|Q| into lattice polytopes.

When |Q| = Q is a polytope, the moduli space MQ contains an open subset UQ
which is the moduli space of pairs (X,B) with a toric variety X. The closure of UQ
is an irreducible component of MQ. The strata in this closure correspond to convex

subdivisions of Q, and the normalization of UQ coincides with the toric variety for
the secondary polytope of (Q,Q ∩M).

Rather than relying on the methods of the Minimal Model Program, the proof
is rather direct. To each family (TS � X,B) → S we can associate the graded
algebra R(X/S,L) = ⊕

d≥0 π∗Ld , multigraded by M due to the TS-action, and
multiplicity-free by the assumptions on the fibers, with a section s, an equation of B.
Then the moduli of stable toric pairs is equivalent to the moduli of algebras (R, s)
with a section, and the latter is rather straightforward.

We note that the faces of the secondary polytope of (Q,Q ∩M) (see [20] for the
definition) are in bijection with the convex subdivisions of Q.

For some polytopesQ the moduli spaceMQ does indeed have several irreducible
components. The extra components always appear when there exists a non-convex
subdivision of Q into lattice polytopes.

Another situation where the extra components are guaranteed is when the stratum
for a particular convex subdivision has higher dimension in MQ than it does in the
toric variety for the secondary polytope. Both can be computed effectively: the latter
is the codimension of the corresponding cone in the normal fan of the secondary
polytope, and for MQ it is the dimension of the cohomology group describing the
gluing, as in 4.3.
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On the other hand, the following dual point of view turns out to be very important.

Definition 4.6. Let Y be a projective scheme. A variety over Y is a reduced, but
possibly reducible, projective variety X together with a finite morphism f : X → Y .
A family of varieties over Y is a finite morphism f : X → Y × S such that X → S

is flat, and every geometric fiber is a variety over Y , as above.
IfG is an algebraic group acting linearly onY ⊂ Pn, then aG-variety (resp. family)

over Y is a morphism f : X → Y as before which, in addition, is G-equivariant.

Lemma 4.7. Families of stable toric pairs of type |Q| are in a natural bijective
correspondence with families of stable toric varieties over Pn with the homogeneous
coordinates xm, m ∈ M ∩ |Q|, on which T acts with the characters m.

Proof. Indeed, the data for both the morphism to Pn and the divisor B not containing
any T -orbits is the same: working locally over S = SpecA, it is a collection (cm ∈ A)
such that cm(s) �= 0 for every vertexm of a polytopeQi corresponding to the fiberXs .

�

Remark 4.8. We note that there exists another moduli space closely related to our
moduli space M of stable toric varieties: it is the toric Hilbert scheme HilbTPn [46],
[24] parameterizing subschemesX ⊂ Pn corresponding to the multiplicity-free multi-
graded algebras. So, geometrically what we have done is the following: we replaced
closed subschemes of Y by reduced varieties X with a finite morphism to Y .

Indeed, this is a general situation, and in [13] such a universal substitute for the
Hilbert scheme is constructed in general, without the multiplicity-free assumption (or
group action). Reduced varieties with a finite morphism to a scheme Y are called
branchvarieties of Y , to contrast with subvarieties or subschemes of Y .

Over a field of characteristic zero, the above picture can be generalized to stable
spherical varieties over Y . Recall that if G is a connected reductive group then a
G-varietyX is called spherical if it is normal and a Borel subgroup ofG has an open
orbit. One motivation for considering spherical varieties is the following important
finiteness property: aG-variety is spherical iff anyG-variety birationally isomorphic
to it has only finitely many G-orbits.

A polarizedG-linearized variety (X,L) is spherical iff it is normal and the algebra
R(X,L) = ⊕

d≥0H
0(X,Ld) is multiplicity free, i.e. when it is written as a direct sum

over the irreducible representations Vd,λ of the group G̃ = Gm×G, each multiplicity
is 1 or 0.

One important difference between the toric and spherical cases is that the spherical
varieties are not completely classified. For any homogeneous spherical varietyG/H ,
its normal G-embeddings correspond to colored fans. However, the homogeneous
spherical varieties G/H are currently only classified in types A and D, [41], [17].

For a polarized spherical variety (X,L) one can define its moment polytope [18]
which, when working over C, coincides with the moment polytope of X as a Hamil-
tonian variety. Which polytopes may appear as moment polytopes is not known.
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However, it is known that the set of moment polytopes contained in any bounded set
is finite [11], [12]. Together with the boundedness results of [13], this implies that
the set of moment polytopes of polarized stable spherical varieties (X,L)with a fixed
Hilbert polynomial is finite.

Definition 4.9. A stable spherical variety over a G-variety Y ⊂ Pn is a G-variety
over Y such that the G-module R(X,L), L = f ∗OY (1) is multiplicity-free,

Similarly, a family of stable spherical varieties over Y is a proper family of G-
varieties f : GS � X → Y × S over Y such that, denoting L = f ∗OY×S(1), one
has

R(X/S,L) = ⊕
d≥0 π∗(X,Ld) = ⊕

λ Vd,λ ⊗ Fd,λ,

where Vd,λ are the irreducible (Gm × G)-representations and Fd,λ are locally free
sheaves of rank 1 or 0.

There is an equivalent more geometric definition in terms of gluing from spherical
varieties. However, as was noted above, the structure of the “building blocks”, i.e.
ordinary spherical varieties, is a little mysterious.

Theorem 4.10 ([12]). The functor of stable spherical pairs over Y has a coarse
moduli space MY over Q. It is a disjoint union of projective schemes.

As in the toric case, one can define a stable spherical pair (X,B). However,
when G is not a torus, this turns out to be a very special case of stable maps. The
analogue of Lemma 4.7 in the spherical case is the following:

Lemma 4.11 ([12], Prop.3.3.2). Families of stable spherical pairs of type |Q| are
in a natural bijective correspondence with families of stable spherical varieties over
P
( ⊕ End(Vm)

)
, where m go over the weights in |Q|.

One important case where all stable spherical varieties are completely classified
is the case of stable reductive varieties [9], [10]. Each polarized stable reductive
variety corresponds to a complex Q = (Qi) of lattice polytopes in 
R, where 
 is
the weight lattice ofG, and the complex Q is required to be invariant under the action
of Weyl group. Limits of one-parameter degenerations again correspond to convex
subdivisions.

5. Abelian varieties

In terms of Definition 1.1, this case corresponds to the pairs (X, εB), with a floating
coefficient. Here, X is an abelian variety, or more accurately an abelian torsor (i.e.
no origin is fixed) or a similar “stable” variety, and B is a theta divisor. But again,
Minimal Model Program is not used, and the constructions and proofs of [6] are more
direct, using the symmetries of the situation.
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A fundamental insight from the Minimal Model Program is that we should be
working with abelian torsors with divisors (B ⊂ X) instead of abelian varieties
(0 ∈ X), because the former fit into the general settings of Definition 1.1 and the
basic construction of Section 2, and the latter do not. The bridge is the following

Lemma 5.1 ([6]). There is a natural bijective correspondence between principally
polarized abelian schemes (A, λ : A → At) → S and flat families of abelian torsors
(A � X,B) → S such that B is an effective relative Cartier divisor defining a
principal polarization on each geometric fiber.

For example, if C → S is a smooth family of curves then (Pic0
C/S, λ) is the

principally polarized abelian scheme, and (Pic0
C/S � Picg−1

C/S ⊃ �g−1) is the family
of abelian torsors. The two families are usually not isomorphic, unless C → S has a
section.

Recall that a semiabelian variety is a group variety G which is an extension

1 → T → G → A → 0

of an abelian variety by a multiplicative torus. Let g = dimG = r + a = dim T +
dimA. We will denote the lattice of characters of T byM0 � Zr and reserveM � Zg

for a certain lattice of which M0 will be a quotient.
Generalizing directly Definition 4.2, we give the following:

Definition 5.2. Let X be a variety with an action of a semiabelian variety G, and
B ⊂ X be an effective Cartier divisor. The variety X, resp. the pair (X,B) is called
a stable quasiabelian variety (resp. stable quasiabelian pair) if the following three
conditions are satisfied:

1. on singularities: X is seminormal (resp. and B does not contain anyG-orbits),

2. on group action: isotropy groups Gx are subtori, and

3. numerical: (resp. the divisor B is ample).

A proper flat morphism f : (G � X,B) → S is called a family of stable quasia-
belian pairs; here G is a semiabelian group scheme over S, X is a scheme endowed
with an actionG×S X → X, with a relative Cartier divisorB, so that every geometric
fiber is a stable quasiabelian pair.

The essential difference with the case of stable toric varieties is that the group
variety G may vary, and in particular the torus part T may change its rank.

Intuitively (and this actually works when working over C) a polarized abelian
variety should be thought of as a stable toric variety for a constant torus that, in terms
of the data 4.3, corresponds to a topological space |Q| = Rg/Zg and an element of a
cohomology group describing the gluing, as in 4.3.2; however, the Čech cohomology
should be replaced by the group cohomology. A general polarized stable quasiabelian
variety should be thought of as a similar quotient of a bigger stable toric variety for a
constant torus by a lattice.
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Remark 5.3. Namikawa [43] defined SQAVs, or “stable quasiabelian varieties” not
intrinsically but as certain limits of abelian varieties. They are different from our
varieties in several respects. In particular, some of Namikawa’s varieties are not
reduced, and it is not clear if they vary in flat families. The above definition also
includes varieties which are not limits of abelian varieties.

The varieties of Definition 5.2 were called stable semiabelic varieties in [6]. Since
this was a somewhat awkward name, I am reverting to the old name.

A stable quasiabelian pair is linearized if the sheaf L = OX(B) is provided with
a T -linearization (not G-linearization!) The first step is to classify the linearized
varieties, which is quite easy:

Theorem 5.4. A linearized stable quasiabelian variety (G � X,L) is equivalent to
the following data:

1. (toric part) a linearized stable toric variety (X0, L0) for T , and

2. (abelian part) a polarized abelian torsor (X1, L1) for A.

The variety X is isomorphic to the twisted product

X = X0 ×T G = (X0 ×G)/T , T acting by (t, t−1)

and there is a locally trivial fibration X → X1 with fibers isomorphic to X0. Each
closed orbit of G � X with the restriction of L is isomorphic to the pair (X1, L1).

5.5. Hence, the linearized stable quasiabelian varieties (X,L) (resp. pairs (X,B))
over a field k = k̄ are easy to classify, and are described by the following data:

1. A complex of polytopes Q0 with a reference map ρ̃0 : |Q0| → M0,R.

2. A polarized abelian torsor (X1, L1), which is equivalent to a polarized abelian
variety (A, λ : A → At).

3. A semiabelian varietyG, which is equivalent to a homomorphism c : M0 → At .

4. A certain cohomology group, very similar to the one in 4.3, describing the
gluing. The only difference is that in this case the sheaves, instead of tori, have
coefficients in certain Gm-torsors.

The topological space |Q0| has dimension dimX0 ≤ dim T = r , the toric rank
ofG. The analogy with stable toric varieties becomes even stronger when we associate
to (X,L) a cell complex Q of dimension dimX. This is done as follows:

The kernel of the polarization map λ : A → At has order d2, where d is the
degree of polarization, and comes with a skew-symmetric bilinear form. If char k � d,
it can be written as ker λ = H × Hom(H,Gm) for a unique finite abelian groupH of
rank ≤ dimA. Write H as a quotient M1/�1, where M1 = Za and �1 is a subgroup
of finite index.
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The cell complex Q1 we associate to the abelian torsor (X1, L1) consists of one
cellM1,R/�1 � Ra/Za , a real torus of dimension a. LetM = M0 ×M1 and � = �1.
Then the cell complex associated to the linearized pair (X,L) is Q = Q0 × Q1. It
comes with a reference map ρ : |Q| → MR/�1 � Rg/Za .

It turns out, however, that if (T � X,B) is a degeneration of abelian varieties
with T �= 1, the invertible sheaf L is never linearized. On the other hand, there exists
an infinite algebraic cover f : X̃ → X such that the pullback L̃ = f ∗L is linearized
in a canonical way:

Theorem 5.6 ([6]). LetG be a semiabelian group scheme over a connected scheme S,
and assume thatG is a global extension 1 → T → G → A → 0 of an abelian scheme
A by a split torus T . Then a family of stable quasiabelian pairs (G � X,B) → S

is equivalent to a family of linearized stable quasiabelian pairs (G � X̃, B̃) → S

whose fibers are only locally of finite type, with a compatible free in Zariski topology

action of M0 = Zr so that (X,B) = (X̃, B̃)/M0.
Moreover, there exists a subgroup�0 � Zr

′
, r ′ ≤ r , ofM0 such that X̃ is a disjoint

union of [M0 : �0] copies of a connected scheme X̃′, and (X,B) = (X̃′, B̃ ′)/�0.

A polarized toric variety (X,L) provides a trivial case of this theorem: in this case
�0 = 0, and X is the disjoint union of M0 � Zr copies of X, one for each possible
T -linearization of the sheaf L.

A less trivial, but equally familiar example is the rational nodal curve, which is a
quotient X̃/Z of an infinite chain of P1s by M0 � Z. Mumford [42] constructed a
number of degenerations of abelian varieties which are such infinite quotients. So the
above statement may be considered to be a precise inverse of Mumford’s construction.

The scheme X̃′ can be written in the form X̃0 ×T G, where X̃0 is a linearized
scheme locally of finite type. Then locally X̃0 is isomorphic to a linearized stable
toric variety. This defines a locally finite complex of polytopes Q̃0 with a reference
map ρ̃0 : |Q̃0| → M0,R. Moreover, Q̃0 has a �0-action with only finitely many orbits,
and ρ̃0 is�0-invariant. This can be summed up by saying that each stable quasiabelian
pair defines a finite complex of polytopes ρ0 : Q0 = Q̃0/�0 → M0,R/�0 � Rr/Zr

′
.

Again, we can add to this the abelian part, and obtain a complex of dimension
dimX. As above, the abelian part gives a one-cell complex Q1 = M1,R/�1 � Ra/Za .
We set Q = Q0 × Q1, M = M0 ×M1, and � = �0 × �1. Then Q is a finite cell
complex, and it comes with a reference map ρ : |Q| → MR/� � Rg/Za+r ′ .

The topological space ρ : |Q| → MR/� together with the reference map is the
type of a stable quasiabelian variety (X,L), resp. of a pair (X,B). We say that the
type is injective if the reference map ρ is injective. In this case it can be shown that the
type is constant in connected families, and so we can talk about moduli spacesM|Q|.

5.7. The classification of isomorphism classes in the stable toric case 4.3 and lin-
earized stable semiabelian case 5.5 can be translated to this most general case almost
verbatim.
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The most important of the moduli spacesM|Q| are the ones containing abelian tor-
sors of degree d, defining a polarization λ : A → At with ker λ � H ×Hom(H,Gm).
In this case, the type is a real torusMR/� � Rg/Zg , where� ⊂ M is a sublattice with
M/� � H . One observes that this real torus with a lattice structure is an analogue
of a lattice polytope Q in the stable toric case.

A cell subdivision of |Q| in this case is the same as a �-periodic subdivision of
MR which is a pullback of a �0-periodic subdivision of M0,R into lattice polytopes
with vertices in M0.

One proves that the moduli functor of stable quasiabelian pairs of injective type
is proper, and that one-parameter degenerations correspond to suitably understood
convex subdivisions of |Q|.

A �-periodic subdivision of MR is convex if it is the projection of the lower
envelope of the points (m, h(m)), where m goes over M � Zg , and h : M → R is a
function of the form

h(m) = (positive semidefinite quadratic form) + r(m mod �),

where r : M/� → R is a function defined on the finite set of residues.
In particular, the principally polarized case corresponds to � = M = Zg . The

convex subdivisions of Rg/Zg in this case are the classical Delaunay decompositions,
that appeared in [50]. A detailed combinatorial description of one-parameter degen-
erations of principally polarized abelian varieties from the present point of view, in
which Delaunay decompositions naturally appear, was given in [15].

By analogy, when � ⊂ M is a sublattice of finite index, we call the convex
subdivisions of MR/� semi-Delaunay decompositions.

We will denote the moduli spaces appearing in this case by APg,H , resp. APg in
the principally polarized case; AP stands for abelian pairs.

Theorem 5.8. For each of the types |Q| = MR/� � Rg/Zg , |M/�| = d, the
functor of stable quasiabelian pairs of type |Q| over Z[1/d] has a coarse moduli space
APg,H , a proper algebraic space over Z[1/d]. The moduli space APg,H has a natural
stratification with strata corresponding to subdivisions of |Q| modulo symmetries
of (M,�).

The moduli space APg,H contains an open subsetU|Q| of dimension g(g+1)
2 +d−1

which is the moduli space of abelian torsors (X,B) defining a polarization of degree d.
The closure of U|Q| is an irreducible component of APg,H . The strata in this closure
correspond to semi-Delaunay subdivisions.

In particular, one has the following:

Theorem 5.9. For |Q| = MR/M � Rg/Zg , the functor of stable quasiabelian pairs
of type |Q| has a coarse moduli space APg , a proper algebraic space over Z. The

moduli space APg has a natural stratification with strata corresponding to Zg-periodic
subdivisions of Rg , pullbacks of Zr -periodic subdivisions of Rr into lattice polytopes
with the set of vertices equal to the lattice Zr of periods, modulo GL(g,Z).
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The moduli space APg contains an open subset which is the moduli space Ag of
principally polarized abelian varieties. The closure ofAg is an irreducible component

of APg . The strata in this closure correspond to Delaunay subdivisions, and the

normalization of Ag coincides with the toroidal compactification Avor
g for the second

Voronoi fan. This toroidal compactification is projective.

The proof of the theorems exploits the connection with the toric case in the fol-
lowing way. Although the toric rank in a family of stable quasiabelian varieties may
change, in an infinitesimal family it does not. Hence, Theorem 5.6 together with the
toric methods give the deformation and obstruction theory for the moduli functor. The
moduli spaces then can be constructed by using Artin’s method [16].

The (locally closed) cones of the second Voronoi fan consist of positive semidefi-
nite quadratic forms that define the same Delaunay decomposition. Thus, we see that
this fan, introduced by Voronoi in [50], is the precise infinite periodic analogue of (the
normal fan of) the secondary polytope, and predates it by about 80 years.

Starting with g = 4, the moduli spaces APg do indeed have several irreducible
components (as do the moduli spaces of stable toric varieties). The extra components
always appear when there exists a non-Delaunay Zr -periodic subdivision of Rr into
lattice polytopes with vertices in the same Zr , with r ≤ g.

Another situation where the extra components are guaranteed is when the stratum
for a particular Delaunay decomposition has higher dimension in APg than it does in

Avor
g . Both can be computed effectively: for the Voronoi compactification it is the

codimension of a cone in the 2nd Voronoi fan, and for APg it is the dimension of the
cohomology group describing the gluing, as in 4.3, 5.5, 5.7. See [5] for more on this.

One important construction involving moduli spaces of abelian varieties is the
Torelli mapMg → Ag which associates to a smooth curve C of genus g its Jacobian,
a principally polarized abelian variety (A, λ : A → At) of dimension g. Combinato-
rially, it was understood by Mumford (see [43]) that the Torelli map can be extended
to a morphism from the Deligne–Mumford compactificationMg toAvor

g , and this was
the original motivation for considering the second Voronoi fan in [43].

The moduli interpretation of the extended morphismMg → APg was given in [7].
To a nonsingular curve C, it associates the pair (Pic0 C � Picg−1 C,�), and to a
stable curve, the stable quasiabelian pair (Pic0 C � Jacg−1 C,�), where Jacg−1 C

is the moduli stable of semistable rank 1 sheaves on C of degree g − 1, and � is the
divisor corresponding to sheaves with sections.

The Zg-periodic cell decompositions corresponding to the image of Mg have a
simple description. First of all, they are not arbitrary but are given by subdividing Rr

(and by pullback, Rg) by systems of parallel hyperplanes {li(m) = n ∈ Z}. The
condition that the set of vertices of the polytopes in Rr cut out by the hyperplanes
is the same lattice of periods Zr is equivalent to the condition that {li ∈ M∨

0 } is a
unimodular system of vectors, i.e. every (r × r)-minor is 0, 1 or −1. Another name
used for unimodular systems of vectors is regular matroid, see [45].
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In these terms, the answer to “combinatorial Schottky” or “tropical Schottky”
problem is the following: the strata in the image ofMg correspond to special matroids
that are called cographic. If G is a graph then its cographic subdivision is theH1(G,Z)-
periodic subdivision of H1(G,R) obtained by intersecting H1 with C1(G,R) divided
into standard Euclidean cubes.

This theory was extended to the degenerations of Prym varieties in [8], [49], and
many non-cographic matroids appear there. For example, using the above theory
Gwena [21] described some of the degenerations of intermediate Jacobians of cubic
3-folds, including a particular one that corresponds to a very symmetric regular ma-
troid R10 which is neither cographic, nor graphic.

In conclusion, we would like to mention one other important motivation from the
Minimal Model Program for looking at stable abelian pairs: by a theorem of Kollár
[37], if A is a principally polarized variety then the pair (A,�) has log canonical
singularities.

6. Grassmannians

In Section 4 we defined stable toric (and spherical) varieties over a projective
G-scheme Y ⊂ Pn. The corresponding moduli spaces MY,Q are projective. What
does one get by looking at some particular varieties Y ? One nice case that has many
connections with other fields is the case when Y ⊂ Pn is a grassmannian with its
Plücker embedding and the group is the multiplicative torus.

Let E = E1 ⊕ · · · ⊕ En be a linear space with the coordinate-wise action by the
torus T = Gn

m with character groupM = Zn. (Dimensions ofEi are arbitrary.) Let r
be a positive integer, and

i : Y = Gr(r, E) ↪→ P(
rE)

be the grassmannian variety of r-dimensional subspaces of E with its Plücker em-
bedding.

For each collection of 2n nonnegative integers d = (dI | I ⊂ {1, . . . , n}), the thin
Schubert cell is defined to be the locally closed subscheme of Gr(r, E)

Grd = {
V ⊂ E | rank(V ∩ ⊕

i∈I Ei) = dI
}
.

(Some of these may be empty; one necessary condition for non-emptiness is the
inequality dI∩J +dI∪J ≥ dI +dJ for all I, J .) There is a subtorus Td acting trivially
on Grd , and the quotient torus (T /Td) acts freely.

A generalized matroid polytope is a polytope in Rn defined by the inequalities

Qd = {
0 ≤ xi ≤ dimEi,

∑n
i=1 xi = r and

∑
i∈I xi ≥ dI for all I

}
.

The classical matroid polytopes are a special case, when all dimEi = 1.
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In [40], Lafforgue constructed certain compactifications of the quotients of thin
Schubert cells

Grd /T = Grd /(T /Td).

These compactifications have important applications in Langlands program, and they
include compactifications of the homogeneous spaces PGLn−1

r /PGLr equivariant
with respect to the action by PGLr (this is the case of all dimEi = r and dI = 0 for
all I �= {1, . . . , n}).

As shown in [12], the main irreducible components of the moduli spaces
MGr(r,E),Qd of stable toric varieties over Gr(r, E), as in Section 4, coincide with
the Lafforgue’s compactifications, at least up to normalization.

The connection is as follows. For each point p ∈ Grd , the normalization of the
closure of the orbit T ·p defines a T -toric varietyX → Gr(r, E) for the polytopeQd .
This gives a canonical identification of Grd /T with an open subset U of the moduli
spaceMGr(r,E),Qd . Since the latter is projective, this gives a moduli compactification
of Grd /T .

A case of particular interest is when all dimEi = 1 andQ is the moment polytope
of a generic point p ∈ Gr(r, n). In this caseQd = �(r, n), a hypersimplex. This case
was considered by Kapranov in [29] who constructed a compactification he called the
Chow quotient, by using the Chow variety.

The moduli spaceM = MGr(r,n),�(2,n) in this case can be interpreted as a compact-
ified moduli space of hyperplane arrangements. This interpretation, with a somewhat
folk status, was recorded by Hacking–Keel–Tevelev in [23], along with many new
results about this moduli space. We note that the latter paper uses the toric Hilbert
scheme, rather than stable toric varieties over Y . But in this case the two points of
view coincide, because matroid polytopes, as was observed in [23], are unimodular
(by which we mean that the monoid of integral points in the cone overQ is generated
by the integral points ofQ). As a consequence, stable toric varieties over Gr(r, n) are
actually T -invariant subschemes of Gr(r, n).

We now review this interpretation. Let p ∈ Gr0(r, n) be a generic point, and
X = T · p be the orbit closure, isomorphic to a (normal) toric variety for the polytope
�(r, n). Then X → Gr(r, n) can be equivalently interpreted as any of the following:

1. a point in Gr0(r, n)/T ,

2. a point of an open subset U = UGr(r,n),�(r,n) of MGr(r,n),�(r,n),

3. a point of an open subset U of the toric Hilbert scheme of Gr(r, n).

Now pick a generic point e ∈ An and consider the closed subvariety Ye of X
corresponding to the r-dimensional subspaces that contain e. This is Kapranov’s
visible contour. It is easy to see that:

1. For generic e, e′ the varieties Ye and Ye′ are isomorphic since they differ by
T -action. So we could as well associate one variety Y with each X, up to an
isomorphism.
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2. As the line A1
e changes, the disjoint subvarieties Ye cover an open subset V

of X, so they are fibers of a proper fibration V → T/Gm. In particular, the
singularities of (Ye,� ∩ Ye) are no worse than singularities of (X,�), where
� is the complement of the dense torus orbit in X.

3. In fact, each Y is isomorphic to Pr−1, and Y ∩� = B1 ∪ B2 ∪ · · · ∪ Bn is the
union of n hyperplanes in Pr−1 in general position. The divisorsBi correspond
to the n coordinate hyperplanes in E = (A1)n.

4. By the Gelfand–MacPherson correspondence, the T -orbits of Gr0(r, n) are in a
natural bijection with PGLr -orbits of n hyperplanes in Pr−1 that are in general
position, i.e. with isomorphism classes of labeled hyperplane arrangements
(Pr−1, B1 + · · · + Bn). So, U = UGr(r,n),�(r,n) is the moduli space of the
general-position hyperplane arrangements.

Now look at any stable toric variety X → Gr(r, n) of type |Q| = �(r, n) and at
a corresponding subvariety Ye. Then the properties (1) and (2) above still hold. In
particular, each Y is a generic section ofX, and the singularities of (Y, B1+· · ·+Bn =
Y ∩�) are no worse than the singularities of the pair (X,�). But by Lemma 4.4 the
latter are semi log canonical. This implies that each pair (Y, B1 + · · · +Bn) is stable
in the sense of Definition 1.1.

Question 6.1. Can the moduli spacesMY,Q in the case when Y is a partial flag variety,
for example a variety of two-step flags, be interpreted as the moduli space of stable
maps?

We also note that [7] provides an interpretation of the morphism

MGr(r,n),�(r,n) → MP(
eE),�(r,n)

as a toric analogue of the extended Torelli map Mg → Ag .

7. Higher Gromov–Witten theory

One of the exciting new frontiers for the moduli of stable pairs is the “higher-
dimensional” Gromov–Witten theory, obtained by replacing the n-pointed stable
curves (X,B1 + · · · + Bn) → Y by stable pairs with dimX ≥ 2. We list several
questions in this direction.

Question 7.1. One way to define “higher” Gromov–Witten-invariants is to use eval-
uations at the intersections points

⋂
j∈J Bj with |J | = dimX. Can a “generalized”

quantum cohomology ring be defined using these evaluations? And is it a richer
structure than simply an associative ring?

Question 7.2. Is there a more nontrivial definition, using evaluations at divisors rather
than at points?
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Question 7.3. Do the moduli spaces of weighted n-pointed curves, constructed by
Hassett [27] lead to new ways to compute ordinary Gromov–Witten-invariants and

descendants? When one varies the weights bj and the moduli space M
(bj )

0,n (β, Y )

changes, is there a nice “wall-crossing” formula?

Question 7.4. The formula for the intersection products of ψ-classes onM0,n is par-
ticularly easy (these are just the multinomial coefficients). What is the generalization
of this formula for the compactified moduli space of hyperplane arrangements? Can
it be obtained by using the toric degeneration of Gr(r, n) to a Gelfand–Tsetlin toric
variety Z and thus degenerating MGr(r,n),Q to MZ,Q?
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Evaluation maps, slopes, and algebraicity criteria

Jean-Benoît Bost

Abstract. We discuss criteria for the algebraicity of a formal subscheme V̂ in the completion X̂P
at some rational point P of an algebraic variety X over some field K . In particular we consider
the case where K is a function field or a number field, and we discuss applications concerning
the algebraicity of leaves of algebraic foliations, algebraic groups, absolute Tate cycles, and the
rationality of germs of formal functions on a curve over a number field.
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37F75.

Keywords. Arakelov geometry, algebraic foliations, algebraic groups, algebraicity and ratio-
nality criteria, capacity, Diophantine approximation and slopes.

1. Introduction

This article presents a survey of the arithmetic algebraicity criteria and their appli-
cations that have been developed in [12], [13], and in the subsequent joint work with
Chambert-Loir [14].

The proofs of these criteria rely on what might be called the method of slopes,
that is inspired by the classical techniques of auxiliary polynomials in Diophantine
approximation, but is formulated in a geometric framework. In this approach, when
investigating a projective algebraic varietyX equipped with some ample line bundleL
defined over a number fieldK, and some zero-dimensional subschemes �i of X, the
basic objects of interest are the evaluation maps

ηD,i : �(X,L⊗D) −→ �(�i, L
⊗D)

which map global sections of L⊗D to their restrictions to �i. Typically, when X is
the compactification of an algebraic groupG, the�i’s may be some sets of multiples
of some rational points of G, or some thickenings of such subsets. In the situa-
tion we shall deal with in this paper, the �i’s will be the successive infinitesimal
neighbourhoods of some point P of X(K) in a formal subscheme V̂ of the formal
completion X̂P .

The geometry of the�i’s inX turns out to be reflected by the injectivity properties
of these evaluation maps – this is the contents of the so-called zero lemmas whenX is
some compactified algebraic group, and, in the setting of this paper, of the algebraicity
criterion in Proposition 2.1 below. This geometry is finally related to the arithmetic
properties of the data X, L, and �i through the slopes inequalities satisfied by the
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K-linear maps ηD,i . Indeed, after the choice of auxiliary data (such as integral models
forX, L, and the�i’s, and hermitian metrics onX(C) and LC), the source and range
of ηD,i appear as the underlying K-vector spaces attached to some hermitian vector
bundles over Spec OK . To them, elementary Arakelov geometry attaches arithmetic
invariants, such as the height of ηD,i and the Arakelov degree and the slopes of these
hermitian vector bundles. The slope inequality for ηD,i asserts that, when for instance
ηD,i is injective, the maximal slope of its source is bounded from above by the sum
of its height and of the maximal slope of its range.

The approach to proving Diophantine statements by the consideration of evaluation
maps and of the associated slope estimates has been introduced in a Bourbaki report
[10], devoted to the work by Masser and Wüstholz on periods and minimal abelian
subvarieties of abelian varieties over number fields [35]. The flexibility of this new
geometric approach allowed the author to combine the original arguments in [35],
phrased in terms of classical theta functions, with the “modern” theory of abelian
schemes (including deep results due to Néron, Mumford, and Moret-Bailly), and
to establish variants of the original work of Masser and Wüstholz where constants
occuring in various estimates are explicitly bounded.

These effective versions of the “period theorem” of Masser and Wüstholz and
of the consequent “isogeny estimates” have been recently improved by Viada ([43],
[42]), by means of the same techniques. The combination of the method of slopes
and of the modern theory of abelian schemes has also been used by Gaudron ([26])
to derive effective estimates on linear forms in logarithms on abelian varieties.

The results in the present article have been inspired by the work of D. and G. Chud-
novsky [19], [18], and by the generalization of the results in [19] to abelian varieties
by Graftieaux in [27] and [28], who also used the above combination of techniques.
However, in the formulation and the proofs of the results discussed below, the flexi-
bility of the method of slopes has not been exploited to derive Diophantine statements
on abelian varieties involving explicit estimates, but instead to establish results valid
in some general geometric setting by means of relatively non-technical arguments, at
the expense of explicitness.

Another illustration of the flexibility of the method of slopes, in a spirit similar
to this paper, is provided by the recent work by Gasbarri [25], who used this method
to derive generalizations of transcendance theorems à la Schneider–Lang–Bombieri
in general geometric situations and to clarify their relations with higher dimensional
Nevanlinna theory.

In this article, we shall focus on these geometric aspects, instead of going into the
details of the arguments of Arakelov geometry involved in proofs. For those, we refer
to the original papers [12], [13], and [14] and to Chambert-Loir’s Bourbaki report
[16], which also discusses the link between slopes inequalities and more traditional
techniques, such as Siegel’s lemma and the interpolation determinants of Laurent [33].

To emphasize the geometric content of our approach, we shall first explain how the
methods of auxiliary polynomials, in the guise of the study of the maps ηD,i above,
provides a simple algebraicity criterion for formal germs in an arbitrary projective
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variety over a fieldK (section 2). Then, assuming thatK is the function field k(C) of
some projective curve over some field k,we shall derive some geometric analogues of
the results presented in the later sections. The proofs of these analogues will demon-
strate how inequalities between slopes – of vector bundles over the curve C in this
geometric setting – may be used to establish that, under suitable positivity conditions,
the hypotheses of our previous algebraicity criterion are fulfilled (Section 3). Albeit
technically simpler in the function field case, these arguments will give some insight
into the proof of the arithmetic algebraicity criteria stated in Sections 6 and 7.

Besides, we shall illustrate these arithmetic criteria by applications to the alge-
braicity of leaves of algebraic foliation. Here, by an algebraic foliation over some
base field K , we mean a smooth algebraic variety X over K , equipped with some
sub-vector bundle F of the tangent bundle TX, that is involutive (i.e., whose sheaf of
sections is closed under Lie bracket). When K is a field of characteristic p > 0, the
sheaf of sections of TX is equipped with the operation of p-th power, and it makes
sense to require the sheaf of section of F to be closed under this operation. When K
is a field of characteristic zero, for any point P inX(K), one may consider the formal
leaf of the foliation (X, F ) throughP, namely the unique smooth formal subscheme V̂
of dimension rk F in the completion X̂P whose formal tangent bundle coincides with
the restriction of F .

When K is a number field with ring of integers OK, we may introduce some
smooth model X of X over an open subscheme S of Spec OK such that F extends to
a sub-vector bundle F of TX/S , and consider the following condition, which we shall
call the Grothendieck–Katz condition:

For almost every maximal ideal p in Spec OK, of residue characteristic p, the
involutive subbundle FFp of TXFp

is stable under p-th power.

It is easily seen to be satisfied when the foliation (X, F ) is algebraically integrable1.
The generalized conjecture of Grothendieck–Katz asserts that the converse holds.
It was initially stated for linear differential systems by Katz [31] who attributes it to
Grothendieck. The general formulation of the conjecture is due to Ekedahl, Shepherd-
Barron, and Taylor [24]. Its investigation has been one of the main motivations
behind the algebraicity results presented in this survey (see in particular, Section 6
and Theorems 6.1 and 6.2 below) which may also be considered as extensions of the
earlier works of Chudnovsky ([18]) and André ([2], Chapter VIII, and [4], Section 5)
on the original conjecture of Grothendieck–Katz.

For lack of space, we do not attempt to give any complete historical account of
the origins of the algebraization techniques discussed below. Let us however indicate
that these techniques – based on the consideration of maps sending global sections of
ample line bundles to their restrictions to thickened points – goes back at least to the
paper of Poincaré [37], where he presented an overview of his main results concerning
abelian functions (see especially its Section II). Besides, the original proof of Chow’s

1This means, by definition, that for any field extension � of K , the formal leaf through any point of X(�) of
the algebraic foliation (X�, F�) is itself algebraic.
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theorem relies on a criterion somewhat in the spirit of Proposition 2.1 below (see
[17], Theorem IV). One might also refer to the article of Siegel [40] for historical
comments on the proofs of algebraization statements in the framework of analytic
geometry during the “pre-GAGA” era.

Algebraicity criteria in a geometric setting involving positivity conditions in the
spirit of Theorem 3.1 below may also be deduced from classical results by Andreotti
and Grauert on fields of meromorphic functions ([6], [5]) and by Hironaka, Mat-
sumura, and Hartshorne on fields of formal meromorphic functions ([30], [29]);
see [12], Section 3.3, and [9].

We refer to the monograph [7] for additional references concerning these tech-
niques of formal geometry and their applications to extension and connectedness
problems in projective geometry over a field. Many of these applications may be ex-
pected to have arithmetic counterparts which would extend the results in this article.

Conventions. The following notation and terminology are used throughout the article.
By an algebraic scheme over some field k, we mean a separated scheme of finite

type over k. Integral algebraic schemes X over k will be called algebraic varieties
over k.

Let G be an algebraic group over a field K of characteristic 0. Its Lie algebra
LieG is the fiber at the unit element e ∈ G(K) of the tangent bundle TG, and may be
identified with theK-vector space of the left-invariant regular sections of TG overG.
The Lie bracket on LieG is, by definition, the restriction of the Lie bracket on vector
fields in�(G, TG).A Lie subalgebra h, defined overK, of LieG is called an algebraic
Lie subalgebra when it is the Lie algebra of some algebraic subgroupH inG. When
this holds, the subgroupH may be supposed connected, and then is unique and defined
over any field of definition of G and h.

If K is a number field, its ring of integers will be denoted OK . For any non-zero
prime ideal p of OK , we let Np := |OK/p| its norm, Kp (resp. Op) the p-adic
completion ofK (resp. of OK ), and | |p the p-adic absolute value onKp normalized
in such a way that, for any uniformizing element � of Op, |� |p = Np−1. We shall
also denote Kv the completion of K at some place v (possibly archimedean).

2. Algebraic formal germs and auxiliary polynomials

Let X be an algebraic scheme over a field K , P a point of X(K), X̂P the formal
completion ofX at P , and V̂ ↪→ X̂P a smooth formal subscheme. Such a V̂ will also
be called a smooth formal germ of subvariety through P in X. For any non-negative
integer i, we shall denote Vi the i-th infinitesimal neighborhood of P in V̂ . Thus,

V0 = {P } ⊂ V1 ⊂ V2 ⊂ · · ·
and

V̂ = lim→ Vi.
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We may consider the Zariski closure of V̂ in X, namely, the smallest closed
subscheme Z of X such that ẐP contain V̂ . Observe that it is a subvariety of X
containing P : the ideal in OX,P defining its germ at P is the intersection of OX,P and
of the ideal in its completion ÔX,P = O

X̂P
that defines V̂ , hence is prime. Moreover,

since ẐP contains V̂ , the dimension of Z is at least equal to the dimension of V̂ .
The formal germ V̂ is called algebraic when these two dimensions are equal.

Indeed, using the compatibility properties of completion and normalization, one easily
checks that this condition is equivalent to each of the following ones, which could
have been used as alternative definitions:

(i) There exists a closed subvariety Z of X such that P belongs to Z(K) and V̂ is
a branch of Z through P (i.e., a component of the completion ẐP ).

(ii) There exist an integral algebraic scheme Y over K , a point 0 of Y (K) and a
K-morphism f : Y → X which maps 0 to P, such that the induced morphism on
formal completions

f̂0 : Ŷ0 −→ X̂P

factorizes through V̂ ↪→ X̂P and defines a formal isomorphism from Ŷ0 to V̂ .
Let us moreover assume that X is projective over K . We may choose an ample

line bundle L onX, and introduce the followingK-vector spaces andK-linear maps,
for any non-negative integers D and i:

ED := �(X,L⊗D),

ηD : ED −→ �(V̂ , L⊗D)
s �−→ s|V̂ ,

ηiD : ED −→ �(Vi, L
⊗D)

s �−→ s|Vi ,

and2

EiD := {s ∈ ED | sVi−1 = 0} = ker ηi−1
D .

Observe that there is a canonical isomorphism �(V̂ , L⊗D) � lim←
i
�(Vi, L

⊗D), by

means of which the map ηD gets identified with lim←
i
ηiD.

The subspaces EiD define a decreasing filtration of ED:

ED = E0
D ⊃ E1

D ⊃ · · · ⊃ EiD ⊃ Ei+1
D ⊃ · · · .

Since the K-vector space ED is finite dimensional, this filtration is stationary, and
the very definition of Z as the Zariski closure of V̂ shows that, if �Z denotes its ideal
sheaf in OX, we have ⋂

i≥0

EiD = ker ηD = �(X,�Z.L⊗D). (2.1)

2In this definition, when i = 0, we let V−1 = ∅ and η−1
D
= 0.
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Finally, if T
V̂

denotes the tangent space of V̂ , then, for any non-negative integer i,
the kernel of the restriction map from�(Vi, L

⊗D) to�(Vi−1, L
⊗D)may be identified

with SiŤ
V̂
⊗LDP , and the restriction of the evaluation map ηiD toEiD defines aK-linear

map:
γ iD : EiD −→ SiŤ

V̂
⊗ L⊗DP .

Roughly speaking, it is the map which sends a section ofL⊗D vanishing up to order i at
P along V̂ to the (i+1)-th “Taylor coefficient” of its restriction to V̂ . By construction,

ker γ iD = Ei+1
D . (2.2)

The following proposition shows how the algebraicity of V̂ and the asymptotic
behaviour of the ranks of the subquotientsEiD/E

i+1
D are related. It may be considered

as a geometric version of the techniques of “auxiliary polynomials” used in the theory
of Diophantine approximation: in our setting, the elements of the space ED :=
�(X,L⊗D) play the role of auxiliary polynomials of degree D.

Proposition 2.1. The following three conditions are equivalent:

(i) the formal germ V̂ is algebraic;

(ii) there exists c > 0 such that, for any (D, i) ∈ N2 satisfying i > cD, the map
γ iD vanishes;

(iii) the ratio ∑
i≥0(i/D)rk (E

i
D/E

i+1
D )∑

i≥0 rk (EiD/E
i+1
D )

(2.3)

does not admit the limit +∞ when D goes to infinity.

Condition (ii) may be also expressed by saying that, for every positive integer D
the filtration (EiD)i≥0 becomes stationary – or equivalently that ηD vanishes on EiD –
when i > cD.

The implication (i) ⇒ (ii) is a straightforward consequence of the basic theory
of ample line bundles and their Seshadri constants (see for instance [34], Chapter 5,
notably Proposition 5.1.9). The implication (ii)⇒ (iii) is clear. We sketch the proof
of (ii) ⇒ (i) below. The one of the implication (iii) ⇒ (i) – which constitutes the
algebraicity criterion we shall use in the sequel – is similar, but slightly more elaborate;
see [13], Section 2.2, for more details.

Let us assume that condition (ii) holds, and let d denote the dimension of V̂ , which
we may assume positive. Then, for any non-negative integers D and i, the quotient
vector space EiD/E

i+1
D = EiD/ ker γ iD � im γ iD has rank at most rk (Si Ť

V̂
⊗ LDP ) =(

d+i−1
i

)
and vanishes if i > cD. This implies that

rk
(
ED

/ ⋂
i≥0

EiD

)
=

∑
i≥0

rk (EiD/E
i+1
D ) ≤

[cD]∑
i=0

(
d + i − 1

i

)
.
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Moreover the last sum is equivalent to cd

d!D
d when D goes to infinity.

Besides, according to (2.1),

ED
/ ⋂
i≥0

EiD = �(X,L⊗D)/�(X,�Z.L⊗D).

For D large enough, this space may be identified with �(Z,L⊗D) and its rank is
equivalent to deg LZ

(dimZ)!D
dimZ when D goes to infinity.

This shows that dimZ is at most d, and therefore is equal to d. This establishes
condition (i), and completes the proof of (ii)⇒ (i).

3. An algebraicity criterion for smooth formal germs in varieties over
function fields

Let C be a smooth projective, geometrically connected curve over some field k and
let K := k(C) be the associated function field.

Recall that, if E is a vector bundle of positive rank on C, its slope is defined as
the quotient of its degree by its rank

μ(E) := degE

rkE
,

and its maximal slope μmax(E) is the maximum of the slopes μ(F) of sub-vector
bundles of positive rank in E. Observe that, if L is any line bundle on C,

μmax(E ⊗ L) = μmax(E)+ degL.

Moreover, if E1 and E2 are vector bundles over C with E2 of positive rank, and if
there exists some (generically) injective morphism of vector bundles ϕ : E1 → E2,

then the following slope inequality holds:

degE1 ≤ rkE1.μmax(E2). (3.1)

Finally, recall that a vector bundle E over C is ample iff it has positive rank and there
exists c > 0 such that, for any non-negative integer i,

μmax(S
iĚ) ≤ −c.i.

LetX be an algebraic scheme overK , P a point inX(K), and V̂ ⊂ X̂P a smooth
formal germ of subvariety through P in X.

After possibly shrinking X, we may assume that it is quasi-projective and choose
a quasi-projective model3 π : X −→ C such that P extends to a section P of π .

3namely, a quasi-projective k-variety X, equipped with a flat k-morphism π : X→ C and an isomorphism
of its generic fiber XK with X.
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Theorem 3.1 ([13], Theorem 2.5). With the above notation, assume that the following
two conditions are satisfied:

(i) the formal subscheme V̂ in X̂P extends to a formal subscheme V̂ of X̂P that
is smooth over C;

(ii) the normal bundle NP V̂ of V̂ along P is ample.

Then V̂ is algebraic.

This algebraicity criterion may be seen as a “geometric model”, concerning func-
tions fields, of the arithmetic algebraicity criterion in Theorem 6.1 below, devoted to
formal germs in varieties over number fields.

Our proof of Theorem 3.1 will rely on the implication (iii)⇒ (i) in Proposition 2.1.
Indeed there exists a projective compactification of X to which the morphism π

extends. Therefore we may assume that X is projective, and choose some ample line
bundle L on X. Let L := LK be its restriction to X, and let ED, EiD, η

i
D, and γ iD

be as in the previous section. We are going to show that, when conditions (i) and (ii)
in Theorem 3.1 are satisfied, the ratio (2.3) stays bounded when D goes to infinity.

To achieve this, let us consider the direct images ED := π∗L⊗D and π|Vi ∗L⊗D,
where Vi denotes the i-th infinitesimal neighbourhood of P in V. These are torsion
free coherent sheaves – or equivalently vector bundles – on C, which at the generic
point SpecK ofC coincide with theK-vector spacesED and�(Vi, L⊗D). Moreover,
every restriction map ηiD : ED −→ �(Vi, L

⊗D) extends to a morphism of vector
bundles:

ηiD : ED −→ π|Vi ∗L⊗D

s �−→ s|Vi .

The filtration (EiD)i≥0 of ED also extends to the filtration of ED by the sub-vector
bundles E iD := ker ηi−1

D . Finally, the kernel of the restriction map from π|Vi ∗L⊗D
to π|Vi−1 ∗L⊗D may be identified with Si(ŇP V̂) ⊗ P ∗L⊗D and the restriction of
the evaluation map ηiD to E iD defines a morphism of vector bundles γ iD : E iD →
Si(ŇP V̂)⊗P ∗L⊗D, which coincides with γ iD at the generic point of C. The kernel
of γ iD is E i+1

D and therefore γ iD factorizes through a (generically) injective morphism
of vector bundles γ̃ iD : E iD/E i+1

D → Si(ŇP V̂)⊗P ∗L⊗D.
The ampleness of NP V̂ and the slope inequality (3.1) applied to the morphisms

γ̃ iD now show that, for some c > 0 independent of i and D, we have:

deg (E iD/E
i+1
D ) ≤ rk (EiD/E

i+1
D )(−c.i +D.deg P ∗L).

Besides, since L is ample, the sheaf ED is generated by its global sections forD large
enough, and consequently:

deg
(
ED

/ ⋂
i≥0

E iD

)
≥ 0.
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Moreover we may write:

deg
(
ED

/ ⋂
i≥0

E iD

)
=

∑
i≥0

deg (E iD/E
i+1
D ).

When D is large enough, the above three inequalities establish that

c.
∑
i≥0

(i/D) rk (EiD/E
i+1
D ) ≤ deg P ∗L.

∑
i≥0

rk (EiD/E
i+1
D ),

and finally that the ratio (2.3) is at most (deg P ∗L)/c.
The following application of Theorem 3.1 illustrates how the algebraicity criteria

contained in Proposition 2.1 and Theorem 3.1 lead to non-trivial geometric conse-
quences in spite of the elementary nature of their proof (see also [9], [20], and [32]
for applications of similar techniques to algebraic and rationally connected leaves of
algebraic foliations).

Theorem 3.2 ([13], Theorem 2.6). Let C be a smooth projective, geometrically con-
nected curve over a field k of characteristic zero, K := k(C) its function field, and
π : G → C a smooth group scheme over C. Let G := GK be its generic fiber, and
Lie G its Lie algebra4.

If the sub-vector bundle of Lie G defined by some Lie subalgebra (over K) h of
LieG is ample, then it is an algebraic Lie subalgebra. More specifically, there exists
a unipotent linear K-algebraic subgroup H in G such that h = LieH.

In the classical analogy between function fields and number fields, this statement
may be considered as a counterpart of Diophantine results concerning algebraic groups
over number fields such as Theorem 6.3 below.

Observe also that, ifG is a semi-abelian variety overK (hence does not admit any
non-trivial unipotent algebraic subgroup), Theorem 3.2 asserts the semi-negativity
of Lie G. When G is an abelian scheme over C, this also follows from a classical
curvature argument due to Griffiths.

Under the hypotheses of Theorem 3.2, to establish the existence of an algebraic
subgroup H of G such that h = LieH, one applies Theorem 3.1 in the situation
where X is G, P is the unit element e of G(K), and V̂ is the “formal exponential”
of the Lie subalgebra h, namely, the formal subgroup of Ĝe such that TP V̂ = h. Its
Zariski closure provides the sought for algebraic subgroup.

When the Lie bracket vanishes on h, one may consider the vector group Vect(h)
defined byh and the productG′ := Vect(h)×G.The graph of the injectionh ↪→ LieG
is an algebraic Lie subalgebra of LieG′, and is the Lie algebra of the graph of an
isomorphism Vect(h) � H ↪→ G.

4It is defined as the restriction along the zero section of π of the relative tangent bundle Tπ . It is a vector
bundle over C, equipped with a OC -bilinear Lie bracket, which coincides at the generic point SpecK of C with
the Lie bracket of the Lie algebra LieG � (Lie G)K of the K-algebraic group G.



546 Jean-Benoît Bost

In general, one establishes that H is linear and unipotent by a similar argument,
after having deduced that h is nilpotent from analyzing the compatibility of the Lie
bracket on h with the Harder–Narasimhan filtration of the associated sub-vector bun-
dle in Lie G.

4. Sizes of formal subschemes over p-adic and global fields

This section and the next one are devoted to preliminaries needed for stating our
arithmetic algebraicity criteria in Sections 6 and 7.

We first describe some constructions introduced in [12], Section 3, and further
developed in [13], Section 4.1, and [14], Section 2. We refer to these papers for
details and proofs.

Let k be a p-adic field (i.e., a finite extension of Qp), O its subring of integers
(i.e., the integral closure of Zp in k), | | : k→ R+ its absolute value, and F its residue
field5.

4.1. Groups of formal and analytic automorphisms. If g := ∑
I∈Nd aIXI is a

formal power series in k[[X1, . . . , Xd ]] and if r ∈ R∗+, we define

‖g‖r := sup
I

|aI |r |I | ∈ R+ ∪ {+∞}.

The “norm” ‖g‖r is finite iff the series g is convergent and bounded on the open ball
of radius r in kd.

Let Â
d

k be the formal completion at the origin of the d-dimensional affine space

over k. Its group Aut Â
d

k of automorphisms may be identified with the space of d-
tuples f = (fi)1≤i≤d of formal series fi ∈ k[[x1, . . . , xd ]] such that f (0) = 0 and
Df (0) := ( ∂fi

∂xj
(0)

)
1≤i,j≤d belongs to GLn(k).

We shall consider the following subgroups of Aut Â
d

k :

• the subgroup Gfor formed by the formal automorphisms f such that Df (0)
belongs to GLn(O);

• the subgroup Gω formed by the elements f := (fi)1≤i≤d of Gfor such that the
series fi have positive radii of convergence;

• for any r ∈ R∗+, the subgroup Gω(r) of Gω formed by the elements f :=
(fi)1≤i≤d of Gfor such that the series fi satisfy the bounds ‖fi‖r ≤ r.

The group Gω(r) may be seen as the group of analytic automorphisms, defined
over k and preserving the origin, of the open d-dimensional ball of radius r . Moreover

5Actually we might assume more generally that k is any field equipped with a complete non-Archimedean
absolute value | | : k→ R+ and let O := {t ∈ k | |t | ≤ 1} be its valuation ring.
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we have:

r ′ > r > 0 �⇒ Gω(r
′) ⊂ Gω(r) and

⋃
r>0

Gω(r) = Gω.

4.2. The size SX(V̂ ) of a formal germ V̂ . The filtration (Gω(r))r>0 of the group
Gω may be used to attach a number SX(V̂ ) in [0, 1] to any smooth formal germ V̂

in an algebraic variety X over k, depending on the choice of some model X of X
over O. This number shall provide some quantitative measure of the analyticity of V̂ .

Let V̂ be a formal subscheme of Â
d

k . For any ϕ in Aut Â
d

k , we may consider its

inverse image ϕ∗(V̂ ), which also is a formal subscheme of Â
d

k . Observe that V̂ is a

smooth formal scheme of dimension v iff there exists ϕ in Aut Â
d

k such that ϕ∗(V̂ ) is

the formal subscheme Â
v

k × {0} of Â
d

k . Moreover, when this holds, ϕ may be chosen
in Gfor.

Similarly, the formal germ V̂ is analytic and smooth – namely, it is the formal
scheme attached to some germ at 0 of smooth analytic subspace of dimension v of
the d-dimensional affine space over k – iff there exists ϕ inGω such that ϕ∗(V̂ ) is the

formal subscheme Â
v

k × {0} of Â
d

k .

These observations lead us to introduce the size of a smooth formal subscheme V̂

of dimension v of Â
d

k , defined as the supremum S(V̂ ) in [0, 1] of the real numbers
r ∈]0, 1] for which there exists ϕ in Gω(r) such that ϕ∗(V̂ ) is the formal subscheme

Â
v

k × {0} of Â
d

k .
More generally, if X is an O-scheme of finite type equipped with a section P ∈

X(O) and if V̂ is a smooth formal subscheme of the formal completion X̂P of X :=
Xk at P := Pk , then the size SX(V̂ ) of V̂ with respect to the model X of X
will be defined as the size of i(V̂ ), where i : U ↪→ AdO is an embedding of some
open neighbourhood U in X of the section P into an affine space of large enough
dimension d, which additionally maps P to the origin 0 ∈ AdO(O).

This definition is independent of the choices of U , d, and i, and extends the
previous one. Actually it satisfies the following invariance properties:

I1. If X is a subscheme of a scheme X′ over O, then SX′(V̂ ) = SX(V̂ ).

I2. If X, X,P , V̂ and X′, X′,P ′, V̂ ′ are as above, and if there exists an O-morphism
φ : X → X′ mapping P to P ′, étale along P , such that the formal isomorphism
φ̂k : X̂P ∼→ X̂′

P ′ maps isomorphically V̂ onto V̂ ′, then SX′(V̂ ′) = SX(V̂ ).

Besides, the size SX(V̂ ) is invariant by extension of the p-adic base field k
(cf. [14]).

Finally observe that, with the same notation as above, the size SX(V̂ ) is positive
iff V̂ is analytic. Moreover, if V̂ extends to a formal subscheme V̂ of the formal
completion of X along P which is smooth along P , then SX(V̂ ) = 1.
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4.3. Size of formal leaves of algebraic foliations. It is possible to establish lower
bounds on the sizes of formal germs of solutions of algebraic ordinary differential
equations. These bounds will allow us to apply our arithmetic algebraicity criteria
below to the solutions of algebraic differential equations – or more generally, to leaves
of algebraic foliations – defined over number fields.

Proposition 4.1. Let X be a smooth scheme over Spec O, P a section in X(O), and
F a sub-vector bundle of rank f in TX/O . Let us assume that the subbundle F := Fk
of the tangent bundle TX of the smooth k-variety X := Xk is involutive, and let V̂ be
the formal germ of leave of this involutive bundle through P := Pk.

1) The size of V̂ with respect to X satisfies the lower bound:

SX(V̂ ) ≥ |π | := |p|
1

p−1 . (4.1)

2) If moreover k is absolutely unramified and if the reduction FF ↪→ TXF
of F to

the closed fiber XF of X is closed under p-th power, then

SX(V̂ ) ≥ |p|
1

p(p−1) . (4.2)

This is proved in [12], Proposition 3.9, and [13], Proposition 4.1, by first reducing
the construction of V̂ to the one of the formal flow ψ(t1,...,tf ) of suitably chosen
commuting sections v1, . . . , vf of F. Then one studies the analyticity properties of
this flow by expanding the map ψ∗(t1,...,tf ) (defined by ψ(t1,...,tf ) acting on functions)
à la Cauchy:

ψ∗(t1,...,tf ) = exp
( ∑

1≤i≤f
ti .vi

)
:=

∑
(i1,...,if )∈Nf

t
i1
1 . . . t

if
f

i1! . . . if !D
i1
1 � · · · �D

if
f ,

where D1, . . . , Df denote the derivations of the sheaf of regular functions on X
defined by v1, . . . , vf .

4.4. A-germs. Consider an algebraic varietyX over some number fieldK, P a point
in X(K), and V̂ a smooth formal subscheme in X̂P .

Let N be a positive integer and (X,P ) a model of (X, P ) over OK [1/N]. For
any maximal ideal p in OK not dividing N, by base change we get a smooth formal
germ V̂Kp through PKp in the algebraic variety XKp over the p-adic field Kp, and a
model (XOp ,POp ) over Op of the pair (XKp , PKp ). Consequently, for any such p,

the size SXOp
(V̂Kp ) is a well-defined element in [0, 1].

We shall say that the formal germ V̂ inX is A-analytic, or is an A-germ, when the
following two conditions are satisfied:

1. for any place v of K, the formal germ V̂Kv is Kv-analytic6;

6or equivalently, if for any maximal ideal p of OK, the formal germ V̂Kp is Kp-analytic in XKp , and for

any complex embedding σ : K ↪→ C, V̂σ is C-analytic in Xσ .
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2. the infinite product
∏

p�N SXOp
(V̂Kp ) is positive, or equivalently,

∑
p�N

log SXOp
(V̂Kp )

−1 < +∞.

This pair of conditions does not depend on the choices of the integer N and the
model (X,P ). Moreover, it is invariant under extension of the base field7.

Recall that, ifX is a variety over a number fieldK and P is some smooth point in
X(K), then the G-functions at the point P ofX are the elements f in the completion
O
X̂P

of OX,P defined by similar conditions: the analyticity at every place of K , and

the positivity of the infinite product as in Condition 2 above, where SXOp
(V̂Kp ) is

replaced by min(1, Rp), Rp denoting the p-adic radius of convergence of f expressed
in some fixed system of local coordinates onX at P (see for instance [2] and [22] for
details and references).

It is straightforward that, if the graph Grf of some f in O
X̂P

– this graph is a

smooth formal germ through P ′ := (P, f (P )) inX′ := X×A1 – is A-analytic, then
f is a G-function. Let us emphasize that the converse does not hold8.

Observe also that an algebraic smooth formal germ is always A-analytic. Even
more, if V̂ is an algebraic smooth formal germ in X̂P , where as above X denotes an
algebraic variety over some number field K and P a point in X(K), and if N is a
positive integer and (X,P ) some model of (X, P ) over Spec OK [1/N], then almost
all the sizes SXOp

(V̂Kp ) are equal to one. Indeed, after “shrinking” Spec OK [1/N]
to Spec OK [1/N ′], with N ′ a suitable multiple of N, the formal scheme V̂ extends
to a formal subscheme V̂ of the formal completion of X along P which is smooth
along P . (In substance, this observation goes back to the last memoir of Eisenstein
[23], which may be considered as the starting point of the arithmetic theory of differ-
ential equations.)

Finally, observe that Proposition 4.1 admits the following straightforward conse-
quence:

Corollary 4.2. If X is a smooth algebraic variety over some number field K and
if F is an involutive subbundle of TX that satisfies the Grothendieck–Katz condition
(see Introduction), then the formal germ of leave of the so-defined algebraic foliation
through any point P in X(K) is A-analytic.

7Namely, with the above notation, for any finite degree extension L ofK, the formal germ V̂L through PL in
the algebraic variety XL over the number field L is A-analytic iff V̂ is.

8For instance, the series log(1 + x) := ∑+∞
n=1 x

n/n ∈ Q[[x]] defines a G-function at the point 0 in A1
Q
.

However, its graph coincides with the transpose of the graph of the series exp y − 1 := ∑+∞
n=1 y

n/n!, which is
not a G-function, and consequently is not an A-germ.
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5. Condition L and canonical semi-norms

5.1. Consistent sequences of norms. Let k be a local field, X a projective scheme
over k, and L a line bundle over X.

We may consider the following natural constructions of sequences of norms on
the spaces of sections �(X,L⊗n):

1. When k is a p-adic field, with ring of integer O, we may choose a pair (X,L),
where X is a projective flat model of X over O, and L a line bundle over X extend-
ing L. Then, for any integer n, the O-module �(X,L⊗n) is (torsion-)free of finite
rank and may be identified with an O-lattice in the k-vector space �(X,L⊗n), and
consequently defines a norm on the latter – namely, the norm ‖ . ‖n such that a section
s ∈ �(X,L⊗n) satisfies ‖s‖n ≤ 1 iff s extends to a section of L⊗n over X.

2. When k = C and X is reduced, we may consider any continuous norm ‖ . ‖L
on the C-analytic line bundle Lan defined by L on the compact and reduced complex
analytic space X(C). Then, for any integer n, the space of algebraic regular sections
�(X,L⊗n) may be identified with a subspace of the space of continuous sections of
L⊗nan over X(C). Thus it is endowed with the restriction of the L∞-norm, defined by:

‖s‖L∞,n := sup
x∈X(C)

‖s(x)‖L⊗n for any s ∈ �(X,L⊗n), (5.1)

where ‖ . ‖L⊗n denotes the continuous norm on L⊗nan deduced from ‖ . ‖L by taking
the n-th tensor power.

This construction admits a variant where, instead of the sup-norms (5.1), one
considers the Lp-norms defined by using some “Lebesgue measure” (cf. [12], 4.1.3,
and [38], Théorème 3.10).

3. When k = R and X is reduced, the previous constructions define complex
norms on the complex vector spaces

�(X,L⊗n)⊗R C � �(XC, L
⊗n
C )

and, by restriction, real norms on the real vector spaces �(X,L⊗n).
For any given k, X, and L as above, we shall say that two sequences (‖ . ‖n)n∈N

and (‖ . ‖′n)n∈N of norms on the finite k-dimensional vector spaces (�(X,L⊗n))n∈N
are equivalent when, for some positive constant C and any positive integer n,

C−n ‖ . ‖′n ≤ ‖ . ‖n ≤ Cn ‖ . ‖′n .
One easily checks that the previous constructions provide sequences of norms

(‖ . ‖n)n∈N on the spaces (�(X,L⊗n))n∈N which are all equivalent. A sequence of
norms on these spaces equivalent to one (or, equivalently, to any) of the sequences thus
constructed will be called consistent. This notion immediately extends to sequences
(‖ . ‖n)n≥n0 of norms on the spaces �(X,L⊗n) defined for n large enough.

When the line bundle L is ample, consistent sequences of norms are provided by
additional constructions. Indeed we have:
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Proposition 5.1. Let k be a local field,X a projective scheme over k, andL an ample
line bundle overX. Let moreover Y be a closed subscheme ofX, and assumeX and Y
reduced when k is archimedean.

For any consistent sequence of norms (‖ . ‖n)n∈N on (�(X,L⊗n))n∈N, the quotient
norms (‖ . ‖′n)n∈N on the spaces (�(Y, L⊗n|Y ))n≥n0, deduced from the norms ‖ . ‖n by

means of the restriction maps �(X,L⊗n) −→ �(Y,L⊗n|Y ) – which are surjective for
n ≥ n0 large enough since L is ample – constitute a consistent sequence.

When k is archimedean, this is proved in [13], Appendix, by introducing a positive
metric on L, as a consequence of Grauert’s finiteness theorem for pseudo-convex
domains applied to the unit disk bundle of Ľ (see also [38]). When k is a p-adic field
with ring of integers O, Proposition 5.1 follows from the basic properties of ample
line bundles over projective O-schemes.

Let E be a finite dimensional vector space over the local field k, equipped with
some norm, supposed to be euclidean or hermitian in the archimedean case. This
norm induces similar norms on the tensor powers E⊗n, n ∈ N, hence – by taking the
quotient norms – on the symmetric powers SnE. IfX is the projective space P(E) :=
Proj Sym.(E) and L the line bundle O(1), then the canonical isomorphisms SnE �
�(X,L⊗n) allow one to see these norms as a sequence of norms on (�(X,L⊗n))n∈N.
One easily checks that this sequence is consistent9.

For any closed subvariety Y in P(E) and any n ∈ N, we may consider the com-
mutative diagram of k-linear maps:

SnE
∼−→ Sn�(P(E),O(1))

∼−→ �(P(E),O(n))⏐⏐� ⏐⏐�αn
Sn�(Y,O(1))

βn−→ �(Y,O(n))

where the vertical maps are the obvious restriction morphisms. The maps αn, and
consequently βn, are surjective if n is large enough.

Together with Proposition 5.1, these observations yield the following corollary:

Corollary 5.2. Let k, E and Y a closed subscheme10 of P(E) be as above. Let us
choose a norm onE (resp. on�(Y,O(1))) and let us equip SnE (resp. Sn�(Y,O(1)))
with the induced norm, for any n ∈ N.

Then the sequence of quotient norms on �(Y,O(n)) defined, when n is large
enough, by means of the surjective morphisms αn : SnE −→ �(Y,O(n)) (resp. by
βn : Sn�(Y,O(1)) −→ �(Y,O(n))) is consistent.

5.2. Conditions L and Lv . Let k be a local field, andX a projective integral scheme
over k, equipped with an ample line bundle L. Moreover let V̂ ↪→ X̂P be a smooth

9This is straightforward in the p-adic case. When k is archimedean, this follows for instance from [15],
Lemma 4.3.6.

10reduced if k is archimedean.
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formal germ inX through a point P ∈ X(k), and consider its tangent space TP V̂ , the
fiber LP of L at P, and the evaluation maps

γ iD : �(X,�Vi−1 ⊗ L⊗D) −→ SiŤ
V̂
⊗ L⊗DP (5.2)

introduced in Section 2.
Let us choose a consistent sequence of norms (‖ . ‖n)n∈N on the k-vector spaces

(�(X,L⊗n))n∈N, and arbitrary norms ‖ . ‖
TP V̂

on TP V̂ and ‖ . ‖LP on LP . Then we

may consider the operator norms ‖γ iD‖ of the maps (5.2) and their logarithms log ‖γ iD‖
in [−∞,+∞[.

We shall say that V̂ satisfies condition L when

lim
i/D→+∞

1

i
log

∥∥γ iD∥∥ = −∞. (5.3)

Clearly this condition does not depend on the above choices of norms. It is also
invariant by extension of the local field k, and is easily seen not to depend on the
choice of the ample line bundle L. Proposition 5.1 also implies that it is invariant
under “reembedding” of X into some larger projective variety.

Moreover condition L is birationally invariant in the following sense: ifX′ ��� X
is a birational map between projective varieties over k that define an isomorphism
f : U ′ ∼−→ U between non-empty open subvarieties inX′ andX, and if P belongs to
U(k), then a smooth formal germ V̂ through P inX satisfies L iff the smooth formal
germ f ∗V̂ through P ′ := f−1

|U ′ (P ) in X′ does. (See [13], 3.2, when k is archimedean

and dim V̂ = 1; the general case is similar.)
As a consequence, condition L makes sense for a smooth formal germ V̂ ↪→ X̂P

through a k-rational point in a general algebraic varietyX over k – namely, ifU is any
quasi-projective open neighbourhood of P in X and if X̃ is a projective completion
ofU,we shall say that V̂ satisfies L when V̂ seen as a formal subscheme of X̃ satisfies
it. Again, this condition is invariant under extension of k and reembedding of X.

Finally, if K is a number field and v a place of K, we shall say that a smooth
formal subscheme V̂ ↪→ X̂P through a rational pointP in a varietyX overK satisfies
condition Lv when the formal subscheme V̂Kv through P in XKv , deduced from V̂

by extension of scalars from K to the completion Kv of K at v, satisfies condition L
over the local field Kv.

5.3. Condition L over C and Liouville complex manifolds. A connected complex
manifold M is said to satisfy the Liouville property, or to be a Liouville complex
manifold, when every bounded plurisubharmonic function on M is constant. In par-
ticular, the connected Riemann surfaces satisfying the Liouville property are precisely
the ones which are “parabolic” in the sense of Myrberg, or equivalently, have “null-
boundary” in the sense of R. Nevanlinna.

The following observations are straightforward consequences of the basic proper-
ties of plurisubharmonic functions and algebraic varieties:
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1. Let π : M −→ N be a surjective analytic map between connected complex
manifolds. If M is Liouville, then N is Liouville. Conversely, when π has
smooth connected fibers, if N and the fibers of π are Liouville, then M also is
Liouville.

2. The complement of any closed pluripolar subset (for instance, a lower dimen-
sional analytic subset) in a Liouville complex manifold is again Liouville.

3. Any compact connected complex manifold is Liouville.

4. The manifold of complex points of any smooth connected complex algebraic
variety is Liouville.

5. Any connected complex Lie group is a Liouville complex manifold.

Over archimedean local fields, the property L may be checked in various significant
cases by means of the following criterion:

Proposition 5.3 ([12], Proposition 4.12)). Let X be a complex algebraic variety, P
a point in X(C), and V̂ ↪→ X̂P a smooth formal germ through P.

Let us assume that there exist a connected complex manifoldM, a pointO inM,
and a C-analytic map ϕ : M −→ X(C) sendingO to P that induces an isomorphism
of formal germs

ϕ̂O : M̂O
∼−→ V̂ . (5.4)

If furthermore M is Liouville, then V̂ satisfies L.

5.4. Germs of analytic curves in algebraic varieties over local fields and canonical
semi-norms. In this paragraph, we return to the notation of the beginning of 5.2, and
we assume that the smooth formal germ V̂ is one-dimensional and k-analytic. Then,
by means of the evaluation maps γ iD (see (5.2)) and their operator norms, as in the
definition of condition L by (5.3), we may define some canonical semi-norm ‖ . ‖can

P,V̂
on the k-line TP V̂ as follows. We consider

ρ := lim sup
i/D→+∞

1

i
log

∥∥γ iD∥∥.
A straightforward application of Cauchy’s inequalities shows that it belongs to
[−∞,+∞[, and therefore by setting

‖ . ‖can
P,V̂
:= eρ‖ . ‖

TP V̂
,

we define a semi-norm on TP V̂ .
For a given projective variety X containing V̂ , one easily checks that it depends

neither on the auxiliary choices of norms, nor on the ample line bundle L. Actually,
like condition L, the canonical semi-norm ‖ . ‖can

P,V̂
is invariant under “reembedding”

of X in some larger projective variety, and by birational isomorphisms which are
isomorphisms in some neighbourhood of P ([13], 3.2–3.3, and [14]). Consequently,
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the canonical semi-norm on TP V̂ may be defined for any smooth analytic germ of
curve V̂ ↪→ X̂P through a rational point in an algebraic scheme over k.

In the p-adic case, Cauchy’s inequalities lead actually to the following upper
bound on the canonical semi-norm in terms of the size relative to some model:

Lemma 5.4. Let k be a p-adic field, O its ring of integers, and X a separated
scheme of finite type over O equipped with a section P . Let V̂ be a smooth formal
subscheme of the formal completion X̂Pk of X := Xk at Pk. If V̂ is one-dimensional
and analytic, and if ‖ . ‖X

TP V̂
denotes the p-adic norm on the k-line TP V̂ defined by

the integral model X11, then we have:

‖ . ‖can
P,V̂
≤ SX(V̂ )

−1. ‖ . ‖X
TP V̂

.

Finally observe that the construction of ‖ . ‖can
P,V̂

is compatible with (finite degree)
extensions of the local field k.

5.5. Canonical semi-norms and capacity. Recall that, if M is a Riemann surface,
O a point of M, and � an open neighbourhood of O that is relatively compact in M
and has a non-empty sufficiently regular boundary12, we may consider the Green
function of O in �, namely the continuous function gO,� : � \ {O} → R+ which
vanishes on the boundary of�, is harmonic on� \ {O}, and possesses a logarithmic
singularity atO. In other words, if z denotes some holomorphic coordinates on some
open neighbourhood U of O, we have

gO,� = log |z− z(O)|−1 + h on U \ {O},
where h is a harmonic function on U . From the value of h at O, one defines the
capacitary norm ‖ . ‖cap

O,� on the complex line TOM = C ∂
∂z |O by

‖ ∂
∂z |O
‖cap
O,� := e−h(O) = lim

Q→O
e−gO�(Q)

|z(Q)− z(O)| . (5.5)

Proposition 5.5 ([13], Proposition 3.6). With the above notation, if f : �→ X is a
holomorphic map with value in some complex algebraic variety X, and if C denotes
some germ of smooth analytic curve through P := f (O) in X such that f maps the
germ of � at O to C, then, for any v in TOM,

‖Df (O)v‖can
P,C ≤ ‖v‖cap

O,�.

11By definition, the unit disk in ŤP V̂ equipped with the norm dual to ‖ . ‖X
TP V̂

is the O-lattice image of the

composite map P ∗�1
X/O → �1

X/k|Pk � ŤP V̂ .

12say, a domain with differentiable non-empty boundary, or in other terms, the interior of some connected
2-dimensional submanifold with non-empty boundary. See also [11], especially A.8, for weaker conditions.



Evaluation maps, slopes, and algebraicity criteria 555

The construction of the Green function gP,� admits analogues over p-adic curves,
developed in particular by Rumely [39] and Thuillier [41] (see also [14] for a more
“algebraic” approach relying on formal geometry). This Green function makes sense
for instance when M is a smooth projective geometrically connected algebraic curve
over somep-adic field k,O is some point inM(k), and� is defined as the complement
of some non-empty affinoid subspace ofX that does not containP . It has a logarithmic
singularity at O and the equation (5.5) still makes sense and defines the capacitary
norm as ap-adic norm on the k-line TOM . Moreover Proposition 5.5 still holds with k
instead of C as a base field, and “rigid analytic” instead of “holomorphic” (cf. [14],
Sections 6 and 7).

6. An algebraicity criterion for smooth formal germs in varieties over
number fields

6.1. An algebraization theorem. The following theorem provides sufficient condi-
tions of algebraicity for a formal subscheme of the formal completion X̂P of some
algebraic variety X over a number field K at a rational point P ∈ X(K).
Theorem 6.1. Let X be an algebraic variety over a number field K , P a point in
X(K), and V̂ a smooth formal subscheme of the completion X̂P of X at P .

If V̂ is A-analytic and satisfies condition Lv for some place v of K, then V̂ is
algebraic.

This theorem is proved by using the algebraicity criterion (iii) ⇒ (i) in Proposi-
tion 2.1. Validity of condition (iii) is derived by means of slope inequalities, involving
now heights ofK-linear maps and arithmetic slopes attached to hermitian vector bun-
dles over Spec OK, in the spirit of the proof of Theorem 3.1. See [12], Section 4 when
the place v is archimedean; the general case is similar.

6.2. Algebraic leaves of algebraic foliations over number fields. Combined with
Corollary 4.2 and Proposition 5.3, Theorem 6.1 admits the following consequence:

Theorem 6.2 ([12], Theorem 2.1). LetX be a smooth algebraic variety over a number
fieldK equipped with an involutive subbundleF, and letP be point inX(K). If (i) the
algebraic foliation (X, F ) satisfies the Grothendieck–Katz condition, and (ii) for some
field embedding σ0 : K ↪→ C, the analytic leaf through P of the complex analytic
foliation (X(C), FC) is Liouville, then the leaf of (X, F ) through P is algebraic.

6.3. Algebraic Lie subalgebras of algebraic groups over number fields. Let G
be an algebraic group over a number fieldK . For any sufficiently divisible integerN ,
there exists a model G of G, i.e., a smooth quasi-projective group scheme over S :=
Spec OK [1/N] whose generic fiber GK coincides withG. The restriction to the zero-
section of G of the relative tangent bundle TG/S defines the Lie algebra Lie G of G:
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it is a finitely generated projective module and a Lie algebra over OK [1/N], and the
K-Lie algebra (Lie G)K is canonically isomorphic to LieG.

Moreover, for every maximal ideal p of OK [1/N]with residue field Fp of charac-
teristic p, the Fp-Lie algebra (Lie G)Fp is canonically isomorphic to the Lie algebra
of the smooth algebraic group GFp over the finite field Fp, and is therefore endowed
with a p-th power map, given by the restriction of the p-th power map on global
sections of TGFp

to the left-invariant ones.
For translation invariant foliations on G, Theorem 6.2 takes the following form

which proves a conjecture of Ekedahl, Shepherd-Barron, and Taylor ([24]):

Theorem 6.3 ([12], Theorem 2.3). For any Lie subalgebra h of LieG (defined
over K), the following two conditions are equivalent:

(i) For almost every maximal ideal p of OK [1/N], the Fp-Lie subalgebra (h ∩
Lie G)Fp of Lie GFp is closed under p-th powers.

(ii) h is an algebraic Lie subalgebra of LieG.

6.4. Ogus conjecture on absolute Tate cycles in abelian varieties. Theorem 6.3
may be extended to the case where the field K is any extension of finite type of Q,

in the spirit of the original formulation of the Grothendieck–Katz conjecture [31]. In
this section, we discuss some consequence of this generalization.

LetK be a field of characteristic zero, extension of finite type of Q, and letX be a
proper and smooth scheme overK.We can find models ofX andK which are smooth
over Spec Z – namely an integral affine scheme S = SpecR smooth over Spec Z such
thatK is the function field κ(S) of S, and a proper and smooth scheme X over S such
that X = XK.After possibly shrinking S, we can also assume that the Hodge coho-
mology groupsHq(X, �

p
X/S) are flat R-modules. This implies that the formation of

the (relative) Hodge and de Rham cohomology groups of X is compatible with any
base changeS′ → S and the degeneracy of the “Hodge to de Rham” spectral sequence.

Let k be a perfect field of characteristic p > 0, W its ring of Witt vectors, σ
a point in S(k), and σ a lift of σ in S(W). The crystalline cohomology groups
Hi

cris(Xσ /W) are W -modules attached to the k-scheme Xσ . By functoriality, the
absolute Frobenius endomorphism of Xσ induces a Frobenius-linear endomorphism
� of the W -module Hi

cris(Xσ /W). Besides, the comparison theorem of Berthelot
([8]) provides a canonical isomorphism from thisW -module onto the de Rham coho-
mology Hi

dR(Xσ /W) � Hi
dR(X/R) ⊗σ W. Consequently, � defines a semi-linear

endomorphism �σ of the W -module Hi
dR(X/R)⊗σ W.

Let r be an integer in {0, . . . , dimX}. Following the terminology of Ogus in [36],
a class ξ in the algebraic de Rham cohomology groupH 2r

dR(X/S) over R is said to be
absolutely Tate iff, for any p, k, and σ as above13, the equality

�σ (ξ) = prξ
13Actually, one might consider only some “limited” classes of fields k and points σ in X(k) – for instance,

closed points, or geometric generic points of the fibres of S → Spec Z – which still define the same condition.
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holds inH 2r
dR(X/S)⊗σ W.More generally a class ξ inH 2r

dR(X/K) is said to be abso-
lutely Tate if, after possibly replacing S by some non-empty affine open subscheme,
it is absolutely Tate in H 2r

dR(X/S).
For instance, any algebraic class, namely any class in the image of the “cycle class”

mapZr(X)Q −→ H 2r
dR(X/K), is absolutely Tate. Ogus ([36], Section 2) conjectured

that the converse holds, that is:
O(X, r): every absolutely Tate class in H 2r

dR(X/K) is algebraic.
As a consequence of the aforementioned generalization14 of Theorem 6.3 to alge-

braic groups over K, we can prove:

Theorem 6.4. For any field extension K of finite type of Q, the conjecture O(X, r)
holds when X is an abelian variety over K and r = 1.

See also [3], Section 7.4, for a discussion of an essentially equivalent theorem,
which characterizes theK-linear maps between the first de Rham cohomology groups
of abelian varieties over a number field K induced by morphisms of K-varieties, up
to isogeny, as the ones compatible with (almost all) the crystalline Frobenius maps15.

The derivation of Theorem 6.4 relies on the identification of the Lie algebra of the
universal vector extension of the dual abelian variety X̂with the de Rham cohomology
group H 1

dR(X/K), and on the fact that the p-th power map on the reduction of this
Lie algebra at some closed point p in S of residue characteristic p coincides with the
reduction modulo p of the crystalline Frobenius at p.

7. An algebraicity criterion for smooth formal curves in varieties over
number fields

7.1. Normed and semi-normed lines over number fields. We define a normed line

L := (LK, (‖ . ‖p), (‖ . ‖σ ))
over a number field K as the data of a rank one K-vector space LK , of a family
(‖ . ‖p) of p-adic norms on the Kp-lines LK ⊗K Kp indexed by the non-zero prime
ideals p of OK , and of a family (‖ . ‖σ ) of hermitian norms on the complex lines
LK ⊗K,σ C, indexed by the fields embeddings σ : K ↪→ C. Moreover the family
(‖ . ‖σ ) is required to be stable under complex conjugation16.

14This generalization concerns an algebraic group G over K, and a smooth group scheme G extending it over
S; in condition (i) in Theorem 6.3, one now requires the p-closure condition to hold for every closed point p in
some non-empty open subscheme of S over which h extends as a subvector bundle of Lie G. Its proof relies on
the fact that a complex manifold is Liouville when it may be fibered over a complex algebraic variety with fibers
some complex Lie groups.

15The author became aware of Ogus conjecture in the above formulation while reading a preliminary version
of Y. André’s beautiful survey on motives [3], and realized that, when K is a number field, X an abelian variety,
and r = 1, it would be a consequence of Theorem 6.3. Actually, in [36], Section 2, Ogus formulates more general
conjectures, stated in terms of the conjugate filtration onH∗dR(X/K) and its reductions, and asks explicitly about
the validity of O(X, r) only when K is a number field.
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We shall say that a normed K-line is summable if for some (or equivalently, for
any) non-zero element l of LK , the family of real numbers (log ‖l‖p)p is summable.
Then we may define its Arakelov degree as the real number

d̂egL :=
∑
p

log ‖l‖−1
p +

∑
σ

log ‖l‖−1
σ . (7.1)

Indeed, by the product formula, the right-hand side of (7.1) does not depend on the
choice of l.

Observe that hermitian line bundles over Spec OK , as usually defined in Arakelov
geometry, provide examples of normed lines over K: if L = (L, (‖ . ‖σ )σ : K↪→C))

is such an hermitian line bundle – so L is a projective OK -module of rank 1, and
(‖ . ‖σ )σ : K↪→C) is a family, invariant under complex conjugation, of norms on the
complex lines Lσ := L ⊗σ : OK→C C – the corresponding normed K-line is LK

equipped with thep-adic norms defined by the Op-lattices L⊗OK Op in L⊗OK Kp �
L ⊗K Kp and with the hermitian norms (‖ . ‖σ ). The so-defined normed lines are
summable, and their Arakelov degree, as defined by (7.1), coincide with the usual
Arakelov degree of hermitian line bundles.

It is convenient to extend the definitions of normed lines and Arakelov degree as
follows: we shall define a semi-normed K-line L as a K-vector space LK of rank
one, equipped with families of semi-norms (‖ . ‖p) and (‖ . ‖σ ), where the latter is
assumed to be stable under complex conjugation. In other words, we allow some of
the ‖ . ‖p or ‖ . ‖σ to vanish.

We shall say that the Arakelov degree of a semi-normed K-line L is well-defined
if, for some (or equivalently, for any), non-zero element l of LK , the family of real
numbers (log+ ‖l‖p)p is summable. Then we may again define its Arakelov degree
by means of (7.1), where we follow the usual convention log 0−1 = +∞. It is an
element of ] −∞,+∞].
7.2. Arithmetic positivity and algebraicity of A-germs of curves. The following
algebraicity criterion is a refined version of Theorem 6.1, concerning formal germs
of curves:

Theorem 7.1 ([14]). Let X be an algebraic variety over a number fieldK , P a point
in X(K), and V̂ a smooth formal subscheme of dimension 1 in the completion X̂P
of X at P .

Assume that the following two conditions are satisfied:
(i) V̂ is A-analytic;
(ii) the semi-normed K-line

TP V̂
can := (TP V̂ , (‖ . ‖can

P,V̂Kp

), (‖ . ‖can
P,V̂σ

)),

16The data of these families of norms is equivalent to the data of a family (‖ . ‖v)v , indexed by the set of all
places v ofK , of v-adic norms on the rank one vector spaces Lv := LK ⊗K Kv over the v-adic completionsKv
of K .
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defined by endowing TP V̂ with its canonical semi-norm at every place ofK, satisfies

d̂eg TP V̂
can > 0. (7.2)

Then V̂ is algebraic.

Observe that, as a consequence of Lemma 5.4, the Arakelov degree of TP V̂ can is
well defined in ] − ∞,+∞] when Condition (i) is satisfied. Moreover it takes the
value +∞ if there exists some place v of K such that Condition Lv is satisfied.

7.3. A rationality criterion for formal germs of functions on algebraic curves
over number fields. Let K be a number field, C a regular projective arithmetic
surface over Spec OK whose generic fiber C := XK is geometrically connected, P a
point in X(K), and P in X(OK) extending P .

Let F be a finite set of closed points in Spec OK and, for any p in F , let �p

be the complement in the rigid curve XKp of some affinoid not containing PKp .
Moreover, for any embedding σ : K → C, let �σ be an open neighbourhood of Pσ
in the Riemann surface Cσ (C), which for simplicity we suppose to be domains with
differentiable non-empty boundaries. We shall assume that the data of the �σ ’s are
compatible with complex conjugation, namely, that for any embedding σ , �σ is the
complex conjugate of �σ .

Let finally T cap
P C := (TPC, (‖ . ‖p), (‖ . ‖σ )) be the semi-normed line over K

defined by the tangent line TC of C at P, equipped with the p-adic norm ‖ . ‖p :=
‖ . ‖cap

PKp ,�p
if p belongs to F , and otherwise with the p-adic norm deduced from the

integral structure onNP X (through the isomorphism TPC⊗KKp � NP X⊗OK Kp).
Its Arakelov degree is clearly defined.

The following theorem extends the classical rationality criteria of Borel–Dwork
and Polya–Bertrandias (cf. [21] and [1], Chapter 5); one recovers them in the special
case C = P1

K .

Theorem 7.2 ([14]). With the above notation, let ϕ ∈ ÔC,P be a formal germ of
function on C at P , and assume that the following conditions are satisfied:

(i) for any p in F (resp. any embedding σ : k ↪→ C), after the base change
K ↪→ Kp (resp. σ ), ϕ extends to a rigid meromorphic function on �p (resp.
to a meromorphic function on �σ );

(ii) the formal function ϕ extends to a formal rational function on the completion
X̂P over Spec OK \ F ;

(iii) d̂eg T cap
P C > 0.

Then ϕ is rational, i.e., is an element of the local ring OX,P ⊂ ÔX,P .

To establish Theorem 7.2, we consider the graph of ϕ. It is a formal germ of curve
through the point (P, ϕ(P )) in the algebraic variety X := C × P1

K over K. From
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Theorem 7.1, Proposition 5.5, and its p-adic analogue, we derive that this graph is
algebraic. Finally, we show that it is the germ of graph of some rational function onC
by applying a generalization of the connectedness theorems in [11], Section 4.
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Derived categories of coherent sheaves

Tom Bridgeland

Abstract. We discuss derived categories of coherent sheaves on algebraic varieties. We focus
on the case of non-singular Calabi–Yau varieties and consider two unsolved problems: proving
that birational varieties have equivalent derived categories, and computing the group of derived
autoequivalences. We also introduce the space of stability conditions on a triangulated category
and explain its relevance to these two problems.

Mathematics Subject Classification (2000). 18E30, 14J32.
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1. Introduction

In the usual approach to the study of algebraic varieties one focuses directly on
geometric properties of the varieties in question. Thus one considers embedded
curves, hyperplane sections, branched covers and so on. A more algebraic approach
is to study the varieties indirectly via their (derived) categories of coherent sheaves.
This second approach has been taken up by an increasing number of researchers in
the last few years. We can perhaps identify three reasons for this new emphasis on
categorical methods.

Firstly, algebraic geometers have been attempting to understand string theory.
The conformal field theory associated to a variety in string theory contains a huge
amount of non-trivial information. However this information seems to be packaged
in a categorical way rather than in directly geometric terms. This perhaps first became
clear in Kontsevich’s famous homological mirror symmetry conjecture [31]. Building
on Kontsevich’s work, it is now understood that the derived category of coherent
sheaves appears in string theory as the category of branes in a topological twist of
the sigma model. This means that many dualities in string theory can be described
mathematically as equivalences of derived categories.

A second motivation for studying varieties via their sheaves is that this approach
is expected to generalise more easily to non-commutative varieties. Although the
definition of such objects is not yet clear, there are many interesting examples. In
general non-commutative objects have no points in the usual sense, so that direct geo-
metrical methods do not apply. Nonetheless one can hope that the (derived) category
of coherent sheaves is well-defined and has similar properties to the corresponding
object in the commutative case.
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© 2006 European Mathematical Society
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A third reason is that recent results leave the impression that categorical methods
enable one to obtain a truer description of certain varieties than current geometric
techniques allow. For example many equivalences relating the derived categories of
pairs of varieties are now known to exist. Any such equivalence points to a close
relationship between the two varieties in question, and these relationships are often
impossible to describe by other methods. Similarly, some varieties have been found
to have interesting groups of derived autoequivalences, implying the existence of
symmetries associated to the variety that are not visible in the geometry. It will be
interesting to see whether a more geometric framework for these phenomena emerges
over the next few years.

Despite a lot of recent work our understanding of derived categories of coherent
sheaves is still quite primitive. To illustrate this we shall focus in this paper on two
easily stated problems, both of which have been around since Bondal and Orlov’s
pioneering work in the nineties [5], and both of which remain largely unsolved. Of
course the choice of these problems is very much a matter of personal taste. Other
survey articles are available by Bondal and Orlov [7], by Hille and van den Bergh
[19] and by Rouquier [45].

Of the many important contributions not discussed in detail here, we must at least
mention Kuznetsov’s beautiful work on semi-orthogonal decompositions for Fano
varieties. As well as specific results on Fano threefolds, Kuznetsov has obtained a
general theory of homological projective duality with many applications to derived
categories of varieties of interest in classical algebraic geometry. The theory also
leads to some extremely interesting derived equivalences between non-commutative
varieties. For more details we refer the reader to the original papers [32], [33], [34],
[35].

Acknowledgements. I am very grateful to Antony Maciocia for teaching me about
derived categories in the first place, and to Alastair King, Miles Reid and Richard
Thomas for explaining many things since then. The material in Section 5 has benefited
from discussions with Yukinobu Toda. The author is supported by a Royal Society
University Research Fellowship.

Notation. We write D(X) := Db Coh(X) for the bounded derived category of co-
herent sheaves on a variety X. All varieties are assumed to be over the complex
numbers.

2. Some basic problems

In this section we describe the basic problems we shall focus on and review some of
the known results relating to them.

2.1. The following conjecture was first made by Bondal and Orlov [5].
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Conjecture 2.1 (Bondal, Orlov). If X1 and X2 are birational smooth projective
Calabi–Yau varieties of dimension n then there is an equivalence of categories
D(X1) ∼= D(X2).

So far this is only known to hold in dimension n = 3. We shall describe the
proof in this case in Section 3 below. There are also some local results available in
all dimensions.

Theorem 2.2 (Bondal, Orlov [5]). Suppose that X1 and X2 are related by a standard
flop, so that there is a diagram

Y

f1

����
��

��
�

f2

��
��

��
��

�

X1 X2

with fi being the blow-up of a smooth subvariety Ei
∼= Pd ⊂ Xi with normal bundle

O(−1)d+1. Then the functor

Rf2,∗ � Lf ∗
1 : D(X1) → D(X2)

is an equivalence.

Theorem 2.3 (Kawamata [26], Namikawa [39]). Suppose that X1 and X2 are related
by a Mukai flop, so that there is a diagram

Y

f1

����
��

��
�

f2

��
��

��
��

�

X1

g1
��

��
��

��
� X2

g2
����

��
��

�

Z

with fi being the blow-up of a smooth subvariety Ei
∼= Pd ⊂ Xi with normal bundle

equal to the cotangent bundle �1(Pd), and gi the contraction of Ei to a point. Let
pi : X1 ×Z X2 → Xi be the projection of the fibre product onto its factors. Then the
functor

Rp2,∗ � Lp∗
1 : D(X1) → D(X2)

is an equivalence, whilst in general the functor Rf2,∗ � Lf ∗
1 is not.

A result ofWierzba andWisniewski [51] states that birationally equivalent complex
symplectic fourfolds are related by a finite chain of Mukai flops, so Theorem 2.3 gives

Corollary 2.4. Conjecture 2.1 holds when X1 and X2 are complex symplectic four-
folds.
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Kawamata and Namikawa have also studied certain stratified Mukai flops [29],
[40]. In these cases neither a common resolution nor the fibre product give rise to
an equivalence, although equivalences do nonetheless exist. Thus we see that the
first problem faced in attempting to prove Conjecture 2.1 is writing down a candidate
equivalence.

2.2. A famous variant of Conjecture 2.1 is the derived McKay correspondence, first
stated by Reid [43], [44].

Conjecture 2.5. Let G ⊂ SL(n, C) be a finite subgroup. Let DG(Cn) denote the
bounded derived category of the category of G-equivariant coherent sheaves on Cn.
Suppose Y → Cn/G is a crepant resolution of singularities. Then there is an equiv-
alence of categories D(Y ) ∼= DG(Cn).

It seems certain that any method which proves Conjecture 2.1 will also apply to
this case. On the other hand the McKay correspondence lends itself to more algebraic
methods of attack.

Conjecture 2.5 is known to hold in dimension n = 3 due to work of Bridgeland,
King and Reid [10] together with the results of [11]. In this case the quotient variety
C3/G always has a crepant resolution, a distinguished choice being given by Naka-
mura’s G-Hilbert scheme. This scheme is perhaps best thought of as a moduli space
of representations of the skew group algebra C[x, y, z]∗G that are stable with respect
to a certain choice of stability condition. Craw and Ishii [16] showed how to obtain
other resolutions by varying the stability condition.

The conjecture has recently been shown to hold in two other situations, although
the methods of proof are very different from that employed in the dimension three
case. Firstly, Bezrukavnikov and Kaledin [4] used characteristic p methods and
deformation quantization to deal with symplectic group quotients.

Theorem 2.6 (Bezrukavnikov, Kaledin [4]). Conjecture 2.5 holds when G preserves
a complex symplectic form on Cn.

Secondly, a special case of Kawamata’s work [27] on the effect of toroidal flips
and flops on derived categories is the following result.

Theorem 2.7 (Kawamata [28]). Conjecture 2.5 holds when G is abelian.

Note that in this case all resolutions are toric. Kawamata’s proof uses the toric
minimal model programme together with explicit computations of Hom spaces.

2.3. The second problem we wish to focus on is even easier to state, namely

Problem 2.8. Compute the group of autoequivalences of the derived category of a
smooth projective Calabi–Yau variety X.
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If X is any smooth projective variety there are certain standard autoequivalences
of D(X), namely the automorphisms of X itself, twists by elements of Pic(X), and the
shift functor [1]. Bondal and Orlov [5], [6] showed that if X has ample canonical or
anticanonical bundle, then these standard equivalences generate Aut D(X). Thus the
group Aut D(X) is not so interesting. In fact Aut D(X) seems to be most interesting
when X is Calabi–Yau, so we shall concentrate on this case.

Certain types of objects are known to define autoequivalences. The most well-
known are spherical objects.

Theorem 2.9 (Seidel, Thomas [46]). Let X be a smooth projective Calabi–Yau of
dimension n and let S ∈ D(X) be a spherical object, which is to say an object
satisfying

Homk
D(X)(S, S) =

{
C if k = 0 or n,

0 otherwise.

Then there is an autoequivalence �S ∈ Aut(D(X)) such that for any object E ∈ D(X)

there is an exact triangle

HomD(X)(S, E) ⊗ S −→ E −→ �S(E).

Horja [20] generalised the construction of Seidel and Thomas to define new autoe-
quivalences. Szendröi [47] showed how certain configurations of surfaces in Calabi–
Yau threefolds lead to interesting groups of autoequivalences. More recently, Huy-
brechts and Thomas [21] have studied projective space objects, which also give rise
to autoequivalences.

Problem 2.8 is already non-trivial when X is an elliptic curve. Since X can be
identified with its dual abelian variety Pic0(X) in the dimension one case, the original
Fourier transform of Mukai [37] defines an autoequivalence F ∈ Aut D(X). This
enables one to prove

Theorem 2.10. The group Aut D(X) is generated by the standard autoequivalences
together with F . There is an exact sequence

1 −→ Z × (Aut(X) � Pic0(X)) −→ Aut D(X)
f−−−−→ SL(2, Z) −→ 1.

where the factor of Z is generated by the double shift [2], and the map f is defined by(
rank(�(E))

deg(�(E))

)
= f (�)

(
rank(E)

deg(E)

)

for all E ∈ D(X).

If L is a degree one line bundle on X then, neglecting shifts, the autoequiva-
lences − ⊗ L and F generate a subgroup of Aut D(X) isomorphic to SL(2, Z). This
SL(2, Z) action discovered by Mukai was perhaps an early pointer to homological
mirror symmetry.
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Theorem 2.10 was generalised by Orlov [42] who calculated the group Aut D(X)

for all abelian varieties X. The group of derived autoequivalences of the minimal
resolution of a Kleinian singularity was studied in [23]. But beyond these results not
much is known. We shall consider the case when X is a K3 surface in Section 6.

3. Threefold flops

In this section we shall be concerned with the following result.

Theorem 3.1. Conjecture 2.1 holds when X1 and X2 have dimension three.

Of course in dimensions two or less, birational Calabi–Yau varieties are isomor-
phic. We start by giving a bare outline of the original proof of Theorem 3.1 and then
return to make some further remarks on each step. Full details of the proof can be
found in [11]. A more direct proof has since been found by Kawamata [26] using
results of Van den Bergh [50]. Nonetheless, the original proof is worth describing
since it gives a moduli-theoretic interpretation of threefold flops which is interesting
in its own right.

Sketch of proof. The first step is to apply the minimal model programme in the shape
of a result of Kawamata [24] (a simpler proof is given in Kollár [30]) which says
that any birational transform between smooth projective threefolds that preserves the
canonical class can be split into a finite sequence of flops. Thus we can reduce to the
case where we have a flopping diagram

Y

f
��

��
��

��
� W

g
����

��
��

�

X

Here Y and W are smooth and projective, X has Gorenstein terminal singularities,
and f and g are crepant birational maps contracting only finitely many rational curves.

The second step is to define a full subcategory Per(Y/X) ⊂ D(Y ) consisting of
objects E ∈ D(Y ) satisfying the following three conditions

(a) Hi(E) = 0 unless i = 0 or −1,

(b) R1f∗ H 0(E) = 0 and R0f∗ H−1(E) = 0,

(c) HomY (H 0(E), C) = 0 for any sheaf C on Y satisfying Rf∗(C) = 0.

In fact Per(Y/X) is the heart of a bounded t-structure on D(Y ) and hence is abelian.
We call the objects of Per(Y/X) perverse coherent sheaves.

Define a perverse point sheaf on Y to be an object of Per(Y/X) which has the
same Chern classes as the structure sheaf of a point y ∈ Y , and which is a quotient
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of OY in Per(Y/X). The third step is to show that there is a fine moduli space M for
perverse point sheaves on Y . Since perverse point sheaves are not sheaves in general,
but complexes of sheaves with nontrivial cohomology in more than one place, the
usual moduli space techniques do not apply. In fact we can side-step this issue as
follows.

By definition each perverse point sheaf E fits into a short exact sequence

0 −→ F −→ OY −→ E −→ 0

in Per(Y/X). Taking the long exact sequence in cohomology shows that F is actually a
sheaf, although not necessarily torsion-free. One can construct a fine moduli space M

for the objects F using a standard GIT argument, and since the Es and F s determine
one another this space is also a fine moduli space for perverse point sheaves.

The moduli space M has a natural map to X since it is easily shown that if E is a
perverse point sheaf on Y then Rf∗(E) is the structure sheaf of a point of X. The fourth
step is to show that M is smooth and that the universal family P on M × Y induces a
Fourier–Mukai equivalence � : D(M) → D(Y ). This involves an application of the
famous new intersection theorem. Once one has this it is easy to see that M with its
natural map to X is the flop of Y → X and hence can be identified with W .

Finally, we should note that Chen [15, Prop. 4.2] was able to show that the universal
family P is isomorphic to the object OW×XY . Thus the resulting functor � is of the
same form used in Bondal and Orlov’s result Theorem 2.2. Later Kawamata [26] was
able to show directly that this functor gives an equivalence. �

Example 3.2. To understand why the moduli of perverse point sheaves gives the flop
consider the simplest example when f : Y → X is the contraction of a non-singular
rational curve C with normal bundle OC(−1) ⊕ OC(−1).

Structure sheaves of points y ∈ Y are objects of the category Per(Y/X) for all
y ∈ Y . However, if y ∈ C then the nonzero map OC(−1) → Iy means that Iy is not
an object of Per(Y/X), so that Oy is not a quotient of OY in Per(Y/X) and hence is
not a perverse point sheaf. In fact for y ∈ C, the sheaf Oy fits into the exact sequence

0 −→ OC(−1) −→ OC −→ Oy −→ 0. (1)

Now OC is a perverse sheaf, but OC(−1) is not, so that the triangle in D(Y ) arising
from (1) does not define an exact sequence in Per(Y/X). However the complex
obtained by shifting OC(−1) to the left by one place is a perverse sheaf, so there is
an exact sequence of perverse sheaves

0 −→ OC −→ Oy −→ OC(−1)[1] −→ 0 (2)

which could be thought of as destabilizing Oy .
Flipping the extension of perverse sheaves (2) gives objects of Per(Y/X) fitting

into an exact sequence of perverse sheaves

0 −→ OC(−1)[1] −→ E −→ OC −→ 0. (3)
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It is easy to see that these objects E are perverse point sheaves. Note that they are not
sheaves, indeed any such object has two nonzero cohomology sheaves H−1(E) =
OC(−1) and H 0(E) = OC . Roughly speaking, the space W is obtained from X

by replacing the rational curve C parameterising extensions (2) by another rational
curve C′ parameterising extensions (3).

We now make some further remarks on the proof with an eye to generalising the
method to higher dimensions, although, as we shall see, the prospects for doing this
do not seem particularly good.

It is clear that the key step in the proof is the introduction of the category Per(Y/X).
There are two possible ways to arrive at this definition as we shall now explain.
Unfortunately neither of them seems to generalise directly to higher dimensional
situations.

Construction 1. The first approach is to use the theory of tilting in abelian categories
as developed by Happel, Reiten and Smalø [18]. This is an abstraction of the notion
of tilting of algebras due to Brenner and Butler [9]. In fact in our situation the full
subcategory

F = {E ∈ Coh(Y ) : f∗(E) = 0}
is the torsion-free subcategory of a torsion pair on Coh(Y ). The corresponding tor-
sion subcategory consists of objects E ∈ Coh(Y ) for which R1f∗(E) = 0 and
HomY (E, C) = 0 for any sheaf C on Y satisfying Rf∗(C) = 0. Tilting with respect
to this torsion pair gives the t-structure on D(Y ) whose heart is Per(Y/X).

Construction 2. Van den Bergh [50] found another characterisation of Per(Y/X) in-
volving sheaves of non-commutative algebras. He first introduced a particular locally-
free sheaf P on Y and considered the coherent sheaf of algebras A = Rf∗ EndOY

(P )

on X. Then he showed that there is an equivalence

Rf∗ HomOY
(P, −) : D(Y ) −→ D(A),

where D(A) is the bounded derived category of the abelian category Coh(A) of coher-
ent sheaves of A-modules on X. Pulling back the standard t-structure on D(A) gives
the t-structure on D(Y )whose heart is Per(Y/X). In particular the above derived equiv-
alence restricts to give an equivalence of abelian subcategories Per(Y/X) → Coh(A).

The third step in the proof of Theorem 3.1 was to construct a fine moduli space for
perverse point sheaves. The trick we used in dimension three will not work in higher
dimensions. Instead one must construct the moduli space directly. Recent results of
Inaba [22] and Toen and Vaquie [49] construct spaces parameterising very general
classes of objects of derived categories. For applications we need a more geometric
approach. We first need to understand what it means for an object of a triangulated
category to be stable. The general notion of a stability condition introduced in the
next section sheds some light on this. After that we need to construct good moduli
spaces of stable objects, where good might mean for example that the moduli space
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is a projective scheme. We refer to Abramovich and Polishchuk [1] for some recent
progress in this direction.

The final step in the proof of Theorem 3.1 was very much dependent on the
dimension three assumption. The estimates needed to apply the intersection theorem
just do not work in higher dimensions. In fact, in dimension four and higher, one can
obtain singular varieties by flopping non-singular ones, so we cannot expect to prove
that the relevant moduli space is smooth. Derived categories of singular varieties are
still poorly understood at present, a point to which we shall return in the last section.

4. Stability conditions

The notion of a stability condition was introduced in [12] as a way to understand
Douglas’ work on π -stability for D-branes in string theory [17]. Here we wish to
emphasise the purely mathematical aspects of this definition.

In the context of the present article stability conditions are relevant for three
reasons. Firstly, the choice of a stability condition picks out classes of stable objects
for which one can hope to form well-behaved moduli spaces. Secondly the space of
all stability conditions Stab(D) allows one to bring geometric methods to bear on the
problem of understanding t-structures on D. Finally, the space Stab(D) provides a
complex manifold on which the group Aut(D) naturally acts.

In this section D is a fixed triangulated category. We shall assume that D is essen-
tially small, i.e. equivalent to a category whose objects form a set. The Grothendieck
group of D is denoted K(D). For details on the results of this section see [12].

4.1. The definition of a stability condition is as follows.

Definition 4.1. A stability condition σ = (Z, P ) on D consists of a group homo-
morphism Z : K(D) → C called the central charge, and full additive subcategories
P (φ) ⊂ D for each φ ∈ R, satisfying the following axioms:

(a) if E ∈ P (φ) then Z(E) = m(E) exp(iπφ) for some m(E) ∈ R>0,

(b) for all φ ∈ R, P (φ + 1) = P (φ)[1],
(c) if φ1 > φ2 and Aj ∈ P (φj ) then HomD(A1, A2) = 0,

(d) for each nonzero object E ∈ D there is a finite sequence of real numbers

φ1 > φ2 > · · · > φn

and a collection of triangles

0 E0 �� E1 ��

����
��

��
�

E2 ��

����
��

��
�

. . . �� En−1 �� En

����
��

��
�

E

A1

���
�

�
�

A2

���
�

�
�

An

���
�

�
�

with Aj ∈ P (φj ) for all j .
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Given a stability condition σ = (Z, P ) as in the definition, each subcategory
P (φ) is abelian. The nonzero objects of P (φ) are said to be semistable of phase φ

in σ , and the simple objects of P (φ) are said to be stable. It follows from the other
axioms that the decomposition of an object 0 �= E ∈ D given by axiom (d) is uniquely
defined up to isomorphism. Write φ+

σ (E) = φ1 and φ−
σ (E) = φn. The mass of E is

defined to be the positive real number mσ (E) = ∑
i |Z(Ai)|.

For any interval I ⊂ R, define P (I ) to be the extension-closed subcategory
of D generated by the subcategories P (φ) for φ ∈ I . Thus, for example, the full
subcategory P ((a, b)) consists of the zero objects of D together with those objects
0 �= E ∈ D which satisfy a < φ−

σ (E) � φ+
σ (E) < b. A stability condition is

called locally finite if there is some ε > 0 such that each quasi-abelian category
P ((φ − ε, φ + ε)) is of finite length.

4.2. If σ = (Z, P ) is a stability condition on D, one can check that the full subcat-
egory A = P ((0, 1]) is the heart of a bounded t-structure on D. We call it the heart
of σ . The stability condition σ can easily be reconstructed from its heart A together
with the central charge map Z. Since this will be important in Section 5 we spell it
out in a little more detail.

Define a stability function on an abelian category A to be a group homomorphism
Z : K(A) → C such that

0 �= E ∈ A �⇒ Z(E) ∈ R>0 exp(iπφ(E)) with 0 < φ(E) � 1.

The real number φ(E) ∈ (0, 1] is called the phase of the object E.
A nonzero object E ∈ A is said to be semistable with respect to Z if every

subobject 0 �= A ⊂ E satisfies φ(A) � φ(E). The stability function Z is said to have
the Harder–Narasimhan property if every nonzero object E ∈ A has a finite filtration

0 = E0 ⊂ E1 ⊂ · · · ⊂ En−1 ⊂ En = E

whose factors Fj = Ej/Ej−1 are semistable objects of A with

φ(F1) > φ(F2) > · · · > φ(Fn).

Given a stability condition on D, the central charge defines a stability function
on its heart A = P ((0, 1]) ⊂ D, and the decompositions of axiom (d) give Harder–
Narasimhan filtrations. Conversely, given a bounded t-structure on D together with a
stability function Z on its heart A ⊂ D, we can define subcategories P (φ) ⊂ A ⊂ D
to be the semistable objects in A of phase φ for each φ ∈ (0, 1]. Axiom (b) then fixes
P (φ) for all φ ∈ R. Thus we have

Proposition 4.2. To give a stability condition on D is equivalent to giving a bounded
t-structure on D and a stability function on its heart with the Harder–Narasimhan
property.
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4.3. The set Stab(D) of locally-finite stability conditions on D has a natural topology
induced by the metric

d(σ1, σ2) = sup
0 �=E∈D

{
|φ−

σ2
(E)−φ−

σ1
(E)|, |φ+

σ2
(E)−φ+

σ1
(E)|,

∣∣∣∣ log
mσ2(E)

mσ1(E)

∣∣∣∣
}

∈ [0, ∞].

The following result was proved in [11]. Its slogan is that deformations of the central
charge lift uniquely to deformations of the stability condition.

Theorem 4.3. For each connected component � ⊂ Stab(D) there is a linear subspace
V (�) ⊂ HomZ(K(D), Z) with a well-defined linear topology and a local homeo-
morphism Z : � → V (�) which maps a stability condition (Z, P ) to its central
charge Z.

If X is a smooth projective variety we write Stab(X) for the set of locally-finite
stability conditions on D(X) for which the central charge Z factors via the Chern char-
acter map ch : K(X) → H ∗(X, Q). Theorem 4.3 immediately implies that Stab(X)

is a finite-dimensional complex manifold. By Proposition 4.2, the points of Stab(X)

parameterise bounded t-structures on D(X), together with the extra data of the map Z.
So far the manifolds Stab(X) have only been computed for varieties X of dimen-

sion one [36], [41]. The case of K3 and abelian surfaces was studied in [13]; we shall
return to the K3 case in Section 6. Various non-compact examples have also been
considered (see e.g. [14], [48]).

5. Stability conditions and threefold flops

Let f : Y → X be a small, crepant birational map of threefolds with Y smooth.
Thus X has terminal Gorenstein singularities and f contracts a finite number of
rational curves C, each satisfying KY ·C = 0. The aim of this section is to show how
the category of perverse sheaves defined in Section 3 arises naturally by considering
stability conditions on Y . We shall go into more detail than we have in previous
sections, since the results provide an excellent example of how stability conditions
can be used to relate the derived category to geometry. For full proofs the reader can
consult Toda’s paper [48]. The string theory point of view on the same material is
described in [2].

5.1. Define D(Y/X) to be the full subcategory of D(Y ) consisting of objects sup-
ported on (a fat neighbourhood of) the exceptional locus of f . Since D(Y/X) only
depends on a formal neighbourhood of the singular locus of X we may as well assume
that X is the spectrum of a complete local ring.

One can easily show that there is an isomorphism of abelian groups

K(D(Y/X)) ∼= N1(Y/X) ⊕ Z.
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It will be convenient to consider the codimension one slice of the full space
Stab(D(Y/X)) consisting of stability conditions satisfying the additional condition
that Z(Oy) = −1, where Oy is the structure sheaf of a point y ∈ Y . We shall denote it
simply by Stab(Y/X). Since the dual of N1(Y/X) is naturally N1(Y/X), the central
charge Z : K(D(Y/X)) → C of a stability condition in Stab(Y/X) is defined by an
element β + iω of the vector space N1(Y/X) ⊗ C. Explicitly the correspondence is
given by

Z(E) = (β + iω) · ch2(E) − ch3(E). (†)

The map Z of Theorem 4.3 now becomes a map

Z : Stab(Y/X) −→ N1(X/Y ) ⊗ C.

The standard t-structure on D(Y ) induces a bounded t-structure on D(Y/X) whose
heart Coh(Y/X) = Coh(Y ) ∩ D(Y/X) is the subcategory of Coh(Y ) consisting of
sheaves supported on the exceptional locus. A simple application of Proposition 4.2
gives

Proposition 5.1. A stability function for the t-structure with heart Coh(Y/X) ⊂
D(Y/X) is given by (†) with β, ω ∈ N1(Y/X) ⊗ R such that ω ∈ Amp(Y/X) lies in
the ample cone. This stability function has the Harder–Narasimhan property. Thus
there is a region in U(Y/X) ⊂ Stab(Y/X) isomorphic to the complexified ample
cone of Y/X.

5.2. Suppose now that σ = (Z, P ) is a stability condition in the boundary of the
region U(Y/X). Then Z is given by the formula above for some β, ω ∈ N1(Y/X)⊗R
with ω an f -nef divisor which is not ample. There is a unique birational map f ′ : Y →
Y ′ factoring f : Y → X such that ω = (f ′)∗(ω′) with ω′ an ample R-divisor on Y ′.
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��
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X

The map f ′ is also crepant and contracts precisely those irreducible rational curves
C ⊂ Y satisfying ω · C = 0.

Let C be a rational curve contracted by f ′. Note that for all stability conditions in
U(Y/X), the objects OC(k) are stable, since their only proper quotients in Coh(Y/X)

are skyscraper sheaves. It follows that these objects are at least semistable in σ , and
hence Z(OC(k)) �= 0. Since ω · C = 0 we must have β · C /∈ Z.

The map Z defined by (†) no longer defines a stability function for Coh(Y/X)

because if C is contracted by f ′ and k � 0 then Z(OC(k)) lies on the positive real
axis. Thus the heart of the stability condition σ cannot be Coh(Y/X) ⊂ D(Y/X).
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Instead, consider the perverse t-structure on D(Y ) induced by the contraction f ′
and restrict it to D(Y/X) to give a bounded t-structure whose heart Per(Y/Y ′) ∩
D(Y/X) we shall also denote Per(Y/Y ′). One can then show that providing 0 <

β · C < 1 for all irreducible curves C with ω · C = 0 then the heart of σ is indeed
equal to Per(Y/Y ′).

Suppose for a moment that σ lies on a codimension one face of the boundary
of U(Y/X), by which we mean that Pic(Y/Y ′) = Z. Note that Pic(Y/X) acts on
Stab(Y/X) and on the region U(Y/X). Thus twisting by a line bundle we can always
assume that the condition 0 < β · C < 1 holds.

Conversely, considering the definition of Per(Y/Y ′) as a tilt, one can show that if
the above condition on β and ω holds then the map Z defined by (†) gives a stability
function on Per(Y/Y ′), and this is easily checked to satisfy the Harder–Narasimhan
property. These arguments give

Proposition 5.2. Let f ′ : Y → Y ′ be a birational map factoring f : Y → X. A
stability function for the t-structure with heart Per(Y/Y ′) is given by (†) for classes
β, ω ∈ N1(Y/X) ⊗ R such that ω = (f ′)∗(ω′) for some ω′ ∈ Amp(Y ′/X) and
0 < β · C < 1 for all curves C contracted by f ′. The resulting stability conditions
lie in the boundary of the region U(Y/X). Conversely, any stability condition lying
on a codimension one face of the boundary of U(Y/X) is of this form up to a twist
by a line bundle.

The key point we wish to emphasize is that the perverse t-structure arises naturally
by passing to the boundary of the region U(Y/X).

5.3. Consider now an open neighbourhood of a point σ lying in the boundary of
U(Y/X). This region will contain stability conditions with central charges Z defined
by (†) with ω lying in the ample cone of a different birational model of f : Y → X.
It can be shown that all these stability conditions can be obtained by pulling back
stability conditions of the form given in Proposition 5.1 by derived equivalences.

For example, suppose g : W → X is obtained from f by taking the flop of a
contraction f ′ : Y → Y ′ factoring f with Pic(Y/Y ′) ∼= Z⊕d .
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Such a map f ′ defines a codimension d face of the ample cone Amp(Y/X). Let
� : D(Y ) −→ D(W) be the equivalence with kernel OY×Y ′W on Y × W . Then �
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induces an isomorphism fitting into a diagram

Stab(Y/X)

Z




� �� Stab(W/X)

Z




N1(Y/X) ⊗ C
(g−1�f )∗

�� N1(W/X) ⊗ C

where the isomorphism N1(Y/X) → N1(W/X) is induced by the codimension one
isomorphism g−1 � f : Y ��� W . One can show that the closure of the inverse
image �−1(U(W/X)) intersects the closure of U(Y/X) along a real codimension d

component of the boundary.
It is well known that the general hyperplane section of X is a KleinianADE surface

singularity. Furthermore the abelian group N1(Y/X) can be identified with the root
lattice of the corresponding simple Lie algebra. Let � ⊂ N1(Y/X) be the set of roots.

Theorem 5.3 (Toda, [48]). The map

Z : Stab(Y/X) −→ N1(Y/X) ⊗ C

restricted to the connected component of Stab(Y/X) containing U(Y/X) is a covering
map of the hyperplane complement

{β + iω ∈ N1(Y/X) ⊗ C : β + iω · C /∈ Z for all C ∈ �}.
For each smooth birational model W → X and each Fourier–Mukai equivalence

� : D(Y ) −→ D(W)

over X there is a region �−1(U(W/X)) ⊂ Stab(Y/X) isomorphic to the complexified
ample cone of W/X. The closures of these regions cover a connected component of
Stab(Y/X), and any two of the regions are either disjoint or equal.

6. Stability conditions on K3 surfaces

Suppose that X is an algebraic K3 surface over C. In this section we consider sta-
bility conditions on D(X) and explain how they may help to determine the group of
autoequivalences Aut D(X). Full details can be found in [13].

6.1. Following Mukai [38], one introduces the extended cohomology lattice of X by
using the formula(

(r1, D1, s1), (r2, D2, s2)
) = D1 · D2 − r1s2 − r2s1

to define a symmetric bilinear form on the cohomology ring

H ∗(X, Z) = H 0(X, Z) ⊕ H 2(X, Z) ⊕ H 4(X, Z).
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The resulting lattice H ∗(X, Z) is even and non-degenerate and has signature (4, 20).
Let H 2,0(X) ⊂ H 2(X, C) denote the one-dimensional complex subspace spanned by
the class of a nonzero holomorphic two-form � on X. An isometry

ϕ : H ∗(X, Z) → H ∗(X, Z)

is called a Hodge isometry if ϕ ⊗ C preserves this subspace. The group of Hodge
isometries of H ∗(X, Z) will be denoted Aut H ∗(X, Z).

The Mukai vector of an object E ∈ D(X) is the element of the sublattice

N (X) = Z ⊕ NS(X) ⊕ Z = H ∗(X, Z) ∩ �⊥ ⊂ H ∗(X, C)

defined by the formula

v(E) = (r(E), c1(E), s(E)) = ch(E)
√

Td(X) ∈ H ∗(X, Z),

where ch(E) is the Chern character of E and s(E) = ch2(E) + r(E). The Mukai
bilinear form makes N (X) into an even lattice of signature (2, ρ), where 1 � ρ � 20
is the Picard number of X. The Riemann–Roch theorem shows that this form is the
negative of the Euler form, that is, for any pair of objects E and F of D(X)

χ(E, F ) =
∑

i

(−1)i dimC Homi
X(E, F ) = −(v(E), v(F )).

A result of Orlov [42], extending work of Mukai [38], shows that every exact
autoequivalence of D(X) induces a Hodge isometry of the lattice H ∗(X, Z). Thus
there is a group homomorphism

� : Aut D(X) −→ Aut H ∗(X, Z).

The kernel of this homomorphism will be denoted Aut0 D(X).
For any point σ = (Z, P ) ∈ Stab(X) the central charge Z(E) depends only on

the Chern character of E and hence can be written in the form

Z(E) = (�, v(E))

for some vector � ∈ N (X) ⊗ C. Thus the map Z of Theorem 4.3 becomes a map

Z : Stab(X) → N (X) ⊗ C

sending a stability condition to the corresponding vector � ∈ N (X) ⊗ C.
Define an open subset

P ±(X) ⊂ N (X) ⊗ C

consisting of those vectors which span positive definite two-planes in N (X) ⊗ R.
This space has two connected components that are exchanged by complex conjuga-
tion. Let P +(X) denote the component containing vectors of the form exp(iω) =
(1, iω, −ω2/2) for ample divisor classes ω ∈ NS(X) ⊗ R. Set

�(X) = {δ ∈ N (X) : (δ, δ) = −2}
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and for each δ ∈ �(X) let

δ⊥ = {� ∈ N (X) ⊗ C : (�, δ) = 0} ⊂ N (X) ⊗ C

be the corresponding complex hyperplane. The following result was proved in [13].

Theorem 6.1. There is a connected component �(X) ⊂ Stab(X) that is mapped
by Z onto the open subset

P +
0 (X) = P +(X) \

⋃
δ∈�(X)

δ⊥ ⊂ N (X) ⊗ C.

Moreover, the induced map Z : �(X) → P +
0 (X) is a regular covering map and the

subgroup of Aut0 D(X) which preserves the connected component �(X) acts freely
on �(X) and is the group of deck transformations of Z.

Unfortunately, Theorem 6.1 is not enough to determine the group Aut D(X).
Nonetheless it provides a hope to solve this problem by studying the geometry of
Stab(X). The obvious thing to conjecture is as follows.

Conjecture 6.2. The action of Aut D(X) on Stab(X) preserves the connected com-
ponent �(X). Moreover �(X) is simply-connected.

This conjecture would imply that there is a short exact sequence of groups

1 −→ π1 P +
0 (X) −→ Aut D(X)

�−−→ Aut+ H ∗(X, Z) −→ 1

where
Aut+ H ∗(X, Z) ⊂ Aut H ∗(X, Z)

is the index 2 subgroup consisting of elements which do not exchange the two com-
ponents of P ±(X).

As a final remark in this section note that Borcherds’ work on modular forms [8]
allows one to write down product expansions for holomorphic functions on Stab(X)

that are invariant under the group Aut D(X). It would be interesting to connect these
formulae with counting invariants for stable objects in D(X).

7. Derived categories and the minimal model programme

In this section we briefly mention some further recent work on birational geometry
and derived categories of coherent sheaves and give some references.

7.1. Conjecture 2.1 is the simplest version of a much more general set of conjectures
about derived categories and birational geometry. The basic idea, due to Bondal and
Orlov, is that each of the operations in the minimal model programme should induce
fully faithful embeddings of derived categories. Thus for example, if f : Y → X
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is a birational map of smooth projective varieties, then Rf∗(OY ) = OX, and the
projection formula implies that the functor

Lf ∗ : D(X) −→ D(Y )

is full and faithful. Much more generally Bondal and Orlov conjectured

Conjecture 7.1 (Bondal, Orlov). Suppose

Y
f1

����
��

��
�

f2




��

��
��

�

X1 X2

are birational maps of smooth projective varieties. Suppose the divisor

KX2/X1 = f ∗
2 (KX2) − f ∗

1 (KX1)

is effective. Then there is a fully faithful functorF : D(X1) ↪→ D(X2). IfKX2/X1 = 0
then F is an equivalence.

One might well imagine that a proof of Conjecture 2.1 would also apply to this
much more general situation. See [26], [27] for more details on this conjecture.

One of the main problems with studying the effect of the minimal model pro-
gramme on derived categories is the presence of singularities. Considering varieties
with mild singularities is essential for the minimal model programme in dimension
at least three. But many of the techniques that have been developed to understand
derived categories rely on smoothness.

The situation in dimension three is rather special since there is an explicit list of
local models for terminal singularities. Each is a finite quotient of a hypersurface
singularity. The hypersurface singularity can be thought of as a special fibre of
a smooth fourfold, which allows one to get around the bad behaviour of derived
categories of singular varieties. In this way Chen [15] was able to extend Theorem 3.1
so as to allow Gorenstein terminal singularities.

It is easy to see that if some version of Conjecture 7.1 is to hold, then for certain
singular varieties the derived category must be modified in some way. Thus for
example there exist flops and flips which take one from a smooth variety to a singular
one. But there can never be a fully faithful embedding D(Y1) ↪→ D(Y2) if Y1 is
singular and Y2 smooth because of the following straightforward consequence of
Serre’s theorem on regularity of local rings.

Proposition 7.2. Let Y be a projective variety and D(Y ) its bounded derived category
of coherent sheaves. Then Y is smooth if and only if

dimC

⊕
i∈Z

Homi
D(Y )(A, B[i]) < ∞

for all objects A and B of D(Y ).
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At the moment this problem of how to modify the derived category for singular
varieties is the biggest obstacle to progress in this area.

If a variety has only quotient singularities it is clear that one should consider
the derived category of coherent sheaves on the corresponding stack. Kawamata
explained this using the example of the Francia flip [25]. This is a threefold flip

X+

f




��
��

��
� X−

g
��













Y

in which X− is smooth but X+ has an isolated quotient singularity. By the argument
above there cannot be an embedding D(X+) ↪→ D(X−). On the other hand there is
an embedding D(X+) ↪→ D(X−), where X+ → X+ is the Deligne–Mumford stack
associated to the quotient singularity. In the same way, Chen’s result on Gorenstein
threefold flops extends to arbitrary terminal threefolds so long as one considers the
derived categories of the corresponding stacks [26].

Kawamata has extended Conjecture 7.1 to a statement involving log varieties with
quotient singularities. In an impressive piece of work [27] he was able to prove his
conjecture under the additional assumption that the birational maps fi were toroidal.
Roughly speaking this means that they are locally defined by toric data. The derived
McKay correspondence for abelian groups (Theorem 2.7) follows as a special case
of this result.

Finally, Kawamata was able [28] to use his result together with the log minimal
model programme for toric varieties to solve a long-standing problem: the existence
of a full exceptional collection on any toric variety. For more on these state of the art
developments we refer the reader to [27], [28].
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Invariants of singularities of pairs

Lawrence Ein and Mircea Mustaţǎ∗

Abstract. Let X be a smooth complex variety and Y be a closed subvariety of X, or more
generally, a closed subscheme of X. We are interested in invariants attached to the singularities
of the pair (X, Y ). We discuss various methods to construct such invariants, coming from the
theory of multiplier ideals, D-modules, the geometry of the space of arcs and characteristic p

techniques. We present several applications of these invariants to algebra, higher dimensional
birational geometry and to singularities.
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1. Introduction

Let X be a smooth complex variety of dimension n and Y be a closed subvariety
of X (or more generally, a closed subscheme of X). We are interested in studying
the singularities of the pair (X, Y ). The general setup is to assume only that X is
normal and Q-Gorenstein, as in [32]. However, several of the approaches we will
discuss become particularly transparent if we assume, as we do, the smoothness of
the ambient variety. The following are some examples of pairs.

Examples 1.1. (i) Let X = Cn and let Y be a hypersurface defined by an equation
f (x1, . . . , xn) = 0. For instance f can be the Fermat hypersurface xm

1 + xm
2 + · · · +

xm
n = 0, which has an isolated singularity of multiplicity m at the origin.

(ii) If X is a smooth projective variety and L is a line bundle on X, then we take Y

to be the base locus of the complete linear system |L|, i.e. Y = ⋂
D∈|L| D.

(iii) Let X be a smooth affine variety with coordinate ring R. If I ⊆ R is an ideal,
then we take Y to be the closed subscheme defined by I .

In what follows we present various invariants attached to such pairs and we discuss
some of their applications. Our main point is that the same invariants that play an
important role in higher dimensional algebraic geometry arise also in several other
approaches to singularities.
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2. Multiplier ideals

Multiplier ideals were first introduced by J. Kohn for solving certain partial differential
equations. Siu and Nadel introduced them to complex geometry. We discuss below
these ideals in the context of algebraic geometry.

Let X be a smooth complex affine variety and Y be a closed subscheme of X.
Suppose that the ideal of Y is generated by f1, . . . , fm, and let λ be a positive real
number. We define the multiplier ideal of (X, Y ) of coefficient λ as follows:

J(X, λ · Y ) =
{
g ∈ OX

∣∣ |g|2(∑m
i=1 |fi |2

)λ is locally integrable

}
.

Example 2.1. Let X = Cn and let Y be the closed subscheme of X defined by
f = x

a1
1 . . . x

an
n . Then

J(X, λ · Y ) = (x
�λa1�
1 . . . x�λan�

n ),

where �α� denotes the integer part of α. Equivalently, if Hi is the divisor defined by
xi = 0, then g is in J(X, λ · Y ) if and only if

ordHi
g ≥ �λai�,

for i = 1, . . . , n.

We can use a log resolution of singularities and the above example to give in
general a more geometric description of the multiplier ideals of (X, Y ). By Hironaka’s
Theorem there is a log resolution of singularities of the pair (X, Y ), i.e. a proper
birational morphism

μ : X′ −→ X

with the following properties. The variety X′ is smooth, μ−1(Y ) is a divisor, and the
union of μ−1(Y ) and the exceptional locus of μ has simple normal crossings. The
relative canonical divisor KX′/X is locally defined by the determinant of the Jacobian
J (μ) of μ, hence it is supported on the exceptional locus of μ. We write μ−1(Y ) =∑N

i=1 aiEi and KX′/X = ∑N
i=1 kiEi , where the Ei are distinct smooth irreducible

divisors in X′ such that
∑N

i=1 Ei has only simple normal crossing singularities.
Suppose that x1, . . . , xn are local coordinates in X and y1, y2, . . . , yn are local

coordinates for an open set in X′. Note that

μ∗dx1 . . . dxndx1 . . . dxn = | det(J (μ)|2dy1 . . . dyndy1 . . . dyn. (1)

The local integrability of a function g on X can be expressed as a local integrability
condition on X′ via the change of variable formula. This reduces us to a monomial
situation, similar to that in Example 2.1. On deduces that g ∈ J(X, λ · Y ) if and only
if

ordEi
g ≥ �λai� − ki
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for every i. Equivalently, if we put �λμ−1(Y )� = ∑
i�λaiEi�, then

J(X, λ · Y ) = μ∗OX′(KX′/X − �λμ−1(Y )�). (2)

We refer to [34] for details.
Note that because of the original definition, it follows that this expression for

J(X, λ · Y ) is independent of the choice of a resolution of singularities. On the other
hand, the formula (2) applies also when X is non necessarily affine. Note also that
this formula implies that if λ1 ≥ λ2, then

J(X, λ1 · Y ) ⊆ J(X, λ2 · Y ).

If λ is small enough, then λai < ki + 1 for i = 1, . . . , N . This implies that

ordEi
1 ≥ �λai� − ki,

hence J(X, λ ·Y ) = OX. This leads us to the definition of the log canonical threshold
of the pair (X, Y ): this is the smallest λ such that J(X, λ · Y ) 
= OX, i.e.

c = lc(X, Y ) = min
i

{
ki + 1

ai

}
.

We may regard 1
c

as a refined version of multiplicity. In general a singularity with a
smaller log canonical threshold tends to be more complex.

The first appearance of the log canonical threshold was in the work of Arnold,
Gusein-Zade and Varchenko (see [2] and [48]), in connection with the behavior of
certain integrals over vanishing cycles. In the last decade this invariant has enjoyed
renewed interest due to its applications to birational geometry. The following is
probably the most interesting open problem about log canonical thresholds.

Conjecture 2.2 (Shokurov). For every n, the set

{lc(X, Y ) | dim(X) = n, Y ⊂ X}
satisfies the Ascending Chain Condition: it contains no strictly increasing sequences.

We can consider also higher jumping numbers. In general, we say that λ is a
jumping number of (X, Y ), if

J(X, λ · Y ) � J(X, (λ − ε) · Y )

for all ε > 0. If λai is not an integer, then �λai� = �(λ − ε)ai� for sufficiently small
positive ε. We see that a necessary condition for λ to be a jumping number is that λai

is an integer for some i. In particular, if λ is a jumping number, then it is rational and
has a bounded denominator.

The following theorem gives a periodicity property of the jumping numbers.
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Theorem 2.3. (i) If Y = D is a hypersurface in X, then

J(X, λ · D) · OX(−D) = J(X, (λ + 1) · D).

(ii) (Ein and Lazarsfeld [16]) For every Y defined by the ideal IY , if λ ≥ dim X−1,
then

J(X, λ · Y ) · IY = J(X, (λ + 1) · Y ).

Corollary 2.4. If λ > dim X − 1, then λ is a jumping number for (X, Y ) if and only
if so is (λ + 1).

We conclude that the set of jumping numbers of the pair (X, Y ) is a discrete subset
of Q and it is eventually periodic with period one.

Example 2.5. If Y is a smooth subvariety of X of codimension e, then the set of
jumping numbers of the pair (X, Y ) is {e, e + 1, . . . }. In particular lc(X, Y ) = e.

Example 2.6. (Howald) Let X = Cn and let Y be the closed subscheme defined by a
monomial ideal a. If a = (a1, a2, . . . , an) ∈ Nn, we denote the monomial x

a1
1 . . . x

an
n

by xa . Consider the Newton polyhedron Pa associated with a: this is the convex hull
of those a ∈ Nn such that xa ∈ a. Using toric geometry Howald showed in [27] that

J(X, λ · Y ) = (xa | a + e ∈ Int(λ · Pa)),

where e = (1, . . . , 1). In particular, the log canonical threshold c of (X, Y ) is
characterized by the fact c · e lies on the boundary of Pa.

For example, suppose that a is the ideal (x
a1
1 , . . . , x

an
n ). In this case, the boundary

of Pa is {
u = (u1, . . . , un) ∈ Rn+ | ∑n

i=1
ui

ai
= 1

}
.

Therefore lc(X, Y ) = ∑
i

1
ai

.

Example 2.7. Suppose that X = C2 and Y is the plane cuspidal curve defined by
x3 + y5 = 0. Then the set of jumping numbers for Y is periodic with period 1. The
jumping numbers in (0, 1] are

{ 8
15 , 11

15 , 13
15 , 14

15 , 1
}
.

One reason that multiplier ideals have been very powerful in studying questions in
higher dimensional algebraic geometry is that they appear naturally in a Kodaira type
vanishing theorem. The following statement is the algebraic version of a result due
to Nadel. In our context, it can be deduced from the Kawamata–Viehweg Vanishing
Theorem (see [34]).

Theorem 2.8. Let X be a smooth projective variety and Y a closed subscheme of X

defined by the ideal IY . If A is a line bundle such that IY ⊗ A is globally generated,
and if L is a line bundle such that L − A is big and nef, then for every i > 0

Hi(X, OX(KX + L) ⊗ J(X, Y )) = 0.
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3. Applications of multiplier ideals

One of the most important applications of multiplier ideals is the following theorem
of Siu (see [44] and [45]) on the deformation invariance of plurigenera.

Theorem 3.1. Let f : X −→ T be a smooth projective morphism of relative dimen-
sion n between two smooth irreducible varieties. If we denote by Xt the fiber f −1(t)

for each t ∈ T , then for every fixed m > 0, the dimension of the cohomology group
H 0(Xt , (�

n
Xt

)⊗m) is independent of t .

The techniques involved in the proof of this theorem have been recently applied
by Siu, Hacon and McKernan to study one of the outstanding problems in higher
dimensional algebraic geometry, the finite generation of the canonical ring (see, for
example, [23]).

In a different direction, there are applications of multiplier ideals to singular-
ities of theta divisors on abelian varieties. Let (X, �) be a principally polarized
abelian variety, that is, � is an ample divisor on an abelian variety X such that
dim H 0(X, OX(�)) = 1. The following result is due to Ein and Lazarsfeld [17].

Theorem 3.2. Let (X, �) be a principally polarized abelian variety. If � is irre-
ducible, then � has at most rational singularities.

Corollary 3.3. Let (X, �) be a principally polarized abelian variety of dimension g,
with � irreducible. If

�k(�) = {x ∈ X | multx(�) ≥ k},
then for every k ≥ 2 we have codim(�k(�), X) ≥ k+1. In particular, � is a normal
variety and multx(�) ≤ g − 1 for every singular point x on �.

Remark 3.4. The fact that � is normal was first conjectured byArbarello, De Concini
and Beauville. When X is the Jacobian of a curve, the fact that � has only rational
singularities was proved by Kempf. Note also that in this case, a classical theorem
of Riemann expresses the multiplicity of � at a point in term of the dimension of
the corresponding linear system on the curve. It was Kollár who first observed in
[31] that one can use vanishing theorems to study the singularities of the theta divi-
sor: he showed that for every principally polarized abelian variety (X, �), we have
lc(X, �) = 1. Theorem 3.2 above is a strengthening of Kollár’s result.

Multiplier ideals have been applied in several other directions: to Fujita’s problem
on adjoint linear systems [3], to Effective Nullstellensatz [16], to Effective Artin–
Rees Theorem [20]. Building on work of Tsuji, recently Hacon and McKernan and
independently, Takayama have used multiplier ideals to prove a very interesting result
on boundedness of pluricanonical maps for varieties of general type (see [24] and [47]).
We end this section with an application to commutative algebra due to Ein, Lazarsfeld
and Smith [19].
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Let X be a smooth n-dimensional variety and Y ⊆ X defined by the reduced sheaf
of ideals a. The mth symbolic power of a is the sheaf a(m) of functions on X that
vanish with multiplicity at least m at the generic point of every irreducible component
of Y . If Y is smooth, then the symbolic powers of a agree with the usual powers, but
in general they are very different.

Theorem 3.5. If X is a smooth n-dimensional variety and if a is a reduced sheaf of
ideals, then a(mn) ⊆ am for every m.

4. Bounds on log canonical thresholds and birational rigidity

In this section we compare the log canonical threshold with the classical Samuel
multiplicity. We give then an application of the inequality between these two invariants
to a classical question on birational rigidity. Let X be a smooth complex variety and
x ∈ X a point. Denote by R the local ring of X at x, and by m its maximal ideal. The
following result was proved by de Fernex, Ein and Mustaţǎ in [10].

Theorem 4.1. Let a be an ideal in R that defines a subscheme Y supported at x.
Let c be the log canonical threshold of (X, Y ), l(R/a) be the length of R/a and e(a)

be the Samuel multiplicity of R along a. If n = dim R, then we have the following
inequalities.

(i) l(R/a) ≥ nn

n!·cn .

(ii) e(a) ≥ nn

cn . Furthermore, this is an equality if and only if the integral closure
of a is equal to mk for some k.

The first assertion in (ii) above can be easily deduced from (i). The proof of (i)
proceeds by reduction to the monomial case, via a Gröbner deformation. When a

is monomial, the inequality follows by a combinatorial argument from the explicit
description of the invariants.

Example 4.2. Suppose that a = (x
a1
1 , . . . , x

an
n ). In this case e(a) = ∏n

i=1 ai and
lc(a) = ∑n

i=1
1
ai

. The inequality in Theorem 4.1(ii) becomes

n∏
i=1

ai ≥ nn( ∑n
i=1

1
ai

)n .

This is equivalent to (
1

n

n∑
i=1

1

ai

)n

≥
n∏

i=1

1

ai

,

which is just the classical inequality between the arithmetic and the geometric mean.
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Remark 4.3. When X is a surface, the inequality in (ii) above was first proved by
Corti [9].

Theorem 4.1 is used in [11] to study the behavior of the log canonical threshold
under a generic projection. More generally, one proves the following

Theorem 4.4. Let f : X −→ Y be a smooth proper morphism of relative dimension k

between two smooth complex varieties. If V is a locally complete intersection of
codimension k in X such that f |V is finite, then

lc(Y, f∗(V )) ≤ lc(X, V )k

kk
.

Using Theorem 4.4 and some beautiful geometric ideas of Pukhlikov [42], one
gives in [11] a simple uniform proof for the following result.

Theorem 4.5. If X is a smooth hypersurface of degree N in CPN , with 4 ≤ N ≤ 12,
then X is birationally superrigid. In particular, every birational automorphism of X

is biregular.

Remark 4.6. Consider the group AutC(C(X)), the automorphism group of the field
of rational functions of X. This is naturally isomorphic to BirC(X), the group of
birational automorphisms of X. If X is birationally superrigid, then BirC(X) �
AutC(X), the automorphism group of X. When X is a hypersurface of degree N in
PN , X has no nonzero vector fields and therefore AutC(X) is a finite group. This
shows that X is not a rational variety: if C(X) is purely transcendental, then AutC(X)

will contain a subgroup isomorphic to the general linear group GLn.

Remark 4.7. When N = 4, it is a classical theorem of Iskovskikh and Manin that X

is birationally rigid [28]. They used this to show that the function field of a suitable
quartic threefold provides a counterexample to the classical Lüroth problem: C(X)

is a C-subfield of the purely transcendental field C(x1, x2, x3) but C(X) is not purely
transcendental. For N = 5, Theorem 4.5 is a result of Pukhlikov [40]. The cases
N = 6, 7 and 8 were first proved by Cheltsov [8]. We mention also that Pukhlikov
[41] has shown that a generic hypersurface of degree N in PN is superrigid for every
N ≥ 4.

5. Bernstein–Sato polynomials

Let f ∈ C[x1, x2, . . . , xn] be a nonzero polynomial. We denote by An the Weyl
algebra of differential operators on An, that is

An = C[x1, . . . , xn, ∂x1, . . . , ∂xn].
Let s be another variable and consider the following functional equation:

b(s)f s = P(s, x, ∂x) • f s+1, (3)
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where b(s) ∈ C[s] and P ∈ An[s]. Here f s is considered a formal symbol, and the
action • of P is defined via ∂xi

•f s = sf −1 ∂f
∂xi

f s . On the other hand, if we let s = m

for an integer m, then (3) has the obvious meaning.
It is easy to see that the set of polynomials b(s) for which there is P satisfying (3) is

an ideal in the polynomial ring C[s]. It was proved by Bernstein in [4] using the theory
of holonomic D-modules that this ideal is nonzero. Its monic generator is denoted
by bf (s) and is called the Bernstein–Sato polynomial of f . It is an interesting and
subtle invariant of the singularities of the hypersurface defined by f .

Examples 5.1. (1) Making s = 1 in (3) we see that bf (−1)f −1 lies in C[x1, . . . , xn].
If f is nonconstant, it follows that −1 is a root of bf .

(2) If f = x, then bf (s) = (s + 1). Indeed, we have

(s + 1)f s = ∂x • f s+1.

More generally, if f defines a nonsingular hypersurface, then bf (s) = (s + 1).

(3) If f = x2
1 + · · · + x2

n , then bf (s) = (s + 1)
(
s + n

2

)
and

bf (s)f s = 1

4
(∂2

x1
+ · · · + ∂2

xn
) • f s+1.

(4) If f = x2 + y3, then bf (s) =
(
s + 5

6

)
(s + 1)

(
s + 7

6

)
and

bf (s)f s =
(

1

27
∂3
y + 1

6
y∂2

x ∂y + 1

8
x∂3

x + 3

8
∂2
x

)
• f s+1.

Computing Bernstein–Sato polynomials in general is quite subtle (see [49]). On
the other hand, there has been a lot of recent progress in algorithmic computation
using Gröbner bases in the Weyl algebra (see [43]).

We describe now the connection between the roots of the Bernstein–Sato polyno-
mial of f and the jumping numbers of the hypersurface Y defined in An by f . An
important theorem of Kashiwara [30] asserts that all the roots of bf (s) are negative
rational numbers. Building on Kashiwara’s work, Lichtin made this more explicit
in [35], describing a connection between the roots of bf (s) and a log resolution of
the pair (An, Y ). This says that if μ : X′ → An is a log resolution of (X, Y ), then
every root of bf (s) is of the form − ki+m

ai
for some i and some positive integer m (we

use the notation introduced in §2). In particular, we see that every root of bf (s) is
rational, and no larger than −lc(An, Y ). However, we stress that unlike in the case of
multiplier ideals, there is no explicit description of the Bernstein–Sato polynomial in
terms of a log resolution.

On the other hand, the following result of Ein, Lazarsfeld, Smith and Varolin [20]
shows that in a suitable range, all jumping numbers give roots of the Bernstein–Sato
polynomial.

Theorem 5.2. If λ ∈ (0, 1] is a jumping number of (An, Y ), then −λ is a root of the
Bernstein–Sato polynomial bf (s).
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The proof of this theorem uses the functional equation (3) and integration by parts.
The case when λ = lc(An, Y ) was proved by Kollár in [32]. Note that in conjunction
with the above mentioned result of Lichtin, this gives the following

Corollary 5.3. The largest root of bf (s) is −lc(An, Y ).

A different point of view on the connection between multiplier ideals and Bern-
stein–Sato polynomials was given by Budur and Saito. In fact, they show how to
recover the multiplier ideals from a filtration that appears in D-module theory, the
V -filtration. We present now their result.

Let t be a new variable, and let An+1 denote the Weyl algebra corresponding to
the affine space An+1, with coordinates x1, . . . , xn, t . We consider the module Bf

that is the first local cohomology module of An+1 along the embedding of An as the
graph of f , i.e.

Bf = C[x1, . . . , xn, t]f −t /C[x1, . . . , xn, t].
Let δ be the class of 1

f −t
in Bf (δ is the “delta-function associated to the graph of f ”).

Note that Bf has a natural structure of left module over An+1. Since ∂m
t δ is the

class of m!
(f −t)m+1 in Bf , we see that Bf is free over C[x1, . . . , xn], with basis given

by {∂j
t δ | j ≥ 0}.

The V -filtration is a decreasing filtration on Bf by left An-submodules V α indexed
by α ∈ Q, with the following properties:

(i)
⋃

α V α = Bf .

(ii) The filtration is semicontinuous and discrete in the following sense: there is a
positive integer 
 such that for every integer m and every α ∈ (

m−1



, m



]
we

have V α = V m/
.

(iii) We have t · V α ⊆ V α+1 for every α, with equality if α > 0.

(iv) We have ∂t · V α ⊆ V α−1 for every α.

(v) For every α, if we put V >α := ∪β>αV β , then (∂t t−α) is nilpotent on V α/V >α .

The key property is (v) above. One can think of the V -filtration as an attempt to
diagonalize the operator ∂t t on Bf . It is not hard to show that if a filtration as above
exists, then it is unique. Malgrange [36] proved the existence of the V -filtration using
the existence of the Bernstein–Sato polynomial and the rationality of its roots. To
explain the role played by bf (s) in the construction of the V -filtration, we mention
that the equation (3) in the definition of bf is equivalent with the following equality
in Bf :

b(−∂t t) · δ = P(−∂t t, x, ∂x) · tδ. (4)

The following result of Budur and Saito [5] shows that the multiplier ideals can
be obtained as a piece of the V -filtration. We consider C[x1, . . . , xn] embedded in
Bf by h → hδ.
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Theorem 5.4. If Y is the hypersurface defined by f , then for every λ > 0 we have
J(An, λ · Y ) = V λ+ε ∩ C[x1, . . . , xn], where 0 < ε � 1.

The assertion in Theorem 5.2 can be deduced from this statement. The proof
of Theorem 5.4 involves two steps. First, one describes the V -filtration in the case
when f defines a divisor with simple normal crossings: f = x

a1
1 . . . x

an
n . In this case,

let us put J′(An, α · Y ) := J(An, (α − ε) · Y ) for 0 < ε � 1 (with the convention
J′(An, α · Y ) = C[x1, . . . , xn] if α ≤ 0). If we take V α to be generated over An

by J′(An, (α + j) · Y )∂
j
t δ, where j varies over the nonnegative integers, then one

can check that these V α satisfy the properties in the definition of the V -filtration. In
particular, this easily implies the statement of Theorem 5.4 in this case. The hard part
of the proof uses Saito’s theory of mixed Hodge modules to deduce the general case
of the theorem by relating the V -filtrations of f and of a log resolution.

We mention that Kashiwara constructed in [29] a V -filtration associated to several
polynomials. Budur, Mustaţǎ and Saito used this in [7] to introduce and study the
Bernstein–Sato polynomial associated to a subscheme not necessarily of codimension
one, and to generalize Theorems 5.2 and 5.4 to this setting.

6. Spaces of arcs and contact loci

Let X be a smooth n-dimensional complex variety. Given m ≥ 0, we denote by

Xm = Hom(Spec C[t]/(tm+1), X )

the space of mth order jets on X. This carries a natural scheme structure. Similarly
we define the space of formal arcs on X as

X∞ = Hom(Spec C[[t]], X ).

These constructions are functorial, hence to every morphism μ : X′ → X we associate
corresponding morphisms μm and μ∞. Thanks to the work of Kontsevich, Denef,
Loeser and others on motivic integration, in recent years these spaces have been very
useful in constructing invariants of singular algebraic varieties. In what follows we
describe some applications of these spaces to the study of singularities.

We have natural projection maps induced by truncation Xm+1 → Xm. Since X

is smooth, this is locally trivial in the Zariski topology, with fiber An. We similarly
have projection maps X∞ → Xm. A subset C of X∞ is called a cylinder if it is the
inverse image of a constructible set S in some Xm. Moreover, C is called locally
closed (closed, irreducible) if S is so. If C is a closed cylinder that is the inverse
image of S ⊂ Xm, its codimension in X∞ is equal to the codimension of S in Xm.

Consider a nonzero ideal sheaf a ⊆ OX defining a subscheme Y ⊂ X. Given a
finite jet or an arc γ on X, the order of vanishing of a – or the order of contact of the
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corresponding scheme Y – along γ is defined in the natural way. Specifically, pulling
a back via γ yields an ideal (te) in C[t]/(tm+1) or C[[t]], and one sets

ordγ (a) = ordγ (Y ) = e.

(Take ordγ (a) = m + 1 when a pulls back to the zero ideal in C[t]/(tm+1) and
ordγ (a) = ∞ when it pulls back to the zero ideal in C[[t]].) For a fixed integer p ≥ 0,
we define the contact locus

Contp(Y ) = Contp(a) =def {γ ∈ X∞ | ordγ (a) = p}.
Note that this is a locally closed cylinder: for m ≥ p, it is the inverse image of

Contp(Y )m = Contp(a)m =def {γ ∈ Xm | ordγ (a) = p}, (5)

which is locally closed in Xm. A subset of X∞ is called an irreducible closed contact
subvariety if it is the closure of an irreducible component of Contp(Y ) for some p

and Y .
Suppose now that W is an arbitrary irreducible closed cylinder in X∞. We can

naturally associate a valuation of the function field of X to W as follows. If f is a
nonzero rational function of X, we put

valW(f ) = ordγ (f ) for a general γ ∈ W.

This valuation is not identically zero if and only if W does not dominate X.
If μ : X′ −→ X is a proper birational morphism, with X′ smooth, and if E is an

irreducible divisor on X′, then we define a valuation by

valE(f ) = the vanishing order of f � μ along E.

A valuation on the function field of X is called a divisorial valuation (with center
on X) if it is of the form m · valE for some positive integer m and some divisor E as
above.

A key invariant associated to a divisorial valuation v is its log discrepancy. If E is
a divisor as above, we put kE = valE(det(J (μ)), where J (μ) is the Jacobian matrix
of μ. Equivalently, kE is the coefficient of E in the relative canonical divisor KX′/X.
Note that kE depends only on valE (it does not depend on the model X′). Given an
arbitrary divisorial valuation m · valE , we define its log discrepancy as m(kE + 1).

Consider a divisor E on X′ as above. If Cm(E) is the closure of μ∞(Contm(E)),
then it is not hard to see that Cm(E) is an irreducible closed contact subvariety of X∞
such that valCm(E) = m · valE . The following result of Ein, Lazarsfeld and Mustaţǎ
[18] describes in general the connection between cylinders and divisorial valuations.

Theorem 6.1. Let X be a smooth variety.

(i) If W is an irreducible, closed cylinder in X∞ that does not dominate X, then
the valuation valW is divisorial.
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(ii) For every divisorial valuation m · valE , there is a unique maximal irreducible
closed cylinder W such that valW = m · valE: this is W = Cm(E).

(iii) The map that sends m · valE to Cm(E) gives a bijection between divisorial
valuations of C(X) with center on X and the set of irreducible closed contact
subvarieties of X∞.

The applicability of this result to the study of singularities is due to the following
description of log discrepancy of a divisorial valuation in terms of the codimension
of a certain set of arcs.

Theorem 6.2. Given a divisorial valuation v = m·valE with center on X, if Cm(E) is
its associated irreducible closed contact subvariety in X∞, then the log discrepancy
of v is equal to codim(Cm(E), X∞).

Combining the statements of the above theorems, we deduce a lower bound for
the codimension of an arbitrary cylinder in terms of the log discrepancy of the corre-
sponding divisor.

Corollary 6.3. If W is a closed, irreducible cylinder in X∞ that does not dominate X,
then codim(W, X∞) is bounded below by the log discrepancy of valW .

Remark 6.4. The above two theorems also hold for singular varieties after some
minor modifications using Nash’s blow-up and Mather’s canonical class.

The key ingredient in the proof of the above theorems is the following result
due to Kontsevich, Denef and Loeser (see [14]. It constitutes the geometric content
of the so-called Change of Variable Theorem in motivic integration. Suppose that
μ : X′ −→ X is a proper, birational morphism of smooth varieties and let KX′/X be
the relative canonical divisor.

Theorem 6.5. Given integers e ≥ 0 and m ≥ e, consider the contact locus

Conte(KX′/X)m = {γ ′ ∈ X′
m | ordγ ′(KX′/X) = e}.

If m ≥ 2e, then Conte(KX′/X)m is a union of fibres of μm : X′
m −→ Xm, each of

which is isomorphic to an affine space Ae. Moreover, if

γ ′, γ ′′ ∈ Conte(KX′/X)m

lie in the same fibre of μm, then they have the same image in X′
m−e.

As an application of Theorems 6.1 and 6.2, one gives in [18] a simple proof of
the following result of Mustaţǎ [37] describing the log canonical threshold in terms
of the geometry of the space of jets.

Theorem 6.6. Let X be a smooth complex variety and Y be a closed subscheme of
X defined by the nonzero ideal sheaf IY . Let Xm and Ym be the spaces of mth order
jets of X and Y , respectively. If c = lc(X, Y ), then



Invariants of singularities of pairs 595

(i) For every m we have codim(Ym, Xm) ≥ c · (m + 1). More generally, if
W ⊂ X∞ is an irreducible closed cylinder that does not dominate X, then
codim(W, X∞) ≥ c · valW(IY ).

(ii) If m is sufficiently divisible, then codim(Ym, Xm) = c · (m + 1).

(iii) We have c = limm→∞ codim(Ym,Xm)
m+1 .

The above results relating divisorial valuations with the space of arcs can be used
to study more subtle invariants of singularities of pairs. Let Y be a closed subscheme
of the smooth variety X, and let λ be a positive real number. We associate a numerical
invariant to the pair (X, λ · Y ) and to an arbitrary nonempty closed subset B ⊆ X, as
follows.

Consider a divisorial valuation of the form valE with center cX(E) in X (the center
is the image of E in X). The log discrepancy of the pair (X, λ · Y ) along E is

a(E, X, λ · Y ) = kE + 1 − λ · valE(IY ),

where IY is the ideal of Y in X. Note that if Y = ∅, we recover the log discrepancy
of valE . The idea is to measure the singularities of the pair (X, λ · Y ) using the log
discrepancies along divisors with center contained in B.

Definition 6.7. LetB ⊂ X be a nonempty closed subset. The minimal log discrepancy
of (X, λ · Y ) over B is defined by

mld(B; X, λ · Y ) := inf
cX(E)⊆B

{a(E; X, λ · Y )}. (6)

Remark 6.8. One can show that mld(B; X, λ ·Y ) is either −∞ or a nonnegative real
number. In fact, mld(B; X, λ ·Y ) 
= −∞ if and only if there is an open neighborhood
U of B such that lc(U, U∩Y ) ≥ λ. An important fact about minimal log discrepancies
is that they can be computed using a log resolution of (X, B ∪ Y ), see [1].

The following theorem of Ein, Mustaţǎ and Yasuda [22] gives a description of
minimal log-discrepancies in term of the geometry of the space of arcs.

Theorem 6.9. Let B be a nonempty, proper closed subset of X, and let π : X∞ −→ X

be the projection map. For every proper closed subscheme Y of X and for every λ

and τ ∈ R+ we have mld(B; X, λ · Y ) ≥ τ if and only if for every irreducible closed
cylinder W ⊆ π−1(B) we have

codim(W, X∞) ≥ λ · valW(IY ) + τ.

The above theorem can be applied to study the behavior of singularities of pairs
under restriction to a divisor. This is useful whenever one wants to do induction
on dimension. Suppose that D is a smooth divisor on X. We want to relate the
singularities of (X, λ ·Y ) with those of (D, λ ·Y |D). The adjunction formula suggests
that the precise relation should be between (X, D + λ · Y ) and (D, λ · Y |D). The
precise formula is the content of the following theorem from [22].
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Theorem 6.10. Let D be a smooth divisor on the smooth variety X and let B be
a nonempty proper closed subset of D. If Y is a closed subscheme of X such that
D 
⊆ Y , and if λ ∈ R+, then

mld(B; X, D + λ · Y ) = mld(B; D, λ · Y |D).

Remark 6.11. The notion of minimal log discrepancy plays an important role in
the Minimal Model Program. It can be defined under weak assumptions on the
singularities of X: one requires only that X is normal and Q-Gorenstein. Kollár and
Shokurov have conjectured the statement of Theorem 6.10 with the assumption that X
and D are only normal and Q-Gorenstein. It is easy to see that the inequality “≤”
holds in general, and the opposite inequality is known as Inversion of Adjunction (see
[32] and [33] for a discussion of this conjecture and related topics). Theorem 6.10 has
been generalized in [21] to the case when both X and D are normal locally complete
intersections.

The interpretation of minimal log discrepancies in terms of spaces of arcs gives
also the following semicontinuity statement. This was conjectured for an arbitrary
(normal and Q-Gorenstein) variety X by Ambro and Shokurov, see [1]. The statement
below, due to Ein, Mustaţǎ andYasuda [22] has been generalized to the case of a normal
locally complete intersection variety in [21].

Theorem 6.12. If X is a smooth variety and if Y is a closed subscheme of X, then
for every λ ∈ R+, the function on X defined by x → mld(x; X, λ · Y ) is lower
semicontinuous.

We end with a result that translates properties of the minimal log discrepancy over
the singular locus of a locally complete intersection variety into geometric properties
of its spaces of jets.

Theorem 6.13. Let X be a normal locally complete intersection variety of dimen-
sion n.

(i) Xm has pure dimension n(m + 1) for every m (and in this case Xm is also a
locally complete intersection) if and only if mld(Xsing; X, ∅) ≥ 0 (this says
that X has log canonical singularities).

(ii) Xm is irreducible for every m (and in this case it is also reduced) if and only
if mld(Xsing; X, ∅) ≥ 1 (this says that X canonical singularities).

(iii) Xm is normal for every m if and only if mld(Xsing; X, ∅) > 1 (this says that X

has terminal singularities).

(iv) In general, we have codim((Xm)sing, Xm) ≥ mld(Xsing; X, ∅) for every m.

Remark 6.14. The description in (ii) above was first proved in [38]. Note that since X

is in particular Gorenstein, it is known that X has canonical singularities if and only
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if it has rational singularities. All the statements in the above theorem were obtained
in [22] and [21] combining the description of minimal log discrepancies in terms of
spaces of arcs and Inversion of Adjunction.

7. Invariants in positive characteristic

Several invariants have been recently introduced in positive characteristic using the
Frobenius morphism, invariants whose behavior is formally very similar to the ones
we have discussed in characteristic zero. Moreover, there are interesting results and
conjectures involving the comparison between the two sets of invariants via reduction
mod p.

As in the case of singularities of pairs (X, Y ) in characteristic zero, one can develop
the theory under very mild assumptions on the ambient variety X (in fact, the positive
characteristic theory does not even need the assumption that X is Q-Gorenstein).
For this one needs to use the full power of the theory of tight closure of Hochster
and Huneke [26]. However, the definitions become particularly transparent if we
assume X nonsingular. Therefore, in accord with the setup in the previous sections,
we will make this assumption. The theory we present here is due to Hara andYoshida
[25] building on previous work of Hara, Smith, Takagi and Watanabe.

We work in the local setting with a regular local ring (R, m, k) of characteristic
p > 0. Let n = dim(R) and let E be the top local cohomology module of R,
E = Hn

m(R). If x1, . . . , xn generate m, then

E � Rx1...xn

/ n∑
i=1

Rx1...x̂i ...xn . (7)

The Frobenius morphism on R induces a Frobenius morphism FE on E that via the
isomorphism (7) takes the class of u/(x1 . . . xn)

d to the class of up/(x1 . . . xn)
pd .

We want to study the singularities of the pair (X, Y ), where X = Spec(R) and Y

is defined by a nonzero ideal a. For every r ≥ 0 and every e ≥ 1, we put

Zr,e := ker(arF e
E) = {w ∈ E | hF e

E(w) = 0 for all h ∈ ar}.
Given a nonnegative real number λ, the test ideal of the pair (X, λ · Y ) is

τ(X, λ · Y ) := AnnR

( ⋂
e≥1

Z�λpe�,e
)
.

Here �α� denotes the smallest integer that is ≥ α.
As Hara andYoshida show in [25], the test ideals τ(X, λ·Y ) enjoy formal properties

similar to those of the multiplier ideals J(X, λ ·Y ) in characteristic zero. In particular,
we can consider the jumping numbers for the test ideals: these are the λ such that
τ(X, λ · Y ) � τ(X, (λ − ε) · Y ) for every positive ε.
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The set of jumping numbers for the test ideals are also eventually periodic with
period one. However, two basic properties that for multiplier ideals follow simply
from the description in terms of a log resolution are not known for test ideals: it is not
known whether every jumping number for the test ideals is rational, and whether in
every bounded interval there are only finitely many such jumping numbers. We want
to stress that the problem does not come from the fact that we do not know, in general,
whether such resolutions exist. Even when we have such resolutions, the invariants
in characteristic p do not depend simply on the numerical data of the resolution (see
Example 7.4 below for the case of the cusp).

There is a more direct description of the set of jumping numbers given by Mustaţǎ,
Takagi and Watanabe in [39]. Suppose that J is a proper ideal of R containing a in its
radical. For every e ≥ 1, define νJ (pe) to be the largest r such that ar is not contained
in the eth Frobenius power of J

J [pe] := (upe | u ∈ J ).

It is easy to see that νJ (pe)/pe ≤ νJ (pe+1)/pe+1, and the F -threshold of a with
respect to J is defined by

cJ (a) := sup
e

νJ (pe)

pe
.

It is shown in [39] that the set of F -thresholds of a (with respect to various J ) is
precisely the set of jumping numbers for the test ideals of (X, Y ). Note that the
smallest F -threshold is obtained for J = m: this is an analogue of the log canonical
threshold that was introduced and studied by Takagi and Watanabe in [46].

There are several interesting results and questions relating the invariants in charac-
teristic zero and those obtained via reduction mod p. To keep the notation simple we
will work in the following setup. Suppose that a is an ideal in A[x1, . . . , xn], where
A is the localization of Z at some integer. Let Y be the subscheme of X = An

A defined
by a. If p is a prime that is large enough, then by reducing mod p and localizing
at (x1, . . . , xn) we get a closed subscheme Yp in Xp = Spec Fp[x1, . . . , xn](x1,...,xn)

defined by the ideal ap.
The multiplier ideals of the pair (X, Y ) (more precisely, of its extension to C) can

be computed by a log resolution defined over Q. After suitably localizing A we may
assume that the multiplier ideals are defined over A, too. The following results relate
the reduction mod p of the multiplier ideals with the test ideals. They are due to Hara
and Yoshida [25], based on previous work of Hara, Smith, Takagi and Watanabe.

Theorem 7.1. With the above notation, if p � 0, then for every λ we have

τ(Xp, λ · Yp) ⊆ J(X, λ · Y )p.

Note that since our primes are large enough, the log resolution over Q induces by
reduction mod p log resolutions for (Xp, Yp). The proof of Theorem 7.1 is based on
the use of local duality for the reduction mod p of the log resolution. The proof of the
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next result is more involved, using the approach of Deligne and Illusie to the positive
characteristic proof of the Kodaira Vanishing Theorem.

Theorem 7.2. With the above notation, for every λ and for every p � 0 (depending
on λ) we have

τ(Xp, λ · Yp) = J(X, λ · Y )p.

Remark 7.3. We reinterpret the above statements in terms of jumping numbers. For
simplicity, we restrict ourselves to the smallest such number: given a as above and
p � 0, we want to compare the log canonical threshold c of the pair (X, Y ) in
some small neighborhood of the origin, with the F -pure threshold cp = cm(ap).
Theorem 7.1 implies that for all p � 0 we have c ≥ cp, while Theorem 7.2 implies
that limp→∞ cp = c.

Example 7.4. Let a be generated by f = x2 + y3, whose log canonical threshold
is 5

6 . Let p > 3 be a prime. One can show that if p ≡ 1 (mod 3), then the largest r

such that f r does not lie in (xpe
, ype

) is given by ν(pe) = 5
6 (pe −1) for every e ≥ 1,

so that cp = 5
6 . On the other hand, if p ≡ 2 (mod 3), then ν(p) = 5p−7

6 , while

ν(pe) = 5pe−pe−1−6
6 for e ≥ 2. Therefore in this case cp = 5

6 − 1
6p

.

Conjecture 7.5. For every ideal a in A[x1, . . . , xn] there are infinitely many primes p

for which the F -pure threshold cp is equal to the log canonical threshold c.

For a discussion of this conjecture we refer to [39]. We end by mentioning a con-
nection between the positive characteristic invariants and the Bernstein–Sato polyno-
mial. Suppose that f ∈ A[x1, . . . , xn] is as above. We know that the Bernstein–Sato
polynomial bf (s) has rational roots, and in fact, one can show that one can find an
equation (3) as in the definition of bf (s) with P having rational coefficients. There-
fore, after suitably localizing A, we may assume that both bf and P have coefficients
in A and that (3) holds over A. It follows that if p is a large enough prime, we get a
similar equation over Fp.

Consider now an ideal J in the ring Fp[x1, . . . , xn](x1,...,xn), such that fp lies in
the radical of J . Let us apply (3) with s = νJ (pe), the largest integer such that f r

p

is not in J [pe]. Since the ideal J [pe] is a module over the ring Fp[x, ∂x], we deduce
that bf (νJ (pe)) ≡ 0 (mod p). Therefore the functions νJ give roots of bf mod p.
Sometimes one can use this observation to find actual roots of bf .

Example 7.6. Let f = x2 + y3. We have described in Example 7.4 the function
ν = νJ when J is the maximal ideal. If p ≡ 1 (mod 3), then ν(pe) = 5

6 (pe −1). The
above discussion implies that p divides bf (−5/6). Since there are infinitely many
such primes, we deduce that −5

6 is a root of bf . Similarly, if p ≡ 2 (mod 3), then it
follows from the formula for ν(p) that −7

6 is a root of bf , and from the formula for
ν(pe), with e ≥ 2 that −1 is a root of bf . Therefore we have obtained all roots of the
Bernstein–Sato polynomial of f by this method.



600 Lawrence Ein and Mircea Mustaţǎ

A similar picture can be seen in other examples, though at the moment there is no
general result in this direction. In [6] this approach was used to describe all the roots
of the Bernstein–Sato polynomial of a monomial ideal. It would be very interesting
to find a more conceptual framework that would explain the connection between the
Bernstein polynomial and the invariants in positive characteristic.

Acknowledgements. We would like to express a special thanks to Rob Lazarsfeld.
Many results in this paper were joint work with him. Moreover, we have benefited
from many inspiring discussions.

References

[1] Ambro, F., On minimal log discrepancies. Math. Res. Lett. 6 (1999), 573–580.

[2] Arnold, V. I., Gusein-Zade, S. M., and Varchenko, A. N., Singularities of differentiable
maps I, II. Monogr. Math. 82, 83, Birkhäuser, Boston, MA, 1985.

[3] Angehrn, U., and Siu, Y.-T., Effective freeness and point separation for adjoint bundles.
Invent. Math. 122 (1995), 291–308.

[4] Bernstein, J. N., Analytic continuation of generalized functions with respect to a parameter.
Funkcional. Anal. i Priložen. 6 (1972), 26–40; English transl. Funct. Anal. Appl. 6 (1972),
273–285.

[5] Budur, N., and Saito, M., Multiplier ideals, V -filtration, and spectrum. J. Algebraic Geom.
14 (2005), 269–282.
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[37] Mustaţǎ, M., Singularities of pairs via jet schemes. J. Amer. Math. Soc. 15 (2002), 599–615.
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Rational curves and rational points

Tom Graber∗

Abstract. We survey some recent results proving the existence of rational points over one
dimensional function fields and finite fields on varieties containing many rational curves. We
also consider conjectural extensions of these theorems to higher dimensional function fields.
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1. Introduction

In the past five years there has been substantial progress giving geometric interpre-
tations and generalizations of classical theorems about C1 fields. In this lecture
I would like to focus on some results about the existence of rational points on certain
classes of varieties over function fields of curves and over finite fields. The geometry
of rational curves play a central role in this work.

Recent results of de Jong and Starr give hope that in the future we will see a similar
development for function fields of higher dimensional varieties, although so far we
do not have even a precise conjectural formulation. The program that they and others
have proposed raises many interesting questions, most of which are still relatively
unexplored.

It is a pleasure to thank my collaborators from whom I learned most of what I
know about this material: Joe Harris, Barry Mazur, and Jason Starr, to whom I am
particularly grateful for helpful comments on this lecture.

2. Classical results

All the results and conjectures that I want to consider have their origins in two theorems
proven in the 1930s which guarantee that over certain fields, hypersurfaces of low
degree in projective space possess rational points. To make this precise, we make a
definition.
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Definition 2.1. A field K is said to be C1 if every homogeneous polynomial f ∈
K[x0, . . . , xn] has a nontrivial zero provided that deg(f ) ≤ n.

The first two known classes of C1 fields were provided by the following two
well-known theorems.

Theorem 2.2 (Tsen). If k is an algebraically closed field and C is an irreducible
curve over k with function field K , then K is a C1 field.

Theorem 2.3 (Chevalley). Finite fields are C1.

There are two natural ways to search for generalizations of these results: we can
try to extend the class of fields considered, or extend the class of varieties. There are
substantial generalizations in both directions. We will start by considering the second
question, namely, for which types of varieties can we guarantee that they will possess
points over finite fields or over one dimensional function fields? At the expense of
making less than optimal statements, we will always restrict our attention to smooth
projective varieties. In this context, there are many natural generalizations of the class
of hypersurfaces above. The two most obvious ones for an algebraic geometer before
1992 were the following.

Remark 2.4. If X is a smooth hypersurface in Pn of degree d, then the following
conditions are equivalent.

• d ≤ n.

• X is Fano, that is, the canonical line bundle KX has ample dual.

• hi(X, OX) = 0 for all i > 0.

These naturally gives rise to four questions, do Tsen’s or Chevalley’s theorems
generalize to either of these classes of varieties? The answer to one of these questions
has been known for some time.

Theorem 2.5 (Katz). If X is a projective variety over Fq such that hi(X, OX) = 0
for all i > 0, then X has an Fq -point.

The other three have all been (nearly) settled in the new millennium, in large
part due to a fundamental shift in viewpoint coming from a third geometric condi-
tion – rational connectivity – which is also equivalent for smooth hypersurfaces to
the inequality d ≤ n.

3. Rationally connected varieties

The basic theory of rational connectivity was developed independently by Campana
[C] and Kollar, Miyaoka, and Mori [KMM]. We will give a quick review of some
of the main points. Throughout, we work over a ground field k. To simplify our
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discussion we will restrict our attention to smooth projective varieties, and we will
take k to be an uncountable algebraically closed field. A careful reader will notice
that this last hypothesis will not be satisfied in many of the applications we refer to
later. To avoid this, one must either make more careful definitions, or first base change
to such a field. For a good treatment of the foundations of the theory of rationally
connected varieties, we refer to [K] or [D].

Given a projective variety X, by a rational curve in X, we mean the image of a
morphism f : P1 → X.

Definition 3.1. A smooth projective variety X is rationally connected (RC) if two
general points of X can be connected by a rational curve.

If k = C this notion is equivalent to many other conditions guaranteeing the
existence of an abundance of rational curves in X. Since these other conditions
can fail to be equivalent to rational connectedness over other fields (or for singular
varieties), they have their own names.

Definition 3.2. X is rationally chain connected (RCC) if any two points of X can be
joined by a chain of rational curves.

Definition 3.3. X is separably rationally connected (SRC) if there exists a morphism
f : P1 → X such that f ∗(T X) is an ample vector bundle.

While this last definition appears quite different from the previous two, it is
straightforward to verify that such a morphism deforms so freely that it guarantees
the existence of a rational curve through two general points. Combining this with
the elementary fact that every irreducible component of a degeneration of a rational
curve is rational, we obtain the implications

SRC �⇒ RC �⇒ RCC.

In characteristic zero, by more delicate arguments, one can reverse these impli-
cations. The equivalence of these notions is quite convenient, because it is easy to
see that the property of being rationally chain connected is closed in families, while
that of being separably rationally connected is open. As a result, we find that in char-
acteristic zero, rational connectivity is a deformation invariant property. This is one
reason why the notion is particularly well suited to the classification theory of higher
dimensional varieties.

The following beautiful theorem, which even over the complex numbers can be
proven at this time only by making use of results in characteristic p, was established
in [C] and [KMM].

Theorem 3.4. Fano varieties are rationally chain connected.

As a result, one can try to address questions about Fano varieties by studying the
geometry of rational curves. Indeed, rational connectivity seems to be a more useful
notion for questions about the existence of rational points.
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4. Rational points on rationally connected varieties

For both finite fields and function fields, the study of rational points often takes as
its starting point a more geometric interpretation of the notion of rational point. The
very different methods used in the two cases reflect the difference in this geometric
interpretation. We will start with the case of function fields.

If we let K be the function field of a smooth curve C defined over an algebraically
closed field k, then given a projective variety XK over K , we can always find a C model
for XK . That is, we can find a projective variety X over k together with a morphism
π : X → C such that the base change to Spec K is XK . A rational point of XK then
corresponds exactly to a section of π . Thus the geometry of rational points over K is
intimately connected to the geometry of curves in higher dimensional varieties. From
this point of view, then, the notion of rational connectivity is particularly appealing,
since it is also directly connected with the same type of geometric objects. Moreover,
it is not difficult to see that the variety XK is geometrically rationally connected if
and only if a general fiber of the morphism π is rationally connected.

Thus, the following theorem, which is proven in characteristic zero in [GHS] and
in positive characteristic in [dJS] is a natural generalization of Tsen’s theorem.

Theorem 4.1. If C is a smooth curve over an algebraically closed field, and
π : X → C is a proper morphism whose general fiber is separably rationally con-
nected, then π admits a section.

Combining with Theorem 3.4 we get a partial answer to one of the questions raised
in Section 2.

Corollary 4.2. If K is the function field of a curve defined over an algebraically
closed field of characteristic zero, then every Fano variety over K has a rational
point.

To my knowledge the analogous question in positive characteristic remains open,
since Fano varieties are not known to be separably rationally connected.

The proof of Theorem 4.1 is based on the geometry of Kontsevich’s space of
stable maps, Mg(X). This space, which compactifies the space of smooth curves in X

by allowing them to degenerate to morphisms from nodal curves, was introduced
into mathematics in order to study ideas coming from string theory. It is extremely
useful in this context, however, because it has two advantages over the traditional
compactifications of the space of curves in X. Its deformation theory is extremely
simple and it has an obvious functorial property – given a morphism of varieties
π : X → Y , we get an induced morphism M(π) : Mg(X) → Mg(Y ). In the setting
of Theorem 4.1, the point is that via degeneration methods, one can produce a curve B

in X such that B corresponds to a smooth point of Mg(X) at which the differential

of M(π) is surjective. As this last statement involves only the tangent spaces to the
moduli spaces, it can be verified using elementary deformation theory, but nonetheless



Rational curves and rational points 607

it is very powerful, since it guarantees that M(π) dominates at least one irreducible
component of Mg(C). Thus, the proof is completed by finding a suitable degeneration
of a morphism of curves, which can be done by elementary techniques.

In [GHMS], by making a careful study of the maps M(π) for general morphisms
of varieties π it is shown that in a certain sense the property of rational connectivity
is universal for the problem of finding rational points over function fields of curves.
In other words, we cannot really hope to find a larger class of varieties which will
always possess a point over function fields than the class given by Theorem 4.1.

In particular, there exist varieties X over K(C) such that hi(X, OX) = 0 for all
i > 0 but without a rational point. We remark that while the methods of [GHMS]
prove the existence of such a variety, they are not effective and give little insight into
how to actually write one down. In [Laf] G. Lafon produces an explicit Enriques
surface over Q(t) with no rational point even over C((t)).

Turning our attention to finite fields, the theory has a rather different flavor. The
geometric interpretation of an Fq -point of a variety X is that it is a fixed point of the
action of the Frobenius morphism. This point of view is very useful in connection with
cohomological conditions, since one can use Lefschetz type theorems that relate fixed
points to cohomological data. In particular, Theorem 2.5 was proven by establishing
the analogue for the Frobenius morphism of the holomorphic Lefschetz fixed point
theorem – that the number of points of a smooth projective variety over Fq is congruent
modulo p to the alternating sum of the traces of Frobenius on the cohomology groups
Hi(X, OX). Since the trace of Frobenius on H 0 is obviously 1 the existence result
follows immediately, as well as the sharper statement that the number of Fq -points
on X is congruent to 1 modulo p.

In [E], H. Esnault shows how it is possible to relate rational curves to this circle of
ideas. She observes that an immediate consequence of rational chain connectivity is
that the Chow group of zero cycles is Z. A method introduced by Bloch (cf. [B]) can
then be used to control the eigenvalues of the action of Frobenius on the étale (or
crystalline) cohomology of X. This is done by thinking of the diagonal � ⊂ X × X

as a zero cycle in XK(X) and using the triviality of the Chow group to move it via
rational equivalence to [{p}×X]∪� where � is a cycle whose projection to the second
factor is not dominant. Interpreting this as the decomposition of the identity map on
the cohomology of X into the projection onto H 0 plus the projection onto the rest,
together with formal (but deep) properties of étale cohomology then yield that the
eigenvalues of the action of Frobenius on Hi

et (X, Ql) are divisible by q for all i > 0.
Now using the Lefschetz–Verdier trace formula, she concludes the following theorem.

Theorem 4.3. If X is a smooth projective variety over Fq with Ch0(X × K(X) = Z,
then X has a rational point.

This has as immediate corollaries:

Corollary 4.4. Every smooth, projective, rationally chain connected variety over a
finite field has a rational point.
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Corollary 4.5. Fano varieties over finite fields have rational points.

As before, one actually gets a sharper statement – the number of rational points is
congruent to 1 mod q.

5. Higher rational connectivity

We would now like to consider some more speculative material about the existence
of points on varieties over more complicated fields. We will describe (in very rough
terms) a program of de Jong and Starr, and following them, we will consider here
only fields of the form K(X) for X a complex variety. We encourage the reader to
consider analogous questions over other classes of fields, where it is easy to make
similar speculations.

Long before any of the work described here, Serge Lang gave an entirely different
generalization of Tsen’s theorem. Following him, we first generalize the definition
of C1.

Definition 5.1. A field K is called Cr if every homogeneous polynomial f in
K[x0, . . . , xn] has a nontrivial zero provided dr ≤ n.

Then Lang proves the following theorem.

Theorem 5.2. If X is a variety of dimension r over an algebraically closed field, then
the function field K(X) is Cr .

It is natural to ask whether there is a common generalization of Theorem 4.1 and
Theorem 5.2. In other words, can we single out a class of abstract varieties which
generalizes the class of degree d hypersurfaces in Pn with dr ≤ n such that they
will always have a rational point over function fields of dimension r? So far there
are few positive results, but there is an analogy which is extremely tantalizing and
which takes as its starting point the observation that rational connectivity is just the
usual topological notion of path connectedness with the interval replaced by P1. If we
systematically translate between topology and algebraic geometry using fiber bundle
as the analogue of family and the interval as the analogue of P1, then Theorem 4.1
translates into the elementary topological fact that over a one dimensional manifold,
any fiber bundle with connected fiber admits a section.

This topological fact has a straightforward generalization to higher dimensional
bases. Namely, if φ : X → M is a fibration with M an r-dimensional manifold and
fiber F such that πi(F ) = 0 for all i < r , then φ admits a section. This suggests
the hope that we could try to define some notion of higher rational connectedness
and prove a theorem that r-rationally connected varieties over r dimensional function
fields have rational points.

Unfortunately, such a theorem cannot hold. Certainly any generalization of the
class of low degree hypersurfaces will include projective space itself (the case d = 1.)
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It is well known, however, that over higher dimensional bases, there are families all of
whose fibers are isomorphic to Pn but which do not admit a section. The obstruction
to the existence of a section lies in the Brauer group of the base of the family. While
this might dash one’s hope, de Jong and Starr have taken the optimistic view that at
least in dimension 2, the Brauer group might be the only obstruction.

In particular, the Brauer class associated to a family of projective spaces admits a
generalization to this situation. Given a morphism φ : X → B, one gets a sequence

Pic(XK) → Pic(X
K

)G → Br(K).

If X has a K-point, the rightmost map in this sequence vanishes, thus the nonva-
nishing of this map is an obstruction to the existence of a K-point. We will refer to
this as the Brauer obstruction. We remark that this obstruction will always vanish for
the projection to B of a hypersurface of dimension at least 3 in Pn × B. Now we can
state the

Metaconjecture. There exists a notion of rationally simply connected such that for
any morphism π : X → B with B a complex surface and with rationally simply
connected general fiber, φ admits a rational section if and only if the Brauer obstruction
vanishes. Moreover, for smooth hypersurfaces, this notion should agree with the
condition that d2 ≤ n.

There is a natural guess for how to go about formulating what it means for a vari-
ety X to be rationally simply connected. For a topological space, simple connectivity
means that the space of loops is path connected, or equivalently that the space of
paths between any two fixed points is path connected. By again replacing paths with
rational curves, we would arrive at a provisional definition that the space of rational
curves joining two general points of X should be rationally connected. Unfortunately,
this is impossible, since the space of rational curves joining two points will not even
be connected – a rational curve has a discrete invariant, its homology class, which
is invariant under deformation. The most we can ask for is for the space of rational
curves of fixed topological type joining two general points to be rationally connected.
Finally, it seems more reasonable to ask for this only in sufficiently positive homol-
ogy classes since rational connectedness itself is really only a condition on the high
degree curves. There are various possible meanings of “sufficiently positive” and the
optimal choice is not clear. At least if Pic(X) = Z (which will be the case for smooth
hypersurfaces), the condition is unambiguous.

Unfortunately, this does not seem to be enough, since de Jong and Starr are able
to prove that smooth hypersurfaces of degree d in Pn satisfy this constraint provided
that d2 ≤ n + 1 which in this case is too good of a theorem, since Lang’s result is
sharp. To repair this, they propose that there is an additional condition which might be
seen as an analogue of the condition appearing in the definition of separable rational
connectivity, namely the existence of a curve in the space of curves satisfying certain
positivity properties. This condition is satisfied for hypersurfaces of the desired degree
range. We refer the reader to their preprints for the precise conditions they use.
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They also propose a strategy for establishing that families of such varieties over
surfaces possess a rational section provided that the Brauer obstruction vanishes.
To date, they are able to carry out this program only under extremely restrictive
hypotheses, which in particular rule out almost all families of hypersurfaces of degree
greater than 2. Nonetheless, the work they have done lends tremendous credibility
to the belief that there should be theorems in this direction, providing a geometric
explanation for (at least the r = 2 case of) Lang’s theorem. Moreover, their existing
results apply to families of Grassmannians and give a new proof of de Jong’s period-
index theorem.

At this point, one might be inclined to believe that we would at least have a rea-
sonably clear idea of how to generalize this type of conjecture to higher rational
connectivity, but there are further issues to confront in order to do this. Since ra-
tional connectivity is a property depending only on the birational equivalence class
of a variety, in defining rationally simply connected, we did not have to choose a
particular compactification of the space of rational curves joining two general points.
However, under any definition currently considered, the property of being rationally
simply connected is not invariant under birational modification (and should not be),
so to generalize these ideas to higher dimension, one needs either to fix a choice of
compactification or find a different framework in which to discuss these questions.
This direction is wide open and seems likely to provide interesting – and difficult –
questions for some time to come.
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Rigidity of rational homogeneous spaces
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Abstract. Rigidity questions on rational homogeneous spaces arise naturally as higher dimen-
sional generalizations of Riemann’s uniformization theorem in one complex variable. We will
give an overview of some results obtained in this area by the study of minimal rational curves
and geometric structures defined by the their tangent directions.
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1. Introduction

Riemann’s uniformization theorem in one complex variable says that the three basic
Riemann surfaces, namely, the Riemann sphere P1, the complex plane C and the
unit disc �, exhaust all simply connected Riemann surfaces. Finding an analog
of this result in higher dimensions has been one of the main themes of research in
complex geometry. A number of approaches from different view-points have been
developed for this. Our approach here is to regard Riemann’s uniformization theorem
as a characterization of the three basic Riemann surfaces. From this approach, the
uniformization problem in several complex variables is to find suitable conditions
which characterize some basic classes of complex manifolds generalizing the three
basic Riemann surfaces. The most natural higher-dimensional analogs of the three
basic Riemann surfaces are Hermitian symmetric spaces. Thus the uniformization
problem in several complex variables leads to the study of rigidity of Hermitian
symmetric spaces.

A nice survey of results on the rigidity of Hermitian symmetric spaces obtained up
to early 1990s was given in Siu’s article ‘Uniformization in Several ComplexVariables’
[28]. As one can see in [28], the methods employed are quite different depending
on whether the Hermitian symmetric spaces are of compact type, of Euclidean type,
or of non-compact type. The methods used for compact type have close connection
with algebraic geometry, while those for Euclidean or non-compact types are closer
to differential geometry. Since we have little expertise for the cases of Euclidean
type or non-compact type, we will restrict our discussion to the case of compact
type. From the view-point of algebraic geometry, it is more natural to consider a
larger class of complex manifolds, the rational homogeneous spaces, which include
Hermitian symmetric spaces of compact type. We will discuss rigidity problems of
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rational homogeneous spaces, especially those related to the problems considered in
Siu’s survey. Our aim is to report the progress on these problems made after 1990.

As explained in Siu’s survey, there are two approaches to the uniformization in
several complex variables, one via topological conditions and the other via curva-
ture conditions. The approach by topological conditions asks under what additional
condition a complex manifold diffeomorphic to a rational homogeneous space is bi-
holomorphic to it. The natural additional condition one can consider is the Kähler
condition, the Moishezon condition or the deformation condition. Regarding the first
two conditions, little new development was made after [28]. On the other hand, there
has been much progress under the deformation condition. This development will
be discussed in Section 3. The approach by curvature conditions is to characterize
rational homogeneous spaces as manifolds with positive curvature in a suitable sense.
There are various ways to impose curvature conditions, but all reasonable assumptions
contain the positivity of the anti-canonical bundle. Complex manifolds with positive
anti-canonical bundles are called Fano manifolds. Rational homogeneous spaces are
just homogeneous Fano manifolds. Thus the question is to characterize homogeneous
spaces among Fano manifolds by certain curvature properties of the tangent bundle.
Typical examples are the Hartshorne conjecture, the Frankel conjecture and the gen-
eralized Frankel conjecture whose solutions by Mori [26], Siu-Yau [29], and Mok
[23] were surveyed in [28]. In Section 4, we will discuss the Campana–Peternell con-
jecture, which generalizes these three results in the context of rational homogeneous
spaces.

The results we will discuss on the rigidity problem both under the deformation
condition and under the curvature condition depend on the study of minimal ratio-
nal curves of Fano manifolds. This study originated from Mori’s solution of the
Hartshorne conjecture [26] which concerns the projective space. To handle problems
on general rational homogeneous spaces other than the projective space, it is impor-
tant to study the tangent directions of minimal rational curves, more precisely, the
variety of minimal rational tangents (see Section 2 for definition). We will start with
a discussion of this concept and related matters, before we discuss specific rigidity
problems in Section 3 and Section 4. The methods of the variety of minimal rational
tangents in the study of Fano manifolds have many aspects and applications other
than those related to rigidity problems of rational homogeneous spaces. Here we will
concentrate only on those aspects directly related to rational homogeneous spaces.
For the other aspects, we refer the reader to [11], [14] and [18].

Some comments on the notation. For a vector space V , its projectivization PV is
the set of 1-dimensional subspaces of V . For a complex manifold X and x ∈ X, the
holomorphic tangent space of X at x will be denoted by Tx(X) and the holomorphic
tangent bundle of X will be denoted by T (X).

Acknowledgment. I would like to thank Ngaiming Mok for valuable comments.
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2. Geometric structures arising from minimal rational curves

To handle the rigidity questions, we need to show that a given complex manifold
with certain additional conditions is a rational homogeneous space. Thus a common
problem in these questions is how to recognize rational homogeneous spaces. Since
we are interested in algebro-geometric conditions, we should be able to recognize them
in terms of algebro-geometric data. Some special cases, like the projective spaces or
the hyperquadrics, can be handled by the properties of certain linear systems. However
such approaches are hard to generalize to other rational homogeneous spaces.

To get a hint on this problem, we should look at previous results in uniformiza-
tion problems concerning rational homogeneous spaces more general than projective
spaces or hyperquadrics. Very few results of this type are known. In Siu’s survey [28],
we found only one result of this type, namely, Mok’s solution [23] of the generalized
Frankel conjecture, which we will discuss again in Section 4. In Mok’s work, after
a deformation of the metric by the heat equation, one is given a compact complex
manifold X with a Kähler metric g of positive Ricci curvature and of nonnegative
holomorphic bisectional curvature, and one has to show that X is a symmetric space.
For this, Mok constructed a distinguished subvariety C of the projectivized tangent
bundle PT (X)which is a proper subvariety unlessX is a projective space, and showed
that C is invariant under the holonomy action of the Riemannian metricg. This implies
that X is symmetric by Berger’s theorem on Riemannian holonomy.

How should we formulate an algebro-geometric analog of Mok’s argument? Luck-
ily, Mok’s construction of the distinguished subvariety C ⊂ PT (X) is essentially al-
gebraic. His construction can be generalized to arbitrary Fano manifolds as follows.

Let X be a Fano manifold. By Mori [26] X is covered by rational curves. Let
us fix an irreducible component K of the space of rational curves whose members
sweep out an open subset of X and have minimal degree with respect to the anti-
canonical bundle. Members of K are called minimal rational curves. Whenever
we mention minimal rational curves below, we tacitly assume that a choice of K is
made. For a general point x ∈ X, let Kx be the normalization of the subvariety of K
parametrizing members of K passing through x. In [26], it is proved that Kx is a
projective manifold. [20] showed that each member of Kx is immersed at x. Thus
there exists a morphism

τx : Kx −→ PTx(X),

called the tangent morphism, assigning to each curve its tangent direction at x. Its
image τx(Kx) is called the variety of minimal rational tangents at x and denoted
by Cx . Let C be the closure of the union of {Cx, general x ∈ X} in PT (X). C is
called the variety of minimal rational tangents. The variety C constructed in [23] on a
Fano manifoldX with nonnegative holomorphic bisectional curvature coincides with
the variety of minimal rational tangents on X. It is helpful to look at some examples.

Example 1. LetX be the complex projective space Pn. Minimal rational curves onX
are just lines on the projective space. For any point x ∈ X and any tangent direction
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α ∈ PTx(X), there exists a line through x in the direction of α. Thus Cx = PTx(X)

and C = PT (X).

Example 2. LetX be the n-dimensional hyperquadric Qn in Pn+1. Minimal rational
curves on X are just lines of Pn+1 which lie on Qn. For a given point x ∈ X, the
tangent directions to lines through x lying on Qn defines a hyperquadric Cx ∼= Qn−2
in the projective space PTx(X) ∼= Pn−1.

Example 3. Let X be the Grassmannian G(u, v) of u-dimensional subspaces of a
(u + v)-dimensional complex vector space V . There are two universal quotient
bundles U of rank u and V of rank v such that T (X) ∼= U ⊗ V. There is a natural
embedding of X into P�uV called the Plücker embedding. Minimal rational curves
on X are just lines of P�uV lying on X. It is easy to check that for each x ∈ X, the
variety of minimal rational tangents at x, Cx ⊂ PTx(X), is isomorphic to the set of
pure tensors in PTx(X) ∼= P(Ux ⊗Vx). In other words, Cx is isomorphic to the Segre
embedding of Pu−1 × Pv−1.

Now we confront the second part of Mok’s argument, which is more subtle: how
to use the variety of minimal rational tangents to characterize rational homogeneous
spaces. What should be the algebro-geometric analog of Riemannian holonomy and
Berger’s theorem? Since it is hard to answer this directly, let us approach from a more
general setting. Riemannian holonomy is one special part of the general theory of
geometric structures in differential geometry. In a broad sense, we can say that a geo-
metric structure is given on a manifoldX, if some extra conditions are imposed on the
tangent bundle T (X) or its associated fiber bundles. The existence of a distinguished
subvariety C of the projectivized tangent bundle PT (X) of a complex manifold X
can be regarded as a geometric structure on X. For example, the hyperquadric in
Example 2 has the structure given by the hypersurface C ⊂ PT (X) which defines
a nondegenerate quadratic form on Tx(X) up to a scalar. Such a structure is called
a conformal structure. The Grassmannian in Example 3 has the variety of minimal
rational tangents isomorphic to the Segre embedding. Such a geometric structure has
been studied by differential geometers in connection with twistor theory.

Now that we have a geometric structure arising from minimal rational curves
on any Fano manifold, how can we use them to characterize rational homogeneous
spaces? A natural approach is by the equivalence problem for such geometric struc-
tures, which is the basic problem of E. Cartan’s approach to differential geometry.
The equivalence problem for the geometric structure is usually a local question. One
may wonder whether such a local differential geometric study will be useful in deal-
ing with problems formulated in algebraic geometry. More precisely, let us assume
that there exists an analytic open subset U ⊂ X such that the structure C|U is equiv-
alent to that of an analytic open subset of a rational homogeneous space S. What
algebro-geometric consequence would this give? For example, can we say that X is
biholomorphic to S? The answer is plainly no. A counterexample can be given just
by setting X to be the blow-up of S along a subvariety. This example is certainly
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uninteresting. There are a number of ways to avoid these inessential problems. One
simple way is just to restrict our discussion to complex manifolds of second Betti
number 1. This may look like an over-simplification, but there is still a lot to say even
under this restriction. From now on let us assume that our complex manifolds have
b2 = 1. In this case, we have the following result which shows that the approach via
local equivalence of geometric structures is promising.

Theorem 2.1. Let X be a Fano manifold of b2 = 1 and C ⊂ PT (X) be the variety
of minimal rational tangents associated to a family of minimal rational curves. Let S
be a rational homogeneous space of b2 = 1 different from Pn and C′ ⊂ PT (S)

be the variety of minimal rational tangents. Suppose there exist connected analytic
open sets U ⊂ X and U ′ ⊂ S with a biholomorphic map ϕ : U → U ′ such that its
differential dϕ : PT (U) → PT (U ′) sends C|U onto C′|U ′ . Then ϕ can be extended
to a biholomorphic map X ∼= S.

This is a special case of [15], where a similar result was proved for a large class
of Fano manifolds including rational homogeneous spaces. The main idea of proof
in [15] is the extension of the biholomorphic map ϕ outside U by an analytic con-
tinuation ‘along the minimal rational curves’. This extension is possible over the
whole manifoldX becauseX is rationally connected by minimal rational curves from
b2 = 1. One difficulty of the problem is to prove the univalence of the analytic
continuation, where the simply connectedness of X is used crucially.

By Theorem 2.1, the problem of recognizing rational homogeneous spaces of
b2 = 1 is reduced to the local equivalence question for the geometric structure defined
by the variety of minimal rational tangents. So the question is how to show the
existence of the local equivalence map ϕ. One necessary condition is that for each
general point x ∈ X, the variety of minimal rational tangents Cx ⊂ PTx(X) must be
isomorphic to the variety of minimal rational tangents C′

s ⊂ PTs(S) at a base point
s ∈ S. In fact, it is expected that this is a sufficient condition:

Conjecture 2.2. Let S be a rational homogeneous space of b2 = 1 and C′
s ⊂ PTs(S)

be the variety of minimal rational tangents at a base point s ∈ S. Let X be a Fano
manifold of b2 = 1 and Cx ⊂ PTx(X) be the variety of minimal rational tangents at a
general point x ∈ X associated to a family of minimal rational curves. Suppose that
C′
s ⊂ PTs(S) and Cx ⊂ PTx(X) are isomorphic as projective subvarieties. ThenX is

biholomorphic to S.

This conjecture is known to be true for a number of cases. When S is the projective
space, it follows from the following result proved in [4]:

Theorem 2.3. Let X be a Fano manifold whose variety of minimal rational tangents
at a general point is the whole PTx(X). Then X is the projective space.

The proof in [4] is by a careful study of the singularity of minimal rational curves.
When S is the hyperquadric of dimension ≥ 3, Conjecture 2.2 follows from Miyaoka’s
result [22]. In fact, Miyaoka proved the following stronger result.
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Theorem 2.4. LetX be a Fano manifold of b2 = 1 whose variety of minimal rational
tangents at a general point x is a hypersurface in PTx(X). ThenX is the hyperquadric.

One special feature of Miyaoka’s proof is that it requires a study of rational curves
which are not minimal. It would be very interesting if one can prove Theorem 2.4
using only minimal rational curves. Conjecture 2.2 for hyperquadrics can be proved
using only minimal rational curves as we will see shortly.

Methods used in [4] or [22] for projective spaces and hyperquadrics are rather spe-
cial, unrelated to ideas of E. Cartan’s equivalence problems. These methods cannot
be applied to other rational homogeneous spaces to solve Conjecture 2.2. For general
rational homogeneous spaces, the most promising approach seems to be via the tech-
niques used in the equivalence problem for the geometric structure. The assumption
in Conjecture 2.2 means that a geometric structure modelled on that of S is given on
a Zariski open subset of X. By Theorem 2.1, the question is whether this structure
is isomorphic to the standard one on S. There is a procedure in Cartan’s theory to
solve such problems. When a geometric structure is given, Cartan’s procedure gives
certain curvature tensors on some principal bundle whose vanishing will guarantee
that the structure is locally isomorphic to the flat model of the given geometric struc-
ture. In fact, certain geometric structures modelled on rational homogeneous spaces
have been studied in differential geometry ever since Cartan and the curvature tensors
have been computed (e.g. [7], [30]). However, the model geometric structures on ra-
tional homogeneous spaces studied in these works do not necessarily agree with our
geometric structure arising from the variety of minimal rational tangents. Recall that
for each rational homogeneous space S of b2 = 1, there is an associated simple root
of the Lie algebra of automorphisms of S. When the rational homogeneous space S
is associated to a long simple root, the two geometric structures coincide, as proved
in [16]. These include Hermitian symmetric spaces and homogeneous contact mani-
folds, the latter meaning rational homogeneous spaces of b2 = 1 where the isotropy
representation on the tangent space has an irreducible subspace of codimension 1.

Thus at least for S associated to a long simple root, we have certain computational
tools to check the validity of Conjecture 2.2: there are certain curvature tensors defined
on the Zariski open subset ofX at each point of which the variety of minimal rational
tangents is isomorphic to the variety of minimal rational tangents at a point of S
and the main problem is to show the vanishing of these curvature tensors. In some
cases, these curvature tensors vanish for a purely local algebraic reason as proved
in [31]. But in many cases, including the cases of Hermitian symmetric spaces and
homogeneous contact manifolds, proving the vanishing of these curvature tensors
requires a delicate geometric argument using minimal rational curves. One approach
is to proceed in the following two steps. The first step is to prove the vanishing of
the curvature assuming that the geometric structure modelled on S is defined on the
whole X, in other words, that Cx is isomorphic to C′

s for each x ∈ X. Under this
assumption, one studies the behavior of the curvature tensor along minimal rational
curves to conclude the vanishing. This has been done for Hermitian symmetric spaces
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in [12] and for homogeneous contact manifolds in [8]. The second step is to prove
that the geometric structure modelled on S which is defined on a Zariski open subset
of X extends to the whole X. This extension can be proved by looking at the local
projective geometric invariants of the variety of minimal rational tangents Cx as x
varies along a minimal rational curve, an idea introduced in [24]. In this manner,
Conjecture 2.2 is proved for Hermitian symmetric spaces and homogeneous contact
manifolds in [25]. It may be possible to extend these arguments further to prove
Conjecture 2.2 when the rational homogeneous space is associated to a long simple
root. However, Conjecture 2.2 for S associated to a short simple root looks much
harder, and remains a challenge for future research.

Now that we know Conjecture 2.2 can be proved in many cases, how can we use
this in the rigidity problems? The main question is how to get the assumption in
Conjecture 2.2 from the conditions imposed on X in various rigidity questions. This
depends on the individual rigidity problem and is often a difficult problem. We will
see two examples below.

3. Deformation rigidity of rational homogeneous spaces

It is expected that the following generalization of Conjecture 3.5 in [28] holds. We
will call it the deformation rigidity problem for rational homogeneous spaces.

Conjecture 3.1. Let π : M → � be a smooth family of Fano manifolds such that the
fiber Mt for each t 	= 0 is biholomorphic to a rational homogeneous space S. Then
the central fiber M0 is also biholomorphic to S.

More precisely speaking, this is the global deformation rigidity problem. It is well-
known that the local deformation rigidity of rational homogeneous spaces follows
from the vanishing H 1(S, T (S)) = 0, which is a consequence of Borel–Weil–Bott
theorem.

Note that the Fano condition is necessary. In fact, the rational homogeneous space
S = P1 × P1 can be deformed to a non-Fano Hirzebruch surface. In this example,
the automorphism group of S is not simple. One can also give examples whose
automorphism groups are simple. For example, S = PT (P2m+1) can be deformed to
a non-Fano manifold of the form P(D ⊕ L) where D is the null-correlation bundle
and L is a line bundle on the odd-dimensional projective space P2m+1. In all these
examples, b2(S) > 1.

When b2(S) = 1, the Fano condition is equivalent to the assumption that the
central fiber is Kähler. In this case, it is expected that the following stronger rigidity
holds.

Conjecture 3.2. Let π : M → � be a smooth family of compact complex manifolds
such that the fiber Mt for each t 	= 0 is biholomorphic to a rational homogeneous
space S of b2 = 1. Then the central fiber M0 is also biholomorphic to S.
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This is a generalization of Conjecture 3.4 in [28]. Conjecture 3.2 is proved for
the projective space in [27] and for the hyperquadric in [9]. In these works, the main
problem is to prove the existence of certain rational curves onM0, which can play the
role of minimal rational curves of Fano manifolds. Thus the nature of the problem
is quite different from what we have discussed in Section 2. At the moment, it looks
very hard to generalize the methods of [9] and [27] to other homogeneous spaces. For
the other cases, the weaker conjecture, Conjecture 3.1, is already very interesting.

Regarding Conjecture 3.1, little work has been done when b2(S) > 1. Conjec-
ture 3.1 when b2(S) = 1 has been proved in a series of works [10], [13] [16], [17],
[19]. For the rest of the section, we will sketch the main ideas in this proof.

Taking the approach to rigidity problems discussed in Section 2, we see that one
central problem is the following. Let x ∈ M0 be a general point. Is the variety of
minimal rational tangents at x, Cx ⊂ PTx(M0), isomorphic to that of S?

To handle this question, we proceed as follows. Let us take a section {xt , t ∈ �}
of π such that x0 = x. We compare the family of tangent morphisms

τxt : Kxt → Cxt ⊂ PTxt (Mt)

with the model
τs : Ks → Cs ⊂ PTs(S).

By the assumption τxt is isomorphic to τs when t 	= 0. In particular, {Kxt , t ∈ �}
is a smooth family of projective manifolds such that Kxt is biholomorphic to Ks

for t 	= 0. The first question to ask is whether Kx0 is biholomorphic to Ks . This
itself is a deformation rigidity problem. For many cases of S, Ks itself is a rational
homogeneous space. In general, Ks is a variety very close to a rational homogeneous
space. This indicates the possibility of using an induction on the dimension to solve
Conjecture 3.1. Indeed, using additional information coming from the fact that Kx0

is the space of minimal rational curves through x0, we can carry out this induction
argument to show that Kx0 is biholomorphic to Ks .

Now the problem is reduced to the study of the linear system defining τxt . For the
model S, τs is defined by a complete linear system when we view it as a morphism
into the linear span of Cs . Thus to show that τx0 is isomorphic to τs , it suffices to
show that the linear span of Cx0 has the same dimension as that of Cs . This leads to
the study of the linear span of the variety of minimal rational tangents.

To crystalize the essential idea here, it is better to deal with a general Fano mani-
foldX of b2 = 1. Assume that we have a choice of the variety of minimal rational tan-
gents C ⊂ PT (X) such that for a general x ∈ X, Cx is irreducible. Let Dx ⊂ Tx(X)

be the linear span of Cx . As x varies,Dx defines a Pfaffian systemD on a Zariski open
set of X. From the topological restriction b2(X) = 1, one can show thatD cannot be
integrable. An essential property of D, which is one of the key points of [13], is that
the Frobenius bracket at a general point

[ , ] : �2Dx → Tx(X)/Dx
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annihilates planes in Dx corresponding to tangent lines to the variety of minimal
rational tangents Cx . This follows from deformation theoretic properties of minimal
rational curves.

Applying this general property of D to the variety of minimal rational tangents
on M0, one can show that if the linear span of Cx0 has dimension different from that
of Cs , then the Pfaffian system generated by Cx0 must be integrable, a contradiction
to b2(M0) = 1. Thus we conclude that τx0 is isomorphic to τs .

From the discussion in Section 2, this already shows Conjecture 3.1 for Hermitian
symmetric spaces and homogeneous contact manifolds. Also, when S is associated
to a long simple root, we know, from Section 2, that there are some curvature tensors
defined in a neighborhood of x0 whose vanishing will guarantee thatM0 is biholomor-
phic to S. Since Mt has the same geometric structure modelled on S, the curvature
tensor at x0 is just the limit of the curvature tensor at xt . AsMt, t 	= 0, is biholomor-
phic to S, the curvature tensor at xt , t 	= 0, vanishes. By the continuity, the curvature
tensor also vanishes at x0. This completes the proof of Conjecture 3.1 when S is
associated to a long simple root.

When S is associated to a short root, this argument does not work. In a sense,
the difficulty lies in local differential geometry: the geometric structure given by
the variety of minimal rational tangents has only part of the information needed for
the geometric structure modelled on S studied by differential geometers. Thus we
have only a ‘crude’ geometric structure, and in terms of this crude structure, S is
not quite flat. One can still hope that there are certain structure constants involved
and the constancy of the structure constants for t 	= 0 would imply that they remain
unchanged at t = 0. Unfortunately, this idea can be worked out only in one special
case [17].

For the final handling of Conjecture 3.1 for S associated to a short root, we do not
deal with the equivalence problem directly. But instead we use the variety of minimal
rational tangents to control the automorphism group of M0. In a sense, instead of
showing directly that the geometric structure defined by the variety of minimal rational
tangents onM0 is locally equivalent to that of S, we study the local automorphisms of
the geometric structure to show that the group of automorphisms ofM0 is isomorphic
to that of S. This suffices to conclude thatM0 is biholomorphic to S, in the setting of
the deformation problem.

The study of the local automorphisms of a geometric structure leads to the theory of
prolongations of linear Lie algebras (cf. [3], [21]). This theory is essentially algebraic
and many works have been done in the context of the theory of filtered Lie algebras.
Unfortunately, many results in this area requires that the linear Lie algebra involved
is reductive, while the linear Lie algebra of the infinitesimal automorphisms of the
variety of minimal rational tangents of a rational homogeneous space associated to
a short root is not reductive. Thus from the view-point of Lie algebras, the variety
of minimal rational tangents Cs is not really a nice object. But from the view-point
of projective algebraic geometry, Cs is very nice: it is smooth and linearly normal,
among other things. This motivates us to develop the theory of prolongations of linear
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automorphisms of such nice projective varieties, using projective geometry instead of
Lie algebra. In this theory, one makes use of the rich results on projective geometry
such as [32] to replace the computational tool of semi-simple Lie algebras. This
theory is developed in [19] to the extent needed for the proof of Conjecture 3.1 for S
of b2 = 1. As a byproduct, one can give new geometric proofs of many results on
prolongations of reductive linear Lie algebras, too.

Readers must have noticed that our proof of Conjecture 3.1 for b2(S) = 1 is not
very uniform. A proof of Conjecture 2.2, or a further development of the prolongation
theory of [19] would give a more uniform proof of Conjecture 3.1.

Conjecture 3.1 for the case of b2(S) > 1 is wide open, except for some special
cases. To attack this general situation, we would need to develop the theory of the
variety of minimal rational tangents for Fano manifolds with b2 > 1. Fano manifolds
with b2 > 1 admit non-trivial Mori contractions, which are crucial in understanding
their geometry. Thus the geometry of the variety of minimal rational tangents has
to be combined with Mori theory. This will be an interesting direction for future
research.

4. The Campana–Peternell conjecture

The generalized Frankel conjecture which was proved by Mok in [23] states that a Fano
manifold with a Kähler metric with nonnegative holomorphic bisectional curvature
is a Hermitian symmetric space of compact type. In [1], Campana and Peternell
proposed an algebraic generalization of this. Here we will discuss the following
slightly stronger form of their conjecture:

Conjecture 4.1. A Fano manifold X is homogeneous if all rational curves on X are
free.

A rational curve ν : P1 → X is free if ν∗T (X) is a semi-positive vector bundle.
There are many reasons to believe that Conjecture 4.1 is one of the central problems
of the uniformization theory in several complex variables. In [5], it is proved that
Conjecture 4.1 would give a complete description of Kähler manifolds with semi-
positive curvature in a most reasonable sense.

One can check that Conjecture 4.1 is true for dimX ≤ 3 from the classification
of Fano threefolds (cf. [1], [33]). However, in higher dimensions, very few results
on Conjecture 4.1 are known. In the rest of the paper we will give a proof of the
following which illustrates how the variety of minimal rational tangents can be used
in rigidity problems.

Theorem 4.2. Conjecture 4.1 is true in dimension 4.

The proof uses the works of [2], [4], [22] and [24]. First of all, using Mori theory,
[2] showed that Theorem 4.2 is true for Fano 4-folds with b2 > 1. Thus we may
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assume that b2(X) = 1. Pick a family of minimal rational curves on X and consider
the variety of minimal rational tangents Cx at a general point x ∈ X. Suppose
dim Cx = 3. Then X = P4 by Theorem 2.3. Suppose dim Cx = 2. Then X = Q3
by Theorem 2.4. If dim Cx = 0, the freeness of all minimal rational curves implies C
is an etale cover of X. Since a Fano manifold is simply connected, this shows that C
is biholomorphic to X by the natural projection. This will give a regular foliation
ofX by minimal rational curves, a contradiction to b2(X) = 1. Thus we are left with
the case of dim Cx = 1. To handle this case, we use the following result of Mok
from [24].

Theorem 4.3. Let X be a Fano manifold with b2(X) = 1. Assume that all rational
curves on X are free and dim Cx = 1 for a general point x ∈ X. Assume in addition
that b4(X) = 1. Then X is homogeneous.

Let us give a brief sketch of Mok’s proof. By the freeness of rational curves,
the space K of minimal rational curves is a projective manifold and the associated
universal family morphisms ρ : U → K , μ : U → X are smooth morphisms whose
fibers are curves. By definition, ρ is a P1-bundle. If the fibers of μ have genus ≥ 1,
μ must be a trivial fiber bundle over minimal rational curves on X. This contradicts
some basic geometric feature of the morphism μ. Thus μ is a P1-bundle and the
variety of minimal rational tangents at each x ∈ X is a rational curve. The key point
of [24] is to show that this rational curve Cx ⊂ PTx(X) has degree d ≤ 3. Using this
bound, one can see that the geometric structure defined by C is isomorphic to the one
modelled on P2, Q3, or the 5-dimensional homogeneous contact manifold. Thus by
the discussion in Section 2, X must be the model.

To get the bound on the degree d of Cx ⊂ PTx(X), Mok observed that there exists
a stable vector bundle of rank 2 on K whose projectivization is ρ : U → K . The
crucial part of Mok’s work is to show that the Chern number inequality for this stable
bundle on K gives the bound d ≤ 3. The additional assumption b4(X) = 1 was used
in this step. b4(X) = 1 implies b4(K) = 1, which makes it possible to translate the
Chern number inequality to the inequality d ≤ 3.

In order to use Theorem 4.3 to complete the proof of Theorem 4.2, it suffices
to show that the additional assumption b4(X) = 1 in Theorem 4.3 can be removed.
Since this part has not appeared in print, we will give full details.

First recall from [6] that the i-th Chow group Ai(Z) of a variety Z is the abelian
group of algebraic cycles of dimension i on Z modulo the rational equivalence. The
i-th rational Chow group Ai(Z)Q is the tensor product of Ai(Z) with Q. As men-
tioned above, the condition b4(X) = 1 in the proof of Theorem 4.3 was used to get
b4(K) = 1, which was necessary for the Chern class computation to get d ≤ 3. Since
Chern classes can be defined as algebraic cycles, it suffices to have A2(K)Q ∼= Q to
conclude d ≤ 3.

To prove A2(K)Q ∼= Q in the setting of Theorem 4.3 (without the assumption
b4(X) = 1), we use the double P1-bundle structure on U given by ρ andμ. We define,
inductively, a sequence of smooth irreducible projective varieties Zi , i = 1, 2, 3 . . . ,
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of dimension i together with a morphism νi : Zi+1 → Zi and a morphism ηi : Zi →
U as follows. Fix a general point x ∈ X. Let Z1 := μ−1(x) and η1 : Z1 → U be the
natural injection. LetZ2 be the P1-bundle onZ1 obtained as the pull-back of ρ by the
morphism ρ 
 η1 : Z1 → K. Denote the bundle map Z2 → Z1 by ν1 and the natural
map Z2 → U by η2. Note that ν1 has a natural section defined by η1. Now let Z3 be
the P1-bundle over Z2 obtained as the pull-back of μ by the morphism μ 
η2.Denote
the bundle map by ν2 : Z3 → Z2 and the natural map Z3 → U by η3. Then ν2 has
a natural section defined by η2. Continuing in this manner, we define Zi+1 to be the
P1-bundle overZi obtained as the pull-back of ρ orμ by ρ 
ηi orμ
ηi depending on
whether i is odd or even. Denote the bundle map by νi : Zi+1 → Zi and the natural
map to U by ηi+1. Then νi has a section defined by ηi .

Now we will apply the following lemma which is a simple consequence of Theo-
rem 3.3 in [6].

Lemma 4.4. Let p : Z′ → Z be a P1-bundle with a section σ : Z → Z′. Then any
β ∈ Ak(Z′) is of the form β = σ∗α + p∗γ for some α ∈ Ak(Z) and γ ∈ Ak−1(Z).

Note that since X, K and Zi are all rationally connected, A0(X)Q ∼= A0(K)Q ∼=
A0(Zi)Q ∼= Q. Repeatedly applying Lemma 4.4, we see that A1(Zi) is generated by
curves which are sent by ηi to either a ρ-fiber or a μ-fiber in U. Similarly, A2(Zi)

is generated by surfaces whose images in U under ηi are either a curve or surfaces
of the form μ−1(μ(C)) for some ρ-fiber C or ρ−1(ρ(C′)) for some μ-fiber C′. It
follows that the rank of the image of the push-forward

(ρ 
 ηi)∗ : A2(Zi)Q → A2(K)Q

is ≤ 1. From b2(X) = 1, there exists some � such that η� : Z� → U is surjective.
Recall that when ψ : Z → Y is a proper surjective morphism of algebraic varieties,
the induced push-forward map ψ∗ : Ai(Z)Q → Ai(Y )Q is surjective. Thus

(ρ 
 η�)∗ : A2(Z�)Q → A2(K)Q

is surjective. It follows that A2(K)Q ∼= Q. This finishes the proof of Theorem 4.2.
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Geometry of multiple zeta values

Tomohide Terasoma

Abstract. Many relations are known between multiple zeta values ζ(k1, . . . , kn). A relation
coming from the associator condition for the Drinfeld associator, the generating function of
multiple zeta values, is a geometric relation. By the theory of mixed motives, we can control the
dimension of the rational linear hull of multiple zeta values. The harmonic shuffle relation also
comes from geometry, and more strongly, this is implied by the associator relation.
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Keywords. Multiple zeta value, mixed motif.

1. Introduction

Let k1, . . . , kn ≥ 1 be integers such that kn ≥ 2. We define a multiple zeta value
ζ(k1, . . . , kn) by

ζ(k1, . . . , kn) =
∑

0<m1<m2<···<mn

1

m
k1
1 · · · mkn

n

.

We define the weight w of the index (k1, . . . , kn) by w = k1 + · · · + kn. Many
relations between multiple zeta values are known for a long time; for example,

ζ(2) · ζ(2) = 4ζ(1, 3) + 2ζ(2, 2), ζ(3) = ζ(1, 2), ζ(4) = 4ζ(1, 3).

The first one is a quadratic relation and the second and the third ones are linear
relations between multiple zeta values. Several systematic methods are known to
produce a series of relations for multiple zeta values: iterated integral shuffle relation,
duality relation, harmonic shuffle relation, and so on. The iterated integral relation
and the duality relation are a part of the associator relation, which is closely related to
the Grothendieck–Teichmüller group. These relations produce many linear relations
between multiple zeta values. What is very interesting is that all the known rational
relations preserve the weights introduced above. So it is natural to expect that all
Q-relations come from geometry.
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2. Iterated integral expression

A multiple zeta value has an iterated integral expression, which enables us to study
multiple zeta values from a geometric point of view. Let ω1, . . . , ωn be one-forms
on a manifold X and let γ : [0, 1] → X be a path starting from a point a and ending
with a point b. An iterated integral is defined by∫

γ

ω1ω2 · · · ωn =
∫

0<tn<tn−1<···<t1<1
pr∗1 ω1 ∧ pr∗2 ω2 ∧ · · · ∧ pr∗n ωn,

where pri : [0, 1]n → [0, 1] is the i-th projection. A multiple zeta value is expressed
as

ζ(k1, . . . , kn) =
∫

[0,1]

(
dx

x

)kn−1
dx

1 − x
· · ·

(
dx

x

)k1−1
dx

1 − x
.

To control many relations it is convenient to consider the “generating function” of
multiple zeta values which is called the Drinfeld associator ([Dr]). Let A = C〈〈e0, e1〉〉
be the non-commutative formal power series ring generated by e0 and e1 over C and
ω = e0dx

x
+ e1dx

x−1 an A-valued one-form. The Drinfeld associator � is defined by

� = �(e0, e1) = lim
t→0

t−e1

[
exp

∫ 1−t

t

ω

]
te0,

where exp
∫ b

a
ω = 1 +∑∞

i=1

∫ b

a
ω · · · ω︸ ︷︷ ︸
i-times

. The multiple zeta value (−1)nζ(k1, . . . , kn)

appears as the coefficient of e
kn−1
0 e1 · · · ek1−1

0 e1.

3. Period of fundamental group of P1 − {0, 1, ∞}
The Drinfeld associator � describes the period of the fundamental group of
M0,4 = P1 − {0, 1, ∞} for tangential base points introduced by Deligne [De]. Let

|M0,4| = {→
01,

→
10, . . . } be a set of tangential points of M0,4 and p, q be elements

of |M0,4|. The comparison isomorphism

comp : Q[π1(P
1 − {0, 1, ∞}, p, q)]ˆ ⊗ C 
 Q〈〈e0, e1〉〉 ⊗ C (1)

defines a mixed Hodge structure on Q[π1(P
1 − {0, 1, ∞}, p, q)]ˆ. The Drinfeld as-

sociator is equal to the image of [0, 1] under the comparison homomorphism. The
Drinfeld associator satisfies the associator relations arising from the compatibility
condition for homomorphisms of mixed Hodge structures. In general, the associator
relations can be formulated via the compatibility condition for isomorphisms between
topological and de Rham fundamental groups. To interpret an associator as a func-
torial isomorphism we introduce the fundamental category (Fund) and the notion of
algebroids.
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Definition 3.1. Let K be a field. A K-algebroid U = {Uab}ab over a set B consists of

(1) a family of K-vector spaces {Uab}ab indexed by a, b ∈ B, and

(2) a family of homomorphisms

Ubc ⊗ Uab → Uac,

which is associative.

We assume the following properties:

(1) For a ∈ B the associative ring Uaa has a unit.

(2) The vector space Uab is a free left Ubb-module of rank one and a free right
Uaa-module of rank one.

(3) The natural homomorphism

Ubc ⊗Ubb
Uab → Uac

is an isomorphism.

We can define the notion ofK-Hopf algebroids similarly. For a Q-algebraic variety,
by attaching a completion of the Q-linear hull of Betti and de Rham fundamental
groupoids, we get two functors

UB, UDR : (Var/Q) → (Hopf-alg/Q)

from the category (Var/Q) of Q-algebraic varieties to the category (Hopf-alg/Q) of
Q-Hopf algebroids. The comparison map obtained by Hodge theory gives a functorial
isomorphism of these two functors over C.

The object of the fundamental category (Fund) consists of four spaces M0,4, M0,5,
M0,4 − {0, ∞} and the punctured disc �∗, with tangential points. Morphisms are
generated by

(1) inclusions �∗ → M0,4 around points 0, 1 or ∞,

(2) “infinitesimal inclusions” M0,4 → M0,5, and

(3) natural inclusion M0,4 → M0,4 − {0, ∞}.
We can define two functors of Betti and de Rham fundamental algebroids over a set
of tangential points UB(?) = Q[πB

1 (?)]ˆ and UDR(?) = Q[πDR
1 (?)]ˆ: (Fund) →

(Hopf-alg/Q). The set of functorial isomorphisms from UB ⊗ C to UDR ⊗ C is
denoted by Isom(UB ⊗ C, UDR ⊗ C).

Definition 3.2 (Associator). (1) Let ρ and e be the canonical generators of π1(�
∗, +)

and the dual of dx
x

in UDR(�∗). Here + denotes a tangential point of �∗ defined
by the local coordinate x. For an element ϕ ∈ Isom(UB ⊗ C, UDR ⊗ C) we define
λ(ϕ) ∈ C× by λ(ϕ) = ϕ(log(ρ))/e. Thus we have a map

λ : Isom(UB ⊗ C, UDR ⊗ C) → C×.
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(2) We define the set of associator Ass as the inverse image

λ−1(2πi) ⊂ Isom(UB ⊗ C, UB ⊗ C)

of 2πi under the map λ.

Remark 3.3. The functorial isomorphism ϕ is determined by the element � =
ϕ([0, 1]) ∈ UDR(M0,4) = C〈〈e0, e1〉〉. The condition for an element � to be able
to be continued to a functorial isomorphism is nothing but the classical condition
for associators (see [Dr]). By this correspondence, the Drinfeld associator corre-
sponds to the classical comparison map. This has been communicated to the author
by M. Matsumoto.

Definition 3.4 (Grothendieck–Teichmüller group). (1) Let X be an algebraic variety
over Q. The Ql completion of the etale fundamental groupoid of a variety X ⊗ Q is
denoted by πl

1(X⊗Q). The completion of the Ql-linear hull of πl
1(X⊗Q) is denoted

by Ul(X). If X is one of �∗ = Spec(Q[[x]]), M0,4 or M0,5, we can similarly define
similar tangential base points (see [I]). The Hopf algebroid Ul(X) gives a functor
Ul : (Fund) → (Hopf-alg/Ql).

(2) Let ∗ = B, DR or l. The group GT∗ = Aut(U∗) of functorial automorphisms
of U∗ is called the ∗-Grothendieck–Teichmüller group. The groups GTB, GTDR and
GTl are pro-algebraic groups over Q, Q and Ql , respectively. For an element of ϕ ∈
Aut(U∗), by attaching ϕ(�∗) ∈ AutHopf-alg(U

∗(�∗)), we have a homomorphism of
pro-algebraic groups:

λ : GT∗ = Aut(U∗) → Gm,

where Gm is the multiplicative group. The kernel of λ : GT∗ → Gm is denoted by
GT(1)∗ . It is a pro-nilpotent algebraic group.

(3) By the action of Gal(Q/Q) we have a natural homomorphism Gal(Q/Q) →
GTl .

4. Mixed Tate motives and Grothendieck–Teichmüller group

Following Levine, Voevodsky, Hanamura ([L]) we can define an abelian category
MTMQ of mixed Tate motives over Q. Goncharov ([G]) defined a full subcate-
gory MTMZ of mixed Tate motives over Z. By the classical comparison map (1),
UB+DR(P1 − {0, 1, ∞})→

01,
→
10

becomes a mixed Hodge structure of mixed Tate type.

This mixed Hodge structure is obtained by the nearby fiber (= the limit of mixed Hodge

structure) at
→
01,

→
10 of the variation of mixed Hodge structure U(P1 − {0, 1, ∞})ab

of two variables a, b. It is natural to expect that the near by fiber of a family of
mixed motives is also a mixed motif, which is not well formulated up to now. In fact,
for Hodge realization, a limit of a mixed Hodge structure depends on “the tangential
structure”, i.e. the choice of a branch of “log(t)”. But in our setting, we are very
happy to have the following.
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Theorem 4.1 (Deligne–Goncharov [DG], Terasoma [T]). There exists an object
UM(P1 − {0, 1, ∞})→

01,
→
10

in MTMZ whose Hodge realization is isomorphic to

UB+DR(P1 − {0, 1, ∞})→
01,

→
10

.

We state a consequence of the above theorem in the language of Tannakian
category. Let HDR : MTMZ → (VecQ) be the de Rham realization functor, let
π1(MTMZ, HDR) be the Tannaka fundamental group (see [DM]) of MTMZ for the
fiber functor HDR and let λ : π1(MTMZ, HDR) → Gm be the homomorphism ob-
tained by the functor attaching the associated graded module for weight filtration.
The kernel of λ is denoted by π1(MTMZ, HDR)(1). Let U(π1(MTMZ, HDR)) be
the completion of the Q-linear hull of π1(MTMZ, HDR). An object in MTMZ

corresponding to the representation U(π1(MTMZ, HDR)) of π1(MTMZ, HDR) is
denoted by UM(π1(MTMZ)). By the above theorem and the definition of Tan-
naka fundamental group, HDRUM(P1 − {0, 1, ∞})→

01,
→
10

) becomes a (homogeneous)

U(π1(MTMZ, HDR))-module. Therefore the periods of UM(P1 − {0, 1, ∞}) are
controlled by those of UM(π1(MTMZ)). Taking into account the real structures we
have the following corollary.

Corollary 4.2 (Conjectured by Zagier, ([G], [T])). Let Ln be the Q-vector space
generated by multiple zeta values of weight n. Then we have dimQ Ln ≤ dn, where dn

is defined by the generating function
∑∞

i=0 dnt
n = 1

1−t2−t3 .

Either

(1) by comparing Gal(Q/Q) and π1(MTMZ, H l) via the homomorphism
Gal(Q/Q) → π1(MTMZ, H l) by using Hain–Matsumoto’s result, or

(2) by using the infinitesimal embedding UM(M0,4) → UM(M0,5) of mixed Tate
motives according to Deligne–Goncharov,

we have a homomorphism of pro-algebraic groups

Rep : π1(MTMZ, HB) → GTB

which is compatible with the weight homomorphisms λ. The Deligne–Ihara conjec-
ture asserts

Conjecture 4.3 (Deligne–Ihara). The homomorphism Rep is an isomorphism.

Remark 4.4. The injectivity of Rep is equivalent to the following statement:

Any mixed Tate motif over Z is generated by UM(P1 − {0, 1, ∞})→
01,

→
10

.

As a consequence the injectivity of Rep implies that periods of any mixed Tate motif
over Z are Q-linear combinations of multiple zeta values.

Note that U(π1(MTMZ, HB)(1)) is known to be a free Lie algebra generated by
c3, c5, c7, . . . ([DG]), and the description of GTB is combinatorial. Therefore the
above conjecture is (in principle) a combinatorial question. It is answered in the
positive up to a quite high degree.
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5. Harmonic shuffle relation

In this section we introduce the harmonic shuffle relation according to Hoffman [H]
and its regularized version by Ihara–Kaneko–Zagier and Racinet ([IKZ], [R]). The
rearrangement of the product of two multiple zeta values expressed by infinite series
leads to a Z-linear combination of multiple zeta values: for example, we have

ζ(2)ζ(2) =
∑
0<n

1

n2 ·
∑
0<m

1

m2 =
∑
0<n

1

n4 + 2
∑

0<n<m

1

n2m2 = ζ(4) + 2ζ(2, 2).

A relation of this type is called harmonic shuffle relation. Using the technique of
regularization we also consider a relation of this type for non-convergent sums. As a
consequence Racinet and Ihara–Kaneko–Zagier obtained a wider class of relations,
the so-called “regularized harmonic shuffle relation”. We briefly recall the formula-
tion by Racinet of the regularized harmonic shuffle relation. We have the following
approximation of the partial summation

ζN(k1, . . . , kn) =
∑

0<m1<m2<···<mn<N

1

m
k1
1 . . . m

kn
n

= Pk1,...,kn(log N + γ ) + O(N−ε) (2)

by a real coefficient polynomial Pk1,...,kn(T ). Using Boutet de Monvel–Zagier’s the-
orem, the generating series of Pk1,...,kn(T ) can be computed from the Drinfeld as-
sociator. By rearranging the partial summation up to N and using the asymptotic
expression (2), the product Pk1,...,kn(T )Pk′

1,...,k
′
n′ (T ) becomes a Z-linear combination

of polynomials of the form Pk′′
1 ,...,k′′

n′′ (T ). In order to formulate the result it is conve-
nient to introduce a new coproduct, the harmonic coproduct. Let W be a subalgebra
C ⊕ C〈〈e0, e1〉〉e1 of C〈〈e0, e1〉〉. This algebra is isomorphic to a weighted comple-
tion C〈〈y1, y2 . . . 〉〉 of the free algebra generated by y1 = −e1, y2 = −e0e1, . . . ,

yi = −ei−1
0 e1, . . . . We define a harmonic coproduct �∗ : W → W ⊗ W by an

algebra homomorphism given by

�∗(yn) =
n∑

i=0

yi ⊗ yn−i ,

with y0 = 1. Let �DR = 1+ϕ0e0 +ϕ1e1 be the Drinfeld associator and set �DR,Y =
1 + ϕ1e1 ∈ W . Then there is a unique formal power series �DR(s) ∈ 1 + s2C[[s]]
such that

�ab
DR,Y (e0, e1) = �DR(−e0)�DR(−e1)

�DR(−e0 − e1)
,

where �ab
DR,Y is the image of �DR,Y in the abelianization C[[e0, e1]]. We define the

modified Y -series �mod
DR,Y by �mod

DR,Y = �DR(y1)
−1�DR,Y ∈ W .
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Theorem 5.1 (Racinet [R], Ihara–Kaneko–Zagier [IKZ] in a different formalism).
With the above notation, we have

�∗(�mod
DR,Y ) = �mod

DR,Y ⊗ �mod
DR,Y .

In other words, �mod
DR,Y is a group-like element under the harmonic coproduct.

6. Fake Hodge realization and harmonic shuffle relation

As is shown in Sections 3 and 5, the origin of the harmonic shuffle relation comes
from the rearrangement of partial series, and that of the associator relation comes
essentially from the functoriality for infinitesimal inclusions from M0,4 into M0,5.
Though two origins are quite different, we can show that the associator relation implies
the harmonic shuffle relation. The contents of this section is a result of collaboration
with P. Deligne.

For an associator � = 1+ϕ0e0+ϕ1e1 set �Y = 1+ϕ1e1 = �Y (y1, y2, . . . ) ∈ W .

Theorem 6.1 (Deligne–Terasoma). (1) Let �ab
Y be the image of �Y in the abelian-

ization C[[e0, e1]]. Then there exists a unique element ��(s) in 1 + s2C[[s]] such
that

�ab
Y (e0, e1) = ��(−e0)��(−e1)

��(−e0 − e1)
.

(2) Using �� obtained in (1) we define

�mod
Y (y1, y2, . . . ) := ��(y1)

−1�Y (y1, y2, . . . ) ∈ W.

Then we have
�∗(�mod

Y ) = �mod
Y ⊗ �mod

Y .

The proof of the above theorem is divided into two parts.

6.1. Fake Hodge realization attached to an associator. By Definition 3.2 an asso-
ciator defines Hopf algebroid objects U(M0,4) and U(M0,5) in the category

M = VecQ ×VecC
VecQ

= {(V B, V DR, ϕ) | V B and V DR are Q-vector spaces, ϕ : V B ⊗ C

−→ V DR ⊗ C

is an isomorphism of C vector spaces}.
The i-th projection induces a homomorphism pri : U(M0,5) → U(M0,4) of Hopf
algebroids in M. For an algebroid U in M, we can introduce a notion of “U-modules”
in the category M. For a U(M0,5)-module M we can define a U(M0,4)-module
Rj pri M by using cohomological technology. Note that an isomorphism

Rj pri MB ⊗ C

−→ Rj pri MDR ⊗ C
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is encoded in the object Rj pri M , which can be computed from the associator chosen
first. This isomorphism is called a fake comparison map associated to an associator.
We can also define the notion of “perverse” sheaf, and so on. These modules are
equipped with a mixed Hodge structure which is different from the natural one. They
are called a fake Hodge realization.

6.2. Multiplicative convolution. Following Deligne we introduce a geometric inter-
pretation of harmonic shuffle relation. Let A be the category of topological perverse
sheaves on M0,4 −{0, ∞} 
 Gm smooth outside of {1} with a nilpotent monodromy.
We introduce an equivalence relation on A as follows. A morphism F1 → F2 in A is
equivalent if the induced homomorphism of vanishing cycles is an isomorphism. The
quotient category under this equivalence relation is denoted by A. Then A is again
an abelian category and we can show that this abelian category is equivalent to the
category of WB modules, where

WB = UB→
10,

→
10

log ρ1 ⊕ Q,

ρ1 being the canonical generator of local monodromy around {1}. For two perverse
sheaves F1 and F2, we can define a biadditive functor ∗: A × A → A by the
multiplicative convolution

F1 ∗ F2 = pH1R pr5∗(pr∗1(F1) ⊗ pr∗2(F2)).

The equivalence class of the above convolution F1 ∗ F2 depends only on the equiva-
lence class of F1 and F2 and, as a consequence, the convolution induces a biadditive
functor ∗: A×A → A. The corresponding ring homomorphism WB → WB ⊗WB

is denoted by �∗. This picture can be filled into the M = VecQ ×VecC
VecQ

world with a comparison isomorphism attached to an associator �. By the com-
putation of the cohomology of algebroids we can show that the de Rham realization
�∗ : WDR → WDR ⊗ WDR is equal to the harmonic coproduct. By using the fake
comparison isomorphism we have the theorem.
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Geometry over nonclosed fields

Yuri Tschinkel

Abstract. I discuss some arithmetic aspects of higher-dimensional algebraic geometry. I focus
on varieties with many rational points and on connections with classification theory and the
minimal model program.
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1. Introduction

Let k be a field, X an algebraic variety over k and X(k) the set of k-rational points
on X. Broadly speaking, arithmetic geometry is concerned with the set X(k), but
usually with additional structure, coming from the Zariski topology on X or the
Galois group of k. Questions of arithmetic nature arise even in classical algebraic
geometry over C – a rational section of a fibration X → B is a rational point of
the generic fiber, considered as a variety over the function field C(B) of the base.
Of particular importance are “small” ground fields k, such as finite fields Fp or the
rational numbers Q, as they are closest to the theory of diophantine equations, with
its wealth of challenging problems.

The geometric approach to diophantine equations is inspired by the analogy “num-
bers – functions” going back at least to Riemann, Dedekind, Kronecker, Weber,
Hensel, Weil, and many others. More concretely, one expects close relationships
between global geometric properties of X, considered as an algebraic variety over
“large” fields such as C, and arithmetic properties. Sometimes one may need to sta-
bilize the arithmetic situation by passing to finite or even infinite extensions of k, or
by excluding exceptional subsets.

This area of arithmetic and geometry is dominated by the following themes:

• Existence of rational points. In dimension one this includes the work of
Mazur and Merel on torsion points on elliptic curves, conjectures of Birch
and Swinnerton-Dyer, Wiles’ work on Fermat’s conjecture, the theorems of
Gross–Zagier, Kolyvagin and their generalizations. In higher dimensions, the
attention is on the Brauer–Manin obstruction to the Hasse principle and weak
approximation, its uniqueness and effective computation (see [54]).
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© 2006 European Mathematical Society
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• Density of rational points in various topologies, e.g., Zariski density or density
in analytic topologies (see [51], [39]).

• Heights. This covers questions of bounding heights of points on higher genus
curves (effective Mordell), finding lower bounds for heights of rational and
algebraic points, Manin’s conjecture about asymptotics of rational points of
bounded height and its refinements (see [13], [55]).

The field is evolving rapidly, opening new directions of research and raising many
concrete and interesting questions. In this survey I focus on varieties with many
rational points and discuss connections with classification theory and the minimal
model program in algebraic geometry.

Acknowledgments. I am deeply grateful to my teachers, friends and collaborators
for sharing their ideas and insights, which over the years shaped my understanding
of the subject: V. Batyrev, F. Bogomolov, A. Chambert-Loir, J. Franke, J. Harris,
B. Hassett, J. Kollár, A. Kresch,Y. Manin, B. Mazur, E. Peyre, J. Shalika, M. Strauch,
R. Takloo-Bighash.

2. Classification schemes

In this section we work over C. Smooth projective algebraic varieties X can be
classified by their topological and algebraic invariants: fundamental group π1(X),
Brauer group Br(X), or a property of the canonical line bundle KX:

κ(X) := lim sup
n→∞

log(h0(X, nKX))/ log(n) ∈ {−∞, 0, 1, . . . , dim(X)},

the Kodaira dimension. Alternatively, there are several geometric notions reflecting
how close X is to a projective space Pn: rationality, unirationality, uniruledness
or rational connectedness, resp. chain-connectedness. Sometimes, X is realized
by particularly simple equations, e.g., as a complete intersection in projective or
weighted projective space. In this case, one could also classify by the degree deg(X)

in this embedding. Sometimes, there is a distinguished polarization: (multiples of)
the canonical, resp. the anticanonical line bundle; in the first case, κ(X) = dim(X),
and one speaks of varieties of general type, and in the second, of Fano varieties. For
historical reasons, Fano surfaces are called Del Pezzo surfaces. All other varieties are
called varieties of intermediate type; an important subclass are varieties with trivial
canonical class, e.g., abelian varieties and Calabi–Yau varieties.

The only Fano variety in dimension 1 is P1. Curves of general type are curves of
genus ≥ 2. Smooth Del Pezzo surfaces divide into following types: P2, P1 × P1, and
blowups of P2 in ≤ 8 points in general position. In each dimension, there are only
finitely many families of Fano varieties [49], [19].

The notions above are intertwined in many ways. For example, a smooth hyper-
surface X ⊂ Pn is Fano if deg(X) < n + 1, and of general type if deg(X) > n + 1,
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so that we generally think of Fano varieties as being varieties of small degree, and
geometrically not “too far” from Pn. A Fano variety is rationally connected. If X

is rationally connected, then it has trivial π1(X). If X is smooth and rational then
Br(X) is trivial. A rationally connected X is rational, provided dim(X) ≤ 2, but not
necessarily if dim(X) = 3, etc. There are conjectured criteria linking algebraic and
geometric properties, e.g., X is uniruled if and only if κ(X) = −∞. A fundamental
result is the following:

Theorem 2.1 (Graber–Harris–Starr [36]). Let π : X → B be a morphism from a
smooth projective variety to a smooth projective curve. Assume that the generic fiber
is a rationally connected variety. Then π has a section.

For applications, one needs to better understand the class of varieties of interme-
diate type. As a consequence of Theorem 2.1 and [49], [19], we know that every X

admits an MRC quotient, a rational map πr : X → Y = R(X) with rationally con-
nected fibers and base not uniruled. If Y is not a point, this is followed by another
fibration Y → Z, with dim(Z) = κ(Y ) and generic fiber of Kodaira dimension zero.
However, Z is not necessarily of general type, and the construction may have to be
iterated.

An alternative classification scheme has been proposed by Campana. A variety X

is special if there are no (birational) dominant maps π : X → Y , where Y is a
smooth variety of dim(Y ) ≥ 1 and of orbi-general type, with orbi-canonical class
computed taking into account multiplicities of singular fibers of π . The class of special
varieties includes rationally connected varieties and varieties of Kodaira dimension
zero. Every X admits (birationally) a fibration πc : X → Y = C(X) onto its core (or
le cœur), with special generic fiber and base of orbi-general type [20]. For examples
of simply connected X which do not admit birational maps onto varieties of general
type of dim ≥ 1, but have a nontrivial core C(X), see [10].

3. Potential density

One says that rational points on an algebraic variety X over a field k are potentially
dense if there exists a finite extension k′/k such that X(k′) is Zariski dense in X.
This birational property holds for projective spaces and abelian varieties and thus for
varieties dominated by these, e.g., unirational varieties or Kummer varieties. It is
preserved under étale covers of proper varieties. An important problem is to find nec-
essary and sufficient geometric conditions for potential density of rational points. An
extremal statement, almost an “axiom”, is the following generalization of Mordell’s
conjecture to higher dimensions.

Conjecture 3.1 (Bombieri–Lang). Let X be a variety of general type over a number
field k. Then X(k) is contained in a proper subvariety, i.e., rational points on X are
not potentially dense.
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The outstanding result is Faltings’ proof of this conjecture for subvarieties of
abelian varieties [32], and in particular, curves of genus ≥ 2. Conjecture 3.1 has
surprising consequences for uniform bounds for the number of rational points on
curves of higher genus: it implies that there is a constant c(k, g) such that for every
curve C of genus g ≥ 2 over k one has #C(k) ≤ c(k, g) [22].

In the opposite case of Fano varieties it is expected that their arithmetic properties
are not too far from those of the projective space:

Conjecture 3.2 ([38]). Let X be a Fano variety over a number field k. Then rational
points on X are potentially dense.

Conjecture 3.2 holds in dimension ≤ 2, for smooth quartic hypersurfaces of di-
mension ≥ 3 and for smooth hypersurfaces of degree 6 in the weighted projective
space P(1, 1, 1, 2, 3) [38], [8]. There remains only one family of smooth Fano three-
folds for which this question is open:

Problem 3.3. Let X → P3 be a double cover ramified in a smooth surface S of
degree 6. Show that rational points on X are potentially dense.

For singular S this has been resolved in [25].

The above conjectures are subsumed in

Conjecture 3.4 (Campana [20]). Let X be a smooth projective variety over a number
field k. Rational points on X are potentially dense if and only if X is special.

An interesting subclass of special varieties to consider is the class of Calabi–Yau
varieties, e.g., K3 surfaces and their higher-dimensional analogs – holomorphic sym-
plectic varieties. Potential density holds for Enriques surfaces, elliptic K3 surfaces
and K3 surfaces with infinite automorphism groups [9]; symmetric products of arbi-
trary K3 surfaces have been treated in [40]. Potential density holds a posteriori for
varieties dominated by these.

Problem 3.5. Let X be a K3 surface over a number field, with geometric Picard
number one. Show that rational points on X are potentially dense.

It would also be worthwhile to find nontrivial examples of three-dimensional
Calabi–Yau varieties over number fields with dense sets of rational points.

The proofs of potential density rely on either automorphisms or on fibration struc-
tures, with fibers abelian varieties. It would be interesting to involve endomorphisms
and to study orbits of the corresponding dynamical systems, in the spirit of [21]. Exam-
ples of quite nontrivial endomorphisms on certain holomorphic symplectic fourfolds
are given in [67].
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4. Points of bounded height

Assuming that rational points are Zariski dense one may seek some quantitative un-
derstanding of their distribution. A natural approach to this proceeds via the the-
ory of heights. Let X be a projective algebraic variety over a number field k and
L = (L, ‖ · ‖) an adelically metrized very ample line bundle on X (i.e., L is equipped
with a family of v-adic norms, for each place v of k, which at almost all places are
induced from a fixed global integral model, see [55]). Let

HL : X(k) → R>0

be the associated height function, X
 ⊂ X a subvariety of X and

N (X
, L, B) := #{x ∈ X
(k) | HL(x) ≤ B} < ∞, (1)

the counting function. The goal is to investigate its asymptotic behavior as B → ∞,
in terms of the pair (X
, L).

For example, let X ⊂ Pn be a hypersurface given by f (x) = 0, where f is a
homogeneous form in the variables x = (x0, . . . , xn) of degree d with coefficients
in Z. It is Fano for n ≥ d. A counting function over Q is defined as

N (X, O(1), B) := #
{
x ∈ (Zn+1

prim \ 0)/±, f (x) = 0, maxj |xj | ≤ B
}
,

where Z
n+1
prim is the set of primitive vectors. The counting problem is to understand

the asymptotic of this function as B → ∞. The classical circle method solves this
problem when the hypersurface X is smooth, the number of variables n+1 � 2d and
if there exist solutions to f (x) = 0 in all completions of Q. Strong uniform bounds
for points on hypersurfaces were recently established in [18], [46], [60]; these papers
use in a crucial way the case of curves considered in [58], [14].

Problem 4.1. Let X ⊂ Pn be a smooth hypersurface of degree d ≤ n, over Q. Show
that there exists a Zariski open subset X
 ⊂ X such that

N (X
, O(1), B) = O(Bn+1−d+ε),

for all ε > 0. This is open already for d = n = 3.

In general, it is also difficult to produce rational points, even numerically. Interest-
ing examples of varieties with a priori dense sets of rational points arise from group
actions. More precisely, let G/k be a linear algebraic group, e.g., the Heisenberg
group, the additive group Gd

a or the algebraic torus Gd
m. Let

ρ : G → PGLn+1 (2)

be a representation over k. Fixing a point x ∈ Pn(k), we can consider the flow ρ(G) ·x
and count

#{γ ∈ G(k) | HO(1)(ρ(γ ) · x) ≤ B},
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respectively, k-points in G/H, when the stabilizer H is nontrivial.
The asymptotic will depend on the group, the representation, the initial point x,

and the choice of the height. The difficulty is that already for G = G2
a there is no

reasonable classification of possible representations ρ. This necessitates a change of
language, from representation-theoretic to algebro-geometric: Let X be the Zariski
closure of ρ(G) · x ⊂ Pn. Then X is

• an equivariant compactification of X
 := G/H,

• with a G-linearized very ample line bundle L,

• which is equipped with an adelic metrization L = (L, ‖ · ‖).
Then the counting problem is as in (1). Using equivariant resolution of singularities
we can now reduce the counting problem to the case when X is smooth, and the
boundary X \ X
 is a divisor with normal crossings.

Over number fields, in available examples arising from group actions, such as flag
varieties [33], toric varieties [4], horospherical varieties [66], equivariant compactifi-
cation of Gn

a [23], De Concini–Procesi equivariant compactifications of semi-simple
groups of adjoint type [64], [34], bi-equivariant compactifications of unipotent groups
[63], the algebraic-geometric picture is as follows:

• the Picard group Pic(X) is a torsion free Z-module,

• the (closed) cone of effective divisors �eff(X) ⊂ Pic(X)⊗R is finitely gener-
ated,

• −KX is contained in the interior of �eff(X).

The arithmetic picture, reflected in asymptotic formulas for the counting function (1),
is described in terms of the geometric invariants as follows:

N (X
(k), L, B) = c(L)Ba(L) log(B)b(L)−1(1 + o(1)), B → ∞, (3)

where

• a(L) := inf{a | aL + KX ∈ �eff(X)},
• b(L) is the maximal codimension of the face of �eff(X) containing the class

a(L)L + KX.

In particular, a(−KX) = 1 and b(−KX) is the rank of the Picard group of X, over k.
The constant c(L) depends on the choice of an adelic metrization, which determines
the height. It was defined for L = −KX in [52] and in general in [5]:

c(−KX) := α(X)β(X)τ(KX) (4)

where
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• α(X) is the volume of certain polytope (intersection of the dual cone to �eff(X)

with the affine hyperplane 〈−KX, ·〉 = 1),

• β(X) = |Br(X)/Br(k)| = |H 1(�, Pic(X̄))|, is the order of the nontrivial part
of the Brauer group,

• τ(−KX) is a Tamagawa type number.

For general polarizations, c(L) = ∑′
y∈Y (k) c(Ly), where X → Y is a certain fibration

arising in Fujita’s version of the minimal model program; the summation is over a
possibly infinite subset of the set of rational points on the base and c(Ly) are constants
similar to (4).

Some of the above results have been extended to function fields Fq(B), where B

is a curve over a finite field Fq [57], [16]. Over these fields, the constant c(−KX)

differs by an additional integral factor, �= 1 already for some toric varieties [16].
Tamagawa numbers occurring here are natural generalizations of those in the

theory of algebraic groups. An adelic metrization of KX gives rise to v-adic measures
ωv on v-adic analytic manifolds X(kv). A regularized global measure ωK on the
adeles X(Ak) is given by

ωK := L∗
S(1, Pic(X))|disc(k)|− dim(X)/2

∏
v

λ−1
v ωv, (5)

where S is a finite set of valuations of k, including the archimedean ones, disc(k) is
the discriminant of k, the regularizing factors

λv :=
{

Lv(1, Pic(X)) v /∈ S,

1 v ∈ S,

and
L∗

S(1, Pic(X)) := lim
s→1

(s − 1)rLS(s, Pic(X))

is the leading coefficient at the pole of the partial Artin L-function associated to the
Galois representation on the module Pic(X̄). Then

τ(−KX) :=
∫

X(k)⊂X(Ak)

ωK , (6)

an integral over the closure of rational points in the adeles, in the direct product
topology.

The proofs of these asymptotics use a combination of techniques from arithmetic
geometry and analysis. A useful tool is the height zeta function defined by the series

Z(X
, L, s) =
∑

x∈X
(k)

HL(x)−s .

Tauberian theorems relate the asymptotic behavior of the counting function to analytic
properties of the height zeta function. Analytic properties of Z are investigated via
harmonic analysis on adelic groups or ergodic theory.
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Problem 4.2. Prove Formula (3) for general equivariant compactifications of unipo-
tent and solvable groups.

An alternative approach to asymptotics uses universal torsors. The essence of the
method consists in the lifting of the counting problem for rational points on X to
a counting problem for integral points on an auxiliary variety of higher dimension.
This method has been used to reprove asymptotic results on toric varieties [60]. It has
also been successfully applied to nonhomogeneous varieties, such as M̄0,5 [17] and
certain singular cubic surfaces [47], [26].

In the simplest case of a projective space, this can be explained by the familiar

Z
n+1
prim \ 0/± Gm−−−→ Pn(Q),

certain integral points on the torsor An+1 \ 0, modulo units, are in bijection with
rational points on the projective space. In general, the study of universal torsors leads
to interesting algebraic problems, involving ideas from geometric invariant theory
and toric geometry [2], [59], [42].

Problem 4.3. Compute equations of universal torsors for singular Del Pezzo surfaces
in degrees 1, . . . , 4.

The initial conjecture of Batyrev–Manin was that Formula (3) should hold for all
Fano varieties, after enlarging the ground field, and restricting to appropriate Zariski
open subsets X
. It is necessary to allow finite field extensions, since a Fano variety
may not have any rational points over the ground field (e.g., a nonsplit conic). The
restriction to Zariski open subsets is also necessary since the variety X may contain
accumulating subvarieties, and the asymptotic of rational points on them can violate
the conjecture (e.g, lines on a cubic surface). The Batyrev–Manin conjecture had to
be adjusted, already in dimension 3, after the realization that certain fibrations may
lead to differing b(L) [3], [5]. The results mentioned above are convincing evidence,
that the Batyrev–Manin conjecture and its refinement by Peyre should hold for Del
Pezzo surfaces and for equivariant compactifications of all linear algebraic groups
and their homogeneous spaces. A first step would be

Problem 4.4. Prove Formula (3) for singular Del Pezzo surfaces whose universal
torsor is a hypersurface.

Problem 4.5. Prove Formula (3) for general spherical varieties over number fields.

5. Integral points

Let k be a number field, X a smooth projective algebraic variety over k and D ⊂ X a
divisor with strict normal crossings. In this log-geometric setup, it is the ampleness
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of (KX + D), resp. −(KX + D), which characterizes the opposites in the classifi-
cation picture. We need a theory of log-uniruledness, log-rational connectivity, and
classification results and notions comparable to those in Section 2. e.g., log-special
varieties etc. Like for rational points, one is interested in the distribution of integral
points in Zariski topology and with respect to heights.

Choose models X, D of X, D over the ring of integers ok of k. A rational point
x ∈ X(k) gives rise to a section πx : Spec(ok) → X of the structure morphism.
Choose a finite set of places S of ok . A (D, S)-integral point is a section πx such that
for all v /∈ S one has

πx,v ∩ Dv = ∅,

i.e., πx avoids D over Spec(ok)\S. We say that D-integral points on X are potentially
dense, if there exists a finite extension k′/k, a finite set of places S′ of ok′ , models X′,
D ′ of X, D over S′ such that (D ′, S′)-integral points in X(k′) are Zariski dense.

Conjecture 5.1 (Vojta). Assume that KX +D is ample. Then (D, S)-integral points
are contained in a proper subvariety, i.e., integral points are not potentially dense.

In analogy with Conjecture 3.2 we can formulate

Conjecture 5.2. Assume that −(KX + D) is ample. Then D-integral points on X

are potentially dense.

An instance of what is expected in intermediate cases is the following “puncturing”
conjecture, which could serve as a guiding principle:

Conjecture 5.3 ([41]). Let (X, Z) be a pair consisting of a smooth projective variety X

and a smooth irreducible subvariety Z ⊂ X of codimension ≥ 2, defined over a
number field k. Let X̃ := BlZ(X) be the blowup of X with center in Z, and D the
exceptional divisor. Assume that rational points on X are potentially dense. Then
D-integral points on X̃ are potentially dense.

Problem 5.4. Let X be an abelian variety of dimension ≥ 2 and Z a point. Prove
potential density of D-integral points on the blowup X̃, where D is the exceptional
divisor.

This holds if X is a product of at least two abelian varieties [41]. For numerical
evidence in dimension 2, see [48].

Problem 5.5. Let X be a surface and D ⊂ X a reduced effective Weil divisor such
that the pair (X, D) has log-terminal singularities and (KX +D) is trivial. Show that
D-integral points on X are potentially dense.

A special case, for D = ∅ and X smooth, is stated in Problem 3.5. Another open
case arises for X a smooth Del Pezzo surface, and D a singular anticanonical curve.

When X = P2 this problem has been treated in [65] and [6]. Cubic surfaces X and
smooth D have been considered in [7], this has been extended to smooth Del Pezzo
surfaces X and smooth D in [41].
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Assume now that −(KX +D) is ample and that (D, S)-integral points are Zariski
dense. Like in the case of rational points, group actions give a rich supply of quasi-
projective projective varieties with many integral points. For example, replacing the
projective representation ρ in (2) by a representation of an algebraic group G into
GLn and fixing Z-structures leads to the study of points in G(Z), or integral points on
the corresponding homogeneous spaces [27], [29], [30], [15].

For a Zariski open X
 ⊂ X, let

N (X
, −(KX + D), B) := #{x | H−(KX+D)(x) ≤ B}
be the counting function on the set of (D, S)-integral points in X
(k).

Our goal is a geometric interpretation of asymptotic formulas, similar to the one
in Section 4 (see [24] for more details). Available asymptotics, proved via ergodic
theory or harmonic analysis, are of the shape

N (X
, −(KX + D), B) ∼ cSB log(B)bS−1, (7)

where

• bS = rk Pic(X \ D) + ∑
v∈S∪S∞ rv;

• rv = dim Cl(Dv), the dimension of the Clemens polytope associated to the set
of boundary components of the reduction of D modulo v (vertices correspond
to irreducible components, faces of codimension one to pairs of intersecting
components, etc.);

• cS is a constant similar to the one in (3), it involves a Tamagawa volume of
the adeles outside S of X \ D as in (6), with respect to the restriction of the
Tamagawa measure from (5), and for each v ∈ S ∪ S∞ and σ ∈ Clmax(Dν),
the Tamagawa volume of the closed subvariety Zσ,v ⊂ X(kv), the intersection
of corresponding components from σ . Here Clmax(Dν) is the set of faces of
the Clemens polytope of maximal dimension, and the Tamagawa measure on
Zσ,v is obtained by adjunction.

Problem 5.6. Prove (7) for X = Pn, D ⊂ X a smooth hypersurface of low degree,
defined by a form f ∈ Z[x0, . . . , xn], and S a finite set of primes of good reduction
for D.

6. Arithmetic over function fields of curves

Here we work over k = C(B), where B is a smooth projective curve. Let X be a
smooth projective variety over k and π : X → B a model of X over B. Points in
X(k) correspond to sections of π , i.e., to certain curves in X. A reformulation of
Theorem 2.1 is
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Theorem 6.1 ([36]). Let X be a rationally connected variety over k = C(B). Then
X(k) �= ∅.

One corollary of Theorem 2.1 is the proof of potential density, Conjecture 3.2,
for rationally connected varieties over k = C(B). More precisely, after choosing
finitely many smooth fibers and a point in each of these fibers one can find a section
passing through these points [50]. This can be strengthened: after choosing finite jets
(reductions of local analytic sections) in finitely many smooth fibers one can find a
section which reduces to these jets [43]. It would be important to extend this property,
called weak approximation, to singular fibers. Careful analysis of desingularizations
of compound du Val singularities should yield a solution to

Problem 6.2. Prove weak approximation for cubic surfaces over function fields of
curves.

Another step beyond what can be currently proved over number fields, are exam-
ples of K3 surfaces, and more generally, Calabi–Yau varieties, of geometric Picard
number one with Zariski dense sets of rational points in [45].

Problem 6.3. Prove potential density of rational points for all K3 surfaces over
k = C(B).

There are analogous questions for log-Fano varieties. For example,

Problem 6.4. Prove potential density of integral points on log-Fano varieties (Con-
jecture 5.2) over function fields of curves.

One of the main advantages of the field k = C(B) is that curves often deform.
This opens the door for a systematic application of deformation theory, the theory of
moduli spaces of stable curves and maps etc. The proofs of properties like potential
density or weak approximation proceed by finding and smoothing special chains of
rational curves (combs and combs with broken teeth).

An alternative approach to potential density, based on endomorphisms from [67],
leads to examples of holomorphic symplectic fourfolds X over C(x) with geometric
Picard number one and dense rational points [1].

7. Geometry over finite fields

In some aspects, finite fields are similar to function fields of curves. For example, an
analog of Theorem 6.1 is:

Theorem 7.1 ([31]). Let X be a smooth projective rationally connected variety over
a finite field k = Fq . Then X(k) �= ∅.
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On the other hand, the classification schemes as outlined in Section 2 have to be
adjusted. In particular, the relation between the ampleness of the canonical, resp.
anticanonical, line bundle and rational connectedness is much less clear. For exam-
ple, in positive characteristic, there exist unirational, and thus rationally connected,
varieties of general type. But over finite fields k = Fq , and their closures k̄, there are
also examples of surfaces X of general type which are not uniruled, have a nontrivial
Brauer group, nontrivial fundamental group, and still have the property that on some
dense Zariski open subset X
 ⊂ X, every finite set of k̄-points lies a geometrically
irreducible rational curve in X, defined over k. Moreover, every Kummer K3 surface
over a finite field has this rather strong rational connectedness property [11], [12].

Problem 7.2. Let X be an elliptic K3 surface over a sufficiently large finite field.
Show that X is rationally connected (in the above sense).
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Algebraic Morse theory and the weak factorization theorem

Jarosław Włodarczyk∗

Abstract. We develop a Morse-like theory for complex algebraic varieties. In this theory a
Morse function is replaced by a C∗-action. The critical points of the Morse function correspond
to connected fixed point components. “Passing through the fixed points” induces some sim-
ple birational transformations called blow-ups, blow-downs and flips which are analogous to
spherical modifications.

In classical Morse theory by means of a Morse function we can decompose the manifold
into elementary pieces – “handles”. In algebraic Morse theory we decompose a birational map
between two smooth complex algebraic varieties into a sequence of blow-ups and blow-downs
with smooth centers.
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Keywords. Birational maps, blow-ups, C∗-actions, toric varieties.

1. Introduction

We shall work over an algebraically closed field K of characteristic zero. We denote
by K∗ the multiplicative group of K .

In this paper we outline our proof of the following theorem:

Theorem 1.1 (The Weak Factorization Theorem). 1. Let f : X ��� Y be a birational
map of smooth complete varieties over a field of characteristic zero, which is an
isomorphism over an open set U . Then f can be factored as

X = X0
f0��� X1

f1��� · · · fn−1��� Xn = Y,

where each Xi is a smooth complete variety and fi is a blow-up or blow-down at a
smooth center which is an isomorphism over U .

2. Moreover, if X \ U and Y \ U are divisors with simple normal crossings, then
each Di := Xi \ U is a divisor with simple normal crossings and fi is a blow-up or
blow-down at a smooth center which has normal crossings with components of Di .

3. There is an index 1 ≤ r ≤ n such that for all i ≤ r the induced birational

map Xi
f0��� X is a projective morphism and for all r ≤ i ≤ n the map Xi

f0��� Y is
projective morphism.
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4. The above factorization commutes with any automorphisms φX of X, and φY
of Y such that f � φX = φY � f .

The theorem was proven in [38] and in [3] in a more general version. The above
formulation essentially reflects the statement of the theorem in [3].

The weak factorization theorem extends a theorem of Zariski, which states that
any birational map between two smooth complete surfaces can be factored into a
succession of blow-ups at points followed by a succession of blow-downs at points.
A stronger version of the above theorem, called the strong factorization conjecture,
remains open.

Conjecture 1.2 (Strong Factorization Conjecture). Any birational map f : X ��� Y
of smooth complete varieties can be factored into a succession of blow-ups at smooth
centers followed by a succession of blow-downs at smooth centers.

Note that both statements are equivalent in dimension 2. One can find the formu-
lation of the relevant conjectures in many papers. Hironaka [17] formulated the strong
factorization conjecture. The weak factorization problem was stated by Miyake and
Oda [30]. The toric versions of the strong and weak factorizations were also conjec-
tured by Miyake and Oda [30] and are called the strong and weak Oda conjectures.
The 3-dimensional toric version of the weak form was established by Danilov [12]
(see also Ewald [14]). The weak toric conjecture in arbitrary dimensions was proved
in [36] and later independently by Morelli [27], who also claimed to have a proof
of the strong factorization conjecture (see also Morelli [28]). Morelli’s proof of the
weak Oda conjecture was completed, revised and generalized to the toroidal case by
Abramovich, Matsuki and Rashid in [4]. A gap in Morelli’s proof of the strong Oda
conjecture, which went unnoticed in [4], was later found by K. Karu.

The local version of the strong factorization problem was posed by Abhyankar in
dimension 2 and by Christensen in general; Christensen has solved it for 3-dimensional
toric varieties [8]. The local version of the weak factorization problem (in character-
istic 0) was solved by Cutkosky [9], who also showed that Oda’s strong conjecture
implies the local version of the strong conjecture for proper birational morphisms [10]
and proved the local strong factorization conjecture in dimension 3 ([10]) via Chris-
tensen’s theorem. Finally Karu generalized Christensen’s result to any dimension and
completed the argument for the local strong factorization ([22]).

The proofs in [38] and [3] are both build upon the idea of cobordism which was
developed in [37] and was inspired by Morelli’s theory of polyhedral cobordisms [27].
The main idea of [37] is to construct a space with a K∗-action for a given birational
map. The space called a birational cobordism resembles the idea of Morse cobordism
and determines a decomposition of the birational map into elementary transformations
(see Remark 2.6). This gives a factorization into a sequence of weighted blow-
ups and blow-downs. One can view the birational maps determined by cobordisms
also in terms of VGIT developed in papers of Thaddeus ([34]) and Dolgachev–Hu
([13]). As shown in [37] the weighted blow-ups which occur in the factorization have



Algebraic Morse theory and the weak factorization theorem 655

locally a natural toric and combinatorial description which is crucial for their further
regularization.

The two existing methods of regularizing centers of this factorization are π -
desingularization of cobordisms as in [38] and local torification of the action as in [3].

The present proof is essentially the same as in [38]. Instead of working in full
generality and developing the suitable language for toroidal varieties we focus on
applying the general ideas to a particular construction of a smooth cobordism. The
reader can find also a more general and extended version of this proof in [39]. The
π -desingularization is a desingularization of geometric quotients of aK∗-action. This
can be done locally and the procedure can be globalized in the functorial and even
canonical way. The π -desingularization makes all the intermediate varieties (which
are geometric quotients) smooth, and also the connecting blow-ups have smooth
centers.

The proof of Abramovich, Karu, Matsuki and the author [3] relies on a subtle
analysis of differences between locally toric and toroidal structures defined by the
action of K∗. The Abramovich–de Jong idea of torification is roughly speaking to
construct the ideal sheaves whose blow-ups (or principalizations) introduce the struc-
ture of toroidal varieties in neighborhoods of fixed points of the action. This allows
one to pass from birational maps between intermediate varieties in the neighborhood
of fixed points to birational toroidal maps. The latter can be factored into a sequence
of smooth blow-ups by using the same combinatorial methods as for toric varieties.
Combining all the local factorizations together we get a global factorization.

For simplicity we restrict our considerations to projective varieties. We will not
discuss here compatibility with divisors and functorial properties.

2. Birational cobordisms

2.1. Definition of a birational cobordism. Recall some basic definitions from
Mumford’s GIT theory.

Definition 2.1. LetK∗ act on X. By a good quotient we mean a variety Y = X//K∗
together with a morphism π : X→ Y which is constant onG-orbits such that for any
affine open subset U ⊂ Y the inverse image π−1(U) is affine and π∗ : OY (U) →
OX(π

−1(U))K
∗

is an isomorphism. If additionally for any closed point y ∈ Y its
inverse limit π−1(x) is a single orbit we call Y := X/K∗ together with π : X→ Y a
geometric quotient.

Remark 2.2. A geometric quotient is a space of orbits while a good quotient is a
space of equivalence classes of orbits generated by the relation that two orbits are
equivalent if their closures intersect.

Definition 2.3. Let K∗ act on X. We say that limt→0 tx exists (respectively
limt→∞ tx exists) if the morphism K∗ → X given by t 	→ tx extends to K∗ ⊂
A1 → X (or respectively K∗ ⊂ P1 \ {0} → X).
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Definition 2.4 ([37]). LetX1 andX2 be two birationally equivalent normal varieties.
A birational cobordism or simply a cobordism B := B(X1, X2) between them is a
normal variety B with an algebraic action of K∗ such that the sets

B− := {x ∈ B | lim
t→0

tx does not exist

and

B+ := {x ∈ B | lim
t→∞ tx does not exist}

are nonempty and open and there exist geometric quotients B−/K∗ and B+/K∗ such
that B+/K∗ 
 X1 and B−/K∗ 
 X2 and the birational map X1 ��� X2 is given by
the above isomorphisms and the open embeddings of B+ ∩B−/K∗ into B+/K∗ and
B−/K∗ respectively.

Remark 2.5. An analogous notion of cobordism of fans of toric varieties was intro-
duced by Morelli in [27].

Remark 2.6. The above definition can also be considered as an analog of the no-
tion of cobordism in Morse theory. Let W be a cobordism in Morse theory of two
differentiable manifolds X and X′ and f : W → [a, b] ⊂ R be a Morse func-
tion such that f−1(a) = X and f−1(b) = X′. Then X and X′ have open neigh-
borhoods X ⊆ V ⊆ W and X′ ⊆ V ′ ⊆ W ′ such that V 
 X × [a, a + ε)

and V ′ 
 X′ × (b − ε, b] for which f|V : V 
 X × [a, a + ε) → [a, b] and
f|V ′ : V ′ 
 X′ × (b − ε, b] → [a, b] are the natural projections on the second co-
ordinate. Let W ′ := W ∪V X × (−∞, a + ε) ∪V ′ X′ × (b − ε,+∞). One can
easily see that W ′ is isomorphic to W \ X \ X′ = {x ∈ W | a < f (x) < b}. Let
f ′ : W ′ → R be the map defined by glueing the function f and the natural projection
on the second coordinate. Then grad(f ′) defines an action on W ′ of a 1-parameter
group T 
 R 
 R∗

>0 of diffeomorphisms. The last group isomorphism is given by
the exponential.

 

W+

W−

Figure 1. Cobordism in Morse theory.

Then one can see that W ′− := {x ∈ W ′ | limt→0 tx does not exist} and W ′+ :=
{x ∈ W ′ | limt→∞ tx does not exist} are open and X and X′ can be considered as
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quotients of these sets by T . The critical points of the Morse function are T -fixed
points. “Passing through the fixed points” of the action induces a simple birational
transformation similar to spherical modification in Morse theory (see Example 2.7).

Example 2.7. Let K∗ act on B := Al+m+rK by

t (x1, . . . , xl, y1, . . . , ym, z1, . . . , zr )

= (ta1 · x1, . . . , t
al · xl, t−b1 · y1, . . . , t

−bm · ym, z1, . . . , zr ),

where a1, . . . , al, b1, . . . , bm > 0. Set x = (x1, . . . , xl), y = (y1, . . . , ym), z =
(z1, . . . , zr ). Then

B− = {p = (x, y, z) ∈ Al+m+rK | y �= 0},
B+ = {p = (x, y, z) ∈ Al+m+rK | x �= 0}.

Case 1. ai = bi = 1, r = 0 (Atiyah, Reid). One can easily see that B//K∗ is
the affine cone over the Segre embedding Pl−1 × Pm−1 → Pl·m−1, and B+/K∗ and
B−/K∗ are smooth.

The relevant birational mapφ : B−/K∗ ��� B+/K∗ is a flip for l, m ≥ 2 replacing
Pl−1 ⊂ B−/K∗ with Pm−1 ⊂ B+/K∗. For l = 1, m ≥ 2, φ is a blow-down, and for
l ≥ 2, m = 1 it is a blow-up. If l = m = 1 then φ is the identity. One can show that
φ : B−/K∗ ��� B+/K∗ factors into the blow-up of Pl−1 ⊂ B−/K∗ followed by the
blow-down of Pm−1 ⊂ B+/K∗.

Case 2. General case. For l = 1, m ≥ 2, φ is a toric blow-up whose exceptional
fibers are weighted projective spaces. For l ≥ 2, m = 1, φ is a toric blow-down. If
l = m = 1 then φ is the identity. The birational map φ : B−/K∗ ��� B+/K∗ factors
into a weighted blow-up and a weighted blow-down.

 

B+

B−

Figure 2. Affine Cobordism.

Remark 2.8. In Morse theory we have an analogous situation. In cobordisms with
one critical point we replace Sl−1 by Sm−1.

2.2. Fixed points of the action. Let X be a variety with an action of K∗. Denote
by XK

∗
the set of fixed points of the action and by C(XK

∗
) the set of its irreducible

fixed components. For any F ∈ C(XK
∗
) set

F+(X) = F+ = {x ∈ X | lim
t→0

tx ∈ F }, F−(X) = F− = {x ∈ X | lim
t→∞ tx ∈ F }.
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Example 2.9. In Example 2.7,

F = {p ∈ B | x = y = 0}, F− = {p ∈ B | x = 0}, F+ = {p ∈ B | y = 0}.
Lemma 2.10. If F is the fixed point set of an affine variety U then F , F+ and
F− are closed in U . Moreover the ideals IF+, IF− ⊂ K[V ] are generated by all
semiinvariant functions with positive (respectively negative) weights.

Proof. Embed U equivariantly into affine space An with linear action and use the
example above. �

2.3. Existence of a smooth birational cobordism

Proposition 2.11. Let φ : X ��� Y be a birational map between smooth projective
varieties. Then φ factors asX← Z→ Y , where Z→ X and Z→ Y are birational
morphisms from a smooth projective variety Z.

Proof. Let �(X, Y ) ⊂ X × Y be the graph of φ and Z be its canonical resolution of
singularities [17]. �

It suffices to construct the cobordism and factorization for the projective morphism
Y → X.

Proposition 2.12 ([37]). Let ϕ : Y → X be a birational morphism of smooth projec-
tive varieties with the exceptional divisorD. Let U ⊂ X, Y be an open subset where
ϕ is an isomorphism. There exists a smooth projective variety B with a K∗-action,
which contains fixed point components isomorphic to X and Y such that

• B = B(X, Y ) := B \ (X ∪ Y ) is a cobordism between X and Y ;

• U ×K∗ ⊂ B− ∩ B+ ⊂ B;

• there are K∗-equivariant isomorphisms X− 
 X × (P1 \ {0}) and Y+ 

OY (D);

• X− \X = B+ and Y+ \ Y = B−
In further considerations we shall refer to B as a compactified cobordism.

Proof. We follow here the Abramovich construction of cobordism. Let � ⊂ OX be
a sheaf of ideals such that Y = Bl�X is obtained from X by blowing up of � . Let z
denote the standard coordinate on P1 and let �0 be the ideal of the point z = 0 on P1.
SetW := X×P1 and denote by π1 : W → X, π2 : W → P1 the standard projections.
Then J := π1

∗(� ) + π2
∗(�0) is an ideal supported on X × {0}. Set W ′ := BlJW .

The proper transform of X × {0} is isomorphic to Y and we identify it with Y . Let
us describe Y locally. Let f1, . . . , fk generate the ideal � on some open affine set
U ⊂ X. Then after the blow-up Y → X at � the inverse image of U is a union of
open charts Ui ⊂ Y , where

K[Ui] = K[U ][f1/fi, . . . , fk/fi].
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Now the functions f1, . . . , fk, z generate the ideal J on U × A1 ⊂ W . After the
blow-up W ′ → W at J, the inverse image of U × A1 is a union of open charts
Vi ⊃ Y , where

K[Vi] = K[U ][f1/fi, . . . , fk/fi, z/fi] = K[Ui][z/fi]
and the relevant Vz which does not intersect Y . Then Vi = U+

i 
 Ui × A1 where
z′ := z/fi is the standard coordinate on A1. The action of K∗ on the factor U
is trivial while on A1 it is standard given by t (z′) = tz. Thus the open subset
Y+ = ⋃

U+
i = ⋃

Vi ⊂ W ′ is a line bundle overY with the standard action ofK∗. On
the other hand the neighborhoodX− := X×(P1 \{0}) ofX ⊂ W remains unchanged
after the blow-up of J. We identifyX withX×{∞}. We defineB to be the canonical
desingularization ofW . Then B := B \X \Y . We get B−/K∗ = (Y+ \Y )/K∗ = Y ,
while B+/K∗ = (X+ \X)/K∗ = X. �

Figure 3. Compactified cobordism.

Remark 2.13. The Abramovich construction can be considered as a generalization of
the Fulton–Macpherson construction of the deformation to the normal cone. If we let
� = �C be the ideal sheaf of the smooth center then the relevant blow-up is already
smooth. On the other hand this is a particular case of the very first example in [37]
of a cobordism which is a K∗-equivariant completion of the space

L(Y,D;X, 0) := OY (D) ∪U×K∗ X × (P1 \ {0}).
Another variant of our construction is given by Hu and Keel in [21].

2.4. Collapsibility

Definition 2.14 ([37]). Let X be a cobordism or any variety with a K∗-action.

1. We say that F ∈ C(XK
∗
) is an immediate predecessor of F ′ ∈ C(XK

∗
) if there

exists a nonfixed point x such that limt→0 tx ∈ F and limt→∞ tx ∈ F ′.
2. We say that F precedes F ′ and write F < F ′ if there exists a sequence of

connected fixed point set components F0 = F,F1, . . . , Fl = F ′ such that
Fi−1 is an immediate predecessor of Fi (see [5]).
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3. We call a cobordism (or a variety with aK∗-action) collapsible (see also Morelli
[27]) if the relation< on its set of connected components of the fixed point set
is an order. (Here an order is just required to be transitive.)

Definition 2.15 ([3], [37]). A function χ : C(XK
∗
) → Z is strictly increasing if

χ(F ) < χ(F ′) whenever F < F ′.

2.5. Existence of a strictly increasing function for Pk and B. The space Pk =
P(Ak+1) splits according to the weights as

Pk = P(Ak+1) = P(Aa1 ⊕ · · · ⊕ Aar )

where K∗ acts on Aai with the weight ai . Assume that a1 < · · · < ar . Let xai =
[xi,1, . . . , xi,ri ] be the coordinates on Aai . The action of K∗ is given by

t[xa1, . . . , xar ] = [ta1xa1, . . . , t
ar xar ].

It follows that the fixed point components of (Pk)K
∗

are P(Aai ). We define a strictly
increasing function χP : C(PK

∗
)→ Z by

χP(P(Aai )) = ai.

We see that for x = [xa0, . . . , xar ], limt→0 tx ∈ P(Aamin), limt→∞ tx ∈ P(Aamax),
where

amax = max{a | xa �= 0}, amin = min{a | xa �= 0}.
Then P(Aai ) < P(Aaj ) iff ai < aj .

By the Sumihiro theorem ([33]), we embed B equivariantly into a projective
space Pk . Then every fixed point component F in C(BK

∗
) is contained in P(Aa) ∈

C((Pk)K
∗
) and we put χB(F ) = χP(P(Aa)) = ai. The function χP is strictly in-

creasing on C((Pk)K
∗
) and the function χB is strictly increasing on C(BK

∗
). This

implies

Lemma 2.16. A compactified cobordism B is collapsible.

2.6. Decomposition of a birational cobordism

Definition 2.17 ([3], [37]). A cobordism B is elementary if any F �= F ′ ∈ C(BK
∗
)

are incomparable with respect to >.

The function χF defines a decomposition of C(BK
∗
) into elementary cobordisms

Bai := B \
( ⋃
χB(F )<ai

F− ∪
⋃

χB(F )>ai

F+
)
,

where a1 < · · · < ar are the values of χB . This yields

Lemma 2.18. 1. (Ba1)− = B−, (Bar )+ = B+.

2. (Bai+1)− = (Bai )+ = B \ ( ⋃
χB(F )≤ai F

− ∪⋃
χB(F )≥ai+1

F+
)
.

3.χ(F ) = ai for any F ∈ C(Bai ).
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F+2

F1

F−0

Figure 4. Elementary birational cobordism.

Figure 5. “Handle”-elementary cobordism in Morse Theory.

2.7. Decomposition of Pk . Set A≥ai := Aai⊕· · ·⊕Aar , A>ai := Aai+1 ⊕· · ·⊕Aar ,
and define A<ai , A≤ai analogously.

Lemma 2.19. P(Aai )
+ = P(A≥ai ) and P(Aai )

− = P(A≤ai ).

Lemma 2.20. Set Pai := Pk \ ( ⋃
χP(F )<ai

F− ∪⋃
χP(F )>ai

F+
)
. Then

Pai = Pk \ P(A>ai ) \ P(A<ai ), (Pai )+ = Pk \ P(A≥ai ) \ P(A<ai )

(Pai )− = Pk \ P(A>ai ) \ P(A≤ai ).

Lemma 2.21. Bai = B ∩ Pai , (Bai )− = B ∩ (Pai )−, (Bai )+ = B ∩ (Pai )+.

2.8. GIT and existence of quotients for Pk . The sets Pai can be interpreted in terms
of Mumford’s GIT theory. Any lifting of the action of K∗ on Pk = P(Ak+1) to Ak+1

is called a linearization. Consider the twisted action on Ak+1,

tr (x) = t−r · t (x).
The twisting does not change the action on P(Ak+1) and defines different lineariza-
tions. If we compose the action with a group monomorphism t 	→ tk the weights of the
new action tk(x) will be multiplied by k. The good and geometric quotients for t (x)
and tk(x) are the same. Keeping this in mind it is convenient to allow linearizations
with rational weights.

Definition 2.22. A point x ∈ Pk is semistable with respect to tr , written x ∈ (Pk, tr )ss,
if there exists an invariant section s ∈ �(OPk+1(n)tr ), for some n ∈ N such that
s(x) �= 0.
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Lemma 2.23 ([3]). Pai = (Pk, tai )
ss, (Pai )− = (Pk, tai− 1

2
)ss, (Pai )+ = (Pk, tai+ 1

2
)ss.

Proof. x ∈ Pai iff either xai �= 0 or xaj1 �= 0 and xaj2 �= 0 for aj1 < r = ai < aj2 .

In both situations we find a nonzero tr -invariant section si = xi or sj1j2 = x
b1
j1
x
b2
j2

for
suitable coprime b1 and b2.

x ∈ (Pai )− iff xaj1 �= 0 and xaj2 �= 0 for aj1 < ai ≤ aj2 (or equivalently

aj1 < r = ai − 1/2 < aj2 ). As before there is a nonzero tr -invariant section xb1
j1
x
b2
j2

for suitable coprime b1 and b2. �

It follows from GIT theory that (Pk, tr )ss//K∗ exists and it is a projective variety.
By Lemma 2.21 and the above we get

Corollary 2.24. There exist quotients πai : Bai → Bai //K
∗ and πai− = Bai− →

(Bai )−/K∗, πai+ = (Bai )+ → (Bai )+/K∗.

2.9. Local description

Proposition 2.25 ([37]). Let Ba be a smooth elementary cobordism. Then for any
x ∈ F0 there exists an invariant neighborhood Vx of x and a K∗-equivariant étale
morphism (i.e. locally analytic isomorphism) φ : Vx → Tanx , where Tanx 
 AnK is
the tangent space with the induced linear K∗-action, such that in the diagram

(Ba)−/K∗ ⊃ Vx//K
∗ ×Tanx//K∗ Tanx−/K∗ 
 Vx−/K∗ → Tanx−/K∗

↓ ↓ ↓
Ba//K

∗ ⊃ Vx//K
∗ → Tanx//K∗

↑ ↑ ↑
(Ba)+/K∗ ⊃ Vx//K

∗ ×Tanx//K∗ Tanx+/K∗ 
 Vx+/K∗ → Tanx+/K∗

the vertical arrows are defined by open embeddings and the horizontal morphisms
are defined by φ and are étale.

Proof. By taking local semiinvariant parameters at the point x ∈ F0 one can construct
an equivariant morphism φ : Ux → Tanx 
 AnK from some open affine invariant
neighborhood Ux such that φ is étale at x. By Luna’s Lemma (see [Lu], Lemme 3
(Lemme Fondamental)) there exists an invariant affine neighborhood Vx ⊆ Ux of the
point x such thatφ|Vx is étale, the induced mapφ|Vx/K∗ : Vx//K∗ → Tanx//K∗ is étale
and Vx 
 Vx//K

∗ ×Tanx//K∗ Tanx . This defines the isomorphisms Vx//K∗ ×Tanx//K∗
Tanx−/K∗ 
 Vx−/K∗. Note that (Ba)− = Ba \ ⋃

F+
F∈C(BK

∗
)

and Vx ∩ F+ =
(Vx ∩ F)+. (Both sets are closed and irreducible.) Thus (Vx)− = Vx ∩ (Ba)− and
we get the horizontal inclusions. �

Proposition 2.26 ([37]). There is a factorization of the morphism φ : Y → X given
by Y = (Ba1)−/K∗ ��� (Ba1)+/K∗ = (Ba2)−/K∗ ��� · · · ��� (Bak−1)+/K∗ =
(Bak )−/K∗ ��� (Bak )+/K∗ = X.
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Remark 2.27. The birational maps (Ba)−/K∗ ��� (Ba)+/K∗ are locally described
by Example 2.7. Both spaces have cyclic singularities and differ by the composite
of a weighted blow-up and a weighted blow-down. To achieve the factorization we
need to desingularize quotients as in for instance case 1 of the example. It is hopeless
to modify weights by birational modification of smooth varieties. Instead we want to
view Example 2.7 from the perspective of toric varieties.

3. Toric varieties

3.1. Fans and toric varieties. LetN 
 Zk be a lattice contained in the vector space
NQ := N ⊗Q ⊃ N .

Definition 3.1 ([11], [31]). By a fan � in NQ we mean a finite collection of finitely
generated strictly convex cones σ in NQ such that

• any face of a cone in � belongs to �,
• any two cones of � intersect in a common face.

If σ is a face of σ ′ we shall write σ � σ ′.
We say that a cone σ in NQ is regular if it is generated by a part of a basis

of the lattice e1, . . . , ek ∈ N , written σ = 〈e1, . . . , ek〉. A cone σ is simplicial if
it is generated over Q by linearly independent integral vectors v1, . . . , vk , written
σ = 〈v1, . . . , vk〉
Definition 3.2. Let � be a fan and τ ∈ �. The star of the cone τ and the closed star
of τ are defined as follows:

Star(τ,�) := {σ ∈ � | τ � σ },

Star(τ,�) := {σ ∈ � | σ ′ � σ for some σ ′ ∈ Star(τ,�)}.
To a fan � there is associated a toric variety X� ⊃ T , i.e. a normal variety on

which a torus T acts effectively with an open dense orbit (see [23], [12], [31], [15]).
To each cone σ ∈ � corresponds an open affine invariant subset Xσ and its unique
closed orbit Oσ . The orbits in the closure of the orbit Oσ correspond to the cones of
Star(σ,�). In particular, τ � σ iff Oτ ⊃ Oσ .

The fan � is nonsingular (resp. simplicial) if all its cones are nonsingular (resp.
simplicial). Nonsingular fans correspond to nonsingular varieties.

Denote by
M := Homalg.gr.(T ,K

∗)

the lattice of group homomorphisms to K∗, i.e. characters of T . The dual lattice
Homalg.gr.(K

∗, T ) of 1-parameter subgroups of T can be identified with the latticeN .
Then the vector space MQ := M ⊗Q is dual to NQ = N ⊗Q.
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The elements F ∈ M = N∗ are functionals onN and integral functionals onNQ.
For any σ ⊂ NQ we denote by

σ∨ := {F ∈ M | F(v) ≥ 0 for any v ∈ σ }
the set of integral vectors of the dual cone to σ . Then the ring of regular functions
K[Xσ ] is K[σ∨].

We call a vector v ∈ N primitive if it generates the sublattice Q≥0v∩N . Primitive
vectors correspond to 1-parameter monomorphisms.

For any σ ⊂ NQ set

σ⊥ := {m ∈ M | (v,m) = 0 for any v ∈ σ }.
The latter set represents all invertible characters on Xσ . All noninvertible characters
are in σ∨ \ σ⊥ and vanish on Oσ . The ring of regular functions on Oσ ⊂ Xσ can be
written as K[Oσ ] = K[σ⊥] ⊂ K[σ∨].
3.2. Star subdivisions and blow-ups

Definition 3.3 ([23], [31], [12], [15]). A birational toric morphism or simply a toric
morphism of toric varieties X� → X�′ is a morphism identical on T ⊂ X�,X�′ .

By the support of a fan � we mean the union of all its faces, |�| = ⋃
σ∈� σ .

Definition 3.4 ([23], [31], [12], [15]). A subdivision of a fan � is a fan � such that
|�| = |�| and any cone σ ∈ � is a union of cones δ ∈ �.

Definition 3.5. Let� be a fan and 
 be a ray passing in the relative interior of τ ∈ �.
Then the star subdivision 
 ·� of � with respect to 
 is defined to be


 ·� = (� \ Star(τ,�)) ∪ {
 + σ | σ ∈ Star(τ,�) \ Star(τ,�)}.
If � is nonsingular, i.e. all its cones are nonsingular, τ = 〈v1, . . . , vl〉 and 
 =
〈v1 + · · · + vl〉 then we call the star subdivision 
 ·� nonsingular.

Proposition 3.6 ([23], [12], [31], [15]). Let X� be a toric variety. There is a
1-1 correspondence between subdivisions of the fan � and proper toric morphisms
X�′ → X� .

Remark 3.7. Nonsingular star subdivisions from 3.5 correspond to blow-ups of
smooth varieties at closures of orbits ([31], [15]). Arbitrary star subdivisions cor-
respond to blow-ups of some ideals associated to valuations (see Lemma 5.20).

4. Polyhedral cobordisms of Morelli

4.1. Preliminaries. By NQ+ we shall denote a vector space NQ+ ≈ Qk containing
a lattice N+ 
 Zk , together with a primitive vector v0 ∈ N+ and the canonical
projection

π : NQ+ → NQ 
 NQ+/Q · v0.
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Definition 4.1 ([27]). A cone σ ⊂ NQ+ is π -strictly convex if π(σ) is strictly convex
(contains no line). A fan � is π -strictly convex if it consists of π -strictly convex
cones.

In the following all the cones in NQ+ are assumed to be π -strictly convex and
simplicial. The π -strictly convex cones σ in NQ+ split into two categories.

Definition 4.2. A cone σ ⊂ NQ+ is called independent if the restriction of π to σ is
a linear isomorphism (equivalently v0 �∈ span(σ )). A cone σ ⊂ NQ+ is called depen-
dent if the restriction of π to σ is a lattice submersion which is not an isomorphism
(equivalently v0 ∈ span(σ )).

A dependent cone is called a circuit if all its proper faces are independent.

Lemma 4.3. Any dependent cone σ contains a unique circuit δ.

4.2. K∗-actions and NQ+. The vector v0 = (a1, . . . , ak) ∈ NQ+ defines a 1-para-
meter subgroup tv0 := t

a1
1 . . . t

ak
k acting on T and all toric varieties X ⊃ T . Denote

by M+ the lattice dual to N+. Then the lattice N := N+/Z · v0 is dual to the lattice
M := {a ∈ M+ | (a, v0) = 0} of all the characters invariant with respect to the
group action. The natural projection of cones π : σ → σ� defines the good quotient
morphism

Xσ = SpecK[σ∨] → Xσ//K
∗ = SpecK[σ∨ ∩M] = SpecK[(σ�)∨] = Xσ� .

Lemma 4.4. A cone σ is independent iff the geometric quotientXσ → Xσ/K
∗ exists

or alternatively if Xσ contains no fixed points. The cone σ is dependent if Oσ is a
fixed point set.

Proof. Note that the setXK
∗

σ is closed and if it is nonempty then it containsOσ . Then
a point p ∈ Oσ is fixed, i.e. tv0p = p, iff for all functionals F ∈ σ⊥ (i.e. xF (p) �= 0)
we have xF (p) = xF (tv0p) = tF (v0)xF (p).

Then for all F ∈ σ⊥ ⊂ span(σ )⊥ we have F(v0) = 0 so v0 ∈ span(σ ). �

Corollary 4.5. A cone δ ∈ � is a circuit if and only ifOδ is the generic orbit of some
F ∈ C(XK

∗
� ).

Proof. Oσ is fixed with respect to the action ofK∗ if σ is dependent. ThusOσ ⊂ Oδ
where δ is the unique circuit in σ (Lemma 4.3). �

4.3. Morelli cobordisms

Definition 4.6 (Morelli [27], [4]). A fan � in NQ+ ⊃ N+ is called a polyhedral
cobordism or simply a cobordism if the sets of cones

∂−(�) := {σ ∈ � | there is p ∈ int(σ ) so that p− ε · v0 �∈ |�| for all small ε > 0},
∂+(�) := {σ ∈ � | there is p ∈ int(σ ) so that p + ε · v0 �∈ |�| for all small ε > 0}
are subfans of � and π(∂−(�)) := {π(τ) | τ ∈ ∂−(�)} and π(∂+(�)) := {π(τ) |
τ ∈ ∂+(�)} are fans in NQ.
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4.4. Dependence relation. Let σ = 〈v1, . . . , vk〉 be a dependent (simplicial) cone.
Then, by definition v0 ∈ span(v1, . . . , vk)where v1, . . . , vk are linearly independent.
There exists a unique up to rescaling integral relation

r1v1 + · · · + rkvk = av0, where a > 0. (∗)
Definition 4.7 ([27]). The rays of σ are called positive, negative and null vectors,
according to the sign of the coefficient in the defining relation.

Remark 4.8. Note that the relation (∗) defines a unique relation

r ′1w1 + · · · + r ′kwk = 0 (∗∗)
where wi are generating vectors in the rays π (〈vi〉), r ′iwi = riπ(vi). In particular
r ′i/ri > 0.

Lemma 4.9. Let σ = 〈v1, . . . , vk〉 be a dependent cone. Then an independent face
τ is in ∂+(σ ) (resp. τ ∈ ∂+(σ )) if τ is a face of 〈v1, . . . , v̌i , . . . , vk〉 for some index i
such that ri < 0 (resp. ri > 0).

Proof. By definition τ ∈ ∂+(σ ) there exists p ∈ int(τ ) such that for any sufficiently
small ε > 0, p + εv0 /∈ σ . Write p = ∑

αivi = ∑
ri>0 αivi +

∑
ri<0 αivi +∑

ri=0 αivi , where αi ≥ 0. Then one of the coefficients in

p + εv0 =
∑
ri>0

(αi + riε)vi +
∑
ri<0

(αi + riε)vi +
∑
ri=0

(αi + riε)vi

is negative for small ε > 0. This is possible if αi = 0 for some index i with ri < 0.
�

Lemma 4.10. A cone τ is in ∂+(σ ) iff there exists F ∈ σ∨ ∩ τ⊥ such that F(v0) < 0.

Proof. If τ ∈ ∂+(σ ) then there exists p ∈ int(τ ) for which p + εv0 /∈ σ . Hence
there exists F ∈ σ∨ such that F(p + εv0) < 0 for small ε > 0. Then F(p) = 0 and
F(v0) < 0. Since p ∈ int(τ ) we have F|τ = 0. �

Corollary 4.11. ∂+(σ ) (resp. ∂−(σ )) is a fan.

Proof. By the lemma above, if τ ∈ σ+ then every face τ ′ of τ is in σ+. �

Lemma 4.12. Let σ be a dependent cone in NQ+. Then B := Xσ is a birational
cobordism such that

• (Xσ )+ = X∂−(σ ), (Xσ )− = X∂+(σ ).

• (Xσ )+/K∗ ∼= Xπ(∂−(σ )), (Xσ )−/K∗ ∼= Xπ(∂+(σ )).

• π(∂−(σ )) and π(∂+(σ )) are both decompositions of π(σ).

• There is a factorization into a sequence of proper morphisms (Xσ )+/K∗ →
(Xσ )//K

∗ ← (Xσ )−/K∗.
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Proof. We have p ∈ Oτ where Oτ ⊂ (Xσ )− iff lim tv0p /∈ Xσ . This is equivalent
to existence of a functional F ∈ σ∨ for which xF (tv0p) = tF (v0)xF (p) has a pole at
t = 0. This means exactly that xF (p) �= 0 and F(v0) < 0. The last condition says
F|τ = 0 and F(v0) < 0, which is equivalent to τ ∈ ∂+(σ ).

Suppose that x ∈ π(σ). Then π−1(x) ∩ σ is a line segment or a point. Let
y = sup{π−1(x) ∩ σ }. Then y ∈ int(τ ), where τ ≺ σ and y + εv0 /∈ σ , which
implies that τ ∈ ∂+(σ ). Thus every point in π(σ) belongs to a relative interior of
a unique cone π(τ) ∈ π(∂+(σ )). Since π|τ is a linear isomorphism and ∂+(σ ) is
a fan, all faces of π(τ) are in π(∂−(σ )). Finally, π(∂+(σ )) and π(∂−(σ )) are both
decompositions of π(σ) corresponding to toric varieties (Xσ )−/K∗ = Xπ(∂+(σ )) and
(Xσ )+/K∗ = Xπ(∂−(σ )). �

The above yields

Lemma 4.13. B = Xσ is an elementary cobordism with a single fixed point compo-
nent F := Oδ , where δ = 〈vi | ri �= 0〉 is a circuit. Moreover (Xσ )+ = X∂−(σ ) =
Xσ \Oσ+ , where

σ+ := 〈vi | ri > 0〉, σ− := 〈vi | ri < 0〉.
In particular F+ = (Oδ)

+ = Oσ+ and F− = (Oδ)
− = Oσ− .

4.5. Example 2.7 revisited. The cobordism Xσ from the lemma generalizes the
cobordism B = Al+m+rK ⊃ T = (K∗)l+m+r from Example 2.7. The action of
K∗ determines a 1-parameter subgroup of T which corresponds to a vector v0 =
[a1, . . . , al,−b1, . . . ,−bm, 0, . . . , 0]. The cobordism B is associated with a nonsin-
gular cone � ⊂ NQ, while B− and B+ correspond to the fans ∂+(�) and ∂−(�)
consisting of the faces of � visible from above and below respectively.

The quotients B+/K∗ , B−/K∗ and B//K∗ are toric varieties corresponding to
the fans π(∂+(�)) = {π(σ) | σ ∈ ∂+(�)}, π(∂−(�)) = {π(σ) | σ ∈ �−} and π(�)
respectively, where π is the projection defined by v0.

The relevant birational map φ : B−/K∗ −→ B+/K∗ for l, m ≥ 2 is a toric flip
associated with a bistellar operation replacing the triangulation π(∂−(�)) of the cone
π(�) with π(∂+(�)).

π

π
v0

Figure 6. Morelli cobordism
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4.6. π -nonsingular cones

Definition 4.14 (Morelli). An independent cone τ is π -nonsingular if π(τ) is non-
singular. A fan � is π -nonsingular if all independent cones in � are π -nonsingular.
In particular a dependent cone σ is π -nonsingular if all its independent faces are
π -nonsingular.

Lemma 4.15. Let σ = 〈v1, . . . , vk〉 be a dependent cone and wi be primitive
generators of the rays π(vi). Let

∑
r ′iwi = 0 be the unique relation (∗∗) be-

tween vectors wi . Then the ray 
 := π(σ+) ∩ π(σ−) is generated by the vector∑
r ′i>0 r

′
iwi =

∑
r ′i<0 −r ′iwi and
·π(∂+(σ )) = 
·π(∂−(σ )). Ifσ is aπ -nonsingular

dependent cone then the ray 
 defines regular star subdivisions of π(∂+(σ )) and
π(∂−(σ )).
Proof. Note that π(∂+(σ )) \π(∂−(σ )) are exactly the cones containing π(σ+). That
is, π(∂+(σ )) \ π(∂−(σ )) = Star(π(σ+), π(∂+(σ ))). This gives 
 · π(∂+(σ )) =
(π(σ+) ∩ π(σ−)) ∪ {
 + τ | τ ∈ π(σ+) ∩ π(σ−)} = 
 · π(σ−). Assume now
that σ is π -nonsingular and all the coefficients r ′i are coprime. By Lemma 4.9 and
the π -nonsingularity the set of vectors w1, . . . , w̌i , . . . , wk where r ′i �= 0 is a basis
of the lattice π(σ) ∩ N . Thus every vector wi , where r ′i �= 0, can be written as an
integral combination of others. Since the relation (∗∗) is unique it follows that the
coefficient r ′i is equal to±1. Thus 
 is generated by the vector

∑
r ′i>0wi =

∑
r ′i<0wi

and determines regular star subdivisions. �

Corollary 4.16. If σ is dependent then there exists a factorization

(Xσ )−/K∗ φ−←− �((Xσ )−/K∗, (Xσ )+/K∗) φ+−→ (Xσ )+/K∗,

where �((Xσ )−/K∗, (Xσ )+/K∗) is the normalization of the graph of (Xσ )−/K∗ →
(Xσ )+/K∗. If σ is π -nonsingular the morphisms φ−, φ+ are blow-ups of smooth
centers.

Proof. By definition �((Xσ )−/K∗, (Xσ )+/K∗) is a toric variety. By the universal
property of the graph (dominating component of the fiber product) it corresponds to
the coarsest simultaneous subdivision of both π(σ−) and π(σ+), that is, to the fan
{τ1 ∩ τ2 | τ1 ∈ π(σ−), τ2 ∈ π(σ+)} = 
 · π(σ−) = 
 · π(σ+). �

4.7. The π -desingularization lemma of Morelli and centers of blow-ups. For any
simplicial cone σ = 〈v1, . . . , vk〉 in N set

par(σ ) := {v ∈ σ ∩Nσ | v = α1v1 + · · · + αkvk,where 0 ≤ αi < 1},
par(σ ) := {v ∈ σ ∩Nσ | v = α1v1 + · · · + αkvk,where 0 ≤ αi ≤ 1}.

We associate with a dependent cone σ and an integral vector v ∈ π(σ) a vector
Mid(v, σ ) := π−1

|∂−(σ )(v) + π−1
|∂+(σ )(v) ∈ σ ([27]), where π|∂−(σ ) and π|∂+(σ ) are the

restrictions of π to ∂−(σ ) and ∂+(σ ).
We also set Ctr−(σ ) := ∑

ri<0wi , Ctr+(σ ) := ∑
ri>0wi .
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Lemma 4.17 (Morelli [27], [28], [4]). Let � be a simplicial cobordism in N+.
Then there exists a simplicial cobordism � obtained from � by a sequence of star
subdivisions such that � is π -nonsingular. Moreover, the sequence can be taken so
that any independent and already π -nonsingular face of� remains unaffected during
the process. All the centers of the star subdivisions are of the form π−1

|τ (par(π(τ)))
where τ is independent, and Mid(Ctr±(σ ), σ ), where σ is dependent.

Remark 4.18. It follows from Lemma 4.17 that π -desingularization can be done for
an open affine neighborhood of a point x of F ∈ C(BK

∗
) on the smooth cobordism B

which is étale isomorphic with the tangent space Tanx . We need to show how to
globalize this procedure in a coherent and possibly canonical way. This will replace the
tangent space Tanx in the local description of flips defined by elementary cobordisms
(as in Proposition 2.25) with π -nonsingular Xσ .

By Corollary 4.16 we get a factorization into a blow-up and a blow-down at smooth

centers: (Ba)−/K∗ φ−←− �((Ba)−/K∗, (Ba)+/K∗) φ+−→ (Ba)+/K∗.

5. π -desingularization of birational cobordisms

5.1. Stratification by isotropy groups on a smooth cobordism. LetB be a smooth
cobordism of dimension n. Denote by �x the isotropy group of a point x ∈ B.
Define the stratum s = sx through x to be an irreducible component of the set
{p ∈ B | �x = �p}.

We can find �x-semiinvariant parameters in the affine open neighborhood U of x
such that �x acts nontrivially on u1, . . . , uk and trivially on uk+1, . . . , un.

After suitable shrinking of U the parameters define an étale �x-equivariant mor-
phism ϕ : U → Tanx = An. By definition the stratum s is locally described by
u1 = · · · = uk = 0. The parameters u1, . . . , uk determine a �x-equivariant smooth
morphism

ψ : U → TanB,x/Tans,x = Ak.

We shall view Ak = Xσ as a toric variety with a torus Tσ and refer to ψ as a toric
chart. This assigns to a stratum s the cone σ and the relevant group �σ acting
on Xσ . Then Luna’s [24] fundamental lemma implies that the morphisms φ and ψ
preserve stabilizers, the induced morphism ψ� : U//�x → Xσ//�σ is smooth and
U 
 U//�x ×Ak//�x

Ak .
The invariant �x can be defined for Xσ = Ak and determine the relevant

Tσ -invariant stratification Sσ on Xσ . By shrinking U we may assume that the strata
on U are inverse images of the strata on Xσ . Any stratum sy on U through y after
a suitable rearrangement of u1, . . . , uk is described in the neighborhood U ′ ⊂ U

of y by u1 = · · · = u� = 0, where �y ≤ �x acts nontrivially on u1, . . . , u� and
trivially on u�+1 . . . , uk, uk+1, . . . , un. The remaining �y-invariant parameters at y
are u�+1 − u�+1(y), . . . , un − un(y). Then the closure of sy is described on U by
u1 = · · · = u� = 0 and contains sx . This shows
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Lemma 5.1. The closure of any stratum is a union of strata.

We can introduce an order on the strata by setting

s′ ≤ s iff s′ ⊆ s.

Lemma 5.2. If s′ ≤ s then there exists an inclusion iσ ′σ : σ ′ ↪→ σ onto a face
of σ . The inclusion iσ ′σ defines a �σ ′-equivariant morphism of toric varietiesXσ ′ →
Xσ ′ × 1 ↪→ Xσ ′ × T ⊂ Xσ , where Tσ ′ × T = Tσ and �σ ′ ⊂ Tσ ′ . Moreover we
can write Xσ ∼= Xσ ′ × Ar where �σ ′ acts trivially on Ar and nontrivially on all
coordinates of Xσ ′ 
 A�.

In the above situation we shall write

σ ′ ≤ σ.
The lemma above immediately implies

Lemma 5.3. If τ < σ (that is, τ ≤ σ , τ �= σ) then �τ � �σ .

Consider the stratification Sσ on Xσ . Every stratum sτ ∈ Sσ , where τ ≤ σ , is a
union of orbits Oτ ′ . Set

τ := {τ ′ | Oτ ′ ⊂ sτ }.
Lemma 5.4. Any cone from the set τ ′ ∈ τ can be expressed as τ ′ 
 τ×〈e1, . . . , er〉 ⊂
σ , and Xτ ′ = Xτ × As × T r−s where �τ acts trivially on Ar × T r−s .
Lemma 5.5. We have �τ = �τ ′ := {g ∈ �σ | for all x ∈ Oσ ′ , gx = x} for any
τ ′ ∈ τ .

5.2. Local projections

Definition 5.6. A cone σ in NQ is of maximal dimension if dim σ = dimNQ.

Every cone σ in NQ defines a cone of maximal dimension in NQ ∩ span{σ } with
lattice N ∩ span{σ }. We denote it by σ . There is a noncanonical isomorphism

Xσ = Xσ ×Oσ .
The vector space span {σ } ⊂ NQ corresponds to a subtorus Tσ ⊂ Tσ defined as
Tσ := {t ∈ Tσ | tx = x for x ∈ Oσ }. ThenOσ is isomorphic to the torus Tσ /Tσ with
dual lattice σ⊥ ⊂ MQ.

Lemma 5.7. If � ⊂ Tσ acts freely on Xσ = Xσ ×Oσ then

Xσ/� = Xσ ×Oσ/�,
where Oσ 
 Oσ/� if � is finite, while Oσ/� is isomorphic to a torus of dimension
dimOσ − 1 if � = K∗.
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Proof. By assumption � ∩ Tσ is trivial. Hence � acts trivially on Xσ and Xσ/� =
Xσ ×Oσ/�. �

Let πσ : (σ,Nσ )→ (σ�,N�
σ ) denote the projection corresponding to the quotient

map Xσ → Xσ//�σ .

Lemma 5.8. If τ ≤ σ then πτ (τ ) 
 πσ (τ).

Proof. Xτ ×Oτ is an open subvariety in Xσ and �τ acts trivially on Oτ . We have

(Xτ ×Oτ)/�τ = Xτ/�τ ×Oτ = Xπτ (τ) ×Oτ .

�σ /�τ acts freely on (Xτ × Oτ)/�τ = Xπτ (τ) × Oτ . Thus by the previous lemma
Xπσ (τ)

∼= Xπτ (τ) ×Oτ/�σ . �

Lemma 5.9. Let � be a subgroup of �σ , and π� : σ → σ� be the projection cor-
responding to the quotient Xσ → Xσ/�. For any τ ≤ σ and τ ′ ∈ τ we have τ ′ =
τ ⊕ 〈e1, . . . , ek〉 where 〈e1, . . . , ek〉 is regular and π�(τ ′) = π�(τ)⊕ 〈e1, . . . , ek〉.

Proof. Xτ ′ = Xτ ×Ak ×Oτ ′ where the action of �τ ∩� on Ak ×Oτ is trivial. Thus
Xτ ′/�τ = Xτ/�τ ×Ak ×Oτ ′ . Now �/(�τ ∩�) acts freely onOτ ′ ⊂ sτ and we use
Lemma 5.7. �

5.3. Independent and dependent cones. By Lemma 5.8 there exists a lattice iso-
morphism jτσ : πτ (τ )→ πσ (τ), where τ ≤ σ . Thus the projections πτ and πσ are
coherent and related: jτσπτ = πσ .

Case 1: �σ = K∗. The action of K∗ on Xσ corresponds to a primitive vector
vσ ∈ Nσ . The invariant characters M�

σ ⊂ Mσ are precisely those F ∈ M�
σ such that

F(vσ ) = 0. The dual morphism is a projection πσ : Nσ → Nσ/Z · vσ = N�
σ .

The quotient morphism of toric varieties Xσ → Xσ/�σ corresponds to the pro-
jection σ → πσ (σ ).

Case 2: �σ ∼= Zn. The invariant characters M�
σ ⊂ Mσ form a sublattice of dimen-

sion dim(M�
σ ) = dim(Mσ ), where Mσ/M

�
σ 
 Zn. The dual morphism defines an

inclusion π : Nσ ↪→ N�
σ . The projection σ → πσ (σ ) is a linear isomorphism which

does not preserve lattices. This gives

Lemma 5.10. Xτ is independent iff �τ is finite. Xσ is dependent iff �σ = K∗.

Definition 5.11. Let �σ be a decomposition of a cone σ ∈ �. A cone τ ∈ �σ is
independent if πσ |τ is a linear isomorphism. A cone τ is dependent if πσ |τ is not a
linear isomorphism.



672 Jarosław Włodarczyk

5.4. Semicomplexes and birational modification of cobordisms. By glueing cones
σ corresponding to strata along their faces we construct a semicomplex �, that is, a
partially ordered set of cones such that for σ ≤ σ ′ there exists a face inclusion
iσσ ′ : σ → σ ′.

Remark 5.12. The glueing need not be transitive: for σ ≤ σ ′ ≤ σ ′′ we have
iσ ′σ ′′ iσσ ′ �= iσσ ′′ . Instead, there exists an automorphism ασ of σ such that iσ ′σ ′′ iσσ ′ =
iσσ ′′ασ .

For any fan � denote by Vert(�) the set of all 1-dimensional faces (rays) in �.
Denote by Aut(σ ) the automorphisms of σ inducing �σ -equivariant automorphisms.

Definition 5.13. By a subdivision of � we mean a collection � = {�σ | σ ∈ �} of
subdivisions �σ of σ such that:

1. If τ ≤ σ then the restriction �σ|τ of �σ to τ is equal to �τ .

2. All rays in Vert(�σ ) \ Vert(σ ) are contained in
⋃
τ≤σ int(τ ).

3. �σ is Aut(σ )-invariant.

Remark 5.14. Condition 3 is replaced with a stronger one in the following proposi-
tion.

Lemma 5.15. If τ ′ ∈ τ , τ ′ ≺ σ ∈ � then Vert(�σ|τ ′) \ Vert(τ ′) ⊂ τ and

�σ|τ ′ = �σ|τ ⊕ 〈e1, . . . , ek〉 = �τ × 〈e1, . . . , ek〉.

Lemma 5.16. For every point x ∈ B \ (B+ ∩ B−), x ∈ s′ there exists a toric chart
x ∈ Uσ → Xσ , with �σ = K∗, corresponding to a stratum s ⊂ s′ . In particular the
maximal cones of � are circuits.

Proof. Let τ correspond to a stratum s′  x. By definition of cobordism limt→0 tx =
x0 or limt→∞ tx = x0 exists. The point x0 is K∗-fixed and belongs to a stratum s,
with �s = �σ = K∗. Since U is a K∗-invariant neighborhood of x0 it contains an
orbit K∗ · x and the point x. Moreover s′ ⊃ s and τ ≤ σ . �

Lemma 5.17. Let σ be the cone corresponding to a stratum s on B and x ∈ s. Then
X̂x = Spec Ôx,B 
 (Xσ × Adim(s))∧ ∼= SpecK[[x1, . . . , xk, . . . , xn]].

Set X̃σ := (Xσ × Adim(s))∧ and let Gσ denote the group of all �σ -equivariant
autorphisms of X̃σ .

The subdivision�σ of σ defines a toric morphism and induces a proper birational
�σ -equivariant morphism

X̃�σ := X�σ ×Xσ X̃σ → X̃σ .
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Proposition 5.18. Let � = {�σ | σ ∈ �} be a subdivision of � such that:

For every σ ∈ � the morphism X̃�σ → X̃σ is Gσ -equivariant. (1)

Then � defines a K∗-equivariant birational modification f : B ′ → B such that for
every toric chart ϕσ : U → Xσ there exists a �σ -equivariant fiber square

Uσ ×Xσ X�σ 
 f−1(Uσ ) → X�σ

↓ f ↓
Uσ → Xσ .

(2)

Definition 5.19. A decomposition � of � is canonical if it satisfies condition (1).

Proof. The above diagrams define open subsets f−1
σ (Uσ ) together with proper bi-

rational �σ -equivariant morphisms f−1
σ (Uσ ) → Uσ . Let s′ ≤ s be a stratum cor-

responding to the cone τ ≤ σ . By Lemma 5.15, the restriction of the diagram (2)
defined by Uσ → Xσ to a neighborhood Uτ of y ∈ s′ determines a diagram defined
by the induced toric chart Uτ → Xτ and the decomposition �τ of τ . In order to
show that the f−1

σ (U) glue together we need to prove that for x ∈ s and two different
charts of the form ϕ1,σ : U1,σ → Xσ and ϕ2,σ : U2,σ → Xσ where x ∈ U1,σ , U2,σ
the induced varieties V1 := f−1

1,σ (U1,σ ) and V2 := f−1
2,σ (U2,σ ) are isomorphic over

U1,σ ∩ U2,σ . For simplicity assume that U1,σ = U2,σ = U by shrinking U1,σ and
U2,σ if necessary. The charts ϕ1,σ , ϕ2,σ : U → Xσ are defined by the two sets of
semiinvariant parameters, u1

1, . . . , u
1
k and u2

1, . . . , u
2
k with a nontrivial action of �σ .

These sets can be extended to full sets of parameters u1
1, . . . , u

1
k, uk+1, . . . , un and

u2
1, . . . , u

2
k, uk+1, . . . , un where �σ acts trivially on uk+1, . . . , un, and uk+1 . . . , un

define parameters on the stratum s at x. These two sets of parameters define étale
morphisms ϕ1,σ , ϕ2,σ : U → Xσ × An−k and fiber squares

ϕi,σ : Vi → X�σ × An−k
↓ ↓

ϕi,σ : U → Xσ × An−k.

Suppose the induced �-equivariant birational map f : V1 ��� V2 is not an isomor-
phism over U .

Let V be the graph of f which is a dominating component of the fiber product
V1 ×U V2. Then either V → V1 or V → V2 is not an isomorphism (i.e. collapses a
curve to a point) over some x ∈ s ∩ U . Consider an étale �σ -equivariant morphism
e : X̂x → U . Pull-backs of the morphisms Vi → U via e define two different
nonisomorphic �σ -equivariant liftings Yi → X̂x , since the graph Y of Y1 ��� Y2
(which is a pull-back of V ) is not isomorphic to at least one Yi . But these two
liftings are defined by two isomorphisms ϕ̂1, ϕ̂2 : X̂x 
 X̃σ . These isomorphisms
differ by some automorphism g ∈ Gσ , so we have ϕ̂1 = g � ϕ̂2. Since g lifts to the
automorphism of X̃�σ we get Y1 
 Y2 
 X̃�σ , which contradicts the choice of Yi .
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Thus V1 and V2 are isomorphic over any x ∈ s and B ′ is well defined by glueing
pieces f−1

σ (U) together. We need to show that the action ofK∗ onB lifts to the action
of K∗ on B ′.

Note that B ′ is isomorphic to B over the open generic stratum U ⊃ B+ ∪ B− of
points x with �x = {e}. By Lemma 5.16 every point x ∈ B \ (B+ ∩ B−) is in Uσ ,
with �σ = K∗. Then the diagram (2) defines the action of K∗ on f−1(Uσ ). �

5.5. Basic properties of valuations. Let K(X) be the field of rational functions
on an algebraic variety or an integral scheme X. A valuation on K(X) is a group
homomorphism μ : K(X)∗ → G from the multiplicative group K(X)∗ to a totally
ordered groupG such thatμ(a+b) ≥ min(μ(a), μ(b)). By the center of a valuationμ
on X we mean an irreducible closed subvariety Z(μ) ⊂ X such that for any open
affine V ⊂ X, intersecting Z(μ), the ideal IZ(μ)∩V ⊂ K[V ] is generated by all
f ∈ K[V ] such that μ(f ) > 0 and for any f ∈ K[V ], we have μ(f ) ≥ 0. Each
vector v ∈ NQ defines a linear function on M which determines a valuation val(v)
on a toric variety X� ⊃ T .

For any regular function f = ∑
w∈M awxw ∈ K[T ] set

val(v)(f ) := min{(v,w) | aw �= 0}.
If v ∈ int(σ ), where σ ∈ �, then val(v) is positive for all xF , whereF ∈ σ∨\σ⊥.

In particular we get
Z(val(v)) = Oσ iff v ∈ int σ.

If v ∈ σ then val(v) is a valuation on R = K[Xσ ] = K[σ∨], that is, val(v)(f ) ≥ 0
for all f ∈ K[σ∨] \ {0}. We construct ideals for all a ∈ N which uniquely determine
val(v):

Ival(v),a = {f ∈ R | val(v)(f ) ≥ a} = (xF | F ∈ σ∨, F (v) ≥ a) ⊂ R.

By glueing Ival(v),a for all v ∈ σ and putting �val(v),a|Xσ = OXσ if v /∈ σ we construct
a coherent sheaf of ideals �val(v),a on X�.

Lemma 5.20 ([23]). The star subdivision 〈v〉 · � corresponds to the normalized
blow-up of �val(v),a on X� for a sufficiently divisible a ∈ N.

5.6. Stable vectors. Let g : X→ Y be any dominant morphism of integral schemes
(that is, g(X) = Y ) and μ be a valuation ofK(X). Then g induces a valuation g∗(μ)
on K(Y) 
 g(K(Y )) ⊂ K(X): g∗μ(f ) = μ(f � g).
Definition 5.21. Let � be the semicomplex defined for the cobordism B. A vector
v ∈ int(σ ), where σ ∈ �, is called stable if for every σ ≤ σ ′, val(v) isGσ ′-invariant
on X̃σ ′ .

Lemma 5.22. If X̃�σ → X̃σ is Gσ -equivariant and val(v) is Gσ -invariant then
X̃〈v〉·�σ → X̃σ is Gσ -equivariant.
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Proof. The morphism X̃〈v〉·�σ → X̃�σ is a pull-back of the morphism X〈v〉·�σ →
X�σ . Thus, by Lemma 5.20, X̃〈v〉·�σ → X̃�σ is a normalized blow-up of �val(v),a on
X̃�σ . But the latter sheaf is Gσ -invariant. �

Proposition 5.23. Let � = {�σ | σ ∈ �} be a canonical subdivision of � and v be
a stable on �. Then 〈v〉 ·� := {〈v〉 ·�σ | σ ∈ �} is a canonical subdivision of �.

5.7. Convexity

Lemma 5.24. Let val(v1) and val(v2) be Gσ -invariant valuations on Xσ . Then all
valuations val(v), where v = av1 + bv2, a, b ≥ 0, a, b ∈ Q, are Gσ -invariant.

Proof. Let � = 〈v1〉 · 〈v2〉 · σ be a subdivision of σ . Then by Lemma 5.22, the
morphism X̃� → X̃σ is Gσ -equivariant. The exceptional divisors D1 and D2
of the morphism are Gσ -invariant and correspond to one-dimensional cones (rays)
〈v1〉, 〈v2〉 ∈ �. The cone τ = 〈v1, v2〉 ∈ D corresponds to the orbit Oτ whose
closure is D1 ∩ D2 and thus the generic point is Gσ -invariant. The action of Gσ
on X̃σ induces an action on the local ring X̃�,Oτ at the generic point of Oτ and on
its completion K(Oτ )[[τ∨]]. Note that for any v ∈ τ , val(v)|K(Oτ ) = 0. For any
F ∈ τ∨ = τ∨

τ⊥ the divisor (xF ) of the character xF on X̂τ := SpecK(Oτ )[[τ∨]]
is a combination n1D1 + n2D2 for n1n2 ∈ Z. Since D1 and D2 are Gσ -invariant,
the divisor (xF ) = n1D1 + n2D2 is Gσ -invariant, that is, for any g ∈ G, we have
gxF = ug,F · xF where ug,F is invertible onK(Oτ )[[τ∨]]. Thus for every v ∈ τ and
g ∈ G we have

g∗(Ival(v),a) = g∗(xF |F ∈ τ∨, F (v) ≥ a)
= (ug,F x

F |F ∈ τ∨, F (v) ≥ a) = Ival(v),a.

Thus val(v) is Gσ -invariant on K(Oτ )[[τ∨]] and on its subring OX̃�,Oτ
. The latter

ring has the same quotient field as X̃σ so val(v) is Gσ -invariant on X̃σ . �

Lemma 5.25. Let σ ∈ � and v1, v2 ∈ σ be stable vectors. Then all vectors v =
av1 + bv2 ∈ σ , where a, b ∈ Q>0, are stable.

5.8. Basic properties of stable vectors

Lemma 5.26. Let Tan0 = An = Tana0
0 ⊕ Tana1

0 ⊕ · · · ⊕ Tanak0 denote the tangent
space of X̃σ = SpecK[[u1, . . . , un]] at 0 and its decomposition according to the
weight distribution. Let d : Gσ → GL(Tan0) be the differential morphism defined as
g 	→ dg. Then d(Gσ ) = GL(Tana1

0 )× · · · × GL(Tanak0 ).

Lemma 5.27. Let v ∈ σ , where σ ∈ �, be an integral vector such that for any
g ∈ Gσ , there exists an integral vector vg ∈ σ such that g∗(val(v)) = val(vg). Then
val(v) is Gσ -invariant on X̃σ .
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Proof. Set W = {vg | g ∈ G}. For any natural number n, the ideals Ival(vg),a
are generated by monomials. They define the same Hilbert–Samuel function k 	→
dimK(K[X̃σ ]/(Ival(vg),a + mk)), where m ⊂ K[X̃σ ] denotes the maximal ideal. It
follows that the set W is finite. On the other hand since Ival(vg),a are generated by
monomials they are uniquely determined by the ideals gr(Ival(vg),a) in the graded ring

gr(OX̃σ ) = OX̃σ /m⊕m/m2 ⊕ · · · .
The connected group d(Gσ ) acts algebraically on gr(OX̃σ ) and on the connected
component of the Hilbert scheme with fixed Hilbert polynomial. In particular it acts
trivially on its finite subsetW and consequently d(Gσ ) preserves gr(Ival(vg),a) andGσ
preserves Ival(vg),a . �

Let R ⊂ K be a ring contained in the field. We can order valuations by writing

μ1 > μ2 if μ1(a) ≥ μ2(a) for all a ∈ R and μ1 �= μ2.

A cone σ defines a partial ordering: v1 > v2 if v1 − v2 ∈ σ . Both orders coincide for
K[Xσ ] ⊂ K(Xσ ): v1 > v2 iff val(v1) > val(v2).

Lemma 5.28. Let σ be a cone in NQ
σ with the lattice of 1-parameter subgroups

Nσ ⊂ N
Q
σ and the dual lattice of characters Mσ . Let μ be any integral (or rational)

valuation centered on Oτ , where τ � σ . Then the restriction of μ to Mσ ⊂ K(X̃σ )
∗

defines a functional on τ∨ ⊆ M
Q
σ corresponding to a vector vμ ∈ int τ such that

F(vμ) = μ(xF ) for F ∈ Mσ and μ ≥ val(vμ) on X̃σ .

Proof. Iμ,a ⊇ (xF | μ(xF ) ≥ a) = (xF | F(vμ) ≥ a) = Ival(vμ),a . �

Lemma 5.29. Let � ⊂ �σ be a finite group acting on X̃σ . Let π : NQ → (N�)Q de-
note the projection corresponding to the geometric quotient X̃σ → X̃π(σ) = X̃σ /�.
Then val(v) is Gσ -invariant on X̃σ iff val(π(v)) is Gσ -invariant on X̃π(σ).

Proof. (⇒) val(v) is Gσ -invariant on K[X̃σ ] and it is invariant on K[X̃σ ]� .
(⇐) Note that π defines an inclusion of same dimension lattices N ↪→ N� and

M� ↪→ M .
Assume that val(π(v)) is Gσ -invariant. It defines a functional on the lattice M�

and its unique extension toM ⊃ M� corresponding to val(v). Since g∗(val(π(v))) =
val(π(v)), we have g∗(val(v))|M� = val(v)|M� and consequently g∗(val(v))|M =
val(v)|M. By Lemma 5.28, g∗(val(v)) ≥ val(v) for all g ∈ Gσ . Thus val(v) ≥
g−1∗ (val(v)) for all g−1 ∈ Gσ . Finally g∗(val(v)) = val(v). �

5.9. Stability of centers from par(π(τ)). In the following let�σ be a decomposi-
tion of σ ∈ � such that X̃�σ → X̃σ is Gσ -equivariant, τ ∈ �σ be its face and � be
a finite subgroup of �σ . Denote by π : (σ,Nσ )→ (σ�,N�

σ ) the linear isomorphism
and the lattice inclusion corresponding to the quotient Xσ → Xσ/� = Xπ(σ).
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Lemma 5.30. Assume that for any g ∈ Gσ , there exists a cone τg ∈ �σ such that

g · (Oτ ) = Oτg . Let v ∈ int(π(τ)) ∩ N�
σ be an integral vector such that val(v) is

not Gσ -invariant on X̃σ /�. Then there exist integral vectors v1 ∈ int(π(τ)) and
v2 ∈ π(τ) such that

v = v1 + v2.

Moreover if there exists v0 ∈ π(σ) (not necessarily integral) such that val(v0) is
Gσ -invariant and v > v0 on π(σ) then v1 > v0 on π(σ).

Proof. If val(v) is not Gσ -invariant on X̃σ /� then by Lemma 5.27 there exists an
elementg ∈ Gσ such thatμg := g∗(val(v)) is not a toric valuation. By the assumption

μg is centered on Oπ(τg). Then by Lemma 5.28 it defines vg ∈ int π(τg) such
that μg(xF ) = F(vg) for F ∈ σ∨. Moreover μg > val(vg). Then the valuation

g−1∗ (val(vg)) is centered on Oπ(τ). Thus it defines an integral v1 ∈ int(π(τ)) such
that v ≥ v1 on π(τ) and v2 := v − v1. Then

val(v) = g−1∗ (μg) > g−1∗ (val(vg)) ≥ val(v1).

Note also that if v ≥ v0 thenμg = g∗(val(v)) ≥ val(v0) and val(vg) ≥ val(v0). Thus
also val(v1) ≥ val(v0). �

Lemma 5.31. All valuations val(v), where v ∈ 
, 
 ∈ Vert(�σ ) \ Vert(σ ), are
Gσ -invariant.

Proof. Let v
 be the primitive generator of 
 ∈ Vert(�σ ) \ Vert(σ ). The ray 

corresponds to an exceptional divisorD
. By the definition there is no decomposition
v
 = v1+v. Thus by the previous lemma (for � = {e}), val(v) isGσ -invariant. �

Lemma 5.32. For any τ ≤ σ , the closure of the orbit Oτ ⊂ X̃σ is Gσ -invariant.

Proof. By Lemma 5.2, the ideal of Oτ ⊂ X̃σ is generated by all functions with
nontrivial �σ -weights. �

Lemma 5.33. The valuations val(v), where v ∈ par(π(τ)), areGσ -invariant on X̃�σ .
Moreover v ∈ int(π(σ0)), for some σ0 ≤ σ .

Proof. Let v ∈ par(π(τ)), where π(τ) ∈ π(�) is a minimal integral vector such
that val(v) is not Gσ -invariant. We may assume that v ∈ int(π(τ)) passing to its
face if necessary. Let σ ′ ∈ σ0 be a face of σ such that v ∈ int π(σ ′). In particular
π(σ ′) ⊂ π(τ). Then π(�σ )|π(σ ′) = π(�σ )|π(σ0) ⊕ 〈e1, . . . , ek〉 by Lemmas 5.9
and 5.15 and v ∈ par(π(τ)) ⊂ π(σ0). Thus σ ′ = σ0 and v ∈ int(π(σ0)). Let

π(τ) = 〈v1, . . . , vk, w1, . . . , w�〉,
where v1, . . . , vk ∈ Vert(π(τ)) and w1, . . . , w� ∈ Vert(π(�)) \ Vert(π(σ )). By
Lemma 5.31, val(w1), . . . , val(w�) are Gσ -invariant. Write

v = α1v1 + · · · + αkvk + αk+1w1 + · · · + αk+�w�,
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where 0 < αi < 1. Note that

v ≥ v0 = αk+1w1 + · · · + αk+�w�
and Oπ(σ0) ⊂ X̃π(σ) is Gσ -invariant. By Lemma 5.30 for v ∈ π(σ0) ≤ π(σ) and
v > v0 we can find integral vectors v′, v′′ ∈ π(σ) such that v = v′ + v′′, v′ ≥ v0.
Then

v′′ := v − v′ ≤ v − v0 = α1v1 + · · · + αkvk.
Thus v′′ ∈ par〈v1, . . . , vk〉 ⊆ par(π)(τ ). Write v′′ := β1v1 + · · · + βkvk , where
βi ≤ αi . Then

v′ = v−v′′ = (α1−β1)v1+· · ·+ (αk−βk)vk+αk+1w1+· · ·+αk+� ∈ par(π(τ)).

By the minimality assumption, val(v′) and val(v′′) are Gσ -invariant and it follows
from Lemma 5.24 that val(v) = val(v′ + v′′) is Gσ -invariant. �

Corollary 5.34. Let � = {�σ ∈ �} be a decomposition of �. Let τ ∈ �σ be an
independent face. Then the vectors in (πσ|τ )

−1(par(πσ (τ ))) are stable.

Proof. Put � = �τ . Let π : (σ,Nσ ) → (σ,N�
σ ) be the linear isomorphism and a

lattice inclusion corresponding to the quotient Xσ → Xσ/�. Then by Lemma 5.8,
π(τ) 
 πτ (τ ) 
 πσ (τ) and by Lemma 5.33 vectors in (πσ|τ )

−1(par(πσ (τ ))) =
π−1(par(π(τ))) are stable. �

Corollary 5.35. 1. Assume that for any g ∈ Gσ , there exists τg ∈ �σ such that

g(Oτ ) = Oτg . Then Oτ is Gσ -invariant. Moreover all valuations val(v), where
v ∈ par (τ ) ∩ int(τ ), are Gσ -invariant.

2. Let τ ∈ �σ be an independent cone such that Oτ is Gσ -invariant. Then for
any v ∈ π−1

σ (par (π(τ)) ∩ int(π(τ))) the valuation val(v) is Gσ -invariant.

Proof. 1. Let τ = 〈v1, . . . , vk〉 and v = α1v1 + · · · + αkvk , where 0 < αi ≤ 1,
be a minimal vector in int(τ ) ∩ par (τ ) such that val(v) is not Gσ -invariant. Then
by Lemma 5.30, the vector v can be written as v = v′ + v′′, where v′, v′′ < v,
v′ ∈ int(τ ), v′′ ∈ τ . Thus v′ = α′1v1 + · · · + α′kvk where 0 < α′i ≤ αi ≤ 1 and
v′′ = α′′1v1+· · ·+α′′k vk , where 0 ≤ α′′i = αi−α′i < 1. Then v′ ∈ int(τ )∩par (τ ) and
v′′ ∈ par(τ ). By Corollary 5.34, val(v′′) is Gσ -invariant on X̃σ . By the minimality
assumption val(v′) is Gσ -invariant. Since v = v′ + v′′, the valuation val(v) is Gσ -
invariant on X̃σ and its center Z(val(v)) equals Oτ .

2. Let π : N → N� be the projection corresponding to the quotient Xσ →
Xσ/�τ . Then π(τ) 
 πσ (τ). The proof is now exactly the same as the proof in 1
except that we replace X̃�σ with X̃�σ /�τ . �

Corollary 5.36. Let δ ∈ �σ be a circuit. Then Oδ is Gσ -invariant.

Proof. By Corollary 4.5, Oδ is an irreducible component of a Gσ -invariant closed
subscheme X̃K

∗
�σ . Thus by the previous corollary it is Gσ -invariant. �
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5.10. Stability of Ctr+(σ ). In the sequel δ = 〈v1, . . . , vk〉 ∈ �σ is a circuit. Let
� ⊂ �σ = K∗ be a finite group. Denote by π (resp. π�) the projection corresponding
to the quotientXδ → Xδ//K

∗ (resp.Xδ → Xδ/�). Write π(δ) = 〈w1, . . . , wk〉 and
let

∑
r ′i>0 r

′
iwi = 0 be the unique relation between vectors (∗∗) as in Section 4.4. Set

Ctr+(δ) = ∑
r ′i>0wi ∈ par(π(δ+)) ∩ int(π(δ+)), where δ+ = 〈vi | ri > 0〉.

Denote by X̂δ the completion of X̃�σ atOδ . By Corollary 5.36, the generic point
Oδ ∈ X̃�σ isGσ -invariant and thusGσ acts on X̂δ . MoreoverK[X̂δ] = K(Oδ)[[δ∨]]
is faithfully flat over a OX̃�σ ,Oδ

. Also, ÔXπ�(�),Õπ�(δ)
= K(Õπ�(δ))[[π�(δ)∨]] is

faithfully flat over OXπ�(�),Õπ�(δ)
and we get

Lemma 5.37. The valuation val(v), where v ∈ π�(δ), is Gσ -invariant on X̂δ/� iff
it is Gσ -invariant on X̃�σ /�.

Lemma 5.38. Oδ−,Oδ+ ⊂ X̂δ and Oδ−,Oδ+ ⊂ X̃�σ are Gσ -invariant.

Proof. By Lemmas 4.13 and 2.10, the ideal I
Oδ+

⊂ K[X̂σ ] of Oδ+ = (Oδ)
+ is

generated by functions with positive weights. �

Proposition 4.12, Lemma 4.13 and the above imply:

Corollary 5.39. The morphisms φ̂− : (X̂δ)−/K∗ → X̂δ//K
∗ and φ̂+ : (X̂δ)+/K∗ →

X̂δ//K
∗ are Gσ -equivariant, proper and birational.

Lemma 5.40. The vector v :=Mid (Ctr+(δ), δ)=π−1
|∂−(δ)(Ctr+(δ))+π−1

|∂+(δ)(Ctr+(δ))
is stable.

Proof. Set v− := π−1
|∂−(δ)(Ctr+(δ)) and v+ := π−1

|∂+(δ)(Ctr+(δ)). By Lemma 5.38,

Oδ+ ⊂ X̃�σ is Gσ -invariant and, by Corollary 5.35(2) and Lemma 5.37, val(v+)
is Gσ -invariant on X̃σ and on X̂δ . Hence the valuation val(v+) descends to a Gσ -
invariant valuation val(π(v+)) on X̂δ//K∗ = K(Oδ)[[δ∨]]K∗

. By Corollary 5.39,
val(π(v−)) = val(π(v+)) is Gσ -invariant on (X̂δ)+/K∗ = X̂∂−(δ)/K

∗ = X̂π(∂−(δ)).
Let � ⊂ K∗ be the subgroup generated by all subgroups �τ ⊂ K∗, where τ ∈ ∂−(δ).
Then K∗/� acts freely on X∂−(δ)/� = (Xδ)+/�. Let j : (Xδ)+/� → (Xδ)+/K∗
be the natural morphism. Let π� : δ→ π�(δ) be the projection corresponding to the
quotient Xδ → Xδ/�. By Lemma 5.7, for any τ ∈ ∂−(σ ), the restriction of j to
Xτ/� ⊂ (Xδ)+/� is given by j : Xτ/� = Xτ/� ×Oτ/�→ Xτ/K

∗ = Xτ/� ×
Oτ/K

∗. Thus �val(π�(v−)),a = ĵ∗(�val(π(v−)),a), where ĵ : (X̂δ)+/�→ (X̂δ)+/K∗ is
the natural morphism induced by j . Since the morphism ĵ isGσ -equivariant it follows
that val(π�(v−)) is Gσ -equivariant on (X̂δ)+/�. Since (X̂δ)+ ⊂ X̂δ is an open Gσ -

equivariant inclusion and � is finite we get that the morphism (X̂δ)+/� ⊂ (X̂δ)/� is
an open Gσ -equivariant inclusion. Thus the valuation val(π(v−)) is Gσ -equivariant

on X̂δ/� and on X̃�σ /� (Lemma 5.37). Finally, by Lemma 5.29, val(v−) it is Gσ -
equivariant on X̃�σ . Thus by the convexity val(v) = val(v+ + v−) isGσ -equivariant
on X̃�σ . �
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5.11. π -desingularization of cobordisms. Let δ1, . . . , δk ∈ � be the circuits in�.
Note that common faces of distinct circuits are independent. Also, every independent
τ ∈ � is a face of some circuit τ < δ. Thus π -desingularization of circuits δi will
determine π -desingularization of all faces in �. Apply Morelli π -desingularization
to δ1 to get �σ1

1 := 〈vr1〉 . . . 〈v1〉 · δ1. This defines a canonical subdivision �1 of �,
where�1 := 〈vr1〉 . . . 〈v1〉 ·�. Next apply the π -desingularization to the subdivision
�
σ2
1 of σ2 to get �σ2

2 := 〈vr2〉 . . . 〈vr1+1〉 · �σ2
1 and �2 = 〈vr2〉 . . . 〈vr1+1〉 · �1.

Continue the process for other circuits to get the π -nonsingular subdivision �k =
〈vrk 〉 . . . 〈v1〉 ·� of �.

5.12. Proof of the Weak Factorization Theorem. The decomposition � of � is
obtained by a sequence of star subdivisions at stable centers (Lemmas 5.40, 5.34).
By Propositions 5.23 and 5.18, � defines a birational projective modification
f : Bπ → B. The modification does not affect points with trivial stabilizers B− =
X− \ X and Y+ \ Y (see Proposition 2.12). This means that (Bπ)− = B− and
(Bπ)+ = B+ and Bπ is a cobordism between X and Y . Moreover Bπ admits a
projective compactification Bπ = Bπ ∪ X ∪ Y . The cobordism Bπ ⊂ Bπ admits
a decomposition into elementary cobordisms Bπa , defined by the strictly increasing
function χBπ . Let F ∈ C((Bπa )

K∗
) be a fixed point component and x ∈ F be a point.

By Proposition 5.18 the modification f : Bπ → B is locally described for a toric
chart φσ : U → Xσ by a smooth �σ -equivariant morphism φ�σ : f−1(U)→ X�σ .
Then by Lemma 4.4, φ�σ (x) is inOδ , where δ ∈ �σ is dependent and π -nonsingular.
In particular the cone σ ∈ � is also dependent and �σ = K∗. So we locally have a
smooth K∗-equivariant morphism

φδ : Vx → Xδ,

where Vx ⊂ φ−1
�σ (Xδ) is an affine K∗-invariant subset of Bπa . This gives a diagram

(Bπa )−/K∗ ⊃ Vx−/K∗ → Xδ−/K∗�⏐ψ− �⏐ �⏐φ−
�((Bπa )−/K∗, (Bπa )+/K∗) ⊃ �(Vx−/K∗, Vx+/K∗) → �(Xδ−/K∗, Xδ+/K∗)⏐�ψ+ ⏐� ⏐�φ+

(Bπa )+/K∗ ⊃ Vx+/K∗ → Xδ+/K∗

with horizontal arrows smooth. Here �(X−/K∗, X+/K∗) denotes the normaliza-
tion of the graph of a birational map X−/K∗ ��� X+/K∗ for a relevant cobordism
X. We use functoriality of the graph (a dominated component of the fiber product
X−/K∗ ×X//K∗ X+/K∗). By Corollary 4.16 the morphisms φ− and φ+ are blow-ups
at smooth centers. Thus ψ− and ψ+ are locally blow-ups at smooth centers so they
are globally blow-ups at smooth centers.
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Manifolds with positive curvature operators are space forms

Christoph Böhm and Burkhard Wilking

Abstract. We show that the normalized Ricci flow evolves metrics with positive curvature
operator on compact manifolds to limit metrics of constant positive sectional curvature. In this
note we only indicate the proof, the details will be published somewhere else.
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1. Introduction

The Ricci flow has been introduced by Hamilton in 1982 [H1] in order to prove
that a compact 3-manifold admitting a Riemannian metric of positive Ricci curvature
is a spherical space form. The unnormalized Ricci flow is the geometric evolution
equation

∂g

∂t
= −2 Ric(g) (1)

for a curve gt of Riemannian metrics on a compact manifold Mn.
Using moving orthonormal frames, this leads to the following evolution equation

for the curvature operator Rt : �2TpM → �2TpM ∼= so(TpM) of gt (cf. [H2]):

∂ R

∂t
= � R +2(R2 + R#), (2)

where R# = ad � (R ∧ R) � ad∗ and ad : �2(so(TpM)) → so(TpM) is the adjoint
representation. For the details we refer the reader to Section 2. By Hamilton’s maxi-
mum principle certain dynamical properties of the partial differential equation (2) can
be derived from the dynamical properties of the corresponding ordinary differential
equation

d R

dt
= R2 + R# . (3)

In dimension four Hamilton showed that compact 4-manifolds with positive curva-
ture operators are spherical space forms as well [H2]. More generally, Chen showed
that the same conclusion holds for compact 4-manifolds with 2-positive curvature
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operator [Che]. Recall that a curvature operator is called 2-positive, if the sum of its
two smallest eigenvalues is positive. In arbitrary dimensions it was shown by Huisken
[Hu], that there is an explicit open cone in the space of curvature operators such that
the normalized Ricci flow evolves metrics whose curvature operator at each point is
contained in that cone into metrics of constant positive sectional curvature.

All of these results are also based on the maximum principle. The main reason
why they are more involved is that the ordinary differential equation (3) is not that
well understood in dimensions n > 3 and in particular not for n > 4.

Hamilton conjectured that in all dimensions compact Riemannian manifolds with
positive curvature operators must be space forms. We can confirm Hamilton’s con-
jecture. More generally, we can show the following

Theorem 1. Let (M, g) be a compact Riemannian manifold with 2-positive curvature
operator. Then the normalized Ricci flow evolves g to a limit metric with constant
positive sectional curvature.

The theorem is known in dimensions below five and our proof only works in
dimensions above two. Since the proof solely relies on Hamilton’s maximum principle
it carries over to orbifolds.

Let us mention that this is no longer true in dimension two. By the work of
Hamilton [H4] and Chow [Cho] it is known that the normalized Ricci flow converges
to a metric of constant curvature for any initial metric in the manifold case. However,
there exist two dimensional orbifolds with positive sectional curvature which are not
covered by a manifold. On such orbifolds the Ricci flow converges to a nontrivial
Ricci soliton [CW].

There is a wealth of different techniques in geometry to prove sphere theorems.
Here we only mention the theorem of Micallef and Moore [MM] that a simply con-
nected manifold with positive isotropic curvature is a homotopy sphere. It is well
known that a 2-positive curvature operator has positive isotropic curvature. How-
ever, the techniques of Micallef and Moore do not allow to get restrictions for the
fundamental groups or the differentiable structure.

Let us turn to the proof of Theorem 1. The major obstacle is to understand the
ordinary differential equation (3). Here we establish a new algebraic identity which
should be useful in other context as well. We study how the differential equation
changes if we pull it back by an equivariant linear map l : S2

B(so(n)) → S2
B(so(n)),

where S2
B(so(n)) denotes the space of curvature operators satisfying the Bianchi

identity. For n ≥ 4 this space decomposes into three pairwise inequivalent O(n)-
invariant irreducible subspaces

S2
B(so(n)) = 〈I 〉 ⊕ 〈Ric0〉 ⊕ 〈W〉.

Here 〈I 〉 denotes multiples of the identity, 〈W〉 curvature operators with vanishing
Ricci curvature and 〈Ric0〉 are the curvature operators of traceless Ricci type. Given
such a curvature operator R we let RI , RRic0 and RW, denote the projections onto 〈I 〉,
〈Ric0〉 and 〈W〉, respectively.
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Since we can always scale the linear map l by a factor it is not much of a restriction
to consider maps of the form

la,b(R) = R +2(n − 1)a RI +(n − 2)b RRic0 . (4)

Notice that la,b induces the identity on the space 〈W〉 of Weyl curvature operators.
The following result is crucial.

Theorem 2. Let R ∈ S2
B(so(n)) be a curvature operator, Ric ∈ S2

R
n its Ricci

curvature, Ric0 the traceless part of Ric, and let

Da,b = l−1
a,b

(
(la,b R)2 + (la,b R)#) − R2 − R# .

Then

Da,b = (
(n − 2)b2 − 2(a − b)

)
Ric0 ∧ Ric0 +2a Ric ∧ Ric + 2b2 Ric2

0 ∧ id

+ tr(Ric2
0)

n + 2n(n − 1)a

(
nb2(1 − 2b) − 2(a − b)(1 − 2b + nb2)

)
I.

In particular, Da,b is independent of the Weyl curvature of R.

The theorem often allows to construct new invariant curvature conditions by con-
sidering the image of a known invariant curvature conditions under the linear map la,b

for suitable constants a, b ∈ R. Recall that an invariant curvature condition is a con-
vex subset of SB(so(n)) which is invariant under the ordinary differential equation (3)
and hence, by Hamilton’s maximum principle, invariant under the partial differential
equation (2).

As already mentioned this note only contains indications of proofs. The details
will be published somewhere else. We expect that the new algebraic identity on
curvature operators (Theorem 2) and its Kähler analogue should give rise to further
applications. This will be the subject of a forthcoming paper.

2. Preliminaries

For a Euclidean vector space V we let �2V denote the exterior product of V . We
endow �2V with its natural scalar product; if e1, . . . , en is an orthonormal basis of V

then e1 ∧ e2, . . . , en−1 ∧ en is an orthonormal basis of �2V . Notice that two linear
endomorphisms A, B of V induce a linear map

A ∧ B : �2V → �2V, v ∧ w �→ 1
2

(
A(v) ∧ B(w) + B(v) ∧ A(w)

)
.

We will identify �2
R

n with the Lie algebra so(n) by mapping the unit vector ei ∧ ej
onto the linear map L(ei ∧ ej ) of rank two which is a rotation with angle π/2 in the
plane spanned by ei and ej . Notice that under this identification the scalar product on
so(n) corresponds to 〈A, B〉 = −1/2 tr(AB).
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We let S2(so(n)) denote the space of selfadjoint endomorphisms of so(n) and
S2

B(so(n)) the subspace of operators satisfying the Bianchi identity. Recall that

S2
B(so(n)) is given by the orthogonal complement of �4

R
n in S2(so(n)). We use

the convention that the curvature operator of the round sphere is the identity of so(n).
This explains the extra factor 2 in the evolution equation (2), cf. [H2].

Hamilton observed that for two elements S, R ∈ S2(so(n)) one can define a new
element S # R ∈ S2(so(n)). This can be done invariantly by putting

S # R := ad � (S ∧ R) � ad∗

where ad : �2so(n) → so(n), X ∧Y �→ [X, Y ] is the adjoint representation and ad∗
is its dual. Following Hamilton we use the abbreviation R# = R # R. For a generic
R ∈ S2

B(so(n)) neither R2 nor R# are in S2
B(so(n)). However, Hamilton showed

that the sum is in S2
B(so(n)) and hence the ordinary differential equation (3) leaves

S2
B(so(n)) invariant.

Recall that an O(n)-invariant subset C in the space of curvature operators is in-
variant under the Ricci flow, if the Ricci flow evolves metrics on compact manifolds
whose curvature operator lies in C at any point into metrics with the same property.

Theorem 2.1 (Hamilton, [H2]). A closed convex O(n)-invariant subsetC ⊂SB(so(n))

of curvature operators is invariant under the Ricci flow if it is invariant under the
ordinary differential equation

d R

dt
= R2 + R# .

We recall that if e1, . . . , en denotes an orthonormal basis, then

Ric(R2 + R#)ij =
∑
k,l

Rickl Rkij l (5)

where Rkij l = 〈R(ei ∧ ek), ej ∧ el〉, see [H1], [H2].
Finally let us mention that we learned from Huisken that the trilinear map

tri(R1, R2, R3) := tr
(
(R1 R2 + R2 R1 +2 R1 # R2) R3

)
(6)

is symmetric in all three components R1, R2, R3 ∈ S2(so(n)). Moreover (3) corre-
sponds to the gradient flow of the function 1

6 tri(R, R, R).

3. On the proof of Theorem 2

In this section we show that the difference tensor D = Da,b does not depend on
the Weyl curvature of R. The precise formula in Theorem 2 then follows from a
calculation. We view D as quadratic form in R. By

B(R, S) := 1
4

(
D(R + S) − D(R − S)

)
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we get the corresponding bilinear form.
Let S = W ∈ 〈W〉. We have to show B(R, W) = 0 for all R ∈ S2

B(so(n)).
We start by considering R ∈ 〈W〉. Then la,b(R ± W) = R ± W. It follows from
the formula (5) for the Ricci curvature of R2 + R# that (R ± W)2 + (R ± W)# has
vanishing Ricci tensor. Hence (R ± W)2 + (R ± W)# is a Weyl curvature operator
and accordingly fixed by l−1

a,b. Therefore B(R, W) = 0.
Next we consider the case that R = I is the identity. Notice that

(I + W)2 + (I + W)# − (I − W)2 − (I − W)# = 4 W +4 W #I = 0.

The last equation follows by a straightforward computation for n = 4. Since there is
a natural embedding of the Weyl tensors of S2

B(R4) to the Weyl tensors of S2
B(Rn) the

same holds for n ≥ 5. Clearly the equation implies B(W, I) = 0.
It remains to consider the case of R ∈ 〈Ric0〉. Using the symmetry of the trilinear

form (6) we see for each W2 ∈ 〈W〉 that

tri(W, R, W2) = tri(W, W2, R) = 0

because W W2 + W2 W +2 W # W2 lies in 〈W〉 and R ∈ 〈Ric0〉. Combining this with
tri(W, R, I ) = 0 gives that W R + R W +2 W # R ∈ 〈Ric0〉. Using once more that
l := la,b is the identity on 〈W〉 we see that

l(W) l(R) + l(R) l(W) + 2 l(W)# l(R) = l(W R + R W +2 W # R).

This clearly proves B(W, R) = 0.

4. On the proof of Theorem 1

We call a continuous family C(t)t∈[0,1) ⊂ S2
B(so(n)) of closed convex O(n)-invariant

cones of full dimension a pinching family, if

1. each R ∈ C(t) \ {0} has positive scalar curvature,

2. R2 + R# is contained in the interior of the tangent cone of C(t) at R for all
R ∈ C(t) \ {0} and all t ∈ (0, 1),

3. C(t) converges in the pointed Hausdorff topology to the one-dimensional cone
R

+I as t → 1.

Using Theorem 2 we can show that

Theorem 4.1. There is a pinching family C(t)t∈[0,1) ⊂ S2
B(so(n)) such that C(0) is

given by the cone of 2 nonnegative curvature operators.
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Outline of the proof of Theorem 4.1. Here we only show that we can stay away from
the boundary of the cone C of 2 nonnegative curvature operators.

b ∈
(
0,

√
2n(n−2)+4−2

n(n−2)

]
and 2a = 2b + (n − 2)b2

We claim that then the set la,b(C) is invariant under the ordinary differential equation.
We have to show that for R ∈ C the curvature operator

Xa,b = l−1
a,b(la,b(R)2 + la,b(R)#)

is contained in the tangent cone TRC of C at R. Notice that by assumption we have
R2 + R# ∈ TRC. Thus it suffices to show that Da,b = Xa,b − R2 − R# lies in TRC.
For that it is clearly sufficient to show that Da,b is positive definite. We know that
Ric(R) ≥ 0 for any R ∈ C. Looking at the formula for Da,b in Theorem 2 it suffices
to show that

0 ≤ b2(n(1 − 2b) − (n − 2)(1 − 2b + nb2)
)

holds in the given range. This is a straightforward computation.

It is not hard to see that for b =
√

2n(n−2)+4−2
n(n−2)

and n ≥ 4 the closed cone la,b(C)

is contained in the open cone of positive curvature operators. Thus it suffices to prove
the existence of a pinching family of cones with C(0) being the cone of nonnegative
curvature operators. Theorem 2 combined with a calculation, which will be carried
out somewhere else, shows that such a family can be constructed in the form

C(t) := la(t),b(t)

({
R | R ≥ 0, Ric(R) ≥ p(t)

scal(R)
n

})

for suitable functions a(t), b(t) and p(t). �

Theorem 1 then follows from Theorem 4.1 combined with

Theorem 4.2. Let C(t)t∈[0,1) ⊂ S2
B(so(n)) be a pinching family of closed convex

cones, n ≥ 3. Suppose that (M, g) is a compact Riemannian manifold such that the
curvature operator of M at each point is contained in the interior of C(0). Then the
normalized Ricci flow evolves g to a constant curvature limit metric.

On the proof of Theorem 4.2. Since M is compact and the family of cones is contin-
uous we can assume that for a sufficiently large h0 and a sufficiently small ε we have
for the curvature operator Rp of (M, g) at each point p ∈ M that

Rp ∈ {R | scal ≤ h0} ∩ C(ε).

We now consider to h0 and ε the intersection F of all convex subsets which contain
the above set and which are invariant under the ordinary differential equation (3).
Clearly F is then invariant under the ordinary differential equation and one can show
that for each t the set F \ C(t) is relatively compact.

Thus F is a generalized pinching set similarly to Hamilton’s concept.
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From the maximum principle we know that the Ricci flow evolves g to metrics gt

whose curvature operators at each point are contained in F . We do also know that
the solution of the Ricci flow exists as long as the curvature does not tend to infinity.
Furthermore it follows from the maximum principle that the unnormalized Ricci flow
exists only on a finite time interval t ∈ [0, t0). By Shi it follows from the maximum
principle applied to the evolution equations for the i-th derivatives of the curvature
tensor that

max ‖∇iRt‖2 ≤ Ci max ‖Rt‖i+2

for all t ∈ [t0/2, t0).
We now rescale each metric g(t) to a metric g̃(t) such that the maximal sectional

curvature is equal to 1. From the above estimates it follows that we have a priori
bounds for all derivatives of the curvature tensor of the metric g̃(t) for t ∈ [t0/2, t0).

We now look at a point pt ∈ (M, g̃t ) where the sectional curvature attains it
maximum 1. We pull the metric via the exponential map back to the ball of radius π

in Tpt M . We identify this ball with the ball Bπ(0) ⊂ R
n by choosing a linear isometry

R
n → Tpt M . We let gt denote the induced metric on Bπ(0). From the above estimates

on the derivatives of the curvature tensor it is clear that for any sequence tn converging
to t0 there is a subsequence of gtn

converging in the C∞ topology.
The curvature operator at each point of the limit metric is contained in the set⋂ 1
λ2

n
F = R

+I , where λn denote the scaling factors which by assumption tend to

infinity. Thus the limit metric on Bπ(0) has pointwise constant sectional curvature
and by Schur’s theorem it has constant curvature one, where we used n ≥ 3.

It is now easy to deduce that the minimal sectional curvature of (M, g̃t ) tends
to 1 as well for t → t0. In particular for t close to t0 we can apply Klingenberg’s
injectivity radius estimate for quarter pinched manifolds. Hence the universal cover
of M has injectivity radius ≥ π . This shows that the volume of the manifold does not
converge to zero. It is then well known that we get a smooth limit space of constant
curvature and that (M, gt ) is close in the C∞-topology to this limit space. �

Finally we remark that the above proof carries over to orbifolds. In addition to
Klingenberg’s injectivity radius estimate one needs

Proposition 4.3. Suppose (M, g) is compact orbifold with sectional curvature K . If
1/4 < K ≤ 1 and dim(M) ≥ 3 then M is the quotient of a Riemannian manifold by
a finite isometric group action.

The proof of the proposition is not related to the Ricci flow at all. It should rather
be viewed as a generalization of Klingenberg’s injectivity radius estimate.
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Elliptic and parabolic problems in conformal geometry

Simon Brendle

Abstract. I will review recent results regarding two questions that arise in connection with the
Yamabe problem. The first problem is concerned with the conformal deformation of Riemannian
metrics by their scalar curvature. This leads to a parabolic evolution equation, which can be
interpreted as the flow of steepest descent for the Yamabe functional. I will provide conditions
which guarantee that the flow converges to a metric of constant scalar curvature as t → ∞.
The second problem is concerned with the set of constant scalar curvature metrics in a given
conformal class. I will discuss under what conditions this set is compact. A recurring theme
in the study of both problems is that blow-up can be ruled out by means of the positive mass
theorem provided that the dimension is less than 6, whereas the Weyl tensor plays a crucial role
in higher dimensions.

Mathematics Subject Classification (2000). Primary 53C21; Secondary 53C44.

Keywords. Scalar curvature; conformal deformation of Riemannian metrics; blow-up analysis.

1. The uniformization theorem and the Ricci flow in dimension 2

To begin with, I will discuss some results concerning the Ricci flow in dimension 2
and their relation to the uniformization theorem.

Theorem 1.1. Let M be a compact manifold of dimension 2 without boundary. Given
any metric g0 on M , there exists a metric g which is pointwise conformal to g0 and
has constant curvature.

Recall that two metrics g0 and g on a manifold M are said to be pointwise con-
formal if there exists a smooth function w : M → R such that g = e2w g0. If M is
two-dimensional, then the Gaussian curvature of g is related to the Gaussian curvature
of g0 by the formula

Kg e2w = Kg0 − �g0w, (1)

where �g0 denotes the Laplacian relative to the metric g0. Hence, the uniformization
theorem in dimension 2 is equivalent to the solvability of the nonlinear elliptic equation

�g0w − Kg0 + k e2w = 0, (2)

where k is a constant. Solutions to (2) can be constructed using variational methods
(see e.g. [18], [19]). This approach is based on the observation that every solution
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of (2) is a critical point of the functional

Eg0(w) = 1

2

∫
M

|dw|2g0
d volg0 +

∫
M

Kg0 w d volg0

− πχ(M) log

( ∫
M

e2w d volg0

)
,

(3)

where χ(M) denotes the Euler characteristic of M . The functional Eg0(w) was
introduced by M. Berger in his work on the uniformization problem [5], and is known
as the Liouville energy. It has a geometric interpretation in terms of the log determinant
of the Laplacian associated with the conformal metric e2w g0 (see [27]).

The partial differential equation (2) is closely related to the Ricci flow in dimen-
sion 2. In dimension 2, the normalized Ricci flow takes the form

∂

∂t
g(t) = −(Kg(t) − kg(t)) g(t), (4)

where Kg(t) denotes the Gaussian curvature of g(t) and

kg(t) = 2πχ(M)∫
M

d volg(t)

is the mean value of the Gaussian curvature on M . The evolution equation (4) can be
reduced to a nonlinear partial differential equation of parabolic type. Hence, given
any initial metric g0 on M , the evolution equation (4) has a smooth solution on a
small time interval. The evolution equation (4) was first studied by R. Hamilton [14].
The longtime behavior of the flow is characterized by the following result due to
R. Hamilton [14] and B. Chow [9]:

Theorem 1.2. Let M be a compact manifold of dimension 2 without boundary. Given
any initial metric g0 on M , the evolution equation (4) has a global solution. The
solution converges exponentially to a metric of constant curvature as t → ∞.

The convergence of the Ricci flow follows from the maximum principle if
χ(M) ≤ 0. The case χ(M) > 0 is more subtle. To prove Theorem 1.2 in this
case, Hamilton assumed that the initial metric has positive curvature. This condition
is preserved by the flow, and guarantees that the entropy

∫
M

Kg log Kg d volg

is well defined. It is shown in [14] that this functional is decreasing along the Ricci
flow (see also [9]). In view of the Harnack inequality established in [14], this implies
that the curvature is uniformly bounded from above. This is sufficient to prove Theo-
rem 1.2 for initial metrics of positive curvature. The remaining cases were settled by
B. Chow [9].
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In a subsequent paper, Hamilton observed that the constant in the isoperimetric
inequality improves along the Ricci flow [16]. This estimate can be used to give an al-
ternative proof of Theorem 1.2. M. Struwe, building upon earlier work of X. Chen [8],
provided another proof of Theorem 1.2 based on concentration-compactness argu-
ments [39].

There are essentially two ways to generalize these results to higher dimensions.
One is E. Calabi’s problem concerning the existence of Kähler–Einstein metrics (or,
more generally, extremal Kähler metrics). The other one is the Yamabe problem,
which will be discussed below.

2. The Yamabe problem

In 1960, H. Yamabe [42] conjectured that the uniformization theorem can be gener-
alized in the following way:

Theorem 2.1. Let M be a compact manifold of dimension n ≥ 3 without boundary,
and let g0 be a Riemannian metric on M . Then there exists a metric g which is
pointwise conformal to g0 and has constant scalar curvature.

Theorem 2.1 was proved by T. Aubin [1], R. Schoen [29], and N. Trudinger [40].
A. Bahri gave an alternative proof of Theorem 2.1 in the locally conformally flat
case [3].

As in the two-dimensional case, the Yamabe problem can be reduced to the solv-
ability of a nonlinear elliptic equation. Indeed, if two metrics g0 and g are related

by g = u
4

n−2 g0 for a smooth positive function u, then the scalar curvature associated
with g can be calculated from the scalar curvature associated with g0 by means of the
identity

Rg u
n+2
n−2 = Rg0 u − 4(n − 1)

n − 2
�g0u (5)

(see [2]). Here, Rg0 denotes the scalar curvature associated with g0, and �g0 is
the Laplace operator relative to g0. Hence, if u is a positive solution of the partial
differential equation

4(n − 1)

n − 2
�g0u − Rg0 u + r u

n+2
n−2 = 0, (6)

then the metric g = u
4

n−2 g0 has constant scalar curvature r . The solutions of (6) can
be characterized as the critical points of the functional

Eg0(u) =
∫
M

(4(n−1)
n−2 |du|2g0

+ Rg0 u2
)
d volg0( ∫

M
u

2n
n−2 d volg0

) n−2
n

. (7)
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The functional Eg0(u) is called theYamabe energy. It follows from (5) that Eg0(u) =
E(u

4
n−2 g0), where

E(g) =
∫
M

Rg d volg( ∫
M

d volg
) n−2

n

(8)

denotes the normalized Einstein–Hilbert action. The Yamabe constant of a metric g0
is defined as the infimum of the Yamabe energy in the conformal class of g0:

Y (M, g0) = inf
0<u∈C∞(M)

Eg0(u). (9)

The Yamabe constant is closely related to the optimal constant in the Sobolev embed-

ding of W 1,2(M, g0) into L
2n

n−2 (M, g0). It is not difficult to show that Y (M, g0) ≤
Y (Sn), where Y (Sn) = n(n − 1) ω

2
n
n denotes the Yamabe constant of the standard

metric on Sn. The key step in the proof of Theorem 2.1 is the following result, which
is due to Aubin and Schoen:

Theorem 2.2. Let M be a compact manifold of dimension n ≥ 3 without boundary,
and let g0 be a Riemannian metric on M . Suppose that (M, g0) is not conformally
equivalent to the standard sphere Sn. Then Y (M, g0) < Y(Sn).

Aubin proved Theorem 2.2 under the additional assumption that n ≥ 6 and (M, g0)

is not locally conformally flat. The remaining cases were solved by Schoen using the
positive mass theorem.

3. The Yamabe flow

R. Hamilton proposed a heat flow approach to the Yamabe problem [15]. Hamilton
considered the following evolution equation for the Riemannian metric g:

∂

∂t
g(t) = −(Rg(t) − rg(t)) g(t). (10)

Here, Rg(t) denotes the scalar curvature associated with the metric g(t). Moreover,
the normalization constant rg(t) is defined as the mean value of the scalar curvature
on M:

rg(t) =
∫
M

Rg(t) d volg(t)∫
M

d volg(t)

.

This choice of the normalization constant ensures that the volume of M does not
change under the evolution. Note that the value of the normalization constant rg(t)

may change during the evolution.
The evolution equation (10) can be viewed as a generalization of the Ricci flow

in dimension 2 and is often referred to as the Yamabe flow. Like the Ricci flow
in dimension 2, the Yamabe flow can be reduced to a parabolic equation for a scalar
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function. To see this, we fix a background metric g0 in the conformal class of the initial
metric. Since the Yamabe flow preserves the conformal structure, we may write the

time-dependent metric in the form g(t) = u(t)
4

n−2 g0, where u(t) is a positive function
on M . Using the relation (5), one can show that the function u satisfies the partial
differential equation

∂

∂t
u

n+2
n−2 = n + 2

4

(
4(n − 1)

n − 2
�g0u − Rg0 u + rg u

n+2
n−2

)
, (11)

which can be viewed as a parabolic analogue of the Yamabe equation (6). It follows
from standard parabolic regularity theory that the Yamabe flow has a smooth solution
which is defined on a small time interval. Hamilton proved that the Yamabe flow
has a global solution for every initial metric [15]. Moreover, he showed that the
scalar curvature satisfies the pointwise bound |Rg(t)| ≤ C, where C is a constant that
depends only on the initial metric (but not on t).

The discussion of the asymptotic behavior of the flow can be divided into two
cases which are distinguished by the sign of the Yamabe constant Y (M, g0). If
Y (M, g0) ≤ 0, one can apply the maximum principle to show that the Yamabe flow
converges exponentially to a metric of constant scalar curvature.

One of the first results in the case of positiveYamabe constant is due to B. Chow [10].
Chow showed that the flow converges to a metric of constant sectional curvature pro-
vided that (M, g0) is locally conformally flat and the initial metric has positive Ricci
curvature. The proof is inspired by Hamilton’s work on the Ricci flow in dimension 3
(see [13]), and is based on pinching estimates for the eigenvalues of the Ricci tensor.

R. Ye [43] proved the convergence of the flow for all initial metrics, assuming
only that (M, g0) is locally conformally flat. To this end, he established a gradient
bound for the Yamabe flow on locally conformally flat manifolds. The proof of the
gradient estimate is based on the method of moving planes and uses the injectivity of
the developing map (see [34]).

A different approach was developed by H. Schwetlick and M. Struwe [36]. Among
other things, Schwetlick and Struwe proved that the scalar curvature approaches a
constant in the sense that

lim
t→∞

∫
M

|Rg(t) − rg(t)|p d volg(t) = 0 (12)

for all p ≥ 1. Using (12), they showed that theYamabe flow cannot form a singularity
unless volume concentration occurs. Moreover, if volume concentration occurs, then
the metric can be rescaled in such a way that the rescaled metrics converge to the
standard metric on Sn.

Lemma 3.1. Let {tν : ν ∈ N} be a sequence of times such that tν → ∞ as ν → ∞.
Moreover, let uν = u(tν). After passing to a subsequence if necessary, we can find a
non-negative integer m and sequences {xk,ν : ν ∈ N}, {εk,ν : ν ∈ N}, k = 1, . . . , m,
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such that

uν(x) −
m∑

k=1

ϕxk,ν
(x)

(
4n(n − 1)

r∞

) n−2
4

(
εk,ν

ε2
k,ν + d(xk,ν, x)2

) n−2
2 → u∞(x)

in W 1,2(M, g0). Here, r∞ is defined as the limit of the normalization constant rg(t) as
t → ∞. The function u∞ is a non-negative smooth solution of the partial differential
equation

4(n − 1)

n − 2
�g0u∞ − Rg0 u∞ + r∞ u

n+2
n−2∞ = 0.

Finally, ϕxk,ν
is a cutoff function such that ϕxk,ν

(x) = 1 for d(xk,ν, x) ≤ δ and
ϕxk,ν

(x) = 0 for d(xk,ν, x) ≥ 2δ.

This result is due to Schwetlick and Struwe (see [36], Lemma 3.4, and [38]). The
proof uses a theorem due to M. Obata, which asserts that every conformal metric on Sn

with constant scalar curvature has constant sectional curvature (see [12] or [26]).
Moreover, Schwetlick and Struwe were able to rule out volume concentration

provided that n ≤ 5 and the Yamabe energy of the initial metric is below a certain
threshold. The latter condition precludes the formation of a singularity with more
than one “bubble”. The formation of a singularity with exactly one “bubble” can be
ruled out by means of the positive mass theorem.

It was shown in [7] that the condition n ≤ 5 implies the convergence of theYamabe
flow for all initial metrics (regardless of their Yamabe energy):

Theorem 3.2. Let M be a compact manifold of dimension n ≥ 3 without boundary,
and let g0 be a Riemannian metric on M . Suppose that n ≤ 5 or (M, g0) is locally
conformally flat. Given any initial metric in the conformal class of g0, the Yamabe
flow has a global solution which converges to a metric of constant scalar curvature
as t → ∞.

In the locally conformally flat case, this provides an alternative proof of Ye’s
theorem. The proof of Theorem 3.2 rests on the following key lemma:

Lemma 3.3. Suppose that n ≤ 5 or (M, g0) is locally conformally flat. Moreover,
let {g(t) : t ≥ 0} be a solution of the Yamabe flow on M . Then there exist positive
real numbers γ , C, and t0 such that

rg(t) − r∞ ≤ C

( ∫
M

|Rg(t) − rg(t)| 2n
n+2 d volg(t)

) n+2
2n

(1+γ )

(13)

for t ≥ t0.

Suppose for simplicity that the volume is normalized to 1. Then the number rg(t)

coincides with theYamabe energy at time t . Hence, the number r∞ can be interpreted
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as the limit of the Yamabe energy as t → ∞. The difference rg(t) − r∞ can be
expressed as a space-time integral

rg(t) − r∞ = n − 2

2

∫ ∞

t

∫
M

(Rg(τ) − rg(τ))
2 d volg(τ) dτ. (14)

Hence, we can use (13) and Hölder’s inequality to derive a differential inequality for
the function rg(t) − r∞. This implies

∫ ∞

0

( ∫
M

(Rg(t) − rg(t))
2 d volg(t)

) 1
2

dt < ∞. (15)

This estimate can be used to rule out volume concentration. More precisely, given
any positive real number η, we can find a real number r > 0 such that

sup
x∈M, t≥0

∫
Br(x)

u(t)
2n

n−2 d volg0 ≤ η,

where Br(x) denotes a geodesic ball in the background metric g0. In light of the
results of Schwetlick and Struwe, it follows that

sup
x∈M, t≥0

u(x, t) < ∞.

Thus, the Yamabe flow converges to a metric of constant scalar curvature as t → ∞.
Moreover, if (13) holds with γ = 1, then the flow converges to the limiting metric at
an exponential rate.

To prove Lemma 3.3, we need to find a positive real number ε0 and a family of
auxiliary functions u(p,ε) (p ∈ M , 0 < ε < ε0) such that

Eg0(u(p,ε)) ≤ Y (Sn) (16)

and u(p,ε) has the “right” asymptotic behavior as ε → 0. For n ≤ 5 the existence
of such a family of test functions follows from work of R. Schoen [29]. The same
approach works if (M, g0) is locally conformally flat.

Another ingredient in the proof of Lemma 3.3 is an inequality for real-analytic
functions due to Lojasiewicz. This inequality was used in the work of L. Simon on the
asymptotic behavior of gradient flows [37]. The Lojasiewicz inequality is typically
applied to prove the uniqueness of the asymptotic limit of a gradient flow once a-priori
estimates have been established.

We cannot, in general, expect (13) to be true for γ = 1. Indeed, if (13) holds for
γ = 1, then the flow converges to the limiting metric at an exponential rate. This is
unlikely to be true in the presence of degenerate solutions.
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4. Convergence of the Yamabe flow in dimension greater or equal to 6

We next consider the case n ≥ 6. In order to prove that the Yamabe flow approaches
a metric of constant scalar curvature as t → ∞, we need to construct a family of test
functions u(p,ε) that satisfy the inequality (16) among other technical conditions. To
this end, it is natural to impose conditions on the Weyl conformal curvature tensor.
For example, if we assume that |W(p)| > 0 for all p ∈ M , then we can use a result
due to Aubin [1] to prove the existence of a family of auxiliary functions with the
desired properties.

More generally, suppose that p is a point on M , and let d = [n−2
2 ] be the largest

integer less than or equal to n−2
2 . If the Weyl tensor does not vanish to an order greater

than d − 2 at p, then we can take advantage of the local geometry to construct a test
function with Yamabe energy less than Y (Sn). On the other hand, if the Weyl tensor
vanishes to an order greater than d − 2 at p, we expect that the positive mass theorem
can be used to push the energy of the test function below Y (Sn). This motivates the
following definition.

Definition 4.1. Let l be a positive integer. We denote by Zl(g0) the set of all points
p ∈ M such that

lim
x→p

d(x, p)2−l |W(x)| = 0,

where W(x) denotes theWeyl tensor associated with the metric g0, and d( · , · ) denotes
the geodesic distance relative to that metric.

Observe that the set Zl(g0) depends only on the conformal class of g0. It is easy
to see that Zl(g0) is a compact subset of M . Moreover, we have M = Z1(g0) ⊃
Z2(g0) ⊃ · · · .

Theorem 4.2. Suppose that n ≥ 6 and Zd(g0) = ∅ for d = [n−2
2 ]. Then, for every

initial metric in the conformal class of g0, theYamabe flow has a global solution which
approaches a metric of constant scalar curvature as t → ∞.

To prove Theorem 4.2, we consider an arbitrary point p ∈ M . By a result of J. Lee
and T. Parker, we can find a metric g in the conformal class of g0 such that

det g(x) = 1 + O(|x|2d+2) (17)

in geodesic normal coordinates around p (see [21] or [35]). This is called the confor-
mal normal coordinate system. Working in conformal normal coordinates serves
two purposes: first, the condition (17) allows us to simplify some of the calcu-
lations. Second, it can be shown that the metric agrees with the flat metric to
the maximal order permitted by the Weyl tensor. More precisely, if p ∈ Zd(g0),
then gik(x) = δik + O(|x|d+1) in conformal normal coordinates. (Conversely, if
gik(x) = δik +O(|x|d+1) for any metric conformally equivalent to g0, then clearly p

belongs to the set Zd(g0).)
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It is convenient to write the Riemannian metric in the form g(x) = exp(h(x)),
where h(x) is a symmetric 2-tensor satisfying

tr h(x) = O(|x|2d+2). (18)

We denote by Hik(x) = ∑
2≤|α|≤d hik,α xα the Taylor polynomial of order d asso-

ciated with the function hik(x). Since p 	∈ Zd(g0), at least one of the polynomials
Hik(x) (1 ≤ i, k ≤ n) is not identically zero.

Given a positive real number ε, we define a function uε : R
n → R by

uε(x) =
(

ε

ε2 + |x|2
) n−2

2
,

so that

�uε + n(n − 2) u
n+2
n−2
ε = 0. (19)

Our aim is to construct a test function u(p,ε) which is close to uε and has Yamabe
energy less than Y (Sn). To this end, we exploit the saddle point structure of the
Einstein–Hilbert action near the standard metric on Sn (see [6], Section 4G). We first
choose a vector field V ε : R

n → R
n such that

n∑
k=1

∂k

[
u

2n
n−2
ε

(
Hik − ∂iV

ε
k − ∂kV

ε
i + 2

n
div V ε δik

)] = 0 (20)

for i = 1, . . . , n. This is a linear elliptic system. In order to construct a solution to
(20), it suffices to minimize the functional

∫
Rn

u
2n

n−2
ε

n∑
i,k=1

(
Hik − ∂iVk − ∂kVi + 2

n
div V δik

)2

over all vector fields V : R
n → R

n.
In the next step, we define a function vε : R

n → R by

vε =
n∑

k=1

∂kuε V ε
k + n − 2

2n
uε div V ε.

It follows from (20) that the function vε solves the linearized equation

�vε + n(n + 2) u
4

n−2
ε vε =

n∑
i,k=1

n − 2

4(n − 1)
uε ∂i∂kHik. (21)

The fact that vε is a solution of the linearized equation (21) suggests that uε + vε is a
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good candidate for a test function. Indeed, one can show that
∫

Bδ(0)

(
4(n − 1)

n − 2
|d(uε + vε)|2g + Rg (uε + vε)

2
)

≤
( ∫

Bδ(0)

(uε + vε)
2n

n−2

) n−2
n

Y (Sn) (22)

− θ
∑

2≤|α|≤d

n∑
i,k=1

|hik,α|2 ε2|α| + C(δ) εn−2

if n is odd. A similar estimate holds if n is even: in this case, we have∫
Bδ(0)

(
4(n − 1)

n − 2
|d(uε + vε)|2g + Rg (uε + vε)

2
)

≤
( ∫

Bδ(0)

(uε + vε)
2n

n−2

) n−2
n

Y (Sn)

− θ
∑

2≤|α|≤d−1

n∑
i,k=1

|hik,α|2 ε2|α|

− θ
∑

|α|=d

n∑
i,k=1

|hik,α|2 εn−2 log
1

ε
+ C(δ) εn−2.

(23)

In both inequalities, θ is a positive constant that depends only on n. It remains to
extend the function uε + vε to all of M . In view of (22) and (23), this can be done in
such a way that the Yamabe energy of the resulting function is less than Y (Sn) if ε is
sufficiently small. The details will appear in a forthcoming paper.

We expect that the conclusion of Theorem 4.2 is still valid without the condition
Zd(g0) = ∅. A proof of this conjecture will likely involve the positive mass theorem.
The positive mass theorem was first proved in dimension 3 by R. Schoen and S.T.Yau
using minimal surface techniques [33]. This argument can be extended up to dimen-
sion 7, cf. [31]. E. Witten gave an alternative proof of the positive mass theorem based
on spinor methods [41]. (This approach works only for spin manifolds.) R. Bartnik
extended Witten’s arguments to prove the positive mass theorem for spin manifolds
of any dimension [4]. J. Lohkamp recently announced a proof of the positive mass
theorem in arbitrary dimension, which does not require the manifold to be spin [24].

5. Compactness of the set of constant scalar curvature metrics in a
given conformal class

In this section, I will review several recent results concerning the set of solutions to (6).
In particular, I will discuss under what conditions the set of solutions is compact. These
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results are remarkably similar to those stated in the preceding sections. As above, we
assume that M is a compact manifold of dimension n ≥ 3 without boundary.

Theorem 5.1. Suppose that n ≤ 7 or (M, g0) is locally conformally flat. Moreover,
we assume that (M, g0) is not conformally equivalent to the standard sphere Sn.
Let r be a fixed real number, and let u be a positive solution of (6). Then there
exists a constant C, depending only on g0 and r , such that ‖u‖C2(M,g0)

≤ C and
infM u ≥ 1/C.

This compactness result was proved by R. Schoen in [30] (see also [31] and [32]).
Y. Y. Li and M. Zhu gave an alternative proof in dimension 3 [23]. The extension to
dimensions 4 and 5 is due to O. Druet [11]. The cases n = 6 and n = 7 were solved
independently by Y.Y. Li and L. Zhang [22] and F. Marques [25].

M. Khuri and R. Schoen [20] recently established a compactness result in arbitrary
dimension. Among other things, Khuri and Schoen proved that the Weyl tensor van-
ishes to an order greater than [n−6

2 ] at each blow-up point. In particular, if Zd(g0) = ∅
for d = [n−2

2 ], then blow-up cannot occur.

Theorem 5.2. Suppose that n ≥ 8 and Zd(g0) = ∅ for d = [n−2
2 ]. Moreover, let r

be a fixed real number. Then there exists a constant C, depending only on g0 and r ,
such that ‖u‖C2(M,g0)

≤ C and infM u ≥ 1/C for every positive solution of (6).

A special case of Theorem 5.2 was proved in a recent paper by Y. Y. Li and
L. Zhang [22]. Li and Zhang assumed that n ≥ 8 and |W(p)| + |∇W(p)| > 0 for
all p ∈ M . (This condition is equivalent to Z3(g0) = ∅.) The proof of the main
result in [22] uses special properties of conformal normal coordinates established by
E. Hebey and M. Vaugon [17].

Moreover, Khuri and Schoen showed that the condition Zd(g0) = ∅ can be re-
moved by means of the positive mass theorem. Since the positive mass theorem holds
for spin manifolds of any dimension, this yields the following result:

Theorem 5.3. Suppose that M is a spin manifold and (M, g0) is not conformally
equivalent to the standard sphere Sn. Moreover, suppose that u is a positive solution
of (6) for some fixed real number r . Then ‖u‖C2(M,g0)

≤ C and infM u ≥ 1/C,
where C depends only on g0 and r .

It is shown in [20] that the compactness result remains true if the equation (6) is
replaced by a family of subcritical equations. This is useful in some applications. For
example, this can be used to obtain results concerning the number of constant scalar
curvature metrics in a given conformal class.

It is interesting to compare the results above to the following result of D. Pollack
(see [28], Theorem 0.1):

Theorem 5.4. Suppose that Y (M, g0) > 0. Given any positive integer N , there exists
a Riemannian metric g with the following properties:
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(i) ‖g − g0‖C0(M,g0)
≤ 1/N .

(ii) The equation 4(n−1)
n−2 �gu − Rg u + u

n+2
n−2 = 0 has at least N positive solutions.

It follows from the results mentioned above that Theorem 5.4 cannot hold if the
C0-norm is replaced by the Cl-norm for a sufficiently large integer l (which may
depend on the dimension n). The reason is that the a-priori estimates for solutions
of (6) are stable under perturbations of the background metric that are small in the
Cl-topology.

References

[1] Aubin, T., Équations différentielles non linéaires et problème de Yamabe concernant la
courbure scalaire. J. Math. Pures Appl. 55 (1976), 269–296.

[2] Aubin, T., Some nonlinear problems in Riemannian geometry. Springer Monogr. Math.,
Springer-Verlag, Berlin 1998.

[3] Bahri, A., Proof of the Yamabe conjecture, without the positive mass theorem, for locally
conformally flat manifolds. In Einstein metrics and Yang-Mills connections (ed. by Toshiki
Mabuchi and Shigeru Mukai), Lecture Notes Pure Appl. Math. 145, Marcel Dekker, New
York 1993, 1–26.

[4] Bartnik, R., The mass of an asymptotically flat manifold. Comm. Pure Appl. Math. 39
(1986), 661–693.

[5] Berger, M., On Riemannian structures of prescribed Gaussian curvature for compact 2-
surfaces. J. Differential Geometry 5 (1971), 325–332.

[6] Besse, A. L., Einstein manifolds. Ergeb. Math. Grenzgeb. (3) 10, Springer-Verlag, Berlin
1987.

[7] Brendle, S., Convergence of the Yamabe flow for arbitrary initial energy. J. Differential
Geometry 69 (2005), 217–278.

[8] Chen, X., Calabi flow in Riemann surfaces revisited: a new point of view. Internat. Math.
Res. Notices 6 (2001), 275–297.

[9] Chow, B., The Ricci flow on the 2-sphere. J. Differential Geometry 33 (1991), 325–334.

[10] Chow, B., The Yamabe flow on locally conformally flat manifolds with positive Ricci
curvature. Comm. Pure. Appl. Math. 45 (1992), 1003–1014.

[11] Druet, O., Compactness forYamabe metrics in low dimensions. Internat. Math. Res. Notices
23 (2004), 1143–1191.

[12] Gidas, B., Ni, W., Nirenberg, L., Symmetry and related properties via the maximum prin-
ciple. Comm. Math. Phys. 68 (1979), 209–243.

[13] Hamilton, R. S., Three-manifolds with positive Ricci curvature. J. Differential Geometry
17 (1982), 255–306.

[14] Hamilton, R. S., The Ricci flow on surfaces. In Mathematics and general relativity (ed. by
James Isenberg), Contemp. Math. 71, Amer. Math. Soc., Providence, RI, 1988, 237–262.

[15] Hamilton, R. S., Lectures on geometric flows. Unpublished, 1989.



Elliptic and parabolic problems in conformal geometry 703

[16] Hamilton, R. S., An isoperimetric estimate for the Ricci flow on the two-sphere. In Modern
methods in complex analysis (ed. by Thomas Bloom, David Catlin, John P. D’Angelo and
Yum-Tong Siu), Ann. of Math. Stud. 137, Princeton University Press, Princeton, NJ, 1995,
191–200.

[17] Hebey, E., Vaugon, M., Le problème de Yamabe équivariant. Bull. Sci. Math. 117 (1993),
241–286.

[18] Kazdan, J., Warner, F., Curvature functions of compact 2-manifolds. Ann. of. Math. 99
(1974), 14–47.

[19] Kazdan, J., Warner, F., Existence and conformal deformation of metrics with prescribed
Gaussian and scalar curvatures. Ann. of Math. 101 (1975), 317–331.

[20] Khuri, M., Schoen, R. M., private communication.

[21] Lee, J. M., Parker, M., The Yamabe problem. Bull. Amer. Math. Soc. 17 (1987), 37–91.

[22] Li, Y. Y., Zhang, L., Compactness of solutions to the Yamabe problem II. Calc. Var. Partial
Differential Equations 24 (2005), 185–237.

[23] Li, Y. Y., Zhu, M., Yamabe type equations on three dimensional Riemannian manifolds.
Commun. Contemp. Math. 1 (1999), 1–50.

[24] Lohkamp, J., private communication.

[25] Marques, F. C., A-priori estimates for the Yamabe problem in the non-locally conformally
flat case. math.DG/0408063.

[26] Obata, M., The conjectures on conformal transformations of Riemannian manifolds. J.
Differential Geometry 6 (1971), 247–258.

[27] Osgood, B., Phillips, R., Sarnak, P., Extremals of determinants of Laplacians. J. Funct.
Anal. 80 (1988), 148–211.

[28] Pollack, D., Nonuniqueness and high energy solutions for a conformally invariant scalar
equation. Comm. Anal. Geom. 1 (1993), 347–414.

[29] Schoen, R. M., Conformal deformation of a Riemannian metric to constant scalar curvature.
J. Differential Geometry 20 (1984), 479–495.

[30] Schoen, R. M., Courses taught at Stanford University, 1988.

[31] Schoen, R. M., Variational theory for the total scalar curvature functional for Riemannian
metrics and related topics. InTopics in the calculus of variations (ed. by Mariano Giaquinta),
Lecture Notes in Math. 1365, Springer-Verlag, Berlin 1989, 120–154.

[32] Schoen, R. M., On the number of constant scalar curvature metrics in a conformal class. In
Differential geometry (ed. by H. Blaine Lawson, Jr., and Keti Tenenblat), Pitman Monogr.
Surveys Pure Appl. Math. 52, Longman Scientific & Technical, Harlow 1991, 311–320.

[33] Schoen, R. M.,Yau, S. T., On the proof of the positive mass conjecture in general relativity.
Comm. Math. Phys. 65 (1979), 45–76.

[34] Schoen, R. M.,Yau, S. T., Conformally flat manifolds, Kleinian groups and scalar curvature.
Invent. Math. 92 (1988), 47–71.

[35] Schoen, R. M., Yau, S. T., Lectures on differential geometry. Conf. Proc. Lecture Notes
Geom. Topology 1, International Press, Cambridge, MA, 1994.

[36] Schwetlick, H., Struwe, M., Convergence of the Yamabe flow for large energies. J. Reine
Angew. Math. 562 (2003), 59–100.



704 Simon Brendle

[37] Simon, L., Asymptotics for a class of non-linear evolution equations with applications to
geometric problems. Ann. of. Math. 118 (1983), 525–571.

[38] Struwe, M., A global compactness result for elliptic boundary value problems involving
limiting nonlinearities. Math. Z. 187 (1984), 511–517.

[39] Struwe, M., Curvature flows on surfaces. Ann. Scuola Norm. Sup. Pisa (5) 1 (2002),
247–274.

[40] Trudinger, N., Remarks concerning the conformal deformation of Riemannian structures
on compact manifolds. Ann. Scuola Norm. Sup. Pisa 22 (1968), 265–274.

[41] Witten, E., A new proof of the positive energy theorem. Comm. Math. Phys. 80 (1981),
381–402.

[42] Yamabe, H., On a deformation of Riemannian structures on compact manifolds. Osaka
Math J. 12 (1960), 21–37.

[43] Ye, R., Global existence and convergence of the Yamabe flow. J. Differential Geometry 39
(1994), 35–50.

Stanford University, Department of Mathematics, 450 Serra Mall, Bldg. 380, Stanford,
CA 94305, U.S.A.
E-mail: brendle@math.stanford.edu



The topology and geometry of contact structures in
dimension three

Ko Honda ∗

Abstract. The goal of this article is to survey recent developments in the theory of contact
structures in dimension three.

Mathematics Subject Classification (2000). Primary 57M50; Secondary 53C15.

Keywords. Tight, contact structure, bypass, open book decomposition, mapping class group,
Dehn twists, Reeb vector field, contact homology.

In this article we survey recent developments in three-dimensional contact ge-
ometry. Three-dimensional contact geometry lies at the interface between 3- and 4-
manifold geometries, and has been an essential part of the flurry in low-dimensional
geometry and topology over the last 20 years. In dimension 3, it relates to foliation
theory and knot theory; in dimension 4, there are rich interactions with symplec-
tic geometry. In both dimensions, there are relations with gauge theories such as
Seiberg–Witten theory and Heegaard–Floer homology, as well as to dynamics.

1. Tight vs. overtwisted

A contact structure ξ on a 3-manifoldM is a (maximally) nonintegrable 2-plane field
distribution. In this paper we assume that M is oriented and ξ is the kernel of a
global 1-form α which satisfies α ∧ dα > 0. (Such a contact structure is often called
coorientable.) Although ξ is locally Ker(dz− ydx) by a classical theorem of Pfaff–
Darboux and hence has no local geometry, the global study of contact structures is
rather complicated, in a way that echoes the intricacies of symplectic geometry.

One of the fundamental questions is to determine π0 of the space Cont(M) of con-
tact 2-plane fields onM – this is often called the “classification” of contact structures
on M . The work of Bennequin [2] (later clarified by Eliashberg [12]) indicated that
contact structures, in dimension three, come in two flavors: tight and overtwisted. We
define an overtwisted disk to be an embedded diskD ⊂ M such that ξx = TxD for all
x ∈ ∂D. An overtwisted contact structure is one which admits an overtwisted disk,
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whereas a tight contact structure is one which does not. What Bennequin showed
is that the local model (R3,Ker(dz − ydx)) is tight – hence locally every contact
structure is tight, although globally it may not be. (Showing that a contact structure
is tight is highly nontrivial, because one must show that no overtwisted disk exists,
no matter how complicated the embedding!) Let ContOT(M) be the space of over-
twisted contact 2-plane fields on M and ContTight(M) be the space of tight contact
2-plane fields on M . Eliashberg showed in [13] that π0(ContOT(M)) is the same as
the homotopy classes of 2-plane fields on M .

The space of tight contact structures, on the other hand, is more intimately related
to the topology of M . Eliashberg [12] gave the first classification result for tight
contact structures, namely that ContTight(S3) is connected. The analysis of tight
contact structures on various 3-manifolds has become more manageable in recent
years, with the introduction of convex surfaces by Giroux [32] and bypasses by the
author [43]. The world of tight contact structures, as we understand it now, is a
veritable zoo!

Two important subcategories of tight contact structures are the weakly symplecti-
cally fillable ones and the Stein fillable ones. In the former case, (M, ξ) bounds a sym-
plectic 4-manifold (X, ω) and ω|ξ > 0. In the latter, (M, ξ) bounds a Stein domain
(X, ω, J ) and ω = dα on M for a contact 1-form α that defines ξ . Fillable contact
structures (of either type) are tight by a theorem of Gromov [36] and Eliashberg [14];
this was proved using Gromov’s theory of J -holomorphic curves. Prototypical ex-
amples of weakly symplectically fillable contact structures are the perturbations of
taut codimension 1 foliations, as explained in Eliashberg–Thurston [19]. Etnyre and
the author [23] showed that there exist tight contact structures which are not weakly
symplectically fillable. Other examples were later obtained by Lisca–Stipsicz [51],
[52]. Eliashberg [15] showed that there are weakly symplectically fillable contact
structures on the 3-torus T 3 which are not Stein fillable. Further examples were given
on torus bundles by Ding–Geiges [11].

Tight � Weakly symplectically fillable � Stein fillable

It is known that not every 3-manifold admits a tight contact structure. Etnyre and
the author [22] showed that the Poincaré homology sphere with orientation opposite
to the one induced on the link of an algebraic singularity has no tight contact structure.
Lisca and Stipsicz [54] have since shown that the Poincaré homology sphere can be
incorporated into a larger class of small Seifert fibered spaces which do not admit
tight contact structures. Since all these examples of 3-manifolds without tight contact
structures are Seifert fibered, it is natural to ask whether tight contact structures exist
on all hyperbolic 3-manifolds. It turns out that universally tight contact structures,
i.e., contact structures ξ onM that pull back to tight contact structures on the univer-
sal cover of M , do not always exist on hyperbolic 3-manifolds [47]. Compare this
to foliation theory where Roberts–Shareshian–Stein [66] have shown that there are
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infinitely many hyperbolic 3-manifolds which do not admit Reebless codimension 1
foliations. There is related work of Calegari–Dunfield [4] and Fenley [25], as well
as a different approach using Seiberg–Witten Floer homology, due to Kronheimer–
Mrowka–Ozsváth–Szabó [50]. However, it is still conceivable that every hyperbolic
3-manifold has a tight contact structure. (The Weeks manifold – the closed hyper-
bolic 3-manifold with the smallest known volume – does have Stein fillable contact
structures with either orientation. This can be easily seen by appealing to surgery on
the Borromean rings as in Gompf [34].)

Next we turn our attention to the question of classification. For simplicity, assume
thatM is irreducible. Colin [6] and Kazez, Matić and the author [44], independently,
have shown that π0(ContTight(M)) is infinite for a toroidal 3-manifoldM , namely one
which admits an embedded torus for which π1(T ) ↪→ π1(M). On the other hand,
if M is not toroidal, then π0(ContTight(M)) is finite by a theorem of Colin, Giroux
and the author [7], [8]. The latter generalizes an earlier theorem, due to Kronheimer–
Mrowka [48], which states that there are finitely many homotopy classes of 2-plane
fields which carry symplectically fillable contact structures.

2. Open book decompositions

A fundamental advance in contact geometry is the work of Giroux [33] (building on
earlier work of Thurston–Winkelnkemper [69], Bennequin [2], Eliashberg–Gromov
[18], and Torisu [70]), which relates contact structures and open book decompositions.
We briefly summarize this work, and then describe the developments that have taken
place since Giroux’s ICM 2002 article [33].

Let (S, h) be a pair consisting of a compact oriented surface S with nonempty
boundary and a diffeomorphism h : S → S which restricts to the identity on ∂S, and
letK be a link in a closed oriented 3-manifoldM . An open book decomposition forM
with bindingK is a homeomorphism between ((S×[0, 1])/∼h

, (∂S×[0, 1])/∼h
) and

(M,K). The equivalence relation ∼h is generated by (x, 1) ∼h (h(x), 0) for x ∈ S
and (y, t) ∼h (y, t

′) for y ∈ ∂S. We will often identify M with (S × [0, 1])/∼h
;

with this identification St = S × {t}, t ∈ [0, 1], is called a page of the open book
decomposition and h is called the monodromy map. Two open book decompositions
are equivalent if there is an ambient isotopy taking binding to binding and pages
to pages. We will denote an open book decomposition by (S, h), although, strictly
speaking, an open book decomposition is determined by the triple (S, h,K). There
is a slight difference – if we do not specify K ⊂ M , we are referring to isomorphism
classes of open books instead of isotopy classes.

Every closed 3-manifold has an open book decomposition, but it is not unique.
One way of obtaining a different open book decomposition of the same manifold is
to perform a positive stabilization. (S′, h′) is a positive stabilization of (S, h) if S′
is the union of the surface S and a band B attached along the boundary of S (i.e., S′
is obtained from S by attaching a 1-handle along ∂S), and h′ is defined as follows.
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Let γ be a simple closed curve in S′ “dual” to the cocore of B (i.e., γ intersects the
cocore of B at exactly one point) and let idB ∪ h be the extension of h by the identity
map to B ∪ S. Also let Rγ be a positive or right-handed Dehn twist about γ . Then
for a positive stabilization h′ is given by Rγ 
 (idB ∪ h). It is well-known that, if
(S′, h′) is a positive stabilization of an open book decomposition (S, h) of (M,K),
then (S′, h′) is an open book decomposition of (M,K ′) where K ′ is obtained by a
Murasugi sum of K (also called the plumbing of K) with a positive Hopf link.

A contact structure ξ is said to be supported by the open book decomposition
(S, h,K) if there is a contact 1-form α satisfying the following:

1. dα restricts to a symplectic form on each fiber St ;

2. K is transverse to ξ , and the orientation on K given by α is the same as the
boundary orientation induced from S coming from the symplectic structure.

Thurston and Winkelnkemper [69] showed that any open book decomposition
(S, h,K) of M supports a contact structure ξ . Moreover, the contact planes can
be made arbitrarily close to the tangent planes of the pages (away from the binding).

The following result provides a converse (and more) due to Giroux [33].

Theorem 2.1 (Giroux). Every contact structure (M, ξ) on a closed 3-manifold M
is supported by some open book decomposition (S, h,K). Moreover, two open book
decompositions (S, h,K) and (S′, h′,K ′) which support the same contact structure
(M, ξ) become equivalent after applying a sequence of positive stabilizations to each.

2.1. Concave symplectic fillings. Consider a closed 2-form ω0 on the contact
3-manifold (M, ξ) for which ω0|ξ > 0. (Such a 2-form ω0 is often called a dom-
inating 2-form for ξ .) A concave symplectic filling for (M, ξ, ω0) is a symplectic
4-manifold (X, ω) for which ∂X = −M and i∗ω = ω0, where i : M → X is the
inclusion.

The use of open book decompositions enabled Eliashberg [16] and Etnyre [20]
to construct concave symplectic fillings for any contact 3-manifold (M, ξ) together
with a dominating 2-form ω0. This turned out to be the only missing ingredient in
Kronheimer–Mrowka’s proof of Property P for knots [49].

Theorem 2.2 (Kronheimer–Mrowka). If K ⊂ S3 is a nontrivial knot and S3
1(K) is

the three-manifold obtained by +1-surgery along K , then π1(S
3
1(K)) �= 0.

In the 1980’s Gabai [27] proved thatM = S3
0(K) admits a taut foliation F (�= the

foliation of S1×S2 by {pt}×S2) ifK is not the unknot. By Eliashberg–Thurston [19],
F can be perturbed into a pair ξ+, ξ− of positive and negative contact structures, and
X = M × [0, 1] admits a symplectic structure ω for which ω|ξ+ > 0 at M × {1} and
ω|ξ− < 0 at M × {0}. This used to be called a symplectic semi-filling of (M, ξ+)
since ∂X had more than one component. (We no longer have the need to use the
“semi” terminology, thanks to Eliashberg and Etnyre.) The work of Eliashberg and
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Etnyre enabled one to fill both of the components of ∂X so that (M, ξ+) was now
embedded in a closed symplectic manifold X′. Kronheimer and Mrowka were then
able to appeal to: (i) the work by Taubes [67] on the nontriviality of Seiberg–Witten
invariants of X′; (ii) the work by Feehan and Leness (see [24], for example) relating
the Seiberg–Witten and Donaldson invariants; (iii) a stretching argument in instanton
Floer homology; and (iv) Floer’s exact triangle [26] for instanton Floer homology.

Another application of the existence of concave symplectic fillings is progress
by Etnyre [21] on the following problem: Given a contact manifold (M, ξ), what
is the minimum genus amongst all the pages of open books corresponding to ξ?
Etnyre has shown that many interesting classes of tight contact structures (among
them perturbations of taut foliations) do not admit planar open book decompositions.

2.2. Heegaard–Floer homology. Another important application of the open book
framework is the definition of the contact class c(ξ) in the Heegaard Floer homology
of Ozsváth–Szabó [59], [60]. Using open book decompositions, Ozsváth and Szabó
[61] defined an invariant of the contact structure (M, ξ), which is an element c(ξ) ∈
ĤF(−M). Among the many properties enjoyed by c(ξ), we have the following:

1. If ξ is overtwisted, then c(ξ) = 0.

2. If (M ′, ξ ′) is obtained from (M, ξ) by Legendrian (−1) surgery, and c(ξ) �= 0,
then c(ξ ′) �= 0.

3. If ξ is weakly symplectically fillable, then c(ξ) �= 0 (provided “twisted” coef-
ficients are used).

Lisca and Stipsicz [53] showed that the contact class was surprisingly good at
detecting tight contact structures – Heegaard–Floer homology could now be used to
prove the tightness of many contact structures which were hitherto only conjectured
to be tight. This area is currently an active area of research, with contributions from
Ghiggini [30], [31], Plamenevskaya [62], [63], etc.

3. Right-veering

We will now seek to explain the roles of tightness, weak symplectic fillability, and
Stein fillability in the open book context. Except for Theorem 3.1, this is joint work
with W. Kazez and G. Matić and further details can be found in [45], [46].

Let S be a compact oriented surface with nonempty boundary and denote by
Aut(S, ∂S) the group of (isotopy classes of) diffeomorphisms of S which restrict to
the identity on ∂S. We have the monoid Dehn+(S, ∂S) ⊂ Aut(S, ∂S) of products of
positive Dehn twists. The following is due to Giroux [33], inspired by the work of
Loi–Piergallini [55]:
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Theorem 3.1 (Giroux). A contact structure ξ onM is Stein fillable if and only if ξ is
supported by some open book (S, h,K) with h ∈ Dehn+(S, ∂S).

We remark that the theorem does not say that every open book (S, h) for (M, ξ)
Stein fillable satisfies h ∈ Dehn+(S, ∂S).

There is another monoid, namely the monoid Veer(S, ∂S) of right-veering diffeo-
morphisms, which is intimately connected with the tight contact structures. Given
two properly embedded oriented arcs α and β with the same initial point x ∈ ∂S,
we say α is to the left of β if the following holds: Isotop α and β, while fixing their
endpoints, so that they intersect transversely (this include the endpoints) and with the
fewest possible number of intersections. We then say α is to the left of β if either
α = β or the tangent vectors (β̇(0), α̇(0)) define the orientation on S at x. Then h
is right-veering if for every choice of basepoint x ∈ ∂S and every choice of α based
at x, h(α) is to the right of α. One easily sees that Dehn+(S, ∂S) ⊂ Veer(S, ∂S).

Theorem 3.2 (Honda–Kazez–Matić [45]). A contact structure (M, ξ) is tight if and
only if all of its open book decompositions (S, h) are such that h ∈ Veer(S, ∂S).

This theorem is an improvement over the “sobering arc” criterion for overtwist-
edness, given by Goodman [35].

Now recall Thurston’s classification of surface diffeomorphisms [68], which im-
proved upon earlier work of Nielsen [56], [57], [58]. A diffeomorphism h : S → S

satisfies one of the following:

1. h is reducible, i.e., there exists an essential multicurve γ such that h(γ ) is
isotopic to γ .

2. h is homotopic to a periodic homeomorphism ψ , i.e., there is an integer n > 0
such that ψn = id.

3. h is homotopic to a pseudo-Anosov homeomorphism ψ .

We will now define the fractional Dehn twist coefficients, extensively studied
by Gabai and Oertel (see for example [28]) in the context of essential laminations.
Suppose for simplicity that ∂S is connected and h ∈ Aut(S, ∂S) is homotopic to
a pseudo-Anosov representative ψ . (The periodic case is analogous.) Let H : S ×
[0, 1] → S be an isotopy from h toψ , i.e.,H(x, 0) = h(x) andH(x, 1) = ψ(x). On
the boundary of S, ψ has 2n fixed points, n attracting and n repelling. Let us label the
attracting fixed points x1, . . . , xn in order around ∂S. Now define β : ∂S × [0, 1] →
∂S × [0, 1] by sending (x, t) �→ (H(x, t), t). It follows that the arc β(xi × [0, 1])
connects (xi, 0) and (xi+k, 1), for some k. We call β a fractional Dehn twist by an
amount c ∈ Q, where c ≡ k/nmodulo 1 is the number of times β(xi ×[0, 1]) circles
around ∂S× [0, 1] (here circling in the direction of ∂C is considered positive). Form
the union of ∂S × [0, 1] and S by gluing ∂S × {1} and ∂S. By identifying this union
with S, we construct the homeomorphism β ∪ψ on S which is isotopic to h, relative
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to ∂S. (We will assume that h = β∪ψ , althoughψ is usually just a homeomorphism,
not a diffeomorphism.)

Theorem 3.3 (Honda–Kazez–Matić [45]). If h is periodic, then h is right-veering if
and only if c ≥ 0. If h is pseudo-Anosov, then h is right-veering if and only if c > 0.

Theorem 3.2 is not completely satisfactory – ideally one should just need to look at
one (S, h) (instead of its equivalence class under stabilizations) to determine whether
(S, h) is tight, fillable, etc. To this end, let us consider the case of the once-punctured
torus S. Suppose h is pseudo-Anosov. Then the following hold:

1. If c ≤ 0, then h is overtwisted.

2. If c > 0, then h is tight.

3. If c ≥ 1, then h is weakly symplectically fillable and universally tight.

4. For any c > 0 there exist h ∈ Veer(S, ∂S) − Dehn+(S, ∂S) whose fractional
Dehn twist coefficient is equal to c.

For the once-punctured torus, c > 0 is equivalent to c ≥ 1
2 , since the pseudo-

Anosov representative ψ will have n = 2 attracting fixed points. (2) is proved
using Heegaard–Floer homology. (3) is proved by showing that the taut foliations
constructed by Roberts in [64], [65] can be perturbed to the contact structure adapted
to the open book. (4) is proved by looking at a function on the Farey tessellation
called the Rademacher function (see for example [29]). It is very plausible that many,
if not all, of the h ∈ Veer(S, ∂S)− Dehn+(S, ∂S) never become products of positive
Dehn twists after (repeated) stabilization, and that such (S, h) are indeed not Stein
fillable.

Once we restrict our attention to right-veering (S, h), calculations in contact ho-
mology and Heegaard–Floer homology both become more manageable. In the rest
of the paper, we focus on contact homology, leaving the Heegaard–Floer aspects for
another occasion.

4. Contact homology

Given a contact formα for (M, ξ), there is a corresponding Reeb vector fieldR defined
as follows: iRdα = 0, iRα = 1. One of the motivating questions in the study of the
dynamics of Reeb vector fields is the following Weinstein conjecture (in dimension
three):

Conjecture 4.1 (Weinstein conjecture). Let (M, ξ) be a contact 3-manifold. Then for
any contact form α with Ker(α) = ξ , the corresponding Reeb vector field R admits
a closed periodic orbit.
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The fundamental step was taken when Hofer [37] studied J -holomorphic disks in
the symplectization (R ×M,d(etα)), and proved that there is always bubbling (and
hence a closed periodic orbit) when (M, ξ) is overtwisted orπ2(M) �= 0. This showed
that the Weinstein conjecture holds for overtwisted contact structures and 3-manifolds
with π2(M) �= 0. (Hofer also showed that the Weinstein conjecture holds for S3.)
Hofer’s work has subsequently bubbled off a large industry in contact dynamics,
and we mention only a few highlights. The properties of holomorphic curves in
symplectizations were analyzed by Hofer–Wysocki–Zehnder [39], [40], [41]. Also
Eliashberg, Givental and Hofer [17] have suggested a Symplectic Field Theory, a
Floer-type theory involving closed orbits of Reeb vector fields and holomorphic curves
“bounding” these closed orbits. The technical details of this theory have finally started
to appear – see [42].

The Weinstein conjecture in dimension three has been verified for contact struc-
tures which admit planar open book decompositions [1] (also see related work of
Etnyre [21]), for certain Stein fillable contact structures [5], [71], and for certain uni-
versally tight contact structures on toroidal manifolds [3]. We also refer the reader to
the survey article by Hofer [38].

In [9], Colin and the author prove the following:

Theorem 4.2 (Colin–Honda [9]). The Weinstein conjecture holds for contact struc-
tures (M, ξ) which have open books (S, h) with periodic monodromy. (Here S may
have many boundary components.)

Suppose ∂S is connected. If the fractional Dehn twist coefficient c < 0, then
(M, ξ) is overtwisted by Theorem 3.3 above. If c = 0, then M is a connected sum,
and if 0 < c < 1

2g(S)−1 , then the universal cover of M is S3. Here g(S) is the genus
of the closed surface obtained by capping off S with a disk. In all the above cases,
the Weinstein conjecture has been settled by Hofer [37].

It remains to examine the case where c ≥ 1
2g(S)−1 . The following is the main

result in [9]:

Theorem 4.3 (Colin–Honda [9]). The cylindrical contact homology of (M, ξ), as
defined below, exists and is nonzero if c ≥ 1

2g(S)−1 .

The nontriviality of the cylindrical contact homology for (M, ξ) implies the We-
instein conjecture for (M, ξ).

Contact homology is the simplest version of Symplectic Field Theory which takes
place in the symplectization (R ×M,d(etα)) and counts punctured J -holomorphic
spheres ũ : � → R×M with one positive end and many negative ends. (Here t is the
coordinate for R.) Cylindrical contact homology, if it exists, is a version which only
counts J -holomorphic cylinders, i.e., spheres with two punctures. The cylindrical
theory exists, if the following condition holds:

Condition 4.4. There exists a nondegenerate Reeb vector field R for which no con-
tractible periodic orbit γ with Conley–Zehnder indexμ(γ ) = 0, 1 or 2 bounds a finite
energy plane (at the positive end) in the symplectization R ×M .
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Assuming Condition 4.4, we now define the cylindrical contact homology.
Let α be a contact 1-form for which R is a nondegenerate Reeb vector field, and

letJ be an almost complex structure on R×M which is adapted to the symplectization:
If we write T(t,x)(R×M) = R ∂

∂t
⊕RR⊕ξ , then J maps ξ to itself and sends ∂

∂t
�→ R,

R �→ − ∂
∂t

. Let P be the collection of closed orbits of R. (We may need to omit
certain closed orbits, but we will not worry about these technicalities here.)

If γ is a contractible periodic orbit which bounds a disk D, then we trivialize
ξ |D and define the Conley–Zehnder index μ(γ,D) to be the Conley–Zehnder index
of the path of symplectic maps {dφt : ξγ (0) → ξγ (t), t ∈ [0, T ]} with respect to this
trivialization, where φt is the time t flow of the Reeb vector fieldR and T is the period
of γ . In our case,M is Seifert fibered and π2(M) = 0, so μ(γ ) is independent of the
choice ofD. If γ , γ ′ are not contractible, but belong to the same free homotopy class
[γ ] = [γ ′], then let Z be the cylinder between γ and γ ′. Trivialize ξ |Z and define the
relative Conley–Zehnder index μ(γ, γ ′) to be the Conley–Zehnder index of γ minus
the Conley–Zehnder index of γ ′, both calculated with respect to this trivialization.
Again, in our case, μ(γ, γ ′) does not depend on our choice of Z.

Define the moduli space

M(J, γ+, γ−) =
{
J -holomorphic cylinders ũ = (a, u) : R × S1 → R ×M,

lims→±∞ u(s, t) = γ±(t), lims→±∞ a(s, t) = ±∞
}
.

Here, γ±(t) refers to some parametrization of the trajectory γ±. The convergence
for u(s, t) and a(s, t) is in the C0-topology. The complex structure j on R × S1 is
the usual one: if (s, t) are coordinates on R × R/Z, then j : ∂

∂s
�→ ∂

∂t
. We choose a

regular J (still adapted to the symplectization) for which M(J, γ+, γ−) is a transverse
zero set of the ∂-operator and has the expected dimension μ(γ+, γ−).

The chain group is the Q-vector space C = Q〈P 〉 generated by P . Now the
boundary map ∂ : C → C is given on elements γ ∈ P by:

∂γ =
∑

γ ′∈P , μ(γ,γ ′)=1

nγ,γ ′

κ(γ ′)
γ ′,

where κ(γ ) is the multiplicity of γ . Ifμ(γ, γ ′) = 1, then M(γ, γ ′) is a 1-dimensional
moduli space and we quotient out by translations in the R-direction. Then nγ,γ ′ is a
signed count of points in M(γ, γ ′)/R, following a coherent orientation scheme given
in [17]. If γ , γ ′ are multiply covered, then each non-multiply-covered holomorphic
curve ũ ∈ M(γ, γ ′)/R contributes ±κ(γ )κ(γ ′) to nγ,γ ′ . If ũ is a k-fold cover of a
somewhere injective holomorphic curve, then it is counted as ±k(κ(γ )κ(γ ′)). The
definition of ∂ is extended linearly to all of C. (For the purposes of Theorem 4.3, we
can restrict attention to the portion of P consisting of non-multiply-covered orbits,
so we may work with Z/2Z-coefficients.)

With the above restriction (Condition 4.4) on the Conley–Zehnder indices of con-
tractible periodic orbits, it can be shown that ∂ 
 ∂ = 0, hence the cylindrical contact
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homology is well-defined. Moreover, it does not depend on the choice of generic J
or on the choice of nondegenerate R, provided Condition 4.4 is satisfied.

We now indicate some elements of the proof of Theorem 4.3. The well-definition
of cylindrical contact homology is proved by projecting a finite energy plane ũ =
(a, u) : R2 → R×M toM , observing that u : R2 → M is positively transverse to the
Reeb vector field R except at complex branch points, and using (a generalization of)
the Rademacher function. A similar technique gives restrictions on pairs γ , γ ′ which
admit holomorphic cylinders between them. Since we have enough restrictions on
the boundary maps, an Euler characteristic argument gives the result.

In the pseudo-Anosov case we expect the analog of Theorem 4.3 to hold when
c > 1

n
, where n is the number of attracting (= number of repelling) periodic points.

(These are currently being worked out in [10].) It still remains to consider c = 1
n

in
the pseudo-Anosov case….

Acknowledgements. The author wholeheartedly thanks Francis Bonahon for many
suggestions on improving the exposition.
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Generalized triangle inequalities and their applications

Michael Kapovich∗

Abstract. We present a survey of our recent work on generalized triangle inequalities in in-
finitesimal symmetric spaces, nonpositively curved symmetric spaces and Euclidean buildings.
We also explain how these results can be used to analyze some basic problems of algebraic group
theory including the problem of decomposition of tensor products of irreducible representations
of complex reductive Lie groups. Among the applications is a generalization of the Saturation
Theorem of Knutson and Tao to Lie groups other than SL(n,C).
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Keywords. Symmetric spaces, buildings, tensor product decomposition.

1. Introduction

As we learn in school, given 3 positive numbers a, b, c satisfying the familiar triangle
inequalities a ≤ b+ c, etc., one can construct a triangle in the Euclidean plane whose
side-lengths are a, b and c. A brief contemplation shows that the same elementary
geometry proof works in the hyperbolic plane and, more generally, in all simply-
connected complete nonpositively curved Riemannian manifolds.

At the first glance, it appears that this is all one can say about the triangle inequali-
ties. Note however that in all negatively curved simply-connected symmetric spaces,
the metric length of a geodesic segment is a complete congruence invariant. On the
other hand, in higher rank symmetric spaces, the congruence classes of oriented seg-
ments are parameterized by the Weyl chamber �. We will refer to the parameter
σ(γ ) ∈ � corresponding to an oriented segment γ as its �-length. The same notion
of �-length can be defined in Euclidean buildings, where � is the Weyl chamber for
the finite Weyl group in the associated Euclidean Coxeter complex. In this survey
we discuss our recent work appearing in a series of papers with Bernhard Leeb and
John Millson ([KLM1], [KLM2], [KLM3], [KM1], [KM2]). It originates with the
following basic question:

Question 1.1. Suppose thatX is a nonpositively curved simply-connected symmetric
space or a Euclidean building. What restrictions on the triples (λ, μ, ν) ∈ �3 are
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necessary and sufficient for existence of an oriented geodesic triangle in X whose
�-side lengths are λ, μ, ν?

We will see how this question (and related problems) connects to the theory of
algebraic groups over real, complex and nonarchimedean valued fields as well as to
representation theory of complex reductive Lie groups.

Acknowledgments. I am grateful to all my collaborators for the joint work. I am
especially grateful to John Millson for our continuous collaboration in the last 13
years.

2. Metric spaces modelled on Coxeter complexes

Let A be a (finite-dimensional) Euclidean space and Waff be a group of isometries
of A generated by reflections in a family of hyperplanes H ⊂ A (called walls). A
half-apartment is a closed half-space inA bounded by a wall. By choosing the origin
o ∈ A and taking linear parts of the elements of Waff we obtain a group W = Wsph
fixing an origin o inA. We requireW to be finite. ThenW is a finite Coxeter group and
the groupWaff is called an affine Coxeter (or Weyl) group. The pair (A,Waff) is called
a Euclidean Coxeter complex. We let � ⊂ A denote a fundamental domain of the
reflection groupW : it is a convex cone in A with vertex at o. A point x ∈ A is called
special if its stabilizer in Waff is isomorphic to W . It turns out that each Euclidean
Coxeter complex has a special point; in what follows we will always assume that
o ∈ A is special.

Example 2.1. Suppose thatW is a finite Coxeter group andWaff = W �V , where V
is the full group of translations of A. Such affine Coxeter groups appear naturally in
the context of symmetric spaces. Another useful example to keep in mind is given
by W � Q(R∨), where W is the finite Weyl group associated with a root system
R ⊂ V ∗ and Q(R∨) ⊂ V is the coroot lattice of R. In this case Waff is discrete.
Such examples appear in the context of Bruhat–Tits buildings associated with groups
G(K), whereG is a reductive algebraic group and K is a field with discrete valuation.

Let Z be a metric space. A geometric structure on Z modelled on the Euclidean
Coxeter complex (A,Waff) consists of an atlas of isometric embeddings ϕ : A ↪→ Z

satisfying the following compatibility condition:

For any two charts ϕ1 and ϕ2, the transition map ϕ−1
2 � ϕ1 is the restriction of

an element of Waff .

The charts and their images, ϕ(A) ⊂ Z, are called apartments. We will require that
any two points inZ lie in a common apartment. AllWaff -invariant notions introduced
for the Coxeter complex (A,Waff), such as walls, special points, etc., carry over to
geometries modelled on (A,Waff).
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Thickness of a space X modelled on (A,Waff) is the cardinality of the set of
half-apartments adjacent to a wall in X. In all examples considered in this survey,
thickness will be independent of the wall in X. The space X is called thick if it has
thickness ≥ 3.

Examples of geometric structures modelled on (A,Waff) are provided by sim-
ply-connected symmetric spaces of nonpositive curvature (in which case Waff acts
transitively on A), Euclidean buildings and infinitesimal symmetric spaces p. The
latter is equal to the tangent space to a symmetric space, p = ToX. Apartments
in p correspond to Cartan subalgebras (i.e., the maximal abelian subalgebras) in p,
where g = p ⊕ k is the Cartan decomposition of the Lie algebra g. Although, as a
metric space, p is nothing but a Euclidean space, its natural group of automorphisms
is smaller than Isom(p), it is the Cartan motion group K � p.

Remark 2.2. Discrete Euclidean buildings (i.e. the ones with the discrete structure
group Waff ) can be thought of as both geometric and combinatorial objects. From
the combinatorial standpoint, one regards buildings as polysimplical complexes. The
distance between cells is then a certain Waff -valued function, paths in buildings are
replaced by galleries, etc. Geometric viewpoint appears more powerful as far as the
problems raised in this paper are concerned. For one thing, one can do analysis
(rather than combinatorics) on such spaces. As another example, one can stretch
a piecewise-linear path in an apartment via a homothety while there is no obvious
stretching construction for galleries. Importance of stretching will become apparent
in Section 5.3.

An important example of a symmetric space to keep in mind is Symn, the space
of positive-definite symmetric n × n matrices with real coefficients. Then Symn =
GL(n,R)/O(n) and the Weyl group of this space is the permutation group Sn.

Similarly, one defines metric spaces modelled on spherical Coxeter complexes.
The most important examples of such spaces are spherical buildings.

For a metric space Z modelled on (A,Waff), we define the �-valued distance
function

d� : Z × Z → �

as follows:

Given points x, y ∈ Z, find an apartment ϕ : A → A′ ⊂ Z whose image
contains x and y. Then consider the vector ϕ−1(v) in A with the tip y and
tail x and project this vector to the Weyl chamber � via the quotient map
A → A/W = �.

Clearly, this definition is independent of the choice of an apartment ϕ(A) contain-
ing x, y.

Example 2.3. If Z = Symn, then d�(x, y) is the set of eigenvalues of the matrix
x−1y, counted with multiplicity and arranged in the decreasing order.
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Given the notion of�-valued distance between points in Z we can also define the
�-length for piecewise-geodesic paths p in Z by taking the sum of the �-lengths of
the geodesic subsegments of p.

Observe that the �-distance function d� is not (in general) symmetric, however

d�(x, y) = (d�(y, x))
∗,

where the vector v∗ = w0(−v) is contragredient to the vector v. (Here w0 is the
longest element of W .)

It follows from the Cartan decomposition that in the case whenZ is a (nonpositively
curved) symmetric space or an infinitesimal symmetric space, then d� is a complete
congruence invariant of an oriented geodesic segment xy ⊂ Z:

There exists an automorphism g ∈ Aut(Z) which carries x1y1 to x2y2 if and
only if d�(x1, y1) = d�(x2, y2).

The situation in the case of Euclidean buildings is more subtle, we will return to this
in Section 4.

Definition 2.4. Given a space X modelled on an affine Coxeter complex, we let
Dn(X) denote the collection of tuples (λ1, . . . , λn) ∈ �n such that there exists an
oriented geodesic polygon in X with the �-side lengths λ1, . . . , λn.

Thus Question 1.1 in the introduction is asking for a description ofD3(X) for the
given space X.

3. Generalized triangle inequalities

Suppose thatX is either a nonpositively curved simply-connected symmetric space, an
infinitesimal symmetric space or a thick Euclidean building, modelled on (A,Waff).
A priori, Dn(X) is just a subset in �n. The following theorem establishes basic
structural properties of this set.

Theorem 3.1 ([KLM1], [KLM2]). 1. Dn(X) is a convex homogeneous polyhedral
cone.

2. Dn(X) depends only on the pair (A,W) and nothing else, not even the type of
the space X (i.e., whether this is an infinitesimal symmetric space, symmetric space
or a building).

Corollary 3.2. 1. If p = ToX, where X is a nonpositively curved symmetric space,
then Dn(p) = Dn(X).

2. Suppose that G is a split reductive algebraic group, G1 = G(C),G2 = G(R)

and Ki ⊂ Gi are maximal compact subgroups, i = 1, 2. Then

Dn(G1/K1) = Dn(G2/K2).
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SinceDn(X) is a convex homogeneous cone, it is defined by a system of homoge-
neous linear inequalities which we will refer to as generalized triangle inequalities.
Theorem 3.1 reduces the computation of these inequalities to the case of symmetric
spaces. Since, clearly, Dn(X × Rm) = Dn(X) × Rm, it suffices to consider spaces
X = G/K , so that the identity component G of Isom(X) is semisimple. One of the
main results of [KLM1] is a description of Dn(X) in terms of the Schubert calculus
in the Grassmannians associated to complex and real Lie groupsG (i.e., the quotients
G/P where P is a maximal parabolic subgroup of G).

The Tits boundary ∂TitsX of X is a spherical building modelled on a spherical
Coxeter complex (S,W) with spherical Weyl chamber �sph ⊂ S. It is formed by
equivalence classes of geodesic rays in X; the metric on ∂TitsX is given by the Tits
angle � Tits, see for instance [Ba]. We identify S with an apartment in ∂TitsX. Let �
denote the Weyl chamber of X. We identify �sph with ∂Tits�.

Let B be the stabilizer of �sph in G. For each vertex ζ of ∂TitsX one defines the
generalized Grassmannian Grassζ = Gζ = G/P . (Here P is the maximal parabolic
subgroup of G stabilizing ζ .) It is a compact homogeneous space stratified into
B-orbits called Schubert cells. Every Schubert cell is of the form Cη = Bη for a
unique vertex η ∈ Wζ ⊂ S(0) of the spherical Coxeter complex. The closures Cη are
called Schubert cycles. They are unions of Schubert cells and represent well defined
elements in the homology H∗(Grassζ ,Z2).

For each vertex ζ of �sph and each n-tuple
→
η= (η1, . . . , ηn) of vertices in Wζ

consider the following homogeneous linear inequality for ξ ∈ �n:
∑
i

ξi · ηi ≤ 0 (∗
ζ ;→η )

Here we identify the ηi’s with unit vectors in �.

Let IZ2(G) be the set consisting of all data (ζ,
→
η ) such that the intersection of the

Schubert classes [Cη1], . . . , [Cηn] in H∗(Grassζ ,Z2) equals [pt].
Theorem 3.3 ([KLM1]). Dn(X) ⊂ �n consists of all solutions ξ to the system of

inequalities (∗
ζ ;→η ) where (ζ,

→
η ) runs through IZ2(G).

Remark 3.4. This system of inequalities depends on the Schubert calculus for the
generalized Grassmannians G/P associated to the group G.

Typically, the system of inequalities in Theorem 3.3 is redundant. IfG is a complex
Lie group one can use the complex structure to obtain a smaller system of inequalities.
In this case, the homogeneous spaces Grassζ are complex manifolds and the Schubert
cycles are complex subvarieties and hence represent classes in integral homology. Let

IZ(G) ⊂ IZ2(G) be the subset consisting of all data (ζ,
→
η ) such that the intersection

of the Schubert classes [Cη1], . . . , [Cηn] in H∗(Grassζ ,Z) equals [pt].
The following analogue of Theorem 3.3 was proven independently and by com-

pletely different methods in [BS] and in [KLM1]:
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Theorem 3.5 (Stability inequalities). Dn(X) consists of all solutions ξ to the system

of inequalities (∗
ζ ;→η ) where (ζ,

→
η ) runs through IZ(G).

As we will see in the next section, these inequalities generalize the system of
inequalities used by Klyachko in [Kly1] to solve Weyl’s problem on eigenvalues of
sums of Hermitian matrices.

It was proven by Knutson, Tao and Woodward [KTW] that in the case G =
SL(n,C) the system of inequalities appearing in Theorem 3.5 is irredundant; on
the other hand, for the root systems B2,G2, B3, C3 this system is still redundant,
see [KLM1] for the rank 2 computations and [KuLM] for the rank 3 computations.
P. Belkale and S. Kumar in [BK] deformed the product structure on H∗(Grassζ ) to
make a smaller system of inequalities defining Dn(X), which is irredundant for all
root systems of rank ≤ 3. Conjecturally, the new system of inequalities is irredundant
for all root systems.

4. Algebraic problems

Let F be either the field R or C, and let K be a nonarchimedean valued field with
discrete valuation ring O and the value group Z. For simplicity, let us consider here
only split reductive groupG over Q, we refer the reader to [KLM3] for the discussion
in the general case. Below we consider the following four algebraic problems, labeled
by linear algebra interpretation in the case when G = GL(n). We refer the reader
to Fulton’s survey [Fu] for the detailed discussion of these linear algebra problems.
We note here only that Problem Q1 in the case G = GL(n,C) is asking for the
restrictions on eigenvalues of sums of Hermitian n × n matrices A and B, provided
that the eigenvalues of A and B are given.

• Q1. Eigenvalues of a sum. Set G := G(F), let K be a maximal compact
subgroup of G. Let g be the Lie algebra of G, and let g = k + p be its
Cartan decomposition. Give necessary and sufficient conditions on λ,μ, ν ∈
p/Ad(K) in order that there exist elements A,B,C ∈ p whose projections to
p/Ad(K) are λ,μ and ν, respectively, so that

A+ B + C = 0.

• Q2. Singular values of a product. Let G and K be the same as above. Give
necessary and sufficient conditions on λ,μ, ν ∈ K\G/K in order that there
exist elements A,B,C ∈ G whose projections to K\G/K are λ,μ and ν,
respectively, so that

ABC = 1.

• Q3. Invariant factors of a product. Set G := G(K) and K := G(O). Give
necessary and sufficient conditions on λ,μ, ν ∈ K\G/K in order that there
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exist elements A,B,C ∈ G whose projections to K\G/K are λ,μ and ν,
respectively, so that

ABC = 1.

• Q4. Decomposing tensor products. Let G∨ be the Langlands dual group
of G. Give necessary and sufficient conditions on highest weights λ,μ, ν of
irreducible representations Vλ, Vμ, Vν of G∨ := G∨(C) so that

(Vλ ⊗ Vμ ⊗ Vν)
G∨ �= 0.

Notation 4.1. Throughout this paper we will denote by Sol(Qi,G) the set of triples
(λ, μ, ν) which are solutions of Problem Qi for the group G.

Remark 4.2. Assuming that the field K is local (and hence its residue field is a finite
field of order q) we can reformulate the condition that (λ, μ, ν) ∈ Sol(Q3,G) as

mλ,μ(ν
∗) �= 0,

where the m’s are the structure constants of the spherical Hecke ring associated with
the group G = G(K). We will discuss the geometric meaning of the constants m in
the end of this section.

It turns out that the first three algebraic problems are closely related to the geomet-
ric problems discussed in the previous section. Consider for instance Problem Q2. Let
X = G/K be the corresponding nonpositively curved symmetric space; the groupG
acts on X by left multiplication, preserving the function d�. Let o ∈ X be the point
stabilized by K . We identify � with the double coset K\G/K .

Given elements A,B,C ∈ G we define the polygonal chain in X with the (four)
vertices

o, x = A(o), y = AB(o), z = ABC(o).

Since G preserves the �-distance, we conclude that

d�(o, x) = λ, d�(x, y) = μ, d�(y, z) = ν,

where A, B, C project to the vectors λ, μ, ν in �. If ABC = 1, the polygonal chain
yields a geodesic triangle in X; conversely, if z = o then, by multiplying C by an
element of K if necessary, we get ABC = 1. Therefore

D3(X) = Sol(Q2,G), for the symmetric space X = G/K.

The same arguments work for the infinitesimal symmetric space X′ = ToX:

D3(X
′) = Sol(Q1,G).

The situation in the case of Problem Q3 is more subtle. It is easy to see that

Sol(Q3,G) ⊂ D3(X),

where X is the (discrete) Bruhat–Tits building corresponding to the group G. There
are two straightforward restrictions on the elements of Sol(Q3,G) ⊂ D3(X):
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• O1. Sol(Q3,G) ⊂ L3, where L is the cocharacter lattice of a maximal torus
in G.

• O2. For each triple σ = (λ, μ, ν) ∈ Sol(Q3,G) we have

T (σ) := λ+ μ+ ν ∈ Q(R∨).

We let 
 ⊂ L3 denote the set of triples σ satisfying T (σ) ∈ Q(R∨). Then

Theorem 4.3 ([KLM3]). 1. (λ, μ, ν) ∈ Sol(Q3,G) if and only if there exists a
geodesic triangle τ ⊂ X whose vertices are special points of X and whose �-side
lengths are λ,μ, ν.

2. “Conversely”, if σ ∈ D3(X) ∩
 then there exists a geodesic triangle τ ⊂ X

whose vertices are vertices of X and whose �-side lengths are λ, μ, ν.

Note that the vertices of the triangle τ in Part 2 of this theorem need not be special
vertices ofX, unless the root systemR is of typeAwhen all vertices ofX are special.
The latter is ultimately responsible for the equivalence of all 4 algebraic problems in
the case of G = GL(n).

The basic reason why one should not expect the equality

Sol(Q3,G) = D3(X) ∩

in general, is lack of homogeneity of Euclidean buildings X: The �-valued distance
function is not a complete congruence invariant of pairs of points in X. One can
remedy this by introducing the refined distance function dref(x, y) between points
x, y ∈ X. The new distance function takes values in A× A/Waff (see [KLM2]).

Theorem 4.4 (Transfer Theorem, [KLM2]). Suppose that X, X′ are thick Euclidean
buildings modelled on the same Euclidean Coxeter complex (A,Waff). Then for
each geodesic polygon [x1, . . . , xn, xn+1 = x1] ⊂ X there exists a geodesic polygon
[x′

1, . . . , x
′
n, x

′
n+1 = x′

1] ⊂ X′ so that

dref(xi, xi+1) = dref(x
′
i , x

′
i+1), i = 1, . . . , n.

Corollary 4.5 ([KLM3]). Sol(Q3,G) is independent of the field K. If K, K′ are
nonarchimedean valued fields with the valuation group Z, then

Sol(Q3,G(K)) = Sol(Q3,G(K′)).

Relation to representation theory. First notice that the Langlands dual groupG∨ =
G(C) appears naturally in the context of problems Q3 and Q4: The character lattice of
a maximal torus in G∨ is the cocharacter lattice of the corresponding maximal torus
in G.

The following theorem was originally proven in [KLM3] via Satake correspon-
dence; new proofs were given by Tom Haines in [Ha1] and in the work with John
Millson [KM1] (along the same lines one can give yet another proof using the results
of S. Gaussent and P. Littelmann [GL]).
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Theorem 4.6. Sol(Q4,G∨) ⊂ Sol(Q3,G).

Thus we can summarize the above results and Theorem 3.1 as:

Theorem 4.7.

D3(X) = Sol(Q1,G(C)) = Sol(Q1,G(R)) = Sol(Q2,G(C))

= Sol(Q2,G(R)) ⊃ Sol(Q3,G(K)) ⊃ Sol(Q4,G∨(C)),

where X = G(C)/K .

Remark 4.8. Different proofs of the equalities

Sol(Q1,G(F)) = Sol(Q2,G(F))

were given (in case F = C) for classical groups by A. Klyachko [Kly2], for all
complex Lie groups by A. Alexeev, E. Meinrenken, C. Woodward [AMW] and for all
real groups by S. Evens, J.-H. Lu [EL].

To which extent can the last two inclusions in Theorem 4.7 be reversed? The
restrictions O1, O2 provide necessary conditions for triples (λ, μ, ν) to belong to
Sol(Qi,G), i = 3, 4. The natural question is if they are also sufficient. On the
negative side:

Theorem 4.9 ([KLM3]). 1. In the case of the groups Sp(4) and G2 the inclusion
Sol(Q2,G(R)) ∩
 ⊃ Sol(Q3,G(K)) is proper.

2. For all non-simply laced groups the inclusion

Sol(Q3,G(K)) ⊃ Sol(Q4,G∨(C))

is proper.

It turns out however that one can reverse both inclusions at the expense of mul-
tiplication by a saturation factor. Let θ be the highest root of the root system R

(associated with the group G)). Then we have the expansion

θ =
�∑
i=1

miαi,

where the αi’s are the simple roots in R (corresponding to the chamber �).

Definition 4.10. Define the saturation factor kR to be the least common multiple of
m1, . . . , m�.
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Below are the values of kR for the irreducible root systems.

Root system R Group G kR
A� SL(�+ 1),GL(�+ 1) 1
B� SO(2�+ 1) 2
C� Sp(2�) 2
D� SO(2�) 2
G2 G 6
F4 G 12
E6 G 6
E7 G 12
E8 G 60

Theorem 4.11. 1. Sol(Q2,G(R)) ∩ kR
 ⊂ Sol(Q3,G(K)) (see [KLM3].)

2. kR ·Sol(Q3,G(K)) ⊂ Sol(Q4,G∨(C)). Moreover, if at least one of the weights
λ, μ, ν is a sum of minuscule dominant weights, then

(λ, μ, ν) ∈ Sol(Q3,G(K)) ⇐⇒ (λ, μ, ν) ∈ Sol(Q4,G∨(C)).

(See [KM1].)

3. Therefore
D3(X) ∩ k2

R
 ⊂ Sol(Q4,G∨(C)),

where X is the symmetric space of G(F).

In particular, in the case when G has type A� (e.g. G = SL(� + 1)) we obtain a
new proof of the Saturation Theorem of A. Knutson and T. Tao [KT] (another proof
of this theorem was later given by H. Derksen and J. Whyman in [DW]):

Theorem 4.12. The semigroup� := Sol(Q4,SL(�+1,C)) is saturated, i.e., a triple
σ = (λ, μ, ν) ∈ 
 belongs to� if and only if there existsN ∈ N so thatNσ belongs
to �.

Proof. Since the cone D3(X) is homogeneous, the semigroup D3(X) ∩
 is clearly
saturated. However, according to Part 3 of Theorem 4.11, � = D3(X) ∩ 
 in our
case. �

Remark 4.13. The equality

Sol(Q3,GL(�,C)) = Sol(Q4,GL(�,C))

was known since the 1960s, see [K1], [K2]. However these proofs do not generalize
to other root systems.
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Except for the case of the root system of type A, the constants which appear in
Theorem 4.11 are (conjecturally) not optimal:

Conjecture 4.14 ([KM1], [KM2]). 1. D3(X)∩k
 ⊂ Sol(Q4,G∨(C)),where k = 1
in the case when the root system R is simply laced and k = 2 otherwise.

2. Suppose that all three dominant weights λ,μ, ν are regular, i.e., belong to the
interior of the chamber �. Then

(λ, μ, ν) ∈ D3(X) ∩
 ⇐⇒ (λ, μ, ν) ∈ Sol(Q4,G∨(C)).

This conjecture holds for the rank 2 simple Lie groups (see [KM2]); it is also
supported by some computational experiments.

A less ambitious form of Conjecture 4.14 is

Conjecture 4.15 (S. Kumar). If Sol(Q4,G∨(C)) �= D3(X)∩L3, then there exists a
triple

(λ, μ, ν) ∈ D3(X) ∩ L3 \ Sol(Q4,G∨(C)),

so that at least one of the vectors λ,μ, ν is non-singular.

Counting triangles. Let X be a Bruhat–Tits building of thickness q + 1 < ∞, i.e.,
q + 1 is the number of half-apartments adjacent to each wall in X. Equivalently, q is
the number of elements in the residue field of K. Our goal is to relate the number of
geodesic triangles in X with the given �-side lengths to the dimensions of the space
of G∨–invariants

nλ,μ,ν(0) = dim(Vλ ⊗ Vμ ⊗ Vν)
G∨
.

Let o ∈ X be a special point, for instance, the unique point stabilized by G(O). Let
f (q) := mλ,μ,ν(0) denote the number of oriented geodesic triangles [o, x, y] in X
with the �-side lengths λ,μ, ν ∈ P(R∨) ∩�.

Remark 4.16. The Hecke ring structure constantmλ,μ(ν∗) is the number of geodesic
triangles as above for which the vertex y is fixed.

Given the root system R and the set R+ of positive roots (determined by�), let ρ
denote the half-sum of the positive roots.

Theorem 4.17 ([KLM3]). f (q) is a polynomial function of q of degree ≤ q〈ρ,λ+μ+ν〉
so that

f (q) = nλ,μ,ν(0)q
〈ρ,λ+μ+ν〉 + lower order terms.
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5. Geometry behind the proofs

5.1. Weighted Busemann functions and stability. Let X be a symmetric space
of nonpositive curvature or a Euclidean building. Recall that the ideal boundary
B = ∂TitsX has the structure of a spherical building, the metric on B is denoted by
� Tits. Given a Weyl chamber � in X, we get a spherical Weyl chamber �sph =
∂∞� ⊂ ∂TitsX. We will identify�sph with the unit vectors in�. We have a canonical
projection θ : ∂TitsX → �sph.

Take a collection of weights m1, . . . , mn ≥ 0 and define a finite measure space
(Z/nZ, ν) where the measure ν on Z/nZ is given by ν(i) = mi . An n-tuple of ideal
points (ξ1, . . . , ξn) ∈ Bn together with (Z/nZ, ν) determine a weighted configuration
at infinity, which is a map

ψ : (Z/nZ, ν) → ∂TitsX.

The type τ(ψ) = (τ1, . . . , τn) ∈ �n of the weighted configuration ψ is given by
τi = mi · θ(ξi). Let μ = ψ∗(ν) be the pushed forward measure on B. We define the
slope of a measure μ on B with finite total mass |μ| as

slopeμ(η) = −
∫
B

cos � Tits(ξ, η) dμ(ξ).

To see where the slope function comes from, consider the μ-weighted Busemann
function on X

bμ(x) :=
∫
B

bξ (x)dμ(ξ)

where bξ : X → R is the Busemann function on X corresponding to the point ξ ∈
∂TitsX. We normalize all Busemann functions to vanish at a certain point o ∈ X. The
function bμ is a convex |μ|-Lipschitz function on X which is asymptotically linear
along each geodesic ray ρ = oη in X. Then

slopeμ(η) = lim
t→∞

bμ(ρ(t))

t

is the asymptotic slope of bμ in the direction of η.

Remark 5.1. Weighted Busemann functions are a powerful tool for studying asymp-
totic geometry of nonpositively curved spaces, see for instance [BCG].

In what follows we will consider only measures μ with finite support.

Definition 5.2 (Stability). A measure μ on B is called semistable if slopeμ(η) ≥ 0
and stable if slopeμ(η) > 0 for all η ∈ B.

There is a refinement of the notion of semistability motivated by the corresponding
concept in geometric invariant theory.
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Definition 5.3 (Nice semistability). A measure μ on B (with finite support) is called
nice semistable if μ is semistable and {slopeμ = 0} is a subbuilding or empty. In
particular, stable measures are nice semistable.

A weighted configuration ψ on B is called stable, semistable or nice semistable,
respectively, if the corresponding measure ψ∗ν has this property.

For our purposes, nice semistability is a useful concept in the case of symmetric
spaces and infinitesimal symmetric spaces only. We note however that for these
spaces, existence of a semistable configuration ψ on ∂TitsX implies existence of a
nice semistable configuration on ∂TitsX, which has the same type as ψ , see [KLM1].

Example 5.4. Let B be a 0-dimensional spherical building. Then a measure μ on B
is stable iff it contains no atoms of mass ≥ 1

2 |μ|, semistable iff it contains no atoms
of mass > 1

2 |μ|, and nice semistable iff it is either stable or consists of two atoms of
equal mass.

Suppose now that G is a reductive complex Lie group, K ⊂ G is a maximal
compact subgroup, X = G/K is the associated symmetric space. Then the spaces
of weighted configurations in ∂TitsX of the given type τ ∈ �n can be identified with
products

F = F1 × · · · × Fn

where Fi’s are smooth complex algebraic varieties (generalized flag varieties) on
which the group G acts transitively. Hence G acts on F diagonally.

In caseX is the symmetric space associated to a complex Lie group, the notions of
stability (semistability, etc.) introduced above coincide with corresponding notions
from symplectic geometry, and, in the case when τi’s are fundamental weights, they
also coincide with the concepts of stability (semistability, etc.) used in Geometric
Invariant Theory, see [KLM1].

Define the subset �nss(B) ⊂ �n consisting of those n-tuples τ ∈ �n for which
there exists a weighted semistable configuration on B of type τ . One of the central
results of [KLM1] is

Theorem 5.5. �nss(B) is a convex homogeneous cone defined by the linear inequali-
ties (∗

ζ ;→η ).

This theorem generalizes the results of A. Klyachko [Kly1] (in the case of GL(n))
and A. Berenstein and R. Sjamaar [BS] in the case of complex semisimple Lie groups.

5.2. Gauss maps and associated dynamical systems. We now relate polygons inX
(whereX is an infinitesimal symmetric space, a nonpositively curved symmetric space
or a Euclidean building) and weighted configurations on the ideal boundary B of X,
which plays a key role in [KLM1] and [KLM2].
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Consider a (closed) polygon P = [x1, x2, . . . xn] in X, i.e., a map Z/nZ → X.
The distancesmi = d(xi, xi+1) determine a finite measure ν on Z/nZ by ν(i) = mi .
The polygon P gives rise to a collection Gauss(P ) of Gauss maps

ψ : Z/nZ → ∂TitsX (1)

by assigning to i an ideal point ξi ∈ ∂TitsX so that the geodesic ray xiξi (originating
at xi and asymptotic to ξi) passes through xi+1.

Remark 5.6. This construction, in the case of the hyperbolic plane, appears in a
letter of Gauss to Wolfgang Bolyai, [G]. I am grateful to Domingo Toledo for this
observation.

Taking into account the measure ν, we view the maps ψ : (Z/nZ, ν) → ∂TitsX as
weighted configurations of points on ∂TitsX. Note that if X is a symmetric space and
the mi’s are all non-zero, there is a unique Gauss map. On the other hand, if X is a
Euclidean building then there are, in general, infinitely many Gauss maps. However,
the corresponding weighted configurations are of the same type, i.e., they project to
the same weighted configuration on �sph.

The following crucial observation explains why the notion of semistability is
important for studying closed polygons.

Lemma 5.7 ([KLM1], [KLM2]). For each Gauss map ψ the push forward measure
μ = ψ∗ν is semistable. IfX is a symmetric space or an infinitesimal symmetric space
then the measure μ is nice semistable.

Polygons in infinitesimal symmetric spaces X′. LetX′ = ToX be the infinitesimal
symmetric space. Then

Theorem 5.8 ([KLM1]). 1. ψ is nice semistable iff the corresponding weighted
Busemann function bμ attains its minimum on X, iff bμ has a critical point in X.

2. Suppose that bμ attains its minimum at the origin o ∈ X. Identify the ideal
points ξi with the unit vectors ξ̄i in the tangent space X′ = ToX via the exponential
map.

Then the gradient of bμ at o satisfies

0 = ∇o(bμ) =
n∑
i=1

miξ̄i .

Thus, in Part 2 of the above theorem, we obtain a closed polygon in the infinitesimal
symmetric space X′ whose �-side lengths are miθ(ξi).

Corollary 5.9. �nss(∂TitsX) = Dn(X
′).
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Polygons in nonpositively curved symmetric spaces and buildings. Our goal is to
“invert Gauss maps”, i.e., given a semistable weighted configuration ψ : (Z/n, ν) →
B, we would like to find a closed geodesic n-gon P so that ψ ∈ Gauss(P ). The
polygons P correspond to the fixed points of a certain dynamical system. For ξ ∈
∂TitsX and t ≥ 0, define the map φ := φξ,t : X → X by sending x to the point at
distance t from x on the geodesic ray xξ . Since X is nonpositively curved, the map
φ is 1-Lipschitz. Then, given a weighted configuration ψ : (Z/nZ, ν) → ∂TitsX with
non-zero total mass, define the map

� = �ψ : X → X

as the composition
φξn,mn � · · · � φξ1,m1 .

The fixed points of � are the first vertices of closed polygons P = [x1, . . . , xn] so
thatψ ∈ Gauss(P ). Since the map� is 1-Lipschitz, and the spaceX is complete and
has nonpositive curvature, the map � has a fixed point if and only if the dynamical
system (�i)i∈N has a bounded orbit, see [KLM2]. Of course, in general, there is no
reason to expect that (�i)i∈N has a bounded orbit: For instance, if the support of the
measure μ = ψ∗(ν) is a single point, all orbits are unbounded.

Problem 5.10. Suppose that X is a CAT(0) metric space and the weighted configu-
ration ψ is nice semistable. Is it true that (�i)i∈N has a bounded orbit?

Although we do not know an answer to this problem in general, we have:

Theorem 5.11. 1. Suppose that X is a nonpositively curved simply-connected sym-
metric space. Then ψ is nice semistable if and only if (�i)i∈N has a bounded orbit,
see [KLM1].

2. Suppose that X is a Euclidean building. Then ψ is semistable if and only if
(�i)i∈N has a bounded orbit. This was proven for locally compact buildings in the
original version of [KLM2], for 1-vertex buildings in [KLM2] and by Andreas Balser
[B] in the general case.

Corollary 5.12 ([KLM1], [KLM2]). Suppose that X is a symmetric space of non-
positive curvature or a Euclidean building. Then Dn(X) = �nss(∂TitsX).

Now we can explain Part 2 of Theorem 3.1. For instance, let X′
i = To(Xi),

i = 1, 2, be infinitesimal symmetric spaces. Then

Dn(X
′
i ) = Dn(X

′
i ) = �nss(∂TitsXi), i = 1, 2,

see Corollaries 5.9 and 5.12. LetYi denote the 1-vertex Euclidean building which is the
Euclidean cone over the spherical building ∂TitsXi , i = 1, 2. Then, ∂TitsYi = ∂TitsXi
and hence, according to Corollary 5.9,

Dn(Yi) = �nss(∂TitsXi), i = 1, 2.
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Finally, according to the Transfer Theorem 4.4,

Dn(Y1) = Dn(Y2),

since these buildings are modelled on the same Euclidean Coxeter complex (A,W),
where W is the finite Weyl group of Xi, i = 1, 2. By combining these equalities we
obtain

Dn(X
′
1) = Dn(X

′
2).

5.3. Relation to representation theory. We now explain the connection of geodesic
triangles in Euclidean buildings to the representation theory which appears in [KM1].
The key instrument here is Littelmann’s path model. Given a thick Euclidean build-
ing X modelled on (A,Waff) (and associated with a nonarchimedean Lie group
G = G(K)) and a special point o ∈ X, we define the projection

f : X → �, f (x) = d�(o, x).

This projection restricts to an isometry on each alcove a ⊂ X. Moreover, f pre-
serves the �-length of piecewise-geodesic paths in X. Given a geodesic triangle
[o, x, y] ⊂ X, we obtain a broken triangle

f ([o, x, y]) ⊂ �

which has two geodesic sides of (x), f (y)o and a broken side p = f (xy). The
�-lengths of the above paths are λ = d�(o, x), ν = d�(y, o) and μ = d�(x, y)

respectively. One of the main results of [KM1] is an intrinsic description of the
piecewise-geodesic paths p which appear as the result of the above construction.
They turn out to be closely related to LS paths introduced by Peter Littelmann in [Li].

The LS paths are defined by two axioms: The first one requires existence of a
certain chain between the tangent vectors p′−(t), p′+(t) to the path p at each break-
point p(t). The second axiom is a maximality condition for such a chain. This axiom
is vacuously true if p(t) is a special point of (A,Waff). In [KM1] we define Hecke
paths p in A as piecewise-geodesic paths satisfying the 1st of Littelmann’s axioms.
Below are the precise definitions.

Let (A,Waff) be a Euclidean Coxeter complex with V the vector space underly-
ing A; let W ′ ⊂ Waff be the stabilizer of a point in A. By looking at the linear parts
of the elements of W ′, we identify W ′ with a subgroup

l(W ′) ⊂ W ⊂ Waff ,

where W is the stabilizer of the origin in Waff . Let � ⊂ V be a Weyl chamber of W .
Then a W ′-chain in V from η0 ∈ V to ηm ∈ V is a sequence of pairwise distinct
vectors

η0, . . . , ηm ∈ V
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so that for each i there exists a reflection τi ∈ l(W ′)which sends ηi to ηi+1 and whose
fixed-point set separates ηi from �.

Axiom 1. A piecewise-linear path p : I → A is a Hecke path if for each t ∈ I there
is a Waff,p(t)-chain from p′−(t) to p′+(t).

Here and below Waff,x is the stabilizer of x in Waff .

Axiom 2. A path p satisfies the maximality property if for each p(t) the above
Waff,x-chain can be found which is a maximal W -chain from p′−(t) to p′+(t).

Definition 5.13. A path p in A is said to be an LS path if it satisfies Axioms 1 and 2.

Here maximality is understood in the set-theoretic sense.

Theorem 5.14 ([KM1]). A path p in� is the projection (under f ) of a geodesic path
in X if and only if p is a Hecke path.

Remark 5.15. An analogous result was independently proven in [GL] by Gaussent
and Littelmann in the context of folded galleries.

On the other hand, Littelmann proved in [Li] the following fundamental

Theorem 5.16.
dim((Vλ ⊗ Vμ ⊗ Vν)

G∨
)

is the number of polygons P ⊂ �, each of which is the concatenation of the paths
oλ, p, ν∗o, where p is an LS path of the �-length μ.

Given this we immediately see that

Sol(Q4,G∨) ⊂ Sol(Q3,G),

since each LS path is also a Hecke path.
The converse relation is not as clear, since Hecke paths in general are not LS paths

(maximality axiom may fail). Nevertheless, suppose for a moment thatμ is an integer
multiple of a fundamental coweight�i . Then the geodesic segment xy (having special
end-points and�-length μ) crosses walls ofX only at vertices ofX. Therefore, each
break-point p(t) of the path p = f (xy) is a vertex of the Coxeter complex (A,Waff).
One can easily see from the definition of the constant kR (Definition 4.10) that for
each vertex v of (A,Waff),

kRv is a special vertex of (A,Waff).

Therefore, the rescaled path kR · p satisfies the 2nd Axiom of an LS path, while
the 1st Axiom is preserved by integer scalings. Hence kR · p is an LS path and thus,
by Littelmann’s Theorem

(VkRλ ⊗ VkRμ ⊗ VkRν)
G∨ �= 0.

This establishes Part 2 of Theorem 4.11 provided that the coweightμ is a multiple
of some fundamental coweight. The general case is more subtle, we refer the reader
to [KM1] for the details.
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6. Other developments

Restriction problems. The Restriction Problem is, in a sense, even more funda-
mental for the representation theory than the tensor product decomposition problem:

(Vλ ⊗ Vμ ⊗ Vν)
G �= 0

if and only if the restriction of the product representation ofG×G×G to the diagonal
G ⊂ G×G×G has a nonzero invariant vector.

Problem 6.1 (Restriction Problem). LetH ⊂ G be a complex reductive subgroup in a
complex reductive groupG. Given an irreducible representation Vμ ofG, decompose
its restriction Vμ|H into irreducible factors.

Considerable progress on the general restriction problem and its infinitesimal
geometric analogue (determining the projection of a cotangent orbit in the dual of
the Lie algebra of a compact group to the dual of the Lie algebra of a subgroup)
was made in [BS]. However it appears very difficult to prove saturation results in
this generality. Below are two major obstacles in extending the results of [KLM1],
[KLM2], [KLM3], [KM1] to the general restriction problem:

1. Given a subbuilding Y ⊂ X in a Euclidean buildingX, there do not seem to be
natural 1-Lipschitz retractionsX → Y . The nearest-point projection does not appear
to be a good choice.

2. There is (at present) no analogue of Littelmann’s path model for the general
restriction problem: Littelmann’s solution in [Li] of the restriction problem applies
only to Levi subgroups.

It turns out, however, that the entire analysis of the generalized triangle inequality
problems as well as the corresponding algebra problems Q1–Q4 outlined above, can
be extended to the restriction problem in the case of Levi subgroups H ⊂ G. This
generalization is carried out in the joint work with John Millson and Tom Haines
[HKM]. Geodesic polygons are replaced with ideal geodesic polygons, for their
infinite sides, the �-valued distance function is replaced with �-valued Busemann
function, etc.

For instance, we obtain a generalization of the Saturation Theorem 4.11 described
below.

LetG be a complex reductive Lie group, L be the character lattice of its maximal
torus, Q(R) be its root lattice. Let M ⊂ G be a Levi subgroup; let � ⊂ �M be the
Weyl chambers of G and M . Set

L := {(λ, μ) ∈ L× L : λ+ μ∗ ∈ Q(R∨)}.
Let kR denote the saturation factor for the root system R of the group G, see Def-
inition 4.10. Then there exists a convex polyhedral cone D(M,G) ⊂ �M × � so
that:
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Theorem 6.2 ([HKM]). 1. If λ,μ are dominant weights of M and G respectively so
that

Vλ ⊂ Vμ|M,
then (λ, μ) ∈ L ∩D(M,G).

2. If (λ, μ) ∈ L ∩D(M,G), then for k = k2
R ,

Vkλ ⊂ Vkμ|M.
Remark 6.3. In the case R = A�, kR = 1, and hence the above result is the analogue
of the Knutson–Tao saturation theorem and in fact implies their saturation theorem.

Problem 6.4. Prove an analogue of Theorem 6.2 for arbitrary reductive subgroups
H of G with constant k2

R replaced by a suitable number k computable in terms of G
and H .

Note that even the case of G = SL(n,C) is extremely interesting in view of
possible applications to P �= NP, see [MS1], [MS2].

Structure of the sets Sol(Qi). Despite the description of the convex cone Sol(Q1,G)
via the linear inequalities (∗

ζ ;→η ), its structure remains somewhat mysterious. The case

understood best is when G = SL(n,C).

1. For SL(n,C) there exists a procedure for computing the inequalities (∗
ζ ;→η ) by

induction on the rank: This procedure was first conjectured by R. Horn in the 1960s;
it was proven in a combination of works by A. Klyachko [Kly1] and A. Knutson and
T. Tao [KT]. An alternative proof was later given by P. Belkale [Be2].

Problem 6.5. Generalize Horn’s recursion formula to groups other than SL(n,C).

Such a generalization would give a more practical algorithm for computation of
Sol(Q1,G) than the generalized Schubert calculus.

2. While the facets of the cone Sol(Q1,G) are given by the inequalities (∗
ζ ;→η ),

the edges of this cone have not been described, except in the SL(n) case, see [KTW],
[Be4].

3. Concerning Problems Q3 and Q4 one can reasonably ask “what a computation
of the sets Sol(Q3),Sol(Q4) might mean?”

The following theorem was proven by C. Laskowski in [La] for Problem Q3 and
in [KM2] for Problem Q4:

Theorem 6.6. For eachG, the set Sol(Qi,G) (i = 3, 4) is a finite union of elementary
sets.

The notion of an elementary subset of L3 comes from logic: It is a set given by
a finite collection of linear inequalities (with integer coefficients) and congruences.
Therefore one can interpret Problems Q3, Q4 as
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Problem 6.7. Find the inequalities and congruences in the description of Sol(Q3)
and Sol(Q4) as unions of elementary sets.

An example of such description is given in [KM2] for Sol(Q4,G),G = Sp(4,C),
G = G2. Note that for these groups, Sol(Qi,G), i = 3, 4, are not elementary sets
themselves.

Note that if Conjecture 4.14 holds, then for each simply-laced group G the sets
Sol(Q3), Sol(Q4) are elementary and are both equal to

D3(X) ∩ L3,

where X = G(C)/K .

Quantum product problems. Throughout this paper we restricted our attention
only to noncompact Lie groups and nonpositively curved spaces. However Problem
Q2 has a straightforward generalization in the case of compact Lie groups.

Let K be a maximal compact subgroup in a complex semisimple Lie group G.
Then an alcove a of the associated affine Weyl group parameterizes conjugacy classes
in K . The following is an analogue of Problem Q2.

Problem 6.8. Find necessary and sufficient conditions on elements λ,μ, ν ∈ a in
order that there exist elements A,B,C ∈ K whose projections to a are λ, μ and ν,
respectively, so that ABC = 1.

This problem was solved independently by S. Agnihotri and C. Woodward [AW]
and P. Belkale ([AW], [Be1]) in the case K = U(n). This solution was generalized
to all simple groups G by C. Teleman and C. Woodward in [TW]. The solution is
given in a form of nonhomogeneous linear inequalities analogous to (∗

ζ ;→η ), where

Schubert calculus is replaced with quantum Schubert calculus. An analogue of Horn
recurrence formula for this problem was established by P. Belkale in [Be3].

Problem 6.9. 1. Solve the analogue of Problem 1.1 for compact symmetric spaces.
2. Is there an analogue of Problem Q3 in the setting of compact groups?

In the context of compact Lie groups, Problem Q4 generalizes to the problem
about product structure of the fusion ringR�(G) at level �, which is a certain quotient
of the representation ring of the group G. For the characters ch(Vλ), ch(Vμ), ch(Vν)
in the ring R�(G) consider the decomposition of the triple product:

ch(Vλ) · ch(Vμ) · ch(Vν) =
∑
δ

ñλ,μ,ν,�(δ)ch(Vδ).

Problem 6.10. Give necessary and sufficient conditions on λ, μ, ν in order that

ñλ,μ,ν,�(0) �= 0.
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P. Belkale proved in [Be3] an analogue of the Knutson–Tao saturation theorem
for Problem 6.10, thereby establishing equivalence between Problem 6.10 and the
multiplicative Problem 6.8:

Theorem 6.11. For λ, μ, ν so that λ+ μ+ ν ∈ Q(R),
ñ(Nλ,Nμ,Nν,N�) �= 0, for some N ∈ N,

if and only if
ñ(λ, μ, ν, �) �= 0.

Conjecture 6.12 (C. Woodward). The above saturation theorem holds for all simply-
laced groups.
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The asymptotic geometry of negatively curved spaces:
uniformization, geometrization and rigidity

Bruce Kleiner∗

Abstract. This is a survey of recent developments at the interface between quasiconformal
analysis and the asymptotic geometry of Gromov hyperbolic groups. The main theme is the
extension of Mostow rigidity and related theorems to a broader class of hyperbolic groups, using
recently developed analytic structure of the boundary.
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1. Introduction

The celebrated Mostow rigidity theorem [49] states that if X and X′ are symmetric
spaces of noncompact type with no de Rham factors isomorphic to the hyperbolic
plane, and � ⊂ Isom(X), �′ ⊂ Isom(X′) are uniform lattices, then any isomorphism
� → �′ between the lattices is the restriction of a Lie group isomorphism Isom(X) →
Isom(X′). This theorem and its proof have many important implications, and have
inspired numerous generalizations and variants (e.g. [53], [47], [32], [59], [57], [27],
[35], [51], [44], [2]) most of which concern lattices in semi-simple groups. Mostow’s
proof was based on the asymptotic geometry of symmetric spaces, more specifically
the quasiconformal or combinatorial structure of the boundary at infinity. Recent
developments in analysis on metric spaces and quasiconformal geometry have begun
to create the technical framework needed to implement Mostow’s proof in a much
more general context, yielding new Mostow-type rigidity theorems. The goal of this
article is to survey some of these developments and their group theoretic applications.

Organization of the paper. Section 2 discusses some general issues in geometric
group theory. Section 3 covers basic facts about Gromov hyperbolic spaces and their
boundaries. Section 4 reviews a selection of recent work related to quasiconformal
geometry in a metric space setting, and some applications of this are covered in Sec-
tion 5. Quasiconformal uniformization is discussed in Section 6, and quasiconformal
geometrization in Section 7. The last section presents some open problems.
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The survey by Mario Bonk in these Proceedings provides a complementary view-
point on some of the material presented here.

Acknowledgements. I would like to thank Mario Bonk, Marc Bourdon, Juha Hei-
nonen, and John Mackay for numerous helpful comments on an earlier version of this
article.

2. Rigidity and geometrization in geometric group theory

The ideas presented in this section are strongly influenced by the work of Gromov [32],
[31], [34].

The asymptotic viewpoint in geometric group theory. One of the guiding themes
in geometric group theory is that one can often understand the algebraic structure of a
group by finding the right geometric realization of the group as a group of isometries.
For instance it is very constructive to think of nonabelian free groups as groups acting
on trees, and lattices in semi-simple Lie groups as groups of isometries acting on the
associated symmetric space. Every finitely generated group has a plentiful supply of
isometric actions, namely the actions on its Cayley graphs. Recall that if� is a finite
generating set for a groupG, then the Cayley graph of (G,�), denoted Cayley(G,�),
is the graph with vertex set G, in which two group elements g, g′ ∈ G are joined
by an edge if and only if g = g′σ for some σ ∈ �. The action of G on itself by
left translation extends to an action G � Cayley(G,�) by graph isomorphisms;
one may view this as an isometric action by equipping the Cayley graph with the
path metric where each edge has length 1. As a tool for understanding the original
group G, Cayley graphs have a drawback: there are too many of them. Nonetheless
their asymptotic, or large-scale, structures are all the same. To formalize this idea,
we now recall a few definitions.

Definition 2.1. A (possibly discontinuous) map f : X → X′ between metric spaces
is a quasi-isometry if there are constants L, A such that for every x1, x2 ∈ X,

1

L
d(x1, x2)− A ≤ d(f (x1), f (x2)) ≤ Ld(x1, x2)+ A, (2.1)

and every x′ ∈ X′ lies within distance at mostA from a point in the image of f . Here
and elsewhere we will use the generic letter “d” for metric space distance functions
when it is clear in which metric space distances are being measured. Two metric
spaces are quasi-isometric if there exists a quasi-isometry from one to another; this
defines an equivalence relation on the collection of metric spaces.

A metric space is proper if every closed ball is compact. An isometric action
G � X on a metric space X is discrete if for every ball B = B(x, r) ⊂ X, the set

{g ∈ G | gB ∩ B 	= ∅} (2.2)
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is finite, and cocompact if there is a compact subset K ⊂ X such that

X =
⋃
g∈G

gK. (2.3)

The fundamental lemma of geometric group theory ties these together:

Lemma 2.2. Suppose G is a finitely generated group, X, X′ are proper geodesic

spaces, and G
ρ
� X, G

ρ′
� X′ are two discrete, cocompact, and isometric actions

of G. Then X is quasi-isometric to X′. Moreover one may find a quasi-isometry
f : X → X′ which is “quasi-equivariant” in the sense that there is a constantD such
that

d(f (gx), gf (x)) < D (2.4)

for all g ∈ G, x ∈ X.

If � is a finite generating set for a group G, then the action G � Cayley(G,�)
is discrete, cocompact, and isometric; therefore the collection of actions covered by
the lemma is nonempty for any finitely generated group G. This means that there is
a well-defined quasi-isometry class of geodesic metric spaces associated with each
finitely generated group G, which we will refer to as the quasi-isometry class of G.
Another implication of the lemma is that the universal cover of a compact, connected
Riemannian manifoldM (equipped with the Riemannian distance function) is quasi-
isometric to π1(M); this follows from Lemma 2.2 because the deck group action
π1(M) � M̃ is discrete, cocompact, and isometric. Thus in addition to Cayley
graphs, one has an abundance of other metric spaces representing the quasi-isometry
class of the group.

The asymptotic approach to geometric group theory is to study groups by identi-
fying quasi-isometry invariant structure in their quasi-isometry class.

Some asymptotic problems. One of the first quasi-isometry invariants of a metric
spaceX is its quasi-isometry group, denoted QI(X). This is defined to be the collection
of equivalence classes of quasi-isometries f : X → X, where two quasi-isometries
f , f ′ are declared to be equivalent if and only if their supremum distance

d(f, f ′) := sup
x∈X

d(f (x), f ′(x))

is finite, and the group law is induced by composition of quasi-isometries. The group
QI(X) is quasi-isometry invariant because a quasi-isometry X → X′ between two
metric spaces induces an isomorphism QI(X) → QI(X′) by “quasi-conjugation”. By
Lemma 2.2 it therefore makes sense to speak of the quasi-isometry group of a finitely
generated group G.

We now discuss several problems which are central in geometric group theory.
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Question 2.3.

A (QI classification of groups). What are the finitely generated groups in a given
quasi-isometry class?

B (Classification of QI’s). Given a finitely generated group G, what is the quasi-
isometry group of G?

C (Uniformization/Recognition). Given a model group, find a criterion for decid-
ing when another group is quasi-isometric to it.

Question A has led to some remarkable mathematics. In each case where it
was resolved successfully, new geometric, analytic, combinatorial, or topological
ingredients were brought into play. Here are few examples:

•A finitely generated group is quasi-isometric to Z
n if and only if it is virtually Z

n,
i.e. it contains a finite index subgroup isomorphic to Z

n. The proof relies on Gromov’s
theorem on groups of polynomial growth [33], Pansu’s description of asymptotic
cones of nilpotent groups [50], and Bass’s formula for the growth of a nilpotent
group [1]. We note that a new proof was found recently by Shalom [55]; it uses a
simpler approach, but it is still far from elementary.

• A finitely generated group quasi-isometric to a free group Fk is virtually free.
This is due to Gromov, and uses Stallings’ theorem on ends of groups [56].

•A finitely generated group quasi-isometric to a symmetric spaceX of noncompact
type admits a discrete, cocompact, isometric action onX. This follows from combined
work of Sullivan, Gromov, Tukia, Pansu, Kleiner–Leeb, and Gabai, Casson–Jungreis.
The proofs involve asymptotic geometry – quasiconformal structure on boundaries,
asymptotic cones, and Tits geometry.

Question A is related to Question B because if a group G′ is quasi-isometric
to G, then there is a homomorphism G′ → QI(G′) � QI(G), and one can approach
Question A by studying subgroups of QI(G).

In most of the cases when Question B has been answered satisfactorily, the ap-
proach is to identify a “canonical” or “optimal” metric space X which is quasi-
isometric to G, and then argue that the homomorphism Isom(X) → QI(X) is an
isomorphism, i.e. that every quasi-isometry of X lies at finite distance from a unique
isometry [51], [44], [12]. When this happens, one says that the metric space X is
quasi-isometrically rigid. This leads to:

Question 2.4. When can one find a quasi-isometrically rigid space in the quasi-
isometry class of a given finitely generated group G?

In general, an answer to this question has two parts. The first part is geometrization:
finding a candidate for the optimal/rigid metric space in the given quasi-isometry class.
In most of the earlier rigidity theorems, geometrization was easy because there was
an obvious model space to consider. The second part is to show that the candidate
space is actually rigid, which requires one to exploit appropriate asymptotic structure.

Quasi-isometric rigidity may fail because the quasi-isometry group is too large,
which is what happens for Z

n, free groups Fk , or lattices in Isom(Hn). Nonetheless in
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many cases a weaker form of rigidity survives: there is a proper metric spaceX in the
quasi-isometry class such that any group in this class admits – possibly after passing
to a finite index subgroup – a discrete, cocompact, isometric action on X. To put it
another way: any group quasi-isometric to X is virtually a lattice in Isom(X), when
one topologizes Isom(X) using the compact-open topology. So although individual
quasi-isometries are not rigid, sufficiently large groups of quasi-isometries may turn
out to be rigid. When this weaker form of rigidity holds, one may ask if the analog
of Mostow rigidity is true.

Question C has a satisfactory answer for only a few classes of groups, such as free
groups, free abelian groups, and surface groups. For instance, a finitely generated
group G is virtually free if for every Cayley graph G there are constants r, R such
that any two points x, y ∈ G at distance at least R lie in distinct components of the
complement of some r-ballB(z, r) ⊂ G. An important unresolved case of Question C,
which is tied to conjectures in 3-manifold topology, is to find a characterization of
groups quasi-isometric to hyperbolic 3-space H

3. This is discussed in Section 6.
In the remainder of this paper, we will focus on these questions and related math-

ematics in the context of negatively curved manifolds, or more generally Gromov
hyperbolic spaces.

3. Gromov hyperbolic spaces and their boundaries

In this section we review some facts about Gromov hyperbolicity, see [31], [30], [16],
[34], [41]. Gromov hyperbolic spaces form a robust class of metric spaces to which
much of the theory of negatively curved Riemannian manifolds applies. They have
a boundary at infinity, which plays an essential role in rigidity applications. Much
of their asymptotic structure is encoded in the quasiconformal (or quasi-Möbius)
structure of the boundary; this fact enables one to exploit the analytic theory of
quasiconformal homeomorphisms.

We recall that a geodesic metric space X is Gromov hyperbolic if there is a con-
stant δ such that every geodesic triangle in X is δ-thin, in other words, each side lies
within the δ-neighborhood of the union of the other two sides. Gromov hyperbolicity
is a quasi-isometry invariant property for geodesic metric spaces [16]. A finitely gen-
erated group is Gromov hyperbolic if its quasi-isometry class is Gromov hyperbolic,
see Lemma 2.2 and the ensuing commentary.

Except when it is explicitly stated to the contrary, for the remainder of this paperX
will denote a proper Gromov hyperbolic geodesic metric space and δ its hyperbolicity
constant.

Prime examples of Gromov hyperbolic spaces are complete simply-connected
Riemannian manifolds of sectional curvature bounded above by a constant κ < 0,
equipped with their Riemannian distance functions, and more generally, simply-
connected Alexandrov spaces of curvature ≤ κ [16]. Metric trees and piecewise
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Euclidean polyhedra satisfying appropriate link conditions also provide many exam-
ples of group theoretic interest [31], [30], [16].

Two geodesic rays γ1, γ2 : [0,∞) → X are asymptotic if the Hausdorff distance
between their images is finite; this defines an equivalence relation on the collection of
geodesic rays inX. The boundary ofX, denoted ∂X, is the collection of equivalence
classes. Pick p ∈ X. Given [γ ] ∈ ∂X, there is a unit speed geodesic ray starting
from p which is asymptotic to γ ; thus one may identify ∂X with the collection of
asymptote classes of geodesics rays starting at p. Given unit speed geodesic rays
γ1, γ2 : [0,∞) → X starting from p, their Gromov overlap is defined to be

〈γ1 | γ2〉 := lim
t→∞

1

2
(2t − d(γ1(t), γ2(t))) ∈ [0,∞]. (3.1)

To within an additive error comparable to the hyperbolicity constant δ, the overlap of
two rays is the infimal t ∈ R such that the distance from γ1(t) to γ2(t) is > δ.

Visual metrics. A visual metric on ∂X is a metric ρ such that for some constants
a > 0 and C (a is called the visual parameter of ρ), and some p ∈ X,

1

C
e−a〈γ1|γ2〉 ≤ ρ(γ1, γ2) ≤ Ce−a〈γ1|γ2〉 (3.2)

for every pair of rays γ1 and γ2 starting at p. This condition is independent of the
choice of basepoint used to define the overlap. When a is small compared to 1/δ,
visual metrics with visual parameter a always exist.

Henceforth when we refer to the boundary ∂X, we will mean the set ∂X equipped
with some visual metric, unless otherwise stated. Here are some examples of visual
metrics (note that the assertions apply to a particular choice of visual metric):

• The boundary of H
n is bi-Lipschitz homeomorphic to the sphere Sn−1 equipped

with the usual metric.
• The boundary of complex hyperbolic space CH

n is bi-Lipschitz homeomorphic
to S2n−1 equipped with the usual Carnot metric. We recall that this metric is defined
as follows. Let � be the usual contact structure on S2n−1 induced by the embedding
of S2n−1 into C

n. The Carnot distance between two points p, q ∈ S2n−1 is the
infimum of the lengths of integral curves of � which join p to q. This metric on the
(2n− 1)-sphere has Hausdorff dimension 2n.

• Let T be a trivalent simplicial tree where each edge has length 1. Then ∂T is a
Cantor set.

• LetM be a compact Riemannian 3-manifold of constant sectional curvature −1
with nonempty totally geodesic boundary, and let X be its universal cover equipped
with the Riemannian distance function. Then X isometrically embeds in H

3 as a
convex subsetC bounded by a countable collection of disjoint totally geodesic planes,
and ∂X may be identified with the limit set of C in the sphere at infinity of H

3. The
limit set is obtained by removing a countable disjoint collection of round spherical
caps from the 2-sphere, and is homeomorphic to the Sierpiński carpet.
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There is not much one can say about boundaries of Gromov hyperbolic spaces in
general since every compact doubling metric space is isometric to the boundary of a
proper Gromov hyperbolic space equipped with a visual metric, see [13, Section 2].
However, if X admits a discrete, cocompact, isometric action, then the boundary
structure is much more restricted – it is approximately self-similar in the following
sense. There are constants L, D > 0 such that if B(p, r) ⊂ ∂X is a ball with
0 < r ≤ diam(∂X), then there is an open subset U ⊂ ∂X of diameter > D which
is L-bi-Lipschitz homeomorphic to the rescaled ball 1

r
B(p, r). This approximate

self-similarity has many implications for the topology and geometry of ∂X. Before
stating them, we need several definitions.

Definition 3.1. A metric space Z is Ahlfors Q-regular if there is a constant C such
that the Q-dimensional Hausdorff measure of any r-ball B satisfies

1

C
rQ ≤ HQ(B) ≤ CrQ, (3.3)

provided r ≤ diam(Z).

Note that an Ahlfors Q-regular space has Hausdorff dimension Q. Examples of
Ahlfors regular spaces are R

n and S2n−1 equipped with standard Carnot metric.
The next definitions are scale-invariant, quantitative versions of standard topolog-

ical conditions.

Definition 3.2. A metric space Z is linearly locally contractible if there is a constant
λ > 0 such that for all x ∈ Z, 0 < r ≤ diam(Z), the inclusion

B(x, λr) → B(x, r) (3.4)

is null-homotopic. Linear local contractibility excludes examples where the metric
topology looks worse and worse at smaller and smaller scales. For instance, a metric
on a two sphere which has a sequence of “fingers” of smaller and smaller diameter,
for which the ratio of the diameter to the circumference tends to infinity, will not be
linearly locally contractible.

A metric space Z is uniformly perfect if there is a constant λ > 0 such that if
p ∈ Z, 0 < r ≤ diam(Z), then B(p, r) \ B(p, λr) is nonempty.

A metric space Z is linearly locally connected, or LLC (not to be confused with
“linearly locally contractible”), if there is an L such that for all p ∈ Z, 0 < r ≤
diam(X), the inclusions

B(p, r) → B(p,Lr), X \ B(p, r) −→ X \ B
(
p,
r

L

)
(3.5)

induce the zero homomorphism on reduced 0-dimensional homology. This is a stan-
dard type of condition in quasiconformal geometry, and is a quantitative version of
local connectedness and absence of local cut points.
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Theorem 3.3 (Structure of the boundary). If X is a proper, geodesic, Gromov hyper-
bolic space which admits a discrete, cocompact, isometric action, then:

1. ∂X is either empty, has two elements, or is uniformly perfect.

2. ∂X is Ahlfors Q-regular for some Q ([26]).

3. If ∂X is connected, it is LLC ([4], [15], [58], [7]).

4. If ∂X is homeomorphic to Sk , then ∂X is linearly locally contractible.

5. IfX is a contractible n-manifold, then ∂X is a homology (n−1)-manifold with
the homology of the (n− 1)-sphere [4], [3]. When n ≤ 3 then ∂X is a sphere.

Induced homeomorphisms between boundaries. In applications to group theory
and rigidity, a key property of the boundary is that quasi-isometries between Gromov
hyperbolic spaces induce homeomorphisms between their boundaries. To formulate
this more precisely we need the following definition, which is due to Väisälä.

Definition 3.4 ([63]). The cross-ratio, [z1, z2, z3, z4], of a 4-tuple of distinct points
(z1, z2, z3, z4) in a metric space Z is the quantity

[z1, z2, z3, z4] := d(z1, z3)d(z2, z4)

d(z1, z4)d(z2, z3)
. (3.6)

This is a metric space version of the familiar cross-ratio in complex analysis. A
homeomorphism φ : Z → Z′ between metric spaces is quasi-Möbius if there is a
homeomorphism η : [0,∞) → [0,∞) such that for every quadruple of distinct points
(z1, z2, z3, z4) ∈ Z,

[φ(z1), φ(z2), φ(z3), φ(z4)] ≤ η([z1, z2, z3, z4]). (3.7)

Such a homeomorphism η is called a distortion function for the homeomorphism φ.
Intuitively, a homeomorphism is quasi-Möbius if it distorts cross-ratios in a controlled
way.

Compositions and inverses of quasi-Möbius homeomorphisms are quasi-Möbius,
so every metric space Z has an associated group of quasi-Möbius homeomorphisms,
which we denote by QM(Z).

Theorem 3.5 ([52]). Every quasi-isometry f : X → X′ between Gromov hyper-
bolic spaces induces a quasi-Möbius homeomorphism ∂f : ∂X → ∂X′ between their
boundaries. The distortion function η for ∂f can be chosen to depend only on the hy-
perbolicity constants ofX andX′, the constants for the visual metrics on ∂X and ∂X′,
and the quasi-isometry constants of f .

In particular, the full isometry group of a Gromov hyperbolic space acts on its
boundary as a group of quasi-Möbius homeomorphisms with uniform distortion func-
tion.
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The proof of Theorem 3.5 has two ingredients. The first is the “Morse Lemma”,
which implies that f maps each geodesic segment (respectively ray) in X to within
controlled Hausdorff distance of a geodesic segment (respectively ray) in X′. This
yields the induced set-theoretic bijection ∂f : ∂X → ∂X′. To verify that ∂f is quasi-
Möbius, the idea is to associate to each 4-tuple of points in ∂X a configuration in X
consisting of a pair of geodesics and a shortest geodesic segment connecting them.
The cross-ratio is determined by the length of the connecting geodesic segment, and
the latter is preserved to within a factor by the quasi-isometry.

Under mild assumptions, for instance if X is quasi-isometric to a nonelemen-
tary hyperbolic group (a hyperbolic group which does not contain a finite index
cyclic subgroup), the homomorphism QI(X) → QM(∂X) given by taking bound-
ary homeomorphisms is an isomorphism. Thus one can translate questions about
quasi-isometries into questions about quasi-Möbius homeomorphisms of the bound-
ary. This has the additional advantage of eliminating some ambiguity (an equivalence
class of quasi-isometries is replaced by a single quasi-Möbius homeomorphism), as
well as providing extra structure – the group QM(Z) has a natural topology.

Questions A–C in Section 2 translate to:

A′. What are the hyperbolic groups whose boundary is quasi-Möbius homeomor-
phic to a given metric space Z?

B′ What is the group of quasi-Möbius homeomorphisms of the metric space ∂G?

C′. Given a boundary ∂G, how can one tell if another boundary (or space) is
quasi-Möbius homeomorphic to it?

The latter two questions make perfect sense and are interesting for spaces other
than boundaries, e.g. self-similar spaces like the standard square Sierpinski carpet or
the Menger sponge.

4. Quasiconformal homeomorphisms

This section presents some recent results on quasiconformal homeomorphisms. The
material was selected for its applicability to rigidity and group theoretic problems, and
does not represent a balanced overview. See [38], [37], [61], [25] for more discussion.
The somewhat separate topic of uniformization is discussed in Section 6.

We begin with some definitions.

Definition 4.1. Let f : X → X′ be a homeomorphism between metric spaces, and
p ∈ X. The dilatation of f at p is

H(f, p) := lim sup
r→0

sup{d(f (x), f (p)) | x ∈ B(p, r)}
inf{d(f (x), f (p)) | x 	∈ B(p, r)} . (4.1)

The homeomorphism f is C-quasiconformal if H(f, p) ≤ C for every p ∈ X, and
quasiconformal if it is C-quasiconformal for some C.
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Heuristically, a homeomorphism is quasiconformal if it maps infinitesimal balls
to sets of controlled eccentricity.

Definition 4.2. Let (Z,μ) be a metric space equipped with a Borel measure μ, and
p ≥ 1. If � is a collection of paths in Z (i.e. continuous maps [0, 1] → Z), then a
Borel measurable function ρ : Z → [0,∞] is �-admissible if

∫
γ

ρ ds ≥ 1 (4.2)

for every rectifiable path γ ∈ �, where ds denotes the arclength measure. The
p-modulus of � is the infimum of the quantities

∫
Z

ρpdμ (4.3)

where ρ ranges over all �-admissible functions on Z. If E,F are subsets of Z, then
the p-modulus of (E, F ), denoted Modp(E, F ), is the p-modulus of the collection of
paths running from E to F . When Z is an Ahlfors Q-regular space and no measure
is specified, we will be using Q-dimensional Hausdorff measure by default.

Modulus is an old and important tool in conformal and quasiconformal geometry,
due to its conformal invariance and the fact that it permits one to relate infinitesi-
mal with global behavior of homeomorphisms. One checks by a change of variable
computation that a conformal diffeomorphismM → M ′ between Riemannian mani-
folds preserves modulus of curve families, and that a diffeomorphism which preserves
modulus is conformal. More generally, the effect of a diffeomorphism on modulus
can be controlled by its dilatation.

Quasiconformal homeomorphisms between domains in R
n have a number of im-

portant regularity properties.

Theorem 4.3 ([62]). Let f : U → U ′ be a quasiconformal homeomorphism between
domains in R

n, n ≥ 2. Then f belongs to the Sobolev spaceW 1,n
loc (U,U

′), it is differ-
entiable almost everywhere, and maps sets of measure zero to sets of measure zero.
Furthermore, f is ACL; this means that for every direction v ∈ R

n, for almost every
lineL parallel to v, the restriction of f toU ∩L is absolutely continuous with respect
to 1-dimensional Hausdorff measure H1. Furthermore, inverses and compositions
of quasiconformal homeomorphisms between such domains are quasiconformal.

The following theorem shows that there are many characterizations of quasicon-
formal homeomorphisms. This is important because different characterizations are
useful in different situations, and also because it demonstrates that this notion is robust.

Theorem 4.4 (see [62]). LetM andM ′ be Riemannian manifolds of dimension n ≥ 2.
Then the following conditions on a homeomorphism f : M → M ′ are quantitatively
equivalent:
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1. f is C-quasiconformal.

2. f distorts n-modulus of curve families by a factor at most L.

3. f belongs to the Sobolev spaceW 1,n
loc (M,M

′) and the distributional derivative
Df satisfies |Df |n ≤ C Jac(f ) almost everywhere, for some C, where Jac(f )
denotes the Jacobian of f with respect to the Riemannian structures onM and
M ′ (the infinitesimal volume distortion factor).

If one assumes in addition that M and M ′ are compact, then one may add quasi-
Möbius to this list of quantitatively equivalent conditions:

4. f is η-quasi-Möbius.

These two theorems show that quasiconformal homeomorphisms are very nicely
behaved in a Riemannian context, when n ≥ 2. Unfortunately, for general metric
spaces, or even general Ahlfors regular metric spaces, Definition 4.1 is not necessar-
ily equivalent to the quasi-Möbius condition, and does not lead to a useful theory.
Examples show that it is necessary to impose further conditions on the structure of
the metric space in order to prove anything akin to Theorem 4.4. After earlier work
on Carnot–Carathéodory geometry [49], [45], [48], the breakthrough paper [38] in-
troduced natural conditions for precisely this purpose, and by now they have been
shown to imply most of the properties above. The essential requirement on the space
is a quantitative link between infinitesimal structure and global structure, which is
expressed by a relation between moduli of pairs (E, F ) and their relative distance.
The relative distance between two subsets E,F of a metric space is

�(E,F) := dist(E, F )

min (diam(E), diam(F ))
, (4.4)

where
dist(E, F ) := inf{d(x, y) | x ∈ E, y ∈ F }. (4.5)

This is a scale invariant measure of the separation between two subsets.

Definition 4.5. Let Z be an Ahlfors Q-regular metric space. Then Z is Q-Loewner
if there is a positive decreasing function φ : (0,∞) → (0,∞) such that

ModQ(E, F ) ≥ φ(�(E, F )), (4.6)

whenever E,F ⊂ Z are disjoint nondegenerate continua. We recall that a continuum
is a compact, connected, subset, and a nondegenerate continuum is one of positive
diameter. Recall that for Q-regular spaces, Q-dimensional Hausdorff measure is the
default measure used to calculate modulus.

Examples of Loewner spaces include Euclidean spaces, compact connected Rie-
mannian manifolds, Carnot groups, and complete connected Riemannian manifolds
of nonnegative Ricci curvature.
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We remark that for Ahlfors Q-regular spaces, one always has an upper bound on
modulus of the following form. There is a function

ψ : [0,∞) → [0,∞] (4.7)

with limt→∞ ψ(t) = 0 such

ModQ(E, F ) ≤ ψ(�(E, F )) (4.8)

for any pair of closed subsets E, F . Combining (4.6) and (4.8), one can say that
for a Q-Loewner space, the modulus for a pair of disjoint continua is quantitatively
controlled by their relative distance.

The paper [38] introduced Definition 4.5, and together with subsequent work
[61], [39], [25], most of the facts in Theorems 4.3 and 4.4 have now been proved for
quasiconformal homeomorphisms between Loewner spaces.

Theorem 4.6. Let Z,Z′ be compact Q-Loewner spaces for some Q > 1.

1. Quasiconformal homeomorphismsZ → Z′ are absolutely continuous, i.e. map
sets of measure zero to sets of measure zero.

2. Every quasiconformal homeomorphism f : Z → Z′ is ACL in the follow-
ing sense. There is a collection of paths � of Q-modulus zero such that if
γ : [0, 1] → Z is a path, γ 	∈ �, then f � γ : [0, 1] → Z′ is absolutely
continuous with respect to 1-dimensional Hausdorff measure on the target.

3. Every quasiconformal homeomorphism Z → Z′ belongs to the Sobolev space
W 1,Q(Z,Z′).

4. For a homeomorphism f : Z → Z′, conditions 1, 2, and 4 of Theorem 4.4 are
quantitatively equivalent.

5. The inverse of a quasiconformal homeomorphism is quasiconformal.

In the paper [61] it was shown that quasi-Möbius homeomorphisms between com-
pact Q-regular spaces distort Q-modulus in a controlled way; in particular the Q-
Loewner property is invariant under quasi-Möbius homeomorphisms.

The paper [38] also showed that when Q > 1, for compact Ahlfors Q-regular
spaces, the Q-Loewner condition is equivalent to a (1,Q)-Poincaré inequality. This
is an analytic condition which relates upper gradients to mean oscillation. We refer
the reader to [37] for more on this topic.

Another breakthrough was the paper [25] which established a notion of differ-
entiability for Lipschitz functions on doubling metric measure spaces satisfying a
Poincaré inequality, in particular for compact Q-Loewner spaces. This has the re-
markable implication that there is a cotangent bundle T ∗Z for such metric measure
spaces, which is a measurable vector bundle equipped with a canonical measurably
varying fiberwise norm. Any bi-Lipschitz homeomorphism (Z,μ) → (Z′, μ′) pre-
serving measure classes induces a derivative mapping T ∗Z′ → T ∗Z, which is a
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measurable bundle isomorphism which distorts the norms by a factor controlled by
the bi-Lipschitz constant. The paper [39] extended this assertion to Sobolev functions,
and showed that quasiconformal homeomorphisms Z → Z′ between Q-regular, Q-
Loewner spaces also have a well-defined Cheeger derivative, whenQ > 1. Using this
the author showed [43] that under the same assumptions, the dilatation of a quasicon-
formal homeomorphism is controlled quantitatively by the dilatation of its derivative
mapping T ∗Z′ → T ∗Z; the latter is defined relative to the canonical fiberwise norms
on T ∗Z and T ∗Z′.

5. Applications to rigidity

We now discuss applications of the analytic results in the previous section to rigidity
theorems.

The first is Mostow rigidity in the negatively curved case:

Theorem 5.1. Suppose X and X′ are rank 1 symmetric spaces of noncompact type
other than H

2, and G and G′ are cocompact lattices in Isom(X) and Isom(X) re-
spectively. Then any isomorphism G → G′ extends to a Lie group isomorphism
Isom(X) → Isom(X′).

The outline of the proof goes as follows. Identifying the two groups G and G′
using the isomorphism, one obtains discrete, cocompact, isometric actions G � X

and G � X′. These induce uniformly quasi-Möbius (in fact Möbius in the H
n case)

boundary actionsG � ∂X,G � ∂X′. By Lemma 2.2 one gets a “quasi-equivariant”
quasi-isometry

f : X → X′, (5.1)

which has a quasi-Möbius boundary homeomorphism ∂f : ∂X → ∂X′. The quasi-
equivariance of f implies that ∂f is equivariant with respect to the actions G � ∂X

and G � ∂X′. By using the equivariance and the dynamics of the group action, one
then argues that the derivative of ∂f , which is defined almost everywhere because ∂X
and ∂X′ are Carnot spaces [49], [45], [48], [51], must actually be conformal almost
everywhere. This implies that ∂f = ∂h, for a unique isometry h : X → X′. It follows
readily that h is G-equivariant, and induces the desired isomorphism Isom(X) →
Isom(X′).

Pansu used a similar outline to show that for rank 1 symmetric spaces other than
the hyperbolic and complex hyperbolic spaces an even stronger rigidity result holds:

Theorem 5.2 ([51]). Suppose X is a quaternionic hyperbolic space or the Cayley
hyperbolic plane, and X′ is a rank 1 symmetric space of noncompact type. Then any
quasi-isometry X → X′ is at bounded distance from a unique isometry.

The proof of this theorem also uses boundary geometry. The boundary homeo-
morphism ∂f : X → X′ for a quasi-isometry is quasiconformal, and Pansu shows
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that for the spaces in question, the derivative is forced to be conformal even without
invoking an equivariance assumption as in Mostow’s proof.

This kind of argument was used in a “non-classical” setting in work of Bourdon,
Bourdon–Pajot, and Xie, proving a Pansu-type rigidity result for Fuchsian buildings:

Theorem 5.3 ([8], [11], [12], [9], [64]). Every quasi-isometry between Fuchsian
buildings is at finite distance from an isomorphism.

Here a Fuchsian buildingX is a special kind of 2-dimensional polyhedral complex.
It is a union of subcomplexes called apartments, each of which is isomorphic to the
Coxeter complex associated with a fixed Coxeter group acting on H

2. We refer the
reader to the papers above for the precise definition. The proof of this rigidity result
also uses the quasiconformal structure on the boundary, but in this case the boundary
is a Loewner space homeomorphic to the Menger sponge, and much of the theory in
Section 4 is brought into play.

Another result in a spirit similar to Mostow rigidity is:

Theorem 5.4 ([57], [32], [59], [51], [22]). Suppose G is a finitely generated group
quasi-isometric to a rank 1 symmetric space X other than H

2. Then G admits a
discrete, cocompact, isometric action on X.

The outline of the proof goes as follows. The group G acts by isometries on a
Cayley graph Cayley(G,�), and a quasi-isometry Cayley(G,�) → X allows one
to “conjugate” this isometric action to a “quasi-action” by quasi-isometries G � X.
Passing to the boundary, one obtains an action G � ∂X by uniformly quasi-Möbius
homeomorphisms, in particular uniformly quasiconformal homeomorphisms. By a
lemma of Sullivan, this action G � ∂X is actually conformal with respect to some
bounded measurable Riemannian structure on T ∗∂X; recall that ∂X is a Loewner
space and therefore has a Cheeger cotangent bundle T ∗∂X whose fiberwise norm
can be used to express the boundedness condition on the Riemannian structure. By
using the dynamics of the action and a rescaling argument, one shows that modulo
quasi-Möbius conjugation, this Riemannian metric can be taken to be standard. This
means that the action is actually conformal in the usual sense, and is therefore induced
by an isometric action G � X.

Now suppose Z and Z′ are compact Q-Loewner metric spaces, where Q > 1.
The differentiation theory for quasiconformal homeomorphisms enables one to make
the following definition:

Definition 5.5. Suppose 〈 · , · 〉, 〈 · , · 〉′ are measurable Riemannian structures on T ∗Z
and T ∗Z′. A homeomorphism f : Z → Z′ is conformal with respect to these struc-
tures if it is quasiconformal and its derivative

Df (z) : (T ∗
f (z)Z

′, 〈 · , · 〉′) → (T ∗
z Z, 〈 · , · 〉) (5.2)

is conformal for almost every z ∈ Z. The conformal group of (Z, 〈 · , · 〉), denoted
Conf(Z, 〈 · , · 〉), is the group of conformal homeomorphisms

(Z, 〈 · , · 〉) → (Z, 〈 · , · 〉). (5.3)
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By the lemma of Sullivan quoted above, any countable group of uniformly quasi-
conformal homeomorphisms ofZ is conformal with respect to some bounded measur-
able Riemannian structure on T ∗Z. In particular, ifG is a Gromov hyperbolic group
whose boundary is quasi-Möbius homeomorphic to a Q-Loewner space for Q > 1,
then G may be viewed as a group of conformal homeomorphisms in this sense. For
such a group, the full conformal group Conf((Z, 〈 · , · 〉) provides a natural substitute
for the ambient Lie group that one has in the case of lattices in rank 1 Lie groups. The
following result shows that in this case the homomorphismG → Conf((Z, 〈 · , · 〉) is
canonically attached to G:

Theorem 5.6 (Mostow rigidity for Loewner groups [43]). Suppose G is a Gromov
hyperbolic group, and

G
ρ
� (Z, 〈 · , · 〉), G

ρ′
� (Z′, 〈 ·, · 〉′) (5.4)

are conformal actions of G on Loewner spaces which are topologically conjugate to
the action of G on its boundary ∂G. Then ρ is conformally equivalent to ρ′.

The proof is identical to that of Theorem 5.4 until the last step, which requires one
to exploit delicate infinitesimal structure of the Loewner space.

6. Uniformization

The uniformization problem for spheres. A Riemannian metric g is bounded if
there is a C such that

1

C
g0(v, v) ≤ g(v, v) ≤ Cg0(v, v) for all v ∈ T S2. (6.1)

We recall the following extension of the Koebe uniformization theorem to measurable
conformal structures:

Theorem 6.1 (The measurable Riemann mapping theorem). If g is a bounded mea-
surable Riemannian metric on the 2-sphere, then g is conformally equivalent to the
standard metric g0, i.e. there is a quasiconformal homeomorphism f : S2 → S2 such
that the derivative

Df (x) : (TxS2, g) → (TxS
2, g0) (6.2)

is conformal almost everywhere. Moreover the uniformizing homeomorphism is
unique up to post-composition with Möbius transformation.

Theorem 6.1 and a version for parametrized families of Riemannian metrics are
fundamental tools in Kleinian groups and complex dynamics.

It is very tempting to extend Theorem 6.1 to a more general setting. An approach
based on a type of coverings (“shinglings”) was introduced by Cannon [17], and
further developed in [19], [20], [21], [18]. In a metric space setting, one is naturally
led to the following quasi-Möbius uniformization problem:
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Question 6.2. When is a metricn-sphere quasi-Möbius homeomorphic to the standard
n-sphere S

n?

Here a metric n-sphere means a metric space homeomorphic to the n-sphere.
One arrives at the n = 2 case of this question starting with Question C from

Section 2, in the H
3 case, since a geodesic space quasi-isometric to H

3 is Gromov
hyperbolic and has boundary quasi-Möbius homeomorphic to S2. The question is
also tied to one approach to:

Conjecture 6.3 (Thurston’s Hyperbolization Conjecture). Every closed, aspherical,
irreducible, atoroidal 3-manifold M admits a Riemannian metric of constant curva-
ture −1.

The relation with Question 6.2 is as follows. Gabai–Meyerhoff–Thurston [29] re-
duced Conjecture 6.3 to showing that π1(M) is isomorphic to the fundamental group
of a hyperbolic manifold (a closed Riemannian manifold of constant curvature −1).
When π1(M) is Gromov hyperbolic, [4] implies that the boundary of π1(M) is home-
omorphic to the 2-sphere. Therefore the Gromov hyperbolic case of Conjecture 6.3
is implied by:

Conjecture 6.4 (Cannon). IfG is a Gromov hyperbolic group and ∂G is homeomor-
phic to the 2-sphere S2, then G admits a discrete, cocompact, isometric action on
hyperbolic 3-space H

3.

By Theorem 5.4 and the converse of Theorem 3.5, it follows readily that Cannon’s
conjecture is equivalent to the following case of Question 6.2:

Conjecture 6.5. IfG is a Gromov hyperbolic group and ∂G is homeomorphic to S2,
then it is quasi-Möbius homeomorphic to the standard 2-sphere.

Although Thurston’s conjecture appears to have been solved by Perelman, Conjec-
ture 6.4 remains very interesting – it is logically independent of the Hyperbolization
Conjecture, and moreover it provides an approach to an old unsolved problem due to
Wall: Is every 3-dimensional Poincaré duality group is a 3-manifold group?

Necessary conditions for uniformization. The uniformization problem above was
discussed in [60], where two necessary conditions were identified. A metric n-sphere
which is quasi-Möbius homeomorphic to the standard n-sphere must be doubling
and linearly locally contractible. Recall that a metric space is doubling if there is a
constant N such that every ball can be covered by at most N balls of half the radius.
We note that if the boundary of a hyperbolic group is homeomorphic to a sphere, then
it satisfies both of these conditions since Ahlfors regular spaces are always doubling,
see Section 3. When n = 1 these two necessary conditions are sufficient:

Theorem 6.6 ([60]). A doubling, linearly locally contractible metric circle is quasi-
Möbius homeomorphic to the standard circle.
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However, when n ≥ 2, the conditions are not sufficient. One can show that R
2

with the homogeneous distance function

d((x1, y1), (x2, y2)) := |x1 − x2| + |y1 − y2| 1
2 (6.3)

is not locally quasi-Möbius homeomorphic to R
2, and it is possible to construct a

doubling linearly locally contractible metric on S2 which is locally isometric to the
metric (6.3) near some point.

Sufficient conditions for uniformization. Motivated by considerations relating an-
alytic properties of a space and the existence of good parametrizations, Semmes made
the following conjecture:

Conjecture 6.7 ([40]). If Z is an Ahlfors 2-regular, linearly locally contractible 2-
sphere, then Z is quasi-Möbius homeomorphic to the standard 2-sphere.

This conjecture was proven in [5]. Recall that the Hausdorff dimension of any
metric space is always greater than or equal to its topological dimension. For linearly
locally contractible 2-spheres, one can strengthen this to the quantitative assertion
that every r-ball has 2-dimensional Hausdorff measure at least comparable to r2, for
r ≤ diam(Z). Thus the Ahlfors 2-regularity condition in the hypothesis of Conjec-
ture 6.7 provides a competing upper bound on the Hausdorff measure; in some sense
this tension is the key to the proof. We remark that this result is optimal in several
respects. First, Semmes had shown in [54] that the analogous assertion is false in
higher dimensions: for every n ≥ 3 there are Ahlfors n-regular, linearly locally con-
tractible metric n-spheres which are not quasi-Möbius homeomorphic to the standard
n-sphere. Also, the conclusion cannot be strengthened to bi-Lipschitz homeomor-
phism, due to examples of Laakso [46]. Finally, the Ahlfors 2-regularity condition
cannot be relaxed to Q-regularity because by using metrics as in (6.3) one can get
examples which are Ahlfors 3-regular.

Nonetheless, one can relax the 2-regularity condition if one imposes a Loewner
condition:

Theorem 6.8 ([5]). If Z is a Q-Loewner metric 2-sphere, then Q = 2 and Z is
quasi-Möbius homeomorphic to the standard 2-sphere.

In particular, as indicated above, Cannon’s conjecture is true for those hyperbolic
groups whose boundary is quasi-Möbius homeomorphic to a Loewner 2-sphere. The
higher dimensional analog of Theorem 6.8 is false, because the Carnot metric on S3

is 4-Loewner but not quasi-Möbius homeomorphic to S3.

Quasi-Möbius characterizations of the 2-sphere. In [5], the proofs of Theorem 6.8
and Conjecture 6.7 invoked a more general necessary and sufficient condition. To for-
mulate this, we require a combinatorial version of modulus, and the related definitions.
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Suppose G is a graph with vertex set V = V (G), and � is a collection of subsets
of V ; in our context, the elements γ ∈ � will be the vertex sets of certain connected
subgraphs of �. A function ρ : V (G) → [0,∞) is �-admissible if for every γ ∈ �,

∑
v∈γ

ρ(v) ≥ 1. (6.4)

If Q ≥ 1, the Q-modulus of � is the infimum of

∑
v∈Vertex(G)

ρQ(v) (6.5)

where ρ ranges over all �-admissible functions.
Pick Q ≥ 1. Now suppose � is a path family in a metric space Z, and U is an

open cover of Z. Then theQ-modulus of � with respect to U, denoted ModQ(�,U),
is defined as follows. We let G(U) be the nerve of the open cover U, which is the
graph with vertex set U whose edges correspond to pairs U,U ′ ∈ U with nonempty
intersection. Then we let �(G) be the collection of subsets of the vertex set V (G) of
the form

{U ∈ U | U ∩ Im γ 	= ∅},
where γ ranges over all paths γ ∈ �. Note that each element of �(G) is the 0-
skeleton of a connected subgraph if G. We then define ModQ(�,U) to be the Q-
modulus of �(G) in G. Finally, if E,F ⊂ Z are subsets, we let ModQ(E, F ; U) :=
ModQ(�(E, F ),U), where �(E, F ) denotes the family of paths joining E to F .

Theorem 6.9 ([5]). LetZ be a doubling, linearly locally contractible metric 2-sphere,
and let {ri} be a sequence of positive numbers converging to 0. For each i, let Vi be
a maximal ri-separated subset of Z, and let

Ui := {B(v, ri)}v∈Vi (6.6)

be the corresponding open ball cover. Then the following conditions are equivalent.

• Z is quasi-Möbius homeomorphic to S
2.

• There is a function ψ : [0,∞) → [0,∞] tending to zero at infinity, and a
number L, such that if E,F ⊂ Z are closed subsets, then

Mod2(E, F ; Ui ) ≤ ψ(�(E, F )) (6.7)

for every i satisfying

min(diam(E), diam(F )) ≥ L ri.

Here �(E,F) denotes the relative distance as before.
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• There is a positive decreasing function φ : [0,∞) → (0,∞) and a numberM
such that if E,F ⊂ Z are continua, then

Mod2(E, F ; Ui ) ≥ φ(�(E, F )), (6.8)

for every i satisfying
dist(E, F ) ≥ M ri.

The theorem says that Z is quasi-Möbius equivalent to the standard 2-sphere
if and only if, for a sequence of combinatorial approximations, the combinatorial
2-modulus behaves as in S

2, i.e. it can be bounded below or above by functions of
relative distance. The idea of the proof is to associate, for each i, a topological trian-
gulation Ti of Z whose 1-skeleton is quasi-isometric to the nerve of Ui (with quasi-
isometry constants independent of i). Then one can apply classical uniformization to
the equilateral polyhedron associated with Ti to produce a map fi : Vi → S

2. The
crux of the argument is to show that the maps fi , when appropriately normalized, are
uniformly quasi-Möbius, and hence subconverge to a quasi-Möbius homeomorphism
by the Arzela–Ascoli theorem.

Other uniformization problems. One may formulate uniformization problems for
spaces other than spheres. The case of Sierpinski carpets is especially interesting,
where there are remarkable uniformization and rigidity results. We refer the reader
to Mario Bonk’s article in these Proceedings for a treatment of this topic.

7. Geometrization

Minimizing Hausdorff dimension. Geometrization – the problem of finding opti-
mal or canonical geometric structures – appears in many contexts in mathematics: for
example, the Yamabe problem (finding conformally equivalent metrics of constant
scalar curvature), Thurston’s Geometrization conjecture for 3-manifolds, Thurston’s
characterization of rational maps, and the Calabi conjecture. For each of these prob-
lems there are cases where there is no solution: theYamabe problem for the “teardrop”
2-orbifold has no solution, and any closed 3-manifold whose prime or torus decom-
position is nontrivial does not admit a Thurston geometry. The goal is to show that
geometrization is always possible unless some alternate structure appears, on which
the failure can be blamed (such as a bad conformal group in the case of the teardrop,
or an essential decomposition in the 3-manifold geometrization problem).

In the metric space context, a natural geometrization problem is to minimize the
Hausdorff dimension in an attempt to optimize shape. This leads to the following
notion, which is a minor variant of a definition of Pansu:

Definition 7.1. The conformal dimension of a metric spaceZ is the infimal Hausdorff
dimension of theAhlfors regular metric spaces quasi-Möbius homeomorphic to it. We
denote this by Confdim(Z).
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Visual metrics on boundaries of hyperbolic groups are Ahlfors regular, so

Confdim(∂G) < ∞
for every hyperbolic group G. Likewise

Confdim(Z) < ∞
for every self-similar space Z. Every Q-Loewner metric space (Definition 4.5), and
more generally Q-regular metric spaces with nontrivial Q-modulus, are solutions
to the geometrization problem, because they minimize Hausdorff dimension in their
quasi-Möbius homeomorphism class:

Theorem 7.2 (Bonk–Tyson, see [37, Theorem 15.10]). Suppose Z is a compact
AhlforsQ-regular metric space which carries a family of nonconstant paths of positive
Q-modulus. Then any metric space quasi-Möbius homeomorphic to Z has positive
Q-dimensional Hausdorff measure, and in particular Q = Confdim(Z).

The following theorem of Keith–Laakso shows that the converse is nearly true:

Theorem 7.3 ([42]). If Z is an Ahlfors Q-regular metric space where

Q = Confdim(Z) > 1,

then some weak tangent ofZ carries a nontrivial curve family of positiveQ-modulus.

Here a weak tangent is a pointed Gromov–Hausdorff limit of a sequence of rescal-
ings of Z, see [42], [6]. If one adds the hypothesis that Z is self-similar, or approx-
imately self-similar like a visual metric on the boundary of a hyperbolic group, then
one can map open subsets of a weak tangent to Z itself, and thereby conclude that Z
itself has a nontrivial curve family of positive Q-modulus. Therefore Theorem 7.2
has a converse in the self-similar case. The idea of the proof of Theorem 7.3 is to
show that if the conclusion of the theorem fails for someQ-regular space Z, then one
can use a construction of Semmes (a “Semmes deformation”) to produce an Ahlfors
regular metric of strictly smaller Hausdorff dimension.

For spaces quasi-Möbius homeomorphic to boundaries of groups, a much stronger
statement holds:

Theorem 7.4 ([6]). If Z is an Ahlfors Q-regular metric space where

Q = Confdim(Z) > 1,

and Z is quasi-Möbius homeomorphic to the boundary of some hyperbolic group G,
then Z is Q-Loewner.

The proof of this theorem uses Theorem 7.3, work of Tyson [61], and a dynamical
argument to show that for a large supply of ball pairs B ⊂ B ′ the pair (B,Z \ B ′) has
Q-modulus bounded away from zero. The main work consists in showing that this
“ball-Loewner” condition implies the usual Loewner property in Definition 4.5.

Theorem 7.4 connects the problem of realizing the conformal dimension with re-
sults such as Theorems 5.6 and 6.8, since one would like to know for which hyperbolic
groups the boundary is quasi-Möbius homeomorphic to a Loewner space.
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Examples where the conformal dimension is (not) realized. Suppose G is an
infinite hyperbolic group and Q = Confdim(∂G) can be realized by an Ahlfors Q-
regular metric. If Q < 1 then one can argue that G must be virtually infinite cyclic.
If Q = 1, then it is not difficult to deduce that ∂G is homeomorphic to a circle, and
hence by [23], [28] it is virtually a surface group. IfQ > 1, then Theorem 7.4 implies
that ∂G is quasi-Möbius homeomorphic to a Loewner space, which implies that it is
connected and has no local cut points. These two conditions are equivalent by [4],
[15], [58], [14] to saying that G does not virtually split over a virtually cyclic group.

Any hyperbolic groupG which splits over a finite group has disconnected bound-
ary, so unlessG is virtually cyclic, the previous paragraph implies that the conformal
dimension of ∂G cannot be realized. A free group of rank at least two is such an
example.

Pansu showed that if one takes two copies of a surface of genus 2 and glues them
along a homotopically nontrivial simple closed curve, the fundamental group of the
resulting 2-complex is a hyperbolic group G where Confdim(∂G) = 1. Since G is
not a virtual surface group, this group provides another example where the conformal
dimension cannot be realized. In the case of self-similar spaces (not arising as bound-
aries of group), it was shown by Laakso that the Sierpinski gasket has conformal
dimension 1, but it cannot be realized.

Much deeper examples were constructed by Bourdon and Pajot [13], [10]. These
are hyperbolic groups which do not virtually split over virtually cyclic groups, and
whose boundaries are not quasi-Möbius homeomorphic to Loewner spaces. These
examples are very intriguing, and have led Marc Bourdon to speculate that the nonex-
istence of Loewner structure implies the presence of fibration-like structure in ∂G
which is invariant under the group of quasisymmetric homeomorphisms.

A further necessary condition for the conformal dimension to be realized. Sup-
pose Z is a compact doubling metric space, and Q > 1. Then Z satisfies the com-
binatorial Q-Loewner property if the following combinatorial analog of (4.6) and
(4.8) holds. There are functions φ : [0,∞) → (0,∞), ψ : [0,∞) → [0,∞] and a
constant λ > 0, with the following properties:

• φ is a positive decreasing function, ψ(t) → 0 as t → ∞, and φ ≤ ψ .

• For every 0 < r ≤ diam(Z), if V is a maximal r-separated net in Z, U is the
corresponding r-ball cover, andE,F ⊂ Z are disjoint nondegenerate continua where
r ≤ λmin(diam(E), diam(F )), then

φ(�(E, F )) ≤ ModQ(E, F ; U) ≤ ψ(�(E, F )), (7.1)

where ModQ(E, F,U) is the combinatorial modulus defined just before Theorem 6.9.

Using arguments from [38], [5] is not hard to see that if Z is aQ-Loewner space,
then Z satisfies the combinatorial Q-Loewner property. Based on current evidence,
the following seems plausible:
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Conjecture 7.5. Suppose Z is a self-similar space, or quasi-Möbius homeomorphic
to the boundary of a hyperbolic group. If Z satisfies the combinatorial Loewner
property, then Z is quasi-Möbius homeomorphic to a Loewner space.

Currently there is no example of a compact doubling space satisfying the combi-
natorial Loewner property, which is known not to be quasi-Möbius homeomorphic to
a Loewner space.

The conjecture is intriguing, because the author has shown that several examples,
including the standard square Sierpinski carpet, the standard Menger sponge (obtained
from the unit cube in R

3), and boundaries of certain hyperbolic Coxeter groups satisfy
the combinatorial Loewner property. Therefore the conjecture would provide new
examples of Loewner spaces.

8. Open problems

We conclude with some open problems. These are questions which seem to be key to
making further progress with the central themes of this article.

Question 8.1. Let Z be the boundary of a hyperbolic group, or more generally an
“approximately self-similar” space. When is the conformal dimension of Z realized?

Question 8.2. SupposeG is a Gromov hyperbolic group. SupposeG does not virtu-
ally split over a virtually cyclic group, or equivalently, that ∂G is connected and has
no local cut points. Is every quasiconformal homeomorphism of ∂G quasi-Möbius?

Question 8.3. Is the standard square Sierpinski carpet quasi-Möbius homeomorphic
to a Loewner space? What is its conformal dimension?

The author and independently [42] have shown that usual metric does not real-
ize the conformal dimension. The author has shown that the square carpet satisfies
the combinatorial Q-Loewner property, where Q is its conformal dimension, see
Section 7.

Question 8.4. IfG is a random hyperbolic group, is the homomorphismG → QI(G)
an isomorphism?

See [24], [41] for discussion of random groups.

Question 8.5. What are the quasi-isometry groups of the Gromov–Thurston exam-
ples [36]?
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Lagrangian submanifolds: from the local model to
the cluster complex

François Lalonde

Abstract. In these notes, I will present collaborative works on Lagrangian submanifolds that
I realised mainly with Octav Cornea (the cluster complex, which naturally leads to a universal
Lagrangian Floer theory), but also, at an earlier stage, with Jean-Claude Sikorav. To cover the
subject in a more complete and adequate way, I will also mention very recent works by Barraud–
Cornea and by Welschinger, closely related to the subject of these notes. The aim of the cluster
machinery is to resolve the well known problem of real codimension 1 bubbling off of disks in
the Gromov–Floer theory; see Fukaya–Oh–Ohta–Ono (especially the two lectures by Oh and
Ono in these proceedings) for a different, earlier, approach.
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1. Introduction

By Weinstein’s theorem, a sufficiently small neighbourhood of any Lagrangian sub-
manifold L ⊂ M of a symplectic manifold is symplectomorphic to a neighbourhood
of the zero section of the cotangent T ∗L of L through a diffeomorphism that sends L

to the zero section. The study of Lagrangian submanifolds, which play a fundamental
role in our understanding of symplectic geometry, therefore breaks down into two
parts:

Local model: study of exact Lagrangian submanifolds in cotangent spaces.

General case: study of Lagrangian submanifolds in general symplectic manifolds.

From a heuristic point of view, these two cases correspond to the following di-
chotomy in studying Lagrangian submanifolds: either we are in a case where “real
bubbling off” of disks is prohibited or not. The former case is much simpler, and
the simplest case in which bubbling off cannot occur is the one of closed embedded
exact Lagrangian submanifolds in cotangent spaces L ⊂ T ∗V where V is any (not
necessarily closed) manifold and where T ∗V is equipped with the exact symplectic
form ω = dλ, with λ the Liouville form on T ∗V . Recall that λ is equal to the form∑

i pidqi in local coordinates where the qi’s are coordinates on V and the pi’s the
coordinates naturally induced on the fibers of the cotangent bundle by the qi’s. A
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submanifold L ⊂ T ∗V is Lagrangian if the restriction of ω to L vanishes identically,
and it is exact if the restriction of λ (which is therefore closed on L) is exact on L.
In a general symplectic manifold (M, ω), the notion of a Lagrangian submanifold is
defined similarly, and the exactness is replaced by the notion of weakly exact meaning
that the restriction of ω to π2(M, L) vanishes. It is obvious, by Stokes’ Theorem,
that an exact Lagrangian submanifold is weakly exact. However, as far as analytic
techniques are concerned, there is not much difference between the two concepts (al-
though the geometry might be quite different). See [10] for the definition of (generic)
almost complex structures J ’s on a symplectic manifold tamed by ω. By definition, for
such J ’s, J -invariant real 2-planes in the tangent space of any symplectic manifold are
ω-positive – thus non-constant J -pseudoholomorphic curves, also called J -curves,
(i.e. those for which the real differential commutes with the complex structure i on
the Riemann surface at the source and the J -structure at the target space) have strictly
positive symplectic area. Real bubbling off is the phenomenon that occurs when a
J -curve with boundaries on a finite set of Lagrangian submanifolds of a symplectic
manifold degenerates to the connected union of a J -curve connecting the same set
of Lagrangian submanifolds and a J -pseudoholomorphic disk with boundary on one
of the submanifolds. Thus real bubbling off can only happen if at least one of the
classes in π2(M, Li), for at least one i, has strictly positive symplectic area. Hence
there is no bubbling off in (weakly) exact Lagrangian submanifolds, which makes the
analytic study much simpler. See [2] for a survey on Lagrangian submanifolds.

2. Exact Lagrangian submanifolds

The most obvious examples of Lagrangian (exact) submanifolds are the graphs, in
T ∗V , of closed (exact) 1-forms defined on V . It turns out that exact Lagrangian
submanifolds behave in a much more rigid way than other Lagrangian submanifolds,
so much that the following statement seems a reasonable (although very strong) con-
jecture:

ConjectureA (see Lalonde–Sikorav [14]). Any closed exact Lagrangian submanifold
of a cotangent space is isotopic, through a Hamiltonian isotopy, to the zero section.

A Hamiltonian isotopy is a very constraining condition: it requires that the isotopy
be Lagrangian at each moment and that the symplectic area of the cylinder spanned
by any non-contractible loop during any time interval in the isotopy be zero. Note
that this conjecture implies that there is no closed exact Lagrangian submanifold in
the cotangent of an open manifold, a fact proved in [14]. Actually, we proved in [14]
that the projection L → V must be surjective in the exact case. This is a consequence
of the following “Property 4” of [14]:

Let K ⊂ V be a closed manifold. Then any closed exact Lagrangian submani-
fold L must intersect the conormal νK of K in the following two cases: (i) K is the
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fiber of a submersion V → B where B is a closed submanifold; (ii) K is homotopic
to a point in V .

Since the conormal of a point q ∈ V is the fiber T ∗
q V at that point, surjectivity

follows from (ii) (see below for a more direct proof). From (i), one may deduce that
any two closed exact Lagrangian submanifolds L0, L1 must intersect in the cotangent
of any homogeneous space V = G/H . Indeed, by fiber product, one easily assigns
to L0, L1 two closed exact Lagrangian submanifolds L′

0, L′
1 of T ∗G with a natural

bijection between L0 ∩ L1 and L′
0 ∩ L′

1. But the latter is in bijection with

(L′
0 × L′

1) ∩ �T ∗G ⊂ T ∗G × T ∗G

or, equivalently, with (L′
0 × −L′

1) ∩ A where A ⊂ T ∗G × T ∗G is the anti-diagonal.
But T ∗G × T ∗G = T ∗(G × G), A is the conormal of �G which is a fiber of the
submersion (g, h) �→ gh−1, so the fact that (L′

0 × −L′
1) ∩ A is not empty is a

consequence of Property 4 (i) above.
Conjecture A has many other consequences, that could happen to be true while the

conjecture itself might turn out to be false. Denoting by L a closed exact Lagrangian
submanifold of T ∗V , here are some of these consequences:

(I) L is diffeomorphic to V .

(II) The Maslov index of L vanishes.

(III) The map induced at the π1-level by the projection L → V is onto.

(IV) The projection L → V has degree ±1.

Except in cotangent spaces of surfaces (n = 2), the first of these consequences
seems out of reach for the moment. Actually, in the case n = 2, many of these
properties have been solved and all of them have been established for the torus.
Indeed, it is not difficult to see that the formula for the number of double points of an
immersed Lagrangian submanifold must be

d2χ(V ) − χ(L)

2

in the orientable case, which implies that the formula χ(L) = d2χ(V ) must hold for
an embedded Lagrangian submanifold (here d is the degree of the projection L → V ).
Hence, in dimension 2, (I) is a consequence of (IV) (a similar formula mod 2 holds in
the non-orientable case as well). It turns out that (IV) was established for T 2 in [14],
and that, for surfaces, the degree L → V was proved to be always non-zero with the
sole exception of an eventual exact degree 0 Lagrangian embedding of the 2-torus in
the cotangent of the 2-sphere, a case ruled out by Viterbo a few years later (see [23])
using Floer techniques (or equivalently techniques related to the cohomology of the
free loop space).

Let me now briefly explain, from [14], how one can prove all of these conse-
quences, except the first one, in the cotangent of the n-torus, starting from the follow-
ing basic results proved by Gromov using pseudoholomorphic curves:



772 François Lalonde

Theorem 1 (Gromov [10]). (1) A closed exact Lagrangian submanifold must intersect
the zero section.

(2) A closed exact Lagrangian submanifold must intersect any submanifold ob-
tained as the image of itself by a Hamiltonian isotopy.

(The second statement in Gromov’s theorem has been pushed much further by
Floer, but this is not relevant at this moment).

We will also use Audin’s conjecture, whose proof has recently been announced by
several authors, stating that any Lagrangian embedding L = T n → R2n has Maslov
number 2 (i.e. there is a loop on L whose Maslov index is 2). Actually, we do not
need such a strong conjecture for our present purposes: any bound, say the one found
by Viterbo in [22], stating that there is a loop with Maslov index in [2, n + 1] for any
such embedding, is enough.

Here is how to prove (III) for a closed exact Lagrangian submanifold L in M =
T ∗T n. First note that the index of π#(π1(L)) in π1(V ) is always finite: otherwise,
denoting by V1 → V the covering corresponding to π#(π1(L)), one could then lift L

to a Lagrangian embedding L1 ⊂ T ∗V1. If the index were infinite, one would then
get a closed exact Lagrangian submanifold in the cotangent of an open manifold. The
image of the projection L1 → V1 would not be surjective. But this is impossible:
indeed, if it were not onto, one could then define a Morse function f on V1 with all of
its critical points outside the subset π(L1) of V1. Translating L1 by a sufficiently large
multiple of df in the fibers of T ∗V1 would produce an exact Lagrangian submanifold
that would no longer intersect the zero section, a contradiction with Theorem 1 (1)
above.

Now let us show that f# : π1(L) → π1(V ) must actually be surjective when V is a
Lie group. This will prove (III) (and therefore (IV) when V is a torus, if we know that L
is also a n-torus). The basic geometric idea is that, if this map were not surjective,
one would get more than one disjoint lifts of the same Lagrangian submanifold in the
cotangent space of some covering V ′ of V corresponding to the subgroup π#(π1(L)) in
π1(V ). But the deck transformations of that covering are induced by translations of the
Lie group, and are therefore isotopic to the identity. Thus the group of automorphisms,
at the cotangent level, of T ∗V ′ → T ∗V , consists of Hamiltonian diffeomorphisms
(this is because the differential of any diffeomorphism φ of a manifold V ′ induces a
symplectic diffeomorphism of T ∗V ′ and one sees easily that this symplectomorphism
is Hamiltonian isotopic to the identity if φ is isotopic to the identity). This shows that
one gets many disjoint exact Lagrangian embeddings of L, all Hamiltonian isotopic
to each other, a contradiction with Theorem 1 (2).

Finally, the second consequence (the vanishing of the Maslov class) for an exact
n-torus in the cotangent of the n-torus is proved using the geometric composition
j 	 i of two Lagrangian embeddings i : L → T ∗V and j : V → (R2n, ω0) given
by extending j to a small neighbourhood of the zero section by Weinstein’s theorem
and then composing after contraction of i in the fibers. The Maslov class formula
is μ(j 	 i) = μ(i) + f ∗(μ(j)) where f is the projection of L on V . One can
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start with the standard embedding j and iterate the construction. By the surjectivity
of f# proved above, one deduces that f ∗ : H 1(V , Z) → H 1(L, Z) is a bijection,
which gives enough control to exceed any bound imposed by Audin’s conjecture or
by Viterbo’s theorem if μ(i) does not vanish and if we iterate that construction a
sufficient number of times (see [14] for more detail).

Using the Lagrangian surgery introduced in [14], and developed shortly afterwards
by L. Polterovich, it was easy to say exactly in [14] which surfaces can be embedded in
the cotangent of any surface (orientable or not), with the sole exception of an eventual
local embedding of the Klein bottle, a difficult and classical problem whose solution
has recently been explored by various methods, especially the ones of symplectic field
theory.

2.1. Methods of symplectic field theory. There are, currently, two promising ways
of establishing (some of) the above consequences (I)–(IV). The first one is symplectic
field theory. The best results obtained so far are in real dimension 4 (cotangent of
surfaces):

Let V be either the 2-sphere or the 2-torus. Then any closed orientable exact
Lagrangian submanifold L in T ∗V is Hamiltonian isotopic to the zero section.

To prove this, note that by Lalonde–Sikorav [14] and Viterbo [23] above, the
degree cannot be zero which means, by the double point formula, that χ(L) = χ(V );
moreover, in the case V = S2, the same formula implies that the degree is 1 while in the
case V = T 2, this is Consequence (IV) proved above for tori. Thus L is diffeomorphic
to V and is homologous to the zero section. On the other hand, building on a result
by Eliashberg–Polterovich [7], Hind (preprint “Lagrangian unknottedness in Stein
surfaces” based on [11]) and A. Ivrii [13] showed, using methods of SFT, that such
a surface is Lagrangian isotopic to the zero section; since we have proved above that
the projection in the torus case induces an isomorphism at the H 1( · ; R)-level, one
may change the isotopy at each time by translating by the graph of an appropriate
closed one-form in order to make the isotopy exact, which proves the statement. See
the article by Eliashberg in these Proceedings for more on SFT.

2.2. A natural more algebraic approach. The second promising approach is im-
plicit in the methods of [14]: one very simple idea that inspired the results of that
paper is that if the projection L → V is a covering (without singularities), then the
degree must be ±1. The reason is that, if |d| were larger than 1, the differences x − y

between all pairs of distinct points x, y ∈ L ∩ T ∗
q V would form an exact Lagrangian

submanifold D(L) of T ∗V and the resulting submanifold would not meet the zero
section, a contradiction. Unfortunately, this simple argument breaks down when sin-
gularities of the projection L → V occur, because some differences may vanish at
a singularity. However, this is a frustrating problem since one should recognize the
right pairs. A natural way to do this is to replace the difference of pairs by pseudo-
holomorphic strips joining pairs of such points, with one boundary on L and the other
on the fiber. What is needed is to update the paper [14] by replacing Gromov’s theory
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by Floer’s theory. Such an approach has been suggested by Fukaya for tori (private
communication, Ringberg, 1997) and there is some hope that it will eventually lead
to proofs of some of the consequences (II), (III) or (IV).

3. The cluster complex

The most useful algebraic tool for studying Lagrangian submanifolds in general sym-
plectic manifolds is Floer homology. The goal is to assign to a pair L0, L1 of La-
grangian submanifolds a homology FH∗(L0, L1) invariant under Hamiltonian de-
formations of any of the Li (thus it would also assign an invariant to a single L by
taking L and any of its images by a Hamiltonian isotopy). Assuming L0, L1 closed
and meeting each other transversally, the complex is generated over Q by the finite set
I = L0 ∩ L1 and the differential is given by da = ∑

b∈I,λ Card(M(a, b, λ; J ))beλ

where λ keeps track of the homotopy class of strips joining a to b (parametrised say
by the closed unit disk with two point p−, p+ removed, such that the lower boundary
be sent to L0, the upper one to L1, and so that the map converge to a at p− and to b

at p+) and where M(a, b, λ; J ) is the moduli space of J -holomorphic strips joining a

to b, with finite symplectic area, in the class λ, after quotient by the real 1-dimensional
group of reparametrizations. The cardinality is taking over Q and is declared to be
zero whenever the expected dimension of M(a, b, λ; J ) is different from 0.

It is well known that this scheme does not work in general because d2 is not always
zero. The obstruction occurs when there is real bubbling off either on L0 or on L1.
The reason is that the way to prove that d2a vanishes follows the same argument as
in ordinary Morse homology: an element in d2a corresponds to two strips u1 from a

to b, and u2 from b to c, each one belonging to a moduli space of dimension zero.
The J -holomorphic surgery at b removes the singularity at b and exhibits the broken
configuration (u1, u2) as the boundary of a real one-dimensional moduli space of
strips u joining a to c. As this manifold M is compact, it must have another end: if
that end is of the form (u′

1, u
′
2) joining a to c through b′, one sees that this cancels

out the term ceλ in d2a. However, unfortunately, M might have an end of a different
nature if its one-parameter family of strips degenerates to a configuration made from
one strip joining a to c in class λ − τ and one J -holomorphic disk with boundary on
either of the Li in class τ , and meeting the strip at one of its boundary points on Li

(which, generically, can be assumed to be distinct from a and c). In this case, the
resulting broken configuration does not correspond anymore to an element of d2a and
the classical cancellation argument breaks down.

With Octav Cornea, we have recently proposed in [5] a solution to overcome this
problem by introducing a broader algebra and larger moduli spaces, large enough so
that the above undesirable broken configurations be realised as interior points in those
larger moduli spaces. In order to carry out this programme, the first step consists in
defining, for each of the Li separately, a new complex, the cluster complex of Li ,
leading to a well-defined homology assigned to each Lagrangian submanifold; the
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second step consists in using these complexes as coefficient rings to define a universal
Floer homology, that we called the Fine Floer homology of the pair (L0, L1). From an
algebraic point of view, the cluster complex has similarities with Chekanov’s contact
homology. From the perspective of the objectives, there are obvious similarities
with the Fukaya–Oh–Ohta–Ono [8] approach – they introduced a universal object
attached to each Lagrangian submanifold using an A∞-approach and employed it
as a coefficient ring; however our approach is based on a different geometric idea,
leading to different moduli spaces and the relations between the cluster and the FOOO
settings are still unclear.

Here is a description of the cluster homology, the Fine Floer homologies, and
some of their applications.

We shall assume here that all Lagrangian submanifolds are compact, connected,
orientable, and relative spin (recall that a Lagrangian submanifold L ⊂ (M, ω) is rela-
tive spin if the second Stiefel–Whitney class of L admits an extension to H 2(M; Z/2);
a set of Lagrangian submanifolds is relative spin if their second Stiefel–Whitney
classes admit a common extension to H 2(M; Z/2)). In the notation L for a La-
grangian submanifold we always implicitly include the choices of an orientation and
of a relative spin structure (the same applies for a set of such submanifolds) as de-
scribed in [8]. The ambient symplectic manifold (M2n, ω) is supposed to be compact
or, if not, it should be geometrically bounded, so that no sequence of J -curves with
boundary lying on a set of compact Lagrangian submanifolds L1, . . . , L
 ⊂ M can
escape to infinity. In fact, the Lagrangian submanifolds need not all be compact, as
long as the above control on sequences of J -curves is ensured.

The cluster complex is associated to a triple formed of (1) a Lagrangian embedding
Ln ↪→ (M, ω), equipped with a choice of an orientation and of a relative spin structure,
(2) a generic almost complex structure J on M compatible with the symplectic form ω,
and (3) a pair (f, g) with f : L → R a Morse function and g a Riemannian metric
on L so that (f, g) is Morse–Smale. The two conditions implicit in the notation L

(i.e. the orientation and the relative spin structure) are needed to orient the clustered
moduli spaces – to be roughly described below – in a coherent way.

This complex is denoted by C
 ∗(L; J, (f, g)) and, with Crit(f ) denoting the set
of critical points of f , we set

C
 ∗(L; J, (f, g)) = (SQ〈s−1 Crit(f )〉 ⊗ �)∧∗

where s−1 Crit(f ) indicates that the natural index grading of Crit(f ) is decreased by
one unit, SV is the free, graded commutative algebra over the graded vector space V

(as usual, the sign commutativity rule is ab = (−1)|a||b|ba for any two elements
a, b ∈ V ), � is the rational group ring of the quotient π2(M, L)/ ∼ where the
equivalence relation ∼ is given by λ ∼ τ iff ω(λ) = ω(τ) and μ(λ) = μ(τ), where ω

and μ are the area and Maslov classes respectively. We write the elements of � in the
form of finite sums

∑
i cie

λi , ci ∈ Q. The grading in � is given by |eλ| = −μ(λ) for
λ ∈ π2(M, L)/ ∼. With this convention, the grading of the cluster complex is given
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by the usual tensor product formula. Thus for xi ∈ Crit(f ), we have

|xi | = indf (xi) − 1, |x1 . . . xke
λ| =

k∑
i=1

|xi | − μ(λ).

Finally, we describe the completion ∧. An element m ∈ C
 (L; J, (f, g)) can be
written as a possibly infinite sum

m = m0 + m1e
λ1 + · · · + mie

λi + · · ·
where mi are monomials in the elements of Crit(f ) but, if this sum is infinite, then any
infinite subsequence with ω(λi) bounded above, must have its corresponding word
length sequence converging to infinity. Conversely, any formal sum verifying this
condition belongs to the cluster complex.

We now give a rough idea of the construction of the cluster differential. The
generic data J, (f, g) on L being given, fix an order on the critical points of f .
Choose any integer k ≥ 0, any x ∈ Crit(f ), any non-decreasing sequence of critical
points x1, . . . , xk , and λ ∈ π2(M, L)/ ∼, with the constraint that the zero class λ = 0
is allowed only when k equals 1. The cluster differential

d : (SQ〈s−1 Crit(f )〉 ⊗ �)∧∗ → (SQ〈s−1 Crit(f )〉 ⊗ �)∧∗−1

is the unique commutative, graded differential algebra extension of

dx =
∑
λ,k≥0

x1,...,xk

ax
x1,...,xk

(λ)x1 . . . xke
λ, (1)

where x, x1, . . . , xk ∈ Crit(f ) have the property that (x1, . . . , xk) respects the fixed
order on Crit(f ), |x|−∑

i |xi |+μ(λ)− 1 = 0 and the coefficients ax
x1,...,xk

(λ) count
with signs the number of elements in the clustered moduli spaces

νMx
x1,...,xk

(λ)

(due to the possible presence of multi-sections this number will belong in fact to Q).
A rigorous description of the clustered moduli spaces appears in [5]. The main

idea in their definition is simple: consider a one parametric family of J -disks of
class λ and assume that the bubbling off of a J -disk of class λ′ occurs in this family.
The “bubbled configuration” formed by two touching J -disks in classes λ′′ = λ − λ′
and λ′ can of course be viewed as the limit of this bubbling off, but it can also be
considered as the limit of a one parametric family of two J -disks in the same classes
λ′′ = λ − λ′ and λ′ joined by a negative gradient flowline of f whose length tends
to 0. By gluing these two one-parameter moduli spaces at their common limit, the
above bubbled configuration becomes an interior point of the larger clustered moduli
space.
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By pursuing systematically this idea together with the usual description of sta-
ble maps (as, for example, in McDuff–Salamon [15]) we obtain moduli spaces of
configurations modelled on oriented trees with edges of non-negative length so that
each vertex corresponds to a J -disk (or sphere), and each edge corresponds to a
negative flow line of f joining incidence points situated on the boundaries of the
disks whose corresponding vertices are related by that edge. Moreover, to define
νMx

x1,...,xk
(λ), such a configuration is supposed to also carry k + 1 additional marked

points z, z1, . . . , zk so that z belongs to the boundary of the root disk (which corre-
sponds to the root vertex of the tree) and the zi’s belong to the boundaries of some of
the disks involved so that z is in the unstable manifold of the critical point x and zi is
in the stable manifold of xi ; the sum of the classes of the disks and spheres involved
has to be λ. There are, of course, appropriate stability conditions and, to insure a
reasonable structure for these moduli spaces, we need to use a system ν of pertur-
bations of the pseudoholomorphic equation. The role of ghost disks (for which the
corresponding J -disk is constant) is particularly important as they allow to deal not
only with the transversality issues due to multiple coverings but also with the crossing
of some of the incidence or marked points.

The dimension of νMx
x1,...,xk

(λ) equals

|x| −
k∑

i=1

|xi | + μ(λ) − 1. (2)

These moduli spaces admit natural compactifications νMx
x1,...,xk

(λ). To describe
its properties, introduce the notation S for a partially ordered set of critical points (in
which repetitions are allowed) which, of course, can be identified with a unique non-
decreasing sequence of points. If S′, S′′ are two such ordered subsets, we will denote
by 〈S′ ∪ S′′〉 the partially ordered subset made of the elements in S′ ∪ S′′. Letting S

be the ordered set {x1, . . . , xk}, for those moduli spaces of dimension 1 (which are,
in fact, branched 1-dimensional manifolds with rational weights) we have:

∂(νMx
S(λ)) =

⋃
S=〈S′∪S′′〉
y, λ′+λ′′=λ

(νMx
〈S′,y〉(λ

′)) × (νM
y

S′′(λ′′)). (3)

Here ∂ represents the top dimensional stratum of the boundary, the summation is taken
over all y ∈ Crit(f ), all partitions of S into two subsets S′, S′′, all splittings of λ as
sum of two classes λ′, λ′′ and all the ways to insert y in S′ so as to get 〈S′, y〉 (this is
relevant if y is already present in S′; the number of these ways is 
 + 1 where 
 is the
number of appearances of y in S′, and corresponds geometrically to the choices of
Morse gluings at y). We also assume here that the set S does not contain a repetition
of a critical point of odd degree. This ensures that νMx

S(λ) admits an orientation and
the above formula is verified by taking into account orientations with certain signs
affecting the terms on the right hand side, while the orientation on the left side is, of
course, the one induced on the boundary.
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By Gromov’s compactness theorem, only a finite number of the moduli spaces
appearing on the right hand side of the last equation are non-empty.

This equation implies that the square of the cluster differential, as defined above,
vanishes so that we deduce the first part of the following result:

Theorem 2. The map d satisfies d2 = 0. The resulting homology C
 H∗(L) does not
depend, up to isomorphism, on the choices of (f, g), J and ν.

Notice that this statement implies that C
 H∗(L) � C
 H∗(φ(L)) for any sym-
plectic diffeomorphism φ : M → M .

Due to the commutative DGA setting, proving the invariance part of this statement
is more delicate than just the usual Floer type construction for comparison morphisms.
Although the comparison morphism itself between two sets of auxiliary data is defined
much as in the classical way, we need a spectral sequence argument to prove that it
does induce an isomorphism on homology. Since this spectral sequence plays an
important role in the theory, here is its description.

Denote by εD the infimum of
∫
D2 u∗ω over the set of maps u : (D2, S1) → (M, L)

which are Jt -holomorphic for some t in a compact set (for instance the set of Jt ’s in
a one-parameter family joining the two auxiliary data J and J ′) and non-constant.
This number is strictly positive and we use it to define the weight of a monomial
w(x1 . . . xke

λ) = k + 2ω(λ)
εD

. Then consider the following word-area filtration of the
cluster complex C
 (L; J, (f, g)):

F
C
 (f ) = Q〈m = x1x2 . . . xke
λ | w(m) ≥ 
〉.

Notice that the cluster differential preserves this filtration. Ifm ∈ C
 (L; J, (f, g))

is a monomial, then we may write dm = d0m+∑
i mi with d0 the Morse differential

and the mi are monomials with w(mi) ≥ w(m) + 1.
The spectral sequence Er(f ) associated to the filtration F
C
 (f ) is the word-

area spectral sequence. The total vector space of the term E1(f ) is isomorphic to
(S(s−1H∗(L; Q)) ⊗ �)∧ because the 0-order differential in the spectral sequence
coincides with the Morse differential. It is this spectral sequence that enables us to
establish the invariance of the cluster homology.

Remark 3.1. Note that, if the minimal Maslov number of L is at least 2, one may
define a simpler version of the cluster complex defined on Q〈Crit(f )〉 instead of its
graded symmetric algebra, with the same Novikov ring, in which the differential is
defined by counting only linear cluster trees joining two critical points, i.e. strings
of gradient flowlines and J -holomorphic discs starting at x and ending at y. In this
case, the word-area spectral sequence boils down to Oh’s spectral sequence [18] that
was especially useful in recent works of Biran.

Remark 3.2. a. A critical point y of index 0 can never appear as end in a 0-dimen-
sional, non-empty moduli space of type

νMx
...,y,...(λ)
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(except for usual Morse flow lines). This is because, if there were a negative gradient
flowline from a non-constant loop in L to a local minimum, there would be a one-
parameter family of these (in our construction all J -spheres that might appear are
attached to some non-trivial J -disk which means that we may indeed assume the loop
in question to be non-constant). Similarly, for such a moduli space, x cannot be a
local maximum.

b. An element in the cluster complex, τ ∈ C
 (L; J, (f, g)), is written as a sum
τ = ∑

λ(a(λ) + m(λ))eλ where a(λ) ∈ Q and m(λ) is a sum of words (in the letters
consisting of the critical points of f ) of length at least one. We call each of the terms
a(λ)eλ with a(λ) �= 0 a free term of τ . If there is a critical point x of f whose
differential contains at least one free term, we say that the complex has free terms.
Further, if the Morse index of x above is larger or equal to 1, we say that the cluster
complex has high free terms. Notice that, due to the fact that μ(λ) is even, if a critical
point x verifies dx = a0e

λ + · · · , a0 �= 0, then indf (x) is even. Moreover, in view
of point a., indf (x) �= dim(L).

c. It is not difficult to verify that if the cluster complex is acyclic, i.e. C
 H∗(L)= 0,
then the cluster has free terms. If the cluster complex C
 (L; J, (f, g)) has high free
terms, then there are, moreover, some J -disks with Maslov index ≤ 0.

Example 3.3. If S1 is a circle in C we have

C
 H∗(S1) = 0.

Indeed, take on S1 the perfect Morse function with one minimum m and one maxi-
mum M . There exists one pseudoholomorphic disk passing through m, of Maslov in-
dex 2, with a class in � that we will denote by λ0. For the maximum, we have dM = 0.
The differential of the minimum can be seen to be given by dm = (1 + M + s)eλ0

where s is a polynomial in M without constant or linear terms. This implies the claim
because in our ring we may then find a series Q so that Q(1 + M + s) = 1 which
means d(Qme−λ0) = 1 (and of course, the cluster homology vanishes identically
iff 1 is a boundary).

Example 3.4. In the absence of bubbling (for example if ω|π2(M,L) = 0), then

C
 H∗(L; J, (f, g)) � S((s−1H∗(L; Q)) ⊗ �)∧.

This happens because in this case the only component of the cluster differential is
provided by the usual Morse differential.

4. Fine Floer homology

The purpose of this paragraph is to introduce the fine Floer homology, denoted
IFH∗(−), which was announced earlier in these notes.
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4.1. Coefficient ring and moduli spaces. To define the fine Floer complex

IFC(L0, L1, η; J, (f0, g0), (f1, g1))

we first recall that the choices of orientations and of a relative spin structure for L0,
L1 have been made and are included in the notation L0, L1. Besides this, we need
auxiliary data as follows. First, as before, we need an almost complex structure J ,
Morse–Smale pairs (fi, gi) on Li and coherent choices of perturbations. We also
assume the fi in generic position with respect to the intersection points L0 ∩L1 in the
sense that these intersection points are included in the unstable manifolds of critical
points of index 0 of fi . We denote by � = {α : [0, 1] → M : α(i) ∈ Li, i = 0, 1} the
space of continuous paths from L0 to L1. Here, η is an element in � – its choice means
that we fix a basepoint for this space. We denote by �η the connected component
of � which contains η. We denote by I (L0, L1) the intersection points between L0
and L1 and we let Iη be those intersection points which, viewed as constant paths,
belong to �η. The generators of the fine Floer complex will be precisely the elements
of Iη. Up to a shift in degrees, the resulting fine Floer homology will only depend
on L0, L1, the connected component of η and the choice of orientations and relative
spin structures of L0, L1.

To continue the construction, note that there are two group morphisms

ω : π1�η → R, μ : π1�η → Z,

the first given by integration of ω and the second, a Maslov index type morphism,
obtained in the usual way as in Robbin–Salamon [20].

We now define

R = (SQ〈s−1(Crit(f0) ∪ Crit(f1))〉 ⊗ �̄)∧ (4)

where �̄ is the rational group ring of � = Im(ω × μ); the completion is as in the
case of the cluster complex except that we take into consideration both critical points
of f0 and of f1.

Notice that there are injective group morphisms φi : π2(M, Li)/ ∼ → � which
are obtained by first assuming that η joins the base points in L0 and L1 and then
viewing a disk with boundary in, say, L0 as a cylinder whose end on L1 is constant.
Therefore, if we denote by �i the group ring of π2(M, Li)/∼, we have injective ring
morphisms φi : �i → �̄. Thus, R is isomorphic to the obvious completion of

C
 (L0; J, (f0, g0)) ⊗ C
 (L1; J, (f1, g1)) ⊗�0⊗�1 �̄.

4.2. The fine Floer complex. This is the free differential graded module over R
given by

IFC(L0, L1, η; J, (f0, g0), (f1, g1)) = (R ⊗ Q〈Iη〉, dF ).
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The grading of the elements in Iη is obtained as follows: we consider lifts a ∈ �̃η

of the points a ∈ Iη ⊂ �η where �̃η is the regular covering of �η associated to �

(here, as usual, the last inclusion means that we view intersection points as constant
paths) and we define |a| = μ(a). This grading depends on the choices of the lifts,
but different choices produce isomorphic complexes.

We now describe the differential dF . We order the critical points in Crit(fi). The
differential dF verifies the Leibniz formula and for an element a ∈ Iη it is of the form:

dF a =
∑

λ, b, k≥0, l≥0
(x1,...,xk ,y1...,yl )

wa
x1,...,xk,y1,...,yl;b(λ) x1 . . . xky1 . . . ylbeλ

where the xi’s belong to Crit(f0), the yj ’s to Crit(f1), they respect the order, λ ∈ �,
and finally b ∈ Iη.

The coefficients wa
x1,...,xk,y1,...,yl;b(λ) ∈ Q count the number of elements in certain

0-dimensional moduli spaces Wa
x1,...,xk,y1,...,yl;b(λ) (again after perturbation). These

moduli spaces are defined in a way similar to the M...(λ)’s of §3. The starting point
consists again of trees as in §3 but the root vertex of the tree no longer corresponds
to a J -disk but rather to a J -strip (as in the usual Floer theory) which relates the two
intersection points a, b ∈ Iη. Except for codimension two phenomena, all of the other
vertices correspond to pseudoholomorphic disks with boundaries on one of the Li’s.
Moreover, the gradient flows appearing in the construction correspond to one of the
two functions fi . In short, the elements of these moduli spaces are cluster trees on L0
and L1 that originate at finite points of the root strip. There may be finitely many such
clusters attached to the boundary of the strip. These objects are called cluster-strips.
It is easy to see how to associate a class λ ∈ � to such an object.

For generic choices of J , (fi, gi) and after perturbation, the dimension of the
moduli space Wa

x1,...,xk,y1,...,yl;b(λ) is:

|a| − |b| −
∑

|xi | −
∑

|yj | + μ(λ) − 1.

For one-dimensional moduli spaces, there is a formula analogous to (3). As a conse-
quence, we have:

Theorem 3. With the notation above, we have d2
F = 0. The resulting homology is

called the fine Floer homology, IFH∗(L0, L1, η). Up to isomorphism (and a possible
shift in degrees) it does not depend on the choices made in its construction and if
φ : M → M is a Hamiltonian diffeomorphism, then we have isomorphisms

IFH(L0, L1, η) � IFH(φ(L0), L1, η
′)

where η′ corresponds to η via the Hamiltonian diffeomorphism.

Verifying d2
F = 0 is less immediate than for the cluster differential because,

besides the usual breaking of clusters and of strips, there is a third potential way for
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boundary points to emerge: they correspond to some cluster tree attached to a strip
at some moving point p which “slides” along the boundary of the strip to one of
the ends of the strip. There are two reasons that make these boundary components
disappear, one is purely algebraic and is a cancellation resulting from our graded
commutative setting and the other one is analytic and consists in the fact that (as
remarked by Oh [16]) the usual gluing argument applies (under generic conditions)
to a J -disk passing (transversally) through a and to a itself viewed as a constant
strip and produces a non-constant strip with the two ends at a. In contrast with [16],
our cancellation argument applies without any hypothesis of symmetry between L0
and L1.

4.3. Symmetrization. A particular variant of the construction of the fine Floer ho-
mology is useful in applications. To describe it, assume that L0 equals L1 (we denote
both Lagrangian submanifolds by L), and consider a generic time-dependent Hamil-
tonian Ht∈[0,1], with Hamiltonian flow φt∈[0,1], and a generic family of compatible
almost complex structures Jt∈[0,1]. Take as generators of the complex the trajectories
IH
η of φt starting at time 0 and ending at time 1 on L. We may choose the generic

family Jt∈[0,1] so that J0 = J1 (we will denote this almost complex structure by J ).
The symmetric fine Floer complex appears in this setting by additionally choosing

the pair (f0, g0) equal to the pair (f1, g1) (we denote both pairs by (f, g)). Since we
have a differential graded algebra multiplication map:

C
 (L; J, (f, g)) ⊗ C
 (L; J, (f, g)) → C
 (L; J, (f, g))

and because J0 = J1 = J , we may replace the ring

R = (C
 (L0; J0, (f0, g0)) ⊗ C
 (L1; J1, (f1, g1)) ⊗ �̄)∧

which appears naturally in the definition of the fine Floer complex by the ring R̂ =
(C
 (L; J, (f, g)) ⊗� �̄)∧. To define a differential on

R̂ ⊗ Q〈IH
η 〉

we use moduli spaces consisting of configurations in which the root pseudoholo-
morphic strip is replaced by a semi-cylinder satisfying the usual (J, H)-Floer type
equation, with its two ends coinciding with trajectories γ , γ ′ and the two side bound-
aries lying on L.

We denote by (ÎFC(L; H, J, (f, g)), d
F̂
) this symmetric fine Floer homology. If

no additional notation appears the path η used in this case is just the constant path.
This homology has the same type of invariance properties as the non-symmetric

version and, moreover, it is independent of the choice of (H, J, (f, g)) as long as it
remains generic.

The advantage of this construction is that it relates directly to the cluster complex
as we shall see in the following.
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4.3.1. A little algebra. Consider a commutative, differential graded algebra of the
form A = (SV, d) with V a rational vector space. Write the elements of the SV -
module SV ⊗ V in the form

x1 . . . xk ⊗ v = x1 . . . xkv

where v, xi ∈ V . Define the linear map

α : SV → SV ⊗ V

by letting α(v) = v, α(1) = 0 where 1 is the unit in SV and extending this map by
the formula

α(ab) = aα(b) + (−1)|a||b|bα(a).

Induction on the length of words easily shows that this map is well defined and
that the formula above is verified for all homogeneous monomials a, b. Explicitly,
we have

α(x1 . . . xk) =
∑

i

(−1)σi x1 . . . x̂i . . . xkxi

where σi is the product of the degree of xi with the sum of the degrees of the xj , j > i.
Define the map d on SV ⊗ V as the unique (SV, d)-module extension of

dv = α(dv)

which verifies the standard graded Leibniz rule.
One easily checks that d so defined is a differential and that α is a chain map.

Denote by
Ã = (SV ⊗ V, d)

the A-differential module constructed in this way.

4.3.2. String-strip symmetrization. We return to our geometric setting. The alge-
braic construction above appears in the next proposition.

Proposition 4.1. The symmetric fine Floer homology verifies:

s−1ÎFH∗(L) � H∗(C̃
 (L; J, (f, g))).

This isomorphism is proved in two steps. First, a chain complex C is constructed
by using, instead of root semi-cylinders, (J, h)-linear clusters: they consist of pairs
of critical points of the additional Morse function h related via a linear sequence of
negative flow lines of h and J -disks. Of course, there are still f -clusters attached to
this linear cluster. This construction is possible even when f = h and in that case
the resulting complex is precisely (the suspension of) C̃
 (L). The second step is to
define a Piunikin–Salamon–Schwarz [19] map that relates the complexes ÎFC∗(L, H)

and C and prove that it induces an isomorphism in homology.
An immediate corollary of this proposition gives the description of the symmetric

fine Floer homology if no bubbling is present.
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Corollary 4.2. If ω|π2(M,L) = 0 then

ÎFH∗(L) � (S(s−1H∗(L; Q)) ⊗ �)∧ ⊗ H∗(L; Q).

Clearly, if a Lagrangian is displaceable, then both the fine Floer homology and its
symmetric version vanish.

5. Applications of cluster homology

We will describe three consequences of the cluster theory developed with Cornea.

5.1. The Gromov–Sikorav problem. As a first consequence, we analyze a plausible
conjecture going back to Gromov’s original paper [10] on pseudoholomorphic curves,
stated orally by Sikorav in the late eighties in the following way: given any compact
Lagrangian submanifold of Cn, there is a holomorphic disk passing through each
point of L.

Corollary 5.1. Let L ⊂ M be a compact, orientable, relative spin Lagrangian sub-
manifold of any symplectic manifold M . Assume that ÎFH∗(L) = 0 ( for example if
L is displaceable by a Hamiltonian isotopy). Then, for any generic almost complex
structure J compatible with the symplectic form, one of the following holds:

i. There are J -holomorphic disks with boundary on L passing through a dense
subset of points of L.

ii. The cluster complex C
 (L, J, f ) has high free terms for some Morse function
f with a single local minimum and a single local maximum (in particular, there
are J -disks of non-positive Maslov index).

Proof. Assume that for any Morse function with a single local minimum and local
maximum, the associated cluster complex does not have high free terms. Fix such a
function f and denote its minimum by m. By Proposition 4.1, s−1ÎFH∗(L) is iso-
morphic to H∗(C̃
 (L, J ; (f, g))), which means that H∗(C̃
 (L, J ; (f, g))) vanishes.
Notice that if dm �= 0, then we also have dm �= 0 in the cluster complex. Assume
now that

m ∈ C̃
 (L, J ; (f, g))

is a cycle. Using Remark 3.2, we see that m can be a boundary only if C
 (−) has free
terms: indeed, by this remark, the only possible primitive of m must have the form
τm where τ is a primitive of the unit 1 in the cluster complex. This means that there
is a free term in some dx for some x ∈ Crit(f ). Once again by Remark 3.2, the index
of this x cannot be n and it cannot be strictly between 0 and n by our assumption.
Therefore, x = m and dm �= 0.

The fact that dm is different from 0 means that there exists a non-empty moduli
space νMm

x1,...,xk
(λ) of dimension 0. But for a cluster tree to originate at the minimum
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m, the root disk must go through m. As we may use a different function f to place m

in any generic point in L, this implies the claim. �

The dichotomy in the statement of the previous corollary can be sometimes re-
solved by homological restrictions.

Corollary 5.2. Suppose that L is orientable, relative spin and that H2k(L; Q) = 0
for 2k �∈ {0, dim(L)}. If ÎFH∗(L) = 0, then L verifies (i) of Corollary 5.1 above.

Example 5.3. The homological restriction in the corollary above is serious but, still,
there are many examples of such manifolds: S1 × Sn−1 and its connected sums with
itself perhaps provide the simplest examples.

Using symmetrization, we can improve these results in the displaceable case by
bounding from above the area of the disks detected in terms of the displacing energy.
This upper bound and Gromov’s compactness theorem then imply:

Corollary 5.4. Suppose that the relative spin, orientable Lagrangian submanifold L

is displaceable by a Hamiltonian isotopy and let E(L) be its Hofer displacement
energy. Any ω-tame almost complex structure J has the property that one of the
following is true:

i. For any point x ∈ L there exists a J -holomorphic disk of symplectic area at
most E(L) whose boundary rests on L and which passes through x.

ii. There exists a J -disk of Maslov index at most

2 − min{2k ∈ N\{0, dim(L)} : H2k(L; Q) �= 0}
and of symplectic area at most E(L).

For a Lagrangian submanifold L ⊂ (M, ω), define, as in Barraud–Cornea [4], its
real, or relative, Gromov radius as the supremum r(L) of the positive constants r so

that there is a symplectic embedding of the standard ball (B(r), ω0)
e

↪→ (M, ω) with
the property that e−1(L) = Rn ∩ B(r). Define its real Gromov capacity cG(L) as
πr2(L)/2.

Corollary 5.5. If an orientable, relatively spin Lagrangian with H2k(L; Q) = 0 for
2k �∈ {0, dim(L)} is displaceable, then

E(L) ≥ cG(L).

Actually, Barraud–Cornea [4] introduced an even more relative notion of Gromov
capacity: if L0, L1 are two Lagrangian submanifolds, one may define

cG(L0, L1) = πr(L0, L1)
2/2

where r(L0, L1) is the supremum of the radii of symplectic balls, disjoint from L1,
whose real parts rest on L0. They show in [4] that, if L1 is the Hamiltonian image
of L0, and assuming that we are in a case where real bubbling off does not occur, an
analogous energy–capacity inequality holds: E ≥ cG(L0, L1) where E is the Hofer
energy of the pair (L0, L1).
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5.2. Constraints on Maslov indices. The cluster complex setting provides straight-
forward proofs of various constraints regarding Maslov indices of Lagrangian sub-
manifolds. See the section on applications in [5]. However, it has not yet provided
a proof of the Audin conjecture, except in dimension 2. Such an application is still
premature before the algebraic operations on cluster homology have been well under-
stood.

5.3. Detection of periodic orbits. In the presence of an orientable relative spin pair
of Lagrangian submanifolds L, L′, we show that, by replacing in the definition of the
clustered moduli spaces one (and only one) of the J -disks by a pseudoholomorphic
cylinder with one boundary on L and the other boundary on L′, one can construct a
chain map:

cyl : C
 (L) → C
 (L) ⊗ C
 (L′) ⊗ ��0

where ��0 is an appropriate Novikov ring.
This map induces a morphism in homology whose non-triviality is used to detect

the existence of non-constant periodic orbits of Hamiltonian diffeomorphisms that
separate L from L′. These results, obtained in [5], generalize those in [9]. When L

and L′ are disjoint sections in a cotangent bundle, the non-triviality is easy to detect.
But, in a general symplectic manifold, such a non-triviality could be detected by
making use of a specific Hamiltonian H that does have periodic orbits in the prescribed
classes, and using the Albers map from the symplectic Floer (or Floer–Novikov)
homology of the ambient space (using H ) to each of the cluster homologies of L

and L′. The gluing of the two half cylinders at each of the orbits of H would then,
plausibly, provide a non-trivial realisation of the above morphism, that could then be
applied to prove the existence of orbits of any other separating Hamiltonian.

5.4. Concluding remarks on cluster homology. What remains to be done on the
cluster theory is: (1) to establish the analysis of its moduli spaces on a solid ground, and
(2) make it computable in non-trivial examples. Although (1) has not been entirely
written down at the time of submitting these notes, it seems very likely that the
transversalities issues fit very well in the Hofer–Wysocki–Zehnder polyfold setting
so that, hopefully, (1) will be accomplished shortly after the HWZ approach fully
appears in print. A second scheme to solve similar transversality problems in the
absolute case has been very recently suggested by Cieliebak–Mohnke and could be
likely adapted to the cluster context thanks to the existence of a Donaldson symplectic
hypersurface in the complement of any Lagrangian L (established by Auroux–Gayet–
Mohsen in [3]) whose role would be to stabilize the holomorphic discs (one would
then use the abstract space of non-embedded cluster trees as the new parameter space
in defining the dependence of the almost complex structure J ). The first step in (2) will
be to establish a formula for the cluster homology of the surgery on two Lagrangian
submanifolds intersecting transversally. Such a formula requires understanding how
to resolve the singularities of holomorphic surfaces with corners at the intersecting
points – this was first explored in an appendix of FOOO [8].
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Cluster homology may also play a role in the development of the new subject of
relative (or Lagrangian) symplectic field theory.

6. The emerging field of real symplectic topology

Real symplectic topology is the study of triples (M, ω, cM) where (M, ω) is a sym-
plectic manifold and cM : M → M is an anti-symplectic involution. It is easy to see
that the fixed point set RM of cM , called the real part of M , is a Lagrangian subman-
ifold (when it is not empty). It is shown in [24] (see also [8]) that the space RJ(M)

of ω-tame almost complex structures J on M for which cM is anti-holomorphic is
as generic as one could hope: it is both generic for the study of the full space of
J -holomorphic curves in M , as well as for the subspace of real J -curves, i.e. the
space of J -curves that are cM -invariant.

Note that the results of the preceding sections always assumed that the Lagrangian
submanifolds are orientable and relative spin. In real symplectic topology, the La-
grangian submanifold RM is often not orientable, for instance RP 2 ⊂ CP 2. More-
over, the “doubling construction” that assigns a cM -invariant J -holomorphic 2-sphere
to a disk with boundary on L only uses one of the anti-symplectic involutions of the
2-sphere, namely the reflection through the equator (leaving aside the antipodal map).
For these reasons, there seems to be no point in studying real symplectic topology
solely from the methods defined in the preceding sections.

A very interesting and recent development, due to Welschinger [24], provides a
well-defined Gromov–Witten type invariant in real 4-dimensional symplectic mani-
folds for the space of real rational J -curves (for a generic J in RJ(M)) in a class d

passing through the right number 
 of points in order to cut its dimension down to zero,
assuming that these points are invariant under cM . Denote by δ the number of double
points of such a curve. Both 
 and δ are topological invariants depending only on d.
Let r ≤ 
 be the number of points belonging to RM . For such a real rational J -curve,
let 0 ≤ m ≤ δ, called the mass, be the number of its real isolated double points (i.e.
those which belong to RM and which are isolated in RM , being the intersection of
complex conjugated branches of the curve). Finally, let nd(m) be the number of such
real curves in class d passing through that generic set of points with m real isolated
double points. Then the number χd

r = ∑δ
m=0(−1)mnd(m) is independent of both

the choice of generic J ∈ RJ(M) and the cM -invariant set of points, as long as the
number r remains unchanged. Formally summing over r provides an invariant of the
deformation class of (M, ω, cM). Note that, obviously, χd

r is then a lower bound for
the number of real rational curves, in particular χd


 is a lower bound for the number
of real rational curves in class d passing through 
 real points. These numbers have
been computed in various cases, notably by Mikhalkin for toric real surfaces (see his
contribution in these proceedings).

These results have been extended to higher dimensions by Welschinger in [25].
Basically, these invariants are obtained by a procedure which has some similarities
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with the cluster complex, since they are extracted by gluing together various moduli
spaces in an appropriate way. However, they do not point in the direction of a cluster
homology, but rather suggest that there might exist some form of real quantum product
related to mass. That is to say: the Lagrangian submanifolds occuring as real loci of
real symplectic manifolds seem to be special enough so that one could overcome the
real bubbling off phenomenon by gluing appropriate moduli spaces and extracting
the desired invariants directly from these “clustered” moduli spaces much like in the
complex (non-relative) case, without having to introduce a Floer or cluster complex.
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Gromov–Witten invariants and moduli spaces of curves

Xiaobo Liu ∗

Abstract. The purpose of this note is to explain how much information of Gromov–Witten
invariants of compact symplectic manifolds are determined by the geometry of moduli spaces
of curves. In the case when a manifold has semisimple quantum cohomology, we believe that
the information obtained this way might determine all higher genus Gromov–Witten invariants
and could be used to study the Virasoro conjecture of Eguchi–Hori–Xiong and S. Katz.

Mathematics Subject Classification (2000). Primary 53D45; Secondary 14N35.

Keywords. Gromov–Witten invariants, quantum cohomology, moduli space of curves, tauto-
logical ring.

1. Introduction

Let V be a compact symplectic manifold with an almost complex structure which
is compatible with its symplectic structure. Gromov–Witten invariants of V are cer-
tain intersection numbers on the moduli spaces of stable pseudo-holomorphic curves
in V . Such invariants do not depend on the choice of the almost complex structure
and are therefore symplectic invariants. The generating functions of Gromov–Witten
invariants satisfy many interesting partial differential equations. A large class of such
equations come from the study of the moduli spaces of stable curves Mg,k which
were introduced by Deligne and Mumford in [7]. There are natural geometric ways
to construct cohomology classes on Mg,k . These classes generate a ring called the
tautological ring. There is a canonical way to produce differential equations for gener-
ating functions of Gromov–Witten invariants from relations in the tautological ring of
Mg,k . Such equations hold for the Gromov–Witten theory of all compact symplectic
manifolds, and are therefore called universal equations. These equations can be used
to compute Gromov–Witten invariants and study other properties of Gromov–Witten
theory like the Virasoro conjecture of Eguchi–Hori–Xiong and S. Katz. The Vira-
soro conjecture predicts that the generating functions of Gromov–Witten invariants
of smooth projective varieties are annihilated by an infinite sequence of differential
operators which form a half branch of the Virasoro algebra. This is a generalization
of Witten’s conjecture, which was proved by Kontsevich, that the generating function
of intersection numbers on Mg,k is a τ -function of the KdV hierarchy. Moreover
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universal equations also hold for generating functions of intersection numbers on
moduli spaces of spin curves. These equations can be used to study the generalized
Witten conjecture which predicts that such generating functions are τ -functions of
Gelfand–Dickey hierarchies.

On the other hand, it is a highly non-trivial problem to find explicit relations in
the tautological ring of Mg,k , especially when the genus g is high. Knowledge of
Gromov–Witten invariants of compact symplectic manifolds can be used to study this
problem. We believe that relations in tautological rings are manifested in the prop-
erties of Gromov–Witten invariants of various compact symplectic manifolds. In a
certain sense, one may think that Gromov–Witten theory of each compact symplectic
manifold V gives a representation of the tautological ring of Mg,k . A good under-
standing of Gromov–Witten invariants of a class of manifolds might be sufficient to
determine many relations in tautological rings.

In this expository article we will explain how much we know about universal
equations and how much information can be obtained from such equations.

2. Tautological relations and universal equations

Let V 2d be a compact symplectic manifold with symplectic form ω and almost com-
plex structure J such that the bilinear form ω( ·, J ·) defines an Riemannian metric
on V . For simplicity, we assume that H odd(V ; C) = 0. For each A ∈ H2(V ; Z) and
g, k ∈ Z≥0, let Mg,k(V ,A) be the moduli space of stable maps whose elements are of
the form (C; x1, . . . , xk; f ) where C is a genus-g complex curve with at most nodal
singularities, x1, . . . , xk ∈ C are distinct smooth points which are called marked
points, and f is a pseudo-holomorphic map from C to V such that f∗[C] = A and f
is stable in the sense that there is no infinitesimal deformation of f without moving
marked points and their images. For each i ∈ {1, 2, . . . , k}, let evi : Mg,k(V ,A)−→V

be the evaluation map defined by

evi (C; x1, . . . , xk; f ) := f (xi)

and let Ei −→ Mg,k(V ,A) be the tautological line bundle whose geometric fiber
over (C; x1, . . . , xk; f ) is given by T ∗

xi
C. For any γ1, . . . γk ∈ H ∗(V ; C) and

n1, . . . , nk ∈ Z≥0, the associated Gromov–Witten invariant is defined to be

〈τn1(γ1) . . . τnk (γk)〉g,A :=
∫

[Mg,k(V ,A)]virt

k⋃
i=1

(c1(Ei)
ni ∪ ev∗

i (γi)),

where [Mg,k(V ,A)]virt is the virtual fundamental class of degree

2{(d − 3)(1 − g)+ c1(V )(A)+ k}
(cf. [30], [31], and [3]).
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To define the generating functions, we need to fix a basis {γ1, . . . , γN } ofH ∗(V ; C)

with γ1 equal to the identity of the cohomology ring of V . For each symbol τn(γα)
we associate a parameter tαn . The collection of all such parameters is denoted by

t = (tαn | n ∈ Z≥0, α = 1, . . . , N).

We can think of these parameters as coordinates on an infinite dimensional vector
space called the big phase space. The subspace {t | tαn = 0 if n > 0} is called the
small phase space. Note that the small phase space can be canonically identified
with H ∗(V ; C). We also need the Novikov ring which is the completion of the
multiplicative ring generated by monomials qA := d

a1
1 . . . d

ar
r over the ring of rational

numbers, where {d1, . . . , dr} is a fixed basis of H2(V ; Z) and A = ∑r
i=1 aidi . The

generating function of genus-g Gromov–Witten invariants is then defined by

Fg(t) :=
∑
k≥0

1

k!
∑

α1,...,αk
n1,...,nk

tα1
n1
. . . tαknk

∑
A∈H2(V ;Z)

qA〈τn1(γα1) . . . τnk (γαk )〉g,A.

The functionFg is understood as a formal power series of t with values in the Novikov
ring.

For k, g ≥ 0, define a k-tensor 〈〈 · · ·︸︷︷︸
k

〉〉g to be the k-th covariant derivative of Fg

with respect to the trivial connection on the big phase space. More precisely,

〈〈W1 . . .Wk 〉〉g :=
∑

m1,α1,...,mk,αk

f 1
m1,α1

. . . f kmk,αk
∂k

∂t
α1
m1 . . . ∂t

αk
mk

Fg (1)

for vector fields Wi = ∑
m,α f

i
m,α

∂
∂tαm

where f im,α are functions on the big phase

space. This tensor is called the k-point (correlation) function. We will identify ∂
∂tαn

with τn(γα) and set τ0(γα) = γα and τn(γα) = 0 if n < 0. We call γα a primary
vector field, and τn(γα) a descendant vector field with descendant level n. We use τ+
and τ− to denote the operator which shift the level of descendants, i.e.

τ±
( ∑
n,α

fn,ατn(γα)
)

=
∑
n,α

fn,ατn±1(γα)

where fn,α are functions on the big phase space. Let

ηαβ =
∫
V

γα ∪ γβ

be the intersection form on H ∗(V ,C). We will use η = (ηαβ) and η−1 = (ηαβ) to
lower and raise indices. For example,

γ α := ηαβγβ.



794 Xiaobo Liu

Here we are using the summation convention that repeated indices (in this formula, β)
should be summed over their entire ranges.

When V is a point, the moduli space Mg,k({pt}, 0) is exactly the moduli space
of genus-g stable curves with k-marked points constructed by Deligne and Mum-
ford [7]. This space is usually denoted by Mg,k . Let ψi be the first Chern class of

the tautological line bundle Ei over Mg,k . These classes are called ψ-classes. There

are natural forgetful maps Mg,k+n −→ Mg,k which forgets the last n marked points
of a stable curve. There are also two types of natural gluing maps between moduli
spaces of stable curves. The first type is Mg1,k1+1 × Mg2,k2+1 −→ Mg1+g2,k1+k2

which glues the last marked points of two stable curves to form a new stable curve.
The second type is Mg,k+2 −→ Mg+1,k which glues the last two marked points on a

stable curve to form a new stable curve. The tautological ring of Mg,k , denoted by

R∗(Mg,k), is the smallest Q-subalgebra of the Chow ring of Mg,k which contains all
ψ-classes and is closed under the push-forward of forgetting maps and gluing maps.
There is also a natural stratification of Mg,k which is labeled by dual graphs of stable
curves. The dual graph G of a stable curve C is defined in the following way: The
vertices of G are irreducible components of C labeled by their genera. Two vertices
are connected by an edge if the corresponding irreducible components intersects at
a node of C. Therefore edges of G are one to one correspondent to nodes of C.
Finally each marked point of C gives a tail of G emanating from a vertex whose
corresponding irreducible component of C contains this marked point. The set of all
genus-g stable curves with k marked points whose dual graph is isomorphic to G is
denoted by Mg,k(G). The closure of this space, i.e. Mg,k(G), gives a class in the

tautological ring R∗(Mg,k). Such classes are called boundary classes. We will call
any relation among powers ofψ-classes and boundary classes a tautological relation.

There is a natural map

St : Mg,k(V ,A) −→ Mg,k

which forgets the map f in (C; x1, . . . , xk; f ) ∈ Mg,k(V ,A) and stabilizes

(C; x1, . . . , xk)

by squeezing unstable components to points. A tautological relation on Mg,k can be

pulled back to Mg,k(V ,A) which in turn gives relations between various Gromov–
Witten invariants of V . Such relations can be described by partial differential equa-
tions for F0, . . . , Fg . Equations obtained in this way hold for all compact symplectic
manifolds and therefore are called universal equations. It is very convenient to write
universal equations as equations for tensors 〈〈 · · · 〉〉g .

There is a canonical way to translate tautological relations to universal equations.
A boundary class Mg,k(G) in a tautological relation corresponds to a product of
correlation functions in the universal equation according to the following rules: Each
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tail of G is assigned an arbitrary vector field Wi on the big phase space. Each edge
of G is assigned a pair of primary vector fields γα and γ α , one for each half edge.
Each genus-h vertex of G is assigned a correlation function of the form

〈〈Wi1 . . .Wim γα1 . . . γαn γ
β1 . . . γ βp 〉〉h

if the corresponding tails and half edges are connected to this vertex. Then the
boundary class Mg,k(G) is assigned the product of all correlation functions associated
with all vertices ofG. The coefficient of this function in the universal equation should
be the coefficient of Mg,k(G) in the tautological relation divided by the number of
elements in the automorphism group of G. To interpret ψ-classes in a tautological
relation, an operator T was introduced in [33] which is defined by

T (W) := τ+(W)− 〈〈W γ α〉〉0γα

for any vector field W . If ψnii is involved in a tautological relation, then in the
corresponding universal equation, Wi should be replaced by T ni (Wi ). The reason for
this is that the cohomology class c1(Ei)− St∗(ψi) on Mg,k(V ,A) is represented by
a cycle consisting of elements (C; x1, . . . , xk; f ) where C has a genus-0 component
with only one marked point, the i-th marked point, and only one node connecting this
genus-0 component to another component of C (cf. [17] and [28]).

The simplest tautological relation is ψ1 = 0 on M0,3 since dim M0,3 = 0. This
relation can be translated into the universal equation

〈〈T (W1)W2 W3 〉〉0 = 0

for arbitrary vector fields W1,W2,W3. This equation is called the genus-0 topological
recursion relation. It was observed in [44] that derivatives of this equation gives the
generalized WDVV equation:

〈〈W1 W2 γ
α〉〉0〈〈γα W3 W4 〉〉0 = 〈〈W1 W3 γ

α〉〉0〈〈γα W2 W4〉〉0

for arbitrary vector fields W1, . . . ,W4. Because of this equation, we can define an
associative product

W1 	 W2 := 〈〈W1 W2 γ
α〉〉0γα (2)

for any vector fields W1 and W2 on the big phase space. This product is called the
quantum product on the big phase space (cf. [33]). When restricted to the tangent
bundle of the small phase space, this product is exactly the product for the quantum
cohomology of V . Unlike the quantum product on the small phase space which has
an identity element γ1, the quantum product on the big phase space does not have an
identity. Let

S := −
∑
m,α

t̃αmτm−1(γα)
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be the string vector field, where t̃ αm := tαm−δm,1δα,1.The string equation has the form

〈〈S 〉〉g = 1

2
δg,0ηαβt

α
0 t
β
0

for g ≥ 0. By the second derivative of the genus-0 string equation, we can rewrite
the operator T as

T (W) = τ+(W)− S 	 τ+(W).

Therefore T measures the difference between S and the identity of the quantum
product on the big phase space, which actually does not exist by our definition of the
quantum product. This gives an algebraic interpretation for the operator T .

Universal equations are very powerful for a class of manifolds for which the
quantum product defined by equation (2) is semisimple in the following sense: Define
the Euler vector field on the big phase space by

X := −
∑
m,α

(m+ bα − b1 − 1) t̃αm τm(γα)−
∑
m,α,β

Cβα t̃
α
m τm−1(γβ),

where (Cβα ) is the matrix of multiplication by c1(V ) in the ordinary cohomology ring
of V with respect to the basis {γ1, . . . γN } and bα = 1

2 (dim(γα)−d+1) for a compact
symplectic manifold V of dimension 2d. In case that V is a smooth projective variety,
we can choose γα ∈ Hpα,qα (V ) and bα should be modified as bα = pα − 1

2 (d − 1).
This modification is necessary for formulating the Virasoro conjecture below. The
Euler vector field satisfies the following quasi-homogeneity equation

〈〈X〉〉g = (3 − d)(1 − g)Fg + 1

2
δg,0

∑
α,β

Cαβt
α
0 t
β
0 − 1

24
δg,1

∫
V

c1(V ) ∪ cd−1(V ).

The quantum multiplication by X is an endomorphism on the vector space spanned by
primary vector fields on the big phase space. We say that V has semisimple quantum
cohomology if this endomorphism has distinct eigenvalues at generic points. Since
our definition of quantum product on the big phase space coincides with usual quantum
product when restricted to the small phase space, and the restriction of X to the small
phase space also coincides with the Euler vector field for usual quantum cohomology,
this definition of semisimplicity is a generalization of the semisimple condition used
by Dubrovin in [10]. Under the semisimplicity assumption, there exists vector fields
E1, . . . , EN on the big phase space which are linear combinations of primary vector
fields such that

X 	 Ei = uiEi , Ei 	 Ej = δijEi

for every i and j where ui are functions on the big phase space (cf. [36]). These
vector fields are called idempotents of the quantum product on the big phase space.
When restricted to the small phase space, (u1, . . . , uN) is precisely the canonical
coordinate system for the semisimple Frobenius structure studied in [10]. On the big
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phase space these functions are not sufficient to give a nice coordinate system. The
idempotents will play the role of the canonical coordinate system. We refer to [36]
for more properties of the idempotents on the big phase space.

It is well known that the quantum cohomology on the small phase space defines
a Frobenius manifold structure (cf. [10]). However the quantum product on the big
phase space defined be equation (2) does not give an infinite dimensional Frobenius
manifold structure. To obtain a Frobenius structure on the big phase space, we should
modify the definition of the quantum product in the following way: For any vector
fields W1 and W2 on the big phase space define

W 
 V :=
∞∑
k=0

〈〈τ k−(W) τ k−(V) γ α〉〉0 T
k(γα).

This product is commutative and associative. The associativity follows from the fact
that 〈〈{τ k−T l(γα)} W V〉〉0 = 0 if k �= l. Moreover for any primary vector fields W
and V,

T k(W) 
 T l(V) = δkl T
k(W 	 V).

This product has an identity

Ŝ :=
∞∑
k=0

〈〈SSγ α〉〉0T
k(γα) =

∞∑
k=0

T k(S 	 S).

Define inner product on the big phase space by

(W , V) :=
∞∑
k=0

〈〈S τ k−(W) τ k−(V)〉〉0.

This is a symmetric non-degenerate bilinear form on the big phase space. Moreover,

(T m(γα), T
n(γβ)) = δmnηαβ

for anym, n ∈ Z≥0 and 1 ≤ α, β ≤ N . The product “
” is compatible with this inner
product in the sense that

(W1 
 W2, W3) = (W1, W2 
 W3)

for all vector fields W1,W2,W3 and therefore define a Frobenius algebra structure
on tangent spaces of the big phase space. Note that if the quantum product “	” is
semisimple in the above sense and E1, . . . , EN are the idempotents of “	”, then vector
fields

{T n(Ei ) | n ∈ Z≥0, i = 1, . . . , N}
are idempotents for “
” and give a frame for the tangent bundle of the big phase space.
This also justifies the notion of semisimplicity introduced above. We also note that
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this frame is not commutative with respect to the Lie bracket and therefore does not
come from coordinate vector fields for any coordinate system on the big phase space.
Since the product “	” is much easier to use than the product “
”, we will not use the
product “
” in this paper.

In [27] and [42], the WDVV equation has been used to compute genus-0 Gromov–
Witten invariants. Higher genus analogues of genus-0 universal equations can also be
used to compute higher genus Gromov–Witten invariants. Lets first see what happens
for genus-1 and genus-2 cases.

The genus-1 analogue of the genus-0 topological recursion relation is the following

〈〈T (W)〉〉1 = A0(W) := 1

24
〈〈W γ α γα 〉〉0.

This equation is translated from the following tautological relation on M1,1 (cf. [8]):

ψ1 = 1

12
{boundary stratum of M1,1}.

The genus-1 analogue of the WDVV equation is the following equation discovered
by Getzler [16]: For any vector fields W1, . . . ,W4,

∑
σ∈S4

{
4〈〈{Wσ(1) 	 Wσ(2) 	 Wσ(3)} Wσ(4) 〉〉1

− 3〈〈{Wσ(1) 	 Wσ(2)} {Wσ(3) 	 Wσ(4)}〉〉1

+ 〈〈{Wσ(1) 	 Wσ(2)} Wσ(3)Wσ(4) γ
α 〉〉0〈〈γα 〉〉1

−2〈〈Wσ(1)Wσ(2)Wσ(3) γ
α 〉〉0〈〈{γα 	 Wσ(4)}〉〉1

} = B0(W1,W2,W3,W4)

where B0 is a symmetric 4-tensor which consists of 3 terms involving only genus-0
data (see, for example, [36] for the precise form of B0 where we used notationG0 for
this tensor). This equation corresponds to a tautological relation on M1,4.

Let F s1 be the restriction of F1 to the small phase space. Using the genus-1
topological recursion relation, Dijkgraaf and Witten [9] obtained a formula, called
the genus-1 constitutive relation, for computing F1 from F s1 . In [11], Dubrovin
and Zhang observed that if the quantum cohomology of V is semisimple, then in
the canonical coordinate system (u1, . . . , uN) on the small phase space, Getzler’s

equation gives all second order partial derivatives
∂2Fs1
∂ui∂uj

in terms of genus-0 data.
They then use the quasi-homogeneity equation to obtain a formula for all first order
derivatives of F s1 . This formula determines F s1 in terms of genus-0 functions up to
an additive constant. It was observed in [36] that one can solve Getzler’s equation on
the big phase using idempotents E1, . . . , EN and obtain

〈〈Ei 〉〉1 = 1

24

{
〈〈τ−(L0) γα γ

α Ei 〉〉0 −
∑
j

ujB0(Ej , Ej , Ej , Ei )
}
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where L0 := −X − (b1 + 1)T (S). Let ∇ be the trivial connection on the big phase
space which is uniquely characterized by the requirement that all vector fields τn(γα)
are parallel. Then ∇Ei τ−(L0) = 0. Moreover, second order derivatives of the string
equation imply that A0(S) is a constant. So the above equation can be written in the
following form:

Theorem 2.1 ([36]). For manifolds with semisimple quantum cohomology,

EiF1 = 1

24

{
Ei A0 (τ−(L0)+ S)−

∑
j

uj B0(Ej , Ej , Ej , Ei )
}

for i = 1, . . . , N .

Together with the genus-1 topological recursion relation, this equation gives all the
first order derivatives of F1 and therefore completely determines F1 up to a constant.
We also note that when restricted to the small phase space, this equation is equivalent
to the equation obtained in [11].

The genus-2 analogue of the topological recursion relation is

〈〈T 2(W)〉〉2 = A1(W)

where A1 is a 1-tensor which consists of 5 terms involving only genus-0 and genus-1
data (see, for example, [33] for the precise form ofA1). We call this equation Mumford
equation since it corresponds to a tautological relation on M2,1 of the form

ψ2
1 = linear combinations of boundary strata of M2,1,

which was proved in [40]. Mumford’s tautological relation was first translated to a
universal equation by Getzler [17] following some observations by Faber.

The genus-2 analogue of the WDVV equation is the following equation due to
Belorousski and Pandharipande [4]: For arbitrary vector fields W1, W2, and W3 on
the big phase space we have

2〈〈{W1 	 W2 	 W3}〉〉2 − 2〈〈W1 W2 W3 γ
α 〉〉0〈〈T (γα)〉〉2

+ 1

2

∑
σ∈S3

〈〈Wσ(1) T (Wσ(2) 	 Wσ(3))〉〉2 − 〈〈T (Wσ(1)) {Wσ(2) 	 Wσ(3)}〉〉2

= B1(W1,W2,W3),

where B1 is a symmetric 3-tensor which consists of 16 terms involving only genus-0
and genus-1 data (see, for example, [33] for the precise form of B1 where we used
the notation B for this tensor). This equation corresponds to a tautological rela-
tion on M2,3. There is also another genus-2 equation due to Getzler [17] which
corresponds to a tautological relation on M2,2. It was proved in [33] and [35] that
Getzler’s genus-2 equation can be derived from Mumford equation and Belorousski-
Pandharipande equation. So we will not give the precise form of this equation. Note
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that all genus-2 universal equations involve gravitational descendants and can not be
reduced to equations on the small phase space. This is the main reason for introducing
the quantum product on the big phase space. In [37], we proved that in the semisimple
case F2 can be solved from the above genus-2 universal equations and obtained

Theorem 2.2 ([37]). For manifolds with semisimple quantum cohomology,

F2 = 1

6

{
A1

(
2 τ 2−(L0)+ 3 τ−(S)

) −
N∑
i=1

uiB1(Ei , Ei , Ei )
}
.

This formula is very similar to the solution of genus-1 equations if we ignore the
vector field Ei in the formula in Theorem 2.1.

For genus bigger than 2, we do not have enough information about universal
equations due to the lack of understanding of the tautological rings of moduli spaces
of stable curves. So far the only non-trivial universal equation with genus bigger
than 2 is the following genus-3 analogue of the topological recursion relation proved
by Kimura and the author in [25]: For any vector field W on the big phase space

〈〈T 3(W)〉〉3 = A2(W)

whereA2 is a tensor which consists of 29 terms involving only data of genus less than
or equal to 2. (See [25] for the precise form of this tensor. An equivalent formula was
derived in [2] using the invariance conjecture which has not yet been proved.) This
equation corresponds to a tautological relation on M3,1 of the form

ψ3
1 = linear combinations of boundary strata of M3,1.

There is a conjecture by Getzler [17] that any degree g monomial of ψ-classes on
Mg,k should be supported on the boundary of Mg,k . This conjecture was proved by
Ionel [22]. Faber and Pandharipande [15] further proved that degree g monomials of
ψ-classes on Mg,k are equal to some tautological classes on the boundary of Mg,k .
Note that tautological rings also contain push-forward classes of powers ofψ-classes,
i.e. the so called κ-classes, which do not appear in the definition of Gromov–Witten
invariants. These results do not yet guarantee the existence of corresponding univer-
sal equations. Nevertheless, as mentioned in [33], we do expect that the following
conjecture should be true.

Conjecture 2.3. For all g ≥ 1, there is a universal equation of the form

〈〈T g(W)〉〉g = Ag−1(W)

where Ag−1 is a tensor which only involve data of genus less than or equal to g − 1.

Such equations should be the genus-g analogue of the topological recursion rela-
tion. Based on our experience from genus-1 and genus-2, we also expect that there
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should be a genus-g analogue of the WDVV equation whose lower genus part should
be a symmetric tensor, written as Bg−1, which only involves data of genus less than
or equal to g − 1. However, at this stage, we even do not have a good prediction for
the top genus part of this equation for g ≥ 3. Despite of these difficulties we believe
that the following conjecture should be true.

Conjecture 2.4. For manifolds with semisimple quantum cohomology, Fg can be
solved explicitly from universal equations for g ≥ 2.

Based on Theorems 2.1 and 2.2, we may even speculate that the form of Fg
obtained by solving universal equations should be

Fg = Ag−1
(
ag τ

g
−(L0)+ bg τ

g−1
− (S)

) − cg

N∑
i=1

ui Bg−1(Ei , . . . , Ei )

where ag , bg , cg are some constants depending only on g.
One might also expect that there exist universal equations of the form

〈〈T n1(W1) . . . T
nk (Wk)〉〉g = an expression involving at most genus-(g−1) data (3)

for n1 +· · ·+nk = g. This statement is somewhat stronger than Getzler’s conjecture
on the tautological ring of Mg,k . Since there are only finitely many strata on Mg,k

with a fixed degree, one can explicitly write out the right-hand side of equation
(3) with certain undetermined coefficients. It might be possible that in many cases
these coefficients can be fixed by known Gromov–Witten theory. For example, to
obtain the genus-3 topological recursion relation in [25], we only need the Gromov–
Witten theory of a point and CP1. However, coefficients obtained in this way are
quite mysterious. It would be very interesting to give a better explanation to such
coefficients.

3. The Virasoro conjecture

In [14] Eguchi, Hori and Xiong constructed a sequence of differential operators on the
big phase space. With a slight modification proposed by S. Katz (cf. [6]), these oper-
ators satisfy the Virasoro bracket relation when the underlying manifold is a smooth
projective variety and therefore form a half branch of the Virasoro algebra. They
conjectured that these operators annihilate the generating function of the Gromov–
Witten invariants for all smooth projective varieties. This conjecture is now known
as the Virasoro conjecture. It is a far-reaching generalization of a conjecture of Wit-
ten, which was proved by Kontsevich, that the generating function of intersection
numbers of ψ-classes on Mg,k is a τ -function of the KdV hierarchy (cf. [45], [26],
and [45]). In [13], Dubrovin and Zhang proved that if the quantum cohomology of a
projective variety V is semisimple, then higher genus Gromov–Witten invariants of V
are determined by genus-0 invariants and the Virasoro conjecture. For manifolds with
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semisimple quantum cohomology, Givental [19] has conjectured a form of higher
genus generating functions in terms of genus-0 data and the τ -function in Witten’s
conjecture and showed that his conjectural formula satisfies the Virasoro constraints
(cf. [20]). Consequently, Givental’s conjecture is equivalent to the Virasoro conjec-
ture for projective varieties with semisimple quantum cohomology. In the case that
the underlying manifold has a torus action with isolated fixed points and also has
semisimple quantum cohomology, Givental has a scheme to reduce his conjecture to
the so-called R-conjecture on the fundamental solutions to the flat section equations of
a one-parameter family of connections on the small phase space defined using quan-
tum product. Note that localization techniques played a crucial role in this scheme.
An outline for the proof of the R-conjecture for projective spaces were given in [20].
The R-conjecture has been verified for flag manifolds in [24] and for Grassmannians
in [5]. Also using localization techniques, Okounkov and Pandharipande [41] proved
the Virasoro conjecture for algebraic curves. In this paper we will focus on the ap-
proach to the Virasoro conjecture using universal equations instead of localization
techniques. Since universal equations hold for all compact symplectic manifolds, this
approach should apply to a larger class of manifolds. In particular, there is no need to
assume the existence of torus actions on the manifolds. In [39], Tian and the author
proved the following theorem using genus-0 topological recursion relation (see also
[12], [18], [34], [21] for alternative proofs.):

Theorem 3.1 ([39]). The genus-0Virasoro conjecture holds for all compact symplectic
manifolds.

The genus-1 Virasoro conjecture for manifolds with semisimple quantum coho-
mology was proved by Dubrovin and Zhang [12] (see also [32] and [36]). The genus-2
analogue of this result was proved in [37] using Theorem 2.2.

Theorem 3.2 ([37]). The genus-2 Virasoro conjecture holds for manifolds with semi-
simple quantum cohomology.

This theorem implies in particular that Givental’s conjectural formula is correct
in the genus-2 case. An alternative approach to the genus-2 Virasoro conjecture for
manifolds with semisimple quantum cohomology is to show that Givental’s formula
satisfies known genus-2 universal equations and then use the result in [33] that known
genus-2 universal equations uniquely determine F2 in the semisimple case. Given-
tal’s formula was constructed using actions of twisted loop groups on a product of
copies of the τ -function in Witten’s conjecture. The invariance of the genus-2 Mum-
ford’s relation under the action of Lie algebras of twisted loop groups was discussed
in [29]. It was also claimed that the genus-2 equations of Getzler and Belorousski-
Pandharipande are invariant in the same sense. In [32] and [33], the author proved
that the genus-1 and genus-2 Virasoro conjecture for all smooth projective varieties
can be reduced to an SL(2) symmetry for Gromov–Witten invariants. We will give
the precise statement of this result later. Below we explain in more detail the relations
between universal equations and the Virasoro conjecture.
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The following operators were introduced in [33] as a convenient tool in the study
of the Virasoro conjecture: For any vector field W = ∑

m,α fm,ατm(γα) on the big
phase space, define

G(W) :=
∑
m,α,β

(m+ bα)fm,ατm(γα), C(W) :=
∑
m,α,β

fm,αC
β
α τm(γβ),

and
R(W) := (GT + C)(W).

Starting from the string vector field S, we can apply the operator R recursively to
obtain a sequence of vector fields on the big phase space:

Ln := −Rn+1(S)

for n ≥ −1. It was proved in [33] that this sequence of vector fields satisfy the
Virasoro bracket relation:

[Lm, Ln] = (m− n)Lm+n.

These vector fields are not exactly the Virasoro operators given in [14] which are
second order differential operators. However theVirasoro conjecture can be rephrased
using these vector fields in the following way. First, second order derivatives of the
genus-0 Virasoro conjecture can be reinterpreted as

Ln 	 W = −Xn+1 	 W (4)

for any vector field W and n ≥ 0, where Wk is defined to be the quantum product of k
copies of W . This equation follows from the associativity of the quantum product
and the following property of the operator R (cf. [33]):

R(V) 	 W = X 	 V 	 W

for any vector fields W and V. Using this property a proof for genus-0 Virasoro
conjecture was obtained in [34] which is much simpler than the original proof in [39].

To interpret higher genus Virasoro conjecture, we also need the following opera-
tors:

Q0 := τ−, Q1 := Q := G+ Cτ−, Qk := Q(Q− 1) . . . (Q− k + 1)τ k−1+
for k ≥ 1. These operators were used in [34] to simplify the proof of the genus-0
Virasoro conjecture. Define second order differential operators

Wn :=
n∑
i=1

{Qi(γ
α)} {Qn−iτ+Q(γα)}

for n ≥ 1. Note thatQi(γ
α) andQn−iτ+Q(γα) are parallel vector fields with respect

to the trivial connection ∇ on the big phase space. Therefore they commute with each
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other as first order differential operators. Then Virasoro conjecture for g ≥ 1 can be
formulated as

{
Ln + 1

2
λ2Wn + 1

2
(WnF0)

}
e
∑∞
g=1 λ

2g−2Fg = 0

for n ≥ −1. Here (WnF0) means the multiplication by the genus-0 function WnF0.
The Virasoro conjecture for g ≥ 2 can also be formulated as

{
Ln + 1

2
λ2e−F1 Wn e

F1
}
e
∑∞
g=2 λ

2g−2Fg = 0

for n ≥ −1. Here we understandWn = 0 for n ≤ 0. In this formulation, e−F1 Wn e
F1

is understood as the composition of three operators acting on the space of functions.
The genus-g L−1-constraint is simply the string equation which holds for all

compact symplectic manifolds

〈〈L−1 〉〉g = −1

2
δg,0ηαβt

α
0 t
β
0 .

The genus-g L0-constraint has the following form

〈〈L0 〉〉g = −1

2
δg,0Cαβt

α
0 t
β
0 + 1

24
δg,1

{∫
V

c1(V ) ∪ cd−1(V )− 3 − d

2
χ(V )

}
.

This constraint follows from the quasi-homogeneity equation and the dilaton equation

〈〈T (S)〉〉g = (2g − 2)Fg + 1

24
χ(V )δg,1

where χ(V ) is the Euler characteristic number of V . These equations also hold for
all compact symplectic manifolds.

For g ≥ 1 and n ≥ 1, the genus-g Ln-constraint in the Virasoro conjecture can be
formulated as:

〈〈Ln 〉〉g = −1

2

n∑
i=1

{〈〈Qi(γ
α) {Qn−iτ+Q(γα)}〉〉g−1

+
g−1∑
h=1

〈〈Qi(γ
α)〉〉h〈〈{Qn−iτ+Q(γα)}〉〉g−h

}
.

Note that the right-hand side of this formula only involves data of genus less than g.
For any compact symplectic manifold V , we can use universal equations to obtain

recursion relations among 〈〈Ln 〉〉g for g = 1, 2. In genus-1 case, we have (cf. [32])

〈〈Ln 〉〉1 + n+ 1

2
(S 	 Ln−1)〈〈L1 〉〉1 ≡ 0 mod {genus 0 data}.
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In genus-2 case, we have (cf. [33])

〈〈Ln 〉〉2 + n+ 1

2(n− 1)
T (S 	 L0)〈〈Ln−1 〉〉2 ≡ 0 mod {genus ≤ 1 data}.

The right-hand sides of these two equations are explicit functions only involving lower
genus data (See [32] and [33] for the precise forms). As a consequence of these two
formulas, we have the next result.

Theorem 3.3 ([32], [33]). For any compact symplectic manifold, 〈〈Ln 〉〉g can be
computed from 〈〈L1 〉〉g and lower genus data for all n ≥ 2 and g = 1, 2.

In case that the manifold is a projective variety we can further verify the following:

Theorem 3.4 ([32], [33]). For any smooth projective variety, the genus-1 and genus-2
Virasoro conjecture follows from the L1-constraint.

Note that the first 3 Virasoro operators (as well as vector fields L−1, L0 and L1)
form a 3-dimensional subalgebra which is isomorphic to SL(2). Since theL−1 andL0
constraints are satisfied for all compact symplectic manifolds, the proof of the above
theorem can be interpreted as saying that for genus-1 and genus-2 cases universal
equations upgrade an SL(2) symmetry for Gromov–Witten invariants to the Virasoro
conjecture. We believe that this should also be true for higher genus cases:

Conjecture 3.5. For all compact symplectic manifolds V , 〈〈Ln 〉〉g can be computed
from 〈〈L1 〉〉g and lower genus data for n ≥ 2 and g ≥ 1. In case that V is a smooth
projective variety the Virasoro conjecture follows from universal equations and the
L1- constraint.

Note that the above two theorems do not need semisimplicity. In case that the
quantum cohomology is semisimple, we can actually recover the action of L1 on Fg
from the action of Ln on Fg for n ≥ 2 due to algebraic relations among these vector
fields (cf. [32] and [33] for details). This is the reason that the genus-1 and genus-2
Virasoro conjecture hold for manifolds with semisimple quantum cohomology. In
fact, one can actually use the formulas in Theorems 2.1 and 2.2 to prove the Virasoro
conjecture in these cases (cf. [36] and [37] for details). Based on these results, it is
reasonable to believe that the following conjecture should be true.

Conjecture 3.6. For all smooth projective varieties with semisimple quantum coho-
mology, the Virasoro conjecture follows from universal equations.

We also note that besides vector fields Ln, n ≥ −1, there are also other natural
vector fields on the big phase space which satisfy the Virasoro bracket relation. For
example, if we define Xk := S 	 Xk , then these vector fields satisfy the bracket
relation

[Xm, Xk] = (k −m)Xm+k−1
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for all m, k ≥ 0 (cf. [33]). Here X0 is understood to be the string vector field S.
The relation between these vector fields and the Virasoro conjecture is explained in
equation (4) and in more detail in [33].

Another sequence of vector fields is T n(X), n ≥ 0, which satisfy the relation

[T k(X), T m(X)] = (m− k)T m+k(X)

for all m, k ≥ 0. This relation follows from the following properties of the covariant
differentiation

∇WX = −Q(W)+ (b1 + 1)W , ∇V T
k(W) = T k(∇VW)− T k−1(V 	W)

for all vector fields V and W , as well as the following properties for operators T
and Q

T kQT m − T mQT k = (m− k)T m+k

for m, k > 0, and

(QT k − T kQ)(W) = k T k(W)+ T k−1(X 	 W)

for k > 0 and any vector field W . The relation between vector fields T n(X) and the
Virasoro conjecture is not clear at this moment.

4. Universal equations and spin curves

Universal equations also arise in the study of intersection theory on moduli spaces of
spin curves. As mentioned above, the generating function for intersection numbers on
the moduli spaces of stable curves is a τ -function of KdV hierarchy by Kontsevich–
Witten theorem. In [46], Witten also proposed an algebraic geometric way to produce
a τ -function for more general Gelfand–Dickey hierarchies by considering intersection
numbers on the moduli spaces of spin curves. Assume that r ≥ 2 is an integer and
m = (m1, . . . , mk) is a collection of integers with 0 ≤ mi ≤ r − 2. When r is prime,
an r-spin structure of type m over a smooth stable curve (C; x1, . . . , xk) is a line
bundle L−→ C together with an isomorphism L⊗r −→ ω

( − ∑k
i=1mixi

)
where ω is

the canonical line bundle over C. For degree reasons such a line bundle exists only if(
2g− 2 − ∑k

i=1mi
)
/r ∈ Z where g is the genus of C. If r is not prime, then all d-th

roots of ω
( − ∑k

i=1mixi
)

should be considered for all d which divides r . If C is not
smooth the definition of an r-spin structure is more involved (cf. [23] for details). A
stable curve with an r-spin structure is called an r-spin curve. Let M

1/r
g,k (m) be the

moduli space of all genus-g r-spin curves of type m and with k-marked points. Let�i
be the first Chern class of the line bundle over M

1/r
g,k (m) whose geometric fiber over

each r-spin curve is given by T ∗
xi
C.
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Let e0, . . . , er−2 be some abstract symbols. Define

〈τn1(em1) . . . τnk (emk )〉g,r := r1−g
∫

M
1/r
g,k (m)

c
1/r
g,n (m) ∪�n1

1 ∪ · · · ∪�nkk

where c1/r
g,n (m) is a rational cohomology class on M

1/r
g,n (m) of degree

2

r

{
(r − 2)(g − 1)+

n∑
i=1

mi

}
.

The Poincaré dual of c1/r
g,n (m) corresponds to the virtual fundamental class in the

Gromov–Witten theory. The genus-g generating function �g,r for such numbers is
then a function of parameters tmn with 0 ≤ m ≤ r − 2 and n ∈ Z≥0. Let �r =∑∞
g=0�g,r . The generalized Witten conjecture predicts that exp(�r) is a τ -function

of r-th KdV hierarchy ( also called the Gelfand–Dickey hierarchy). More precisely,
consider a differential operator

L = Dr −
r−2∑
i=0

ui(x) D
i, where D :=

√−1√
r

∂

∂x
.

An r-th root of L is a pseudo-differential operator of the form

L1/r = D +
∑
i>0

wi(x)D
−i

whose r-th power is L and wi are differential polynomials in u0, . . . ur−2. Assume
that L also depends on infinitely many parameters tmn with 0 ≤ m ≤ r− 2 and n ≥ 0.
The variable x is usually identified with t00 . We say that L satisfies the r-th KdV
hierarchy if √−1

∂L

∂tmn
= kn,m√

r

[(
Ln+

m+1
r

)
+, L

]
(5)

for all m and n, where

kn,m = (−1)nrn+1

(m+ 1)(r +m+ 1) . . . (nr +m+ 1)

and
(
Ln+m+1

r

)
+ is a differential operator obtained by discarding all negatives powers

ofD inLn+m+1
r . The generalizedWitten conjecture says that there exists an operatorL

which satisfies the r-th KdV hierarchy such that

∂2�r

∂t00 ∂t
m
n

= −kn,m Res
(
Ln+

m+1
r

)
(6)

for all m and n. Here “Res” means taking the coefficient of D−1.
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In some sense the generating functions �g,r behaves like the generating func-
tion Fg for Gromov–Witten invariants of a fictitious manifold of rational dimension
2(r − 2)/r and with the first Chern class equal to 0. Each abstract symbol em plays
the role of a cohomology class of this fictitious manifold with rational degree 2m/r .
One can use the bilinear form defined by (ei, ej ) := δi+j,r−2 as a substitute for the
Poincaré pairing. In this way, all structures of Gromov–Witten invariants mentioned
in previous sections can make sense for intersection numbers on the moduli spaces
of spin curves. In particular, �g,r also satisfies the string equation. Together with
the initial condition�(0) = 0, the generalized Witten conjecture and the string equa-
tion completely determine the intersection numbers 〈τn1(em1) . . . τnk (emk )〉g,r . It is
also well known that the generalized Witten conjecture and the string equation are
equivalent to Virasoro constraints formulated in a similar way (See for example [1]).
There is also a canonical map M

1/r
g,k (m) −→ Mg,k which forgets spin structures on

underlying stable curves. Therefore the functions �g,r also satisfy universal equa-
tions for Gromov–Witten invariants which are obtained from tautological relations on
Mg,k (cf. [23]). In particular, a proof for the Virasoro conjecture only using universal
equations also gives a proof to the generalized Witten conjecture.

On the other hand, if we assume that the generalized Witten’s conjecture is true, we
should also get a lot of information for universal equations for Gromov–Witten invari-
ants. For this purpose it is desirable to write equations (5) and (6) in a form closer to
universal equations. Analogous to Gromov–Witten theory, we define 〈〈W1 . . .Wk 〉〉g
and 〈〈W1 . . .Wk 〉〉 as in equation (1) with Fg replaced by �g,r and �r respectively.
We also define the grading operatorG as a linear operator on the space of vector fields
on the big phase space by

G(τn(em)) := (n+ bm) τn(em), with bm := m+ 1

r
.

For any vector field W on the big phase space define

T̃ (W) := τ+(W)−
r−2∑
m=0

〈〈W em 〉〉er−2−m and R̃(W) := G T̃ (W).

The difference of operator T̃ and the operator T is that the coefficient of er−2−m, i.e.
〈〈W em 〉〉, contains information for all genera, not only genus-0. Note that we think
of c1 = 0 for the theory of spin curves, so R̃ is a direct analogue ofR with T replaced
by T̃ . In particular, we have

R̃(τn(em)) =
(
n+ 1 + m+ 1

r

)
τn+1(em)−

r−2∑
j=0

r − 1 − j

r
〈〈τn(em) ej 〉〉er−2−j .
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For any vector field W on the big phase space and 0 ≤ m ≤ r − 2, define

�m(W) := 〈〈R̃(W) e0 em 〉〉 −
r−2∑
i=0

b2
i br−2−i〈〈W e0 em ei er−2−i 〉〉

−
r−2∑
i=0

br−2−i + bm

2
〈〈W e0 ei 〉〉〈〈er−2−i em 〉〉

−
r−2∑
i=0

br−2−i + b0

2
〈〈W em ei 〉〉〈〈er−2−i e0 〉〉. (7)

For each r , the generalized Witten conjecture can be reformulated in the form

�m(W) = · · · (8)

for all vector field W , where the right-hand side of this equation is an expression each
term of which involves only W and at least 6 primary vector fields. For example,
when r = 2, Witten’s formulation of his KdV conjecture in [44] is equivalent to

�0(W) = 0 (9)

for all vector field W . Shadrin [43] shows that the generalized Witten conjecture for
r = 3 also implies a formula which is equivalent to equation (9). In [38], it is proved
that the generalized Witten conjecture for r = 3 also implies that

�1(W) = 1

108

{−〈〈W e2
0 〉〉〈〈e4

0 〉〉 − 〈〈W e3
0 〉〉〈〈e3

0 〉〉 + 〈〈W e4
0 〉〉〈〈e2

0 〉〉}
for all vector field W . In fact, this equation and equation (9) together are equivalent to
the generalized Witten conjecture for r = 3. In this formula and the formula below eki
does not mean the quantum power of ei . It simply means ei repeating k times.

It seems quite hard to give a general formula for the right-hand side of equation
(8) for all r , even for the special case m = 0. Equation (9) only holds for r = 2 and
r = 3. It does not hold when r > 3. For example, when r = 4, we have

�0(W) = 1

192

{〈〈W e2
0 〉〉〈〈e4

0 〉〉 + 〈〈W e3
0 〉〉〈〈e3

0 〉〉 − 〈〈W e4
0 〉〉〈〈e2

0 〉〉}
as a consequence of the generalized Witten conjecture (cf. [38]). However, from
all examples computed in [38], we expect that at the origin of the big phase space
�m(W) = 0 for all r ≥ 2 and all vector fields W on the big phase space. Combining
with the string equation, the equation �0(W) = 0 at the origin gives the following
recursion formula for intersection numbers:

(
n+ 1 + m+ 2

r

)
〈τn(em)〉 =

r−2∑
j=0

(j + 1)2(r − 1 − j)

r3 〈τn−1(em) ej er−2−j 〉
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for all r ,m and n. This formula has been checked for r ≤ 7 in [38] using the general-
ized Witten conjecture. In particular, we used this formula computed 〈τn(em)〉3,r . The
results match with the computations using the genus-3 topological recursion relation
in [25].

Starting from any vector field W on the big phase space, the above equations
obtained from the generalized Witten conjecture are recursion relations involving
R̃(W). One can also write them as recursion relations involving R(W) in more
complicated forms. In comparison, universal equations obtained from tautological
relations are recursion relations involving T (W). In this sense the recursion relations
from the generalized Witten conjecture are closer to the Virasoro constraints rather
than universal equations. It would be interesting to find out relations between these two
types of recursion relations. In [44], Witten showed how to check the compatibility
of the equation (9) for r = 2 and the topological recursion relations of genus-0 and
genus-1. He employed the constitutive relations which were obtained in [9] using
genus-0 and genus-1 topological recursion relations. So far there is no analogue for
the constitutive relations when the genus is bigger than one. This makes it harder
to check the compatibility even for the case when r = 2 if the genus is bigger
than 1. We believe that it is very important to understand the relations between the
generalized Witten conjecture (or τ -functions of Gelfand–Dickey hierarchies) and
universal equations of Gromov–Witten invariants. Such relations should be crucial
in understanding the structures of the complicated systems of universal equations.
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Extremal metrics and stabilities on polarized manifolds

Toshiki Mabuchi∗

Abstract. The Hitchin–Kobayashi correspondence for vector bundles, established by Donaldson,
Kobayashi, Lübke, Uhlenbeck andYau, states that an indecomposable holomorphic vector bundle
over a compact Kähler manifold is stable in the sense of Takemoto–Mumford if and only if
the vector bundle admits a Hermitian-Einstein metric. Its manifold analogue known as Yau’s
conjecture, which originated from Calabi’s conjecture, asks whether “stability” and “existence
of extremal metrics” for polarized manifolds are equivalent. In this note the recent progress
of this subject, by Donaldson, Tian and our group, together with its relationship to algebraic
geometry will be discussed.

Mathematics Subject Classification (2000). Primary 32Q15; Secondary 53C21.

Keywords. Asymptotic Bergman kernel, balanced metrics, Calabi’s conjecture, Catlin–Lu–
Tian–Zelditch’s theorem, Chow–Mumford stable, extremal Kähler metrics, Futaki’s character,
GIT (geometric invariant theory), geometry of Kähler potentials, Gieseker’s stability for surfaces
of general type, Hilbert–Mumford stable, Hitchin–Kobayashi correspondence, Kähler–Einstein
metrics, K-energy, K-stable, Matsushima’s obstruction, stability theorems by Donaldson and
Tian, Takemoto–Mumford stable, Yau’s conjecture.

1. Introduction

Let M be a compact complex connected manifold. As an introduction to our subject
we recall the following well-known conjecture of Calabi [5]:

Conjecture. (i) If c1(M)R < 0, then M admits a unique Kähler–Einstein metric ω
such that Ric(ω) = −ω.

(ii) If c1(M)R = 0, then each Kähler class onM admits a unique Kähler–Einstein
metric ω such that Ric(ω) = 0.

(iii) For c1(M)R > 0, find a suitable condition for M to admit a Kähler–Einstein
metric ω such that Ric(ω) = ω.

Based on the pioneering works of Calabi [6], [7] and Aubin [1], a complete af-
firmative answer to (i) and (ii) was given by Yau [49] by solving systematically cer-
tain complex Monge–Ampère equations. However for (iii), sufficient conditions are
known only partially by Siu [41], Nadel [37], Tian [42], [44], Tian andYau [46], Wang
and Zhu [52], where some necessary conditions were formulated as obstructions by
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Futaki [18] and Matsushima [34] (see also Lichnerowicz [23]). It is (iii) that mainly
motivates our studies of stabilities and extremal metrics, while an analysis of destabi-
lizing phenomena caused by the non-existence of Kähler–Einstein metrics allows us
to obtain very nice by-products, such as Nadel’s vanishing theorem [37] via the use
of multiplier ideal sheaves.

2. Stability for manifolds in algebraic geometry

In Mumford’s GIT [36], moduli spaces of algebraic varieties are constructed via the
theory of invariants, where varieties are described by numerical data modulo actions of
reductive algebraic groups. Then, roughly speaking, stable points are those away from
very bad points in moduli spaces. For a precise definition consider a representation of
a reductive algebraic groupG on a complex vector spaceW . Let w ∈ W . We denote
by Gw the isotropy subgroup of G at w.

Definition 2.1. A point w ∈ W is said to be stable (resp. properly stable) if the orbit
G · w is closed in W (resp. G · w is closed in W with |Gw| < ∞).

For moduli spaces of polarized varieties the Chow–Mumford stability and the
Hilbert–Mumford stability are known. In what follows, by a polarized manifold
(M,L), we mean a very ample holomorphic line bundle L over a nonsingular pro-
jective algebraic variety M defined over C, where the arguments in this section have
nothing to do with the nonsingularity ofM . Now for a polarized manifold (M,L) put
n := dimM and let m be a positive integer. Then associated to the complete linear
system |Lm| we have the Kodaira embedding

ιm : M ↪→ P
∗(Vm),

where P∗(Vm) denotes the set of all hyperplanes in Vm := H 0(M,O(Lm)) through
the origin. Let dm be the degree of ιm(M) in the projective space P∗(Vm). Put
Gm := SLC(Vm) andWm := {Sdm(Vm)}⊗n+1, where Sdm(Vm) is the dm-th symmetric
tensor product of the space Vm. Take an element Mm �= 0 in W ∗

m such that the
associated element [Mm] in P∗(Wm) is the Chow point of the irreducible reduced
algebraic cycle ιm(M) on P∗(Vm). For the natural action ofGm onW ∗

m we now apply
Definition 2.1 to G = Gm and W = Wm:

Definition 2.2. (a) (M,Lm) is said to be Chow–Mumford stable (resp. Chow–Mumford
properly stable) if Mm in W ∗

m is stable (resp. properly stable).
(b) (M,L) is said to be asymptotically Chow–Mumford stable (resp. asymptoti-

cally Chow–Mumford properly stable) if, for m � 1, (M,Lm) is Chow–Mumford
stable (resp. Chow–Mumford properly stable).

Let m and k be positive integers. Then the kernel Im,k of the natural homomor-
phism of Sk(Vm) to Vmk := H 0(M,O(Lmk)) is the homogeneous ideal of degree k
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defining M in P∗(Vm). Put Nmk := dim Vmk and γm,k := dim Im,k . Then ∧γm,k Im,k
is a complex line in the vector space Wm,k := ∧γm,k (Sk(Vm)). Take an element
wm,k �= 0 in ∧γm,k Im,k . For the natural action ofGm := SLC(Vm) onWm,k we apply
Definition 2.1 to G = Gm and W = Wm,k:

Definition 2.3. (a) (M,Lm) is said to be Hilbert–Mumford stable (resp. Hilbert–
Mumford properly stable) if w�,k ∈ W�,k is stable (resp. properly stable).

(b) (M,L) is said to be asymptotically Hilbert–Mumford stable (resp. asymp-
totically Hilbert–Mumford properly stable) if, for all m � 1, (M,Lm) is Hilbert–
Mumford stable (resp. Hilbert–Mumford properly stable).

A result of Fogarty [17] shows that if (M,Lm) is Chow–Mumford stable, then
(M,Lm) is also Hilbert–Mumford stable. Though the converse has been unknown,
the relationship between these two stabilities is now becoming clear (cf. [33]).

Stability for manifolds is an important subject in moduli theories of algebraic
geometry. Recall, for instance, the following famous result of Mumford [35]:

Fact 1. If L is an ample line bundle of degree d ≥ 2g + 1 over a compact Riemann
surface C of genus g ≥ 1, then (C,L) is Chow–Mumford properly stable.

For the pluri-canonical bundlesK⊗m
M onM ,m � 1, using the asymptotic Hilbert–

Mumford stability, Gieseker [20] generalized this result to the case where M is a
surface of general type. For higher dimensions a stability result by Viehweg [48] is
known in the case where the canonical bundleKM is semipositive. However, for both
the results of Gieseker and of Viehweg the proof of stability is fairly complicated,
while the underlying manifold (or orbifold) admits a Kähler–Einstein metric.

3. The Hitchin–Kobayashi correspondence and its manifold analogue

For a holomorphic vector bundle E over an n-dimensional compact Kähler manifold
(M,ω) we say that E is Takemoto–Mumford stable if∫

M
c1(S)ω

n−1

rk(S)
<

∫
M
c1(E)ω

n−1

rk(E)

for every coherent subsheaf S of O(E) satisfying 0 < rk(S) < rk(E). Recall the
following Hitchin–Kobayashi correspondence for vector bundles:

Fact 2. An indecomposable holomorphic vector bundle E over M is Takemoto–
Mumford stable if and only if E admits a Hermitian-Einstein metric.

This fact was established in 1980s by Donaldson [13], Kobayashi [22], Lübke [25],
Uhlenbeck and Yau [47]. As a manifold analogue of this conjecture we can naturally
ask whether the following conjecture (known as Yau’s conjecture) is true:
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Conjecture. The polarization class of (M,L) admits a Kähler metric of constant
scalar curvature (or more generally an extremal Kähler metric) if and only if (M,L)
is asymptotically stable in a certain sense of GIT.

For the “only if” part of this conjecture, the first breakthrough was made by
Tian [45]. By introducing the concept of K-stability, he gave an answer to the “only
if” part for Kähler–Einstein manifolds, and showed that some Fano manifolds without
nontrivial holomorphic vector fields admit no Kähler–Einstein metrics. A remarkable
progress was made by Donaldson [14] who showed the Chow–Mumford stability for
a polarized Kähler manifold (M,ω) of constant scalar curvature essentially when the
connected linear algebraic part H of the group Aut(M) of holomorphic automor-
phisms of M is semisimple. In the present paper we shall show how Donaldson’s
work is generalized to extremal Kähler cases without any assumption on H (see also
[31], [32]). The relationship between this generalization and a recent result by Chen
and Tian [12] will be treated elsewhere.

4. The asymptotic Bergman kernel

For a polarized manifold (M,L) take a Hermitian metric h for L such that ω :=
c1(L;h) is a Kähler form. Define a Hermitian pairing on Vm := H 0(M,O(Lm)) by

〈σ1, σ2〉L2 :=
∫
M

(σ1, σ2)h ω
n, σ1, σ2 ∈ Vm,

where ( , )h denotes the pointwise Hermitian pairing by hm for sections for Lm. For
an orthonormal basis {σ1, σ2, . . . , σNm} of Vm we put

Bm,ω := n!
mn
(|σ1|2h + |σ2|2h + · · · + |σNm |2h), (1)

where |σ |2h := (σ, σ )h for σ ∈ Vm. This Bm,ω is called the m-th Bergman kernel
for (M,ω) (cf. Tian [43], Zelditch [50], Catlin [4]), where we consider the asymp-
totic behavior of Bm,ω as m → ∞. Note that Bm,ω depends only on (m, ω) and is
independent of the choice of both h and the orthonormal basis for Vm. Next, for

D := {� ∈ L∗ ; |�|h < 1}
the boundary X := ∂D = {� ∈ L∗; |�|h = 1} over M is an S1-bundle. Let pr : X →
M be the natural projection. We now consider the Szegö kernel

Sω := Sω(x, y)

for the projection ofL2(X) onto the Hardy spaceL2(X)∩	(D,O) of boundary values
of holomorphic functions on D. Then for each positive integer m the corresponding
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m-th Bergman kernel Bm,ω for the Kähler manifold (M,ω) is characterized as the
Fourier coefficient

pr∗ Bm,ω := n!
mn

∫
S1
e−imθSω(eiθx, x) dθ.

Now the Bergman kernel is defined not only for positive integers m but also for
complex numbers ξ as follows. To see the situation, we first consider the case whereM
is a single point. Then in place of Sω(eiθx, x) consider a smooth function S = S(θ)

on S1 := R/2πZ for simplicity. The associated Fourier coefficient Bm is

Bm =
∫
S1
e−imθS(θ) dθ

for each integer m �= 0. Then for open intervals I1 := (−3π/4, 3π/4) and I2 =
(π/4, 7π/4) in R we choose the open cover

S1 = U1 ∪ U2

where U1 := I1 mod 2π and U2 := I2 mod 2π . By choosing a partition of unity
subordinate to this open cover we write

ρ1(θ)+ ρ2(θ) = 1, θ ∈ S1,

where ρα ∈ C∞(S1)R, α = 1, 2, are functions ≥ 0 satisfying Supp(ρα) ⊂ Uα . For
the coordinate θ̃ for R, writing θ̃ mod 2π as θ , define ρ̃α ∈ C∞(R)R, α = 1, 2, by

ρ̃α(θ̃ ) =
{
ρα(θ), θ̃ ∈ Iα
0, θ̃ /∈ Iα.

Then the Fourier transform F (S) = F (S)(ξ) of S is an entire function in ξ ∈ C

defined as the integral

F (S)(ξ) =
∫

R

e−iξθ {ρ1(θ̃)+ ρ2(θ̃)}S(θ̃) dθ̃, ξ ∈ C,

satisfying F (S)(m) = Bm for all integers m. Though F (S) may depend on the
choice of the partition of unity, its restriction to Z is unique. This situation is easily
understood for instance by the fact the functions F (S)(ξ) and F (S)(ξ) + sin(πξ)
in ξ coincide on Z.

Now the above process of generalization from the Fourier series to the Fourier
transform is valid also for the case where the base space M is nontrivial. Actually,
we define an entire function Bξ,ω in ξ ∈ C by

pr∗ Bξ,ω := n!
ξn

∫
R

e−iξ θ̃ {ρ1(θ̃)+ ρ2(θ̃)}Sω(eiθ̃ x, x) dθ̃.
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By setting q := ξ−1 we study the asymptotic behavior of Bξ,ω as q → 0 along
the positive real line {q > 0}. Let σω denote the scalar curvature of the Kähler
manifold (M,ω). Then as in discrete cases by Tian [43], Zelditch [50], Catlin [4],
the asymptotic expansion of Bξ,ω in q yields

Bξ,ω = 1 + a1(ω)q + a2(ω)q
2 + · · · , 0 ≤ q � 1, (2)

where a1(ω) = σω/2 by a result of Lu [24]. For more details of the expansion in
discrete cases see also Hirachi [21].

5. Balanced metrics

Choose a Hermitian metric h for L such that ω := c1(L;h) is a Kähler form. Then ω
is called an m-th balanced metric (cf. [51], [26]) for (M,L) if Bm,ω is a constant
function (= Cm) onM . First put q := 1/m. By integrating (1) and (2) on the Kähler
manifold (M,ω) we see that Cm is written as

Cm := n!
mnc1(L)n[M]Nm = 1 + n

2

c1(M)c1(L)
n−1[M]

c1(L)n[M] q +O(q2), 0 ≤ q � 1,

where the left-hand side is the Hilbert polynomial P(m) for (M,L) divided by
mnc1(L)

n[M]/n!. Hence it is easy to define Cξ by setting

Cξ = n!P(ξ)
ξnc1(L)n[M] , ξ ∈ C

∗. (3)

Now put q := 1/ξ . Define the modified Bergman kernel βq,ω by

βq,ω := 2ξ
(

1 + 2q

3
�ω

)
(Bξ,ω − Cξ) = σω − σ̄ω +O(q), (4)

where the average σ̄ω of the scalar curvature σω is nc1(M)c1(L)
n−1[M]/c1(L)

n[M]
independent of the choice of ω in c1(L)R. Then, for ξ = m, ω is an m-th balanced
metric for (M,L) if and only if βq,ω vanishes everywhere onM . Recall the following
result by Zhang [51] (cf. [26]; see also [30]):

Fact 3. (M,Lm) is Chow–Mumford stable if and only if (M,L) admits an m-th
balanced metric.

Consider the maximal connected linear algebraic subgroupH of Aut(M), so that
the identity component of Aut(M)/H is an Abelian variety. Let us now choose
an algebraic torus T ∼= (C∗)r in the connected component ZC of the center of the
reductive part R(H) for H in the Chevalley decomposition

H = R(H)�Hu,
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whereHu is the unipotent radical ofH . Replacing L by its suitable positive multiple,
we may assume that theH -action onM is lifted to a bundle action on L covering the
H -action on M . For each character χ ∈ Hom(T ,C∗) we set

Wχ := {σ ∈ Vm ; σ · g = χ(g)σ for all g ∈ T },
where Vm × T � (σ, g) �→ σ · g is the right T -action on Vm = H 0(M,O(Lm))
induced by the left H -action on L. Now we have characters χk ∈ Hom(T ,C∗),
k = 1, 2, . . . , rm, such that the vector space Vm is expressible as a direct sum

Vm =
rm⊕
k=1

Wχk.

For the maximal compact torus Tc in T we may assume that both h and ω are Tc-
invariant. Put Jm := {1, 2, . . . , Nm}, where Nm := dim Vm. Choose an orthonor-
mal basis {σ1, σ2, . . . , σNm} for Vm such that all σj , j ∈ Jm, belong to the union⋃rm
k=1Wχk . Hence there exists a map κ : Jm → {1, 2, . . . , rm} satisfying

σj ∈ Wχκ(j), j ∈ Jm.

Put tR := itc for the Lie algebra tc of Tc where i := √−1. For each Y ∈ tR, by
setting g := exp(Y/2), we put hg := h · g for the natural T -action on the space of
Hermitian metrics on L. Define the m-th weighted Bergman kernel Bm,ω,Y, twisted
by Y, for (M,ω) by setting

Bm,ω,Y := n!
mn

Nm∑
j=1

|σj |2hg = g∗
{
n!
mn

Nm∑
j=1

|σj |2h
|χκ(j)(g)|2

}
.

Thenω is called anm-th T -balanced metric on (M,L) ifBm,ω,Y is a constant function
(= Cm,Y) on M for some Y ∈ t. Consider the natural action of the group

Gm :=
rm⊕
k=1

SLC(Wχk)

acting on Vm = ⊕rm
k=1Wχk diagonally (factor by factor). We say that (M,Lm) is

Chow–Mumford T -stable if the orbit Gm ·Mm is closed in W ∗
m. Note that (cf. [30])

Fact 4. If M admits an m-th T -balanced metric on (M,L), then (M,Lm) is Chow–
Mumford T -stable.

We shall now extend {Bm,ω,Y ; m = 1, 2, . . . } to {Bξ,ω,Y ; ξ ∈ C} in such a way
that Bm,ω,Y coincides with Bξ,ω,Y|ξ=m for all positive integers m. By the definition

of Bm,ω,Y (see also [30], p. 578) the equality Bm,ω,Y = Bm,ω(hg/h)
m always holds.

Hence we put

Bξ,ω,Y := Bξ,ω · (hg/h)ξ = Bξ,ω exp{ξ log(hg/h)}, ξ ∈ C. (5)
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Once Bξ,ω,Y is defined, we can also define Cξ,Y, ξ ∈ C in such a way that Cm,Y
coincides with Cξ,Y|ξ=m. Actually, we put

Cξ,Y :=
∫
M

Bξ,ω,Y

c1(L)n[M] g
∗ωn. (6)

6. A simple heuristic proof of Donaldson’s theorem

In this section we shall show that a heuristic application of the implicit function
theorem simplifies the proof of Donaldson’s theorem [14]. Fix a Kähler metric ω0 in
c1(L)R of constant scalar curvature. Assume that the groupH in the previous section
is trivial. For each Kähler metric ω in c1(L)R we can associate a unique real-valued
smooth function ϕ on M such that

ω = ω0 + √−1∂∂̄ϕ

with normalization condition
∫
M
ϕ ωn0 = 0. For an arbitrary nonnegative integer k

and a real number α satisfying 0 < α < 1, we more generally consider the case where
ϕ ∈ Ck+4,α(M)R, so that ω is a Ck+2,α Kähler metric on M . The Fréchet derivative
Dωσω at ω = ω0 of the scalar curvature function ω �→ σω is given by

{
(Dωσω)(

√−1∂∂̄ϕ)
}
|ω=ω0

= lim
ε→0

σω0+
√−1ε∂∂̄ϕ − σω0

ε
= Lω0ϕ,

where Lω0 : Ck+4,α(M)R → Ck,α(M)R is the Lichnerowicz operator for the Kähler
metric ω0 (cf. [23], [14]). Then by (4) the Fréchet derivative Dωβq,ω of βq,ω with
respect to ω at (q, ω) = (0, ω0) is written as{

(Dωβq,ω)(
√−1 ∂∂̄ϕ)

}
|(q,ω)=(0,ω0)

= {
(Dωσω)(

√−1 ∂∂̄ϕ)
}
|ω=ω0

= Lω0ϕ,

where Lω0 is an invertible operator by the triviality of H . By setting q := 1/ξ , we
move q in the half line R≥0 := {0} ∪ {1/ξ ; ξ > 0}. Replacing q by q2 if necessary,
we apply the implicit function theorem to the map (q, ω) �→ βq,ω. (The required
regularity for this map is rather delicate: By using [3], Theorem 1.5 and §2.c, we
can write both Bξ,ω and its ω-derivatives as integrals similar to (18) in [50]. Then
the estimate of the remainder term in the asymptotic expansion for Bm,ω in [50],
Theorem 1, is valid also for the asymptotic expansion of Bξ,ω and its ω-derivatives.
However, for continuity of βq,ω and its ω-derivative, more delicate estimates are
necessary. Related to Nash–Moser’s process, this will be treated elsewhere.) Then
we have openness of the solutions for the one-parameter family of equations

βq,ω = 0, q ≥ 0, (7)

i.e., there exists a one-parameter family of Ck+2,α solutions ω = ω(q), 0 ≤ q < ε,
for (7) with ω(0) = ω0, where ε is sufficiently small. Hence by Fact 3 in Section 5,
(M,Lm) is Chow–Mumford stable for all integers m > 1/ε. �
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7. The case where M admits symmetries

In this section we consider a polarized manifold (M,L) with an extremal Kähler
metric ω0 in c1(L)R. Then following Section 6, a result on stability in [32] will be
discussed. Let V be the associated extremal Kähler vector field on M . Assume that
H is possibly of positive dimension. Then the identity component K of the isometry
group of (M,ω0) is a maximal compact subgroup in H . Let z be the Lie algebra of
the identity component Z of the center of K .

Step 1. We assume that the algebraic torus T in Section 5 is the complexification ZC

of Z in H , so that the Lie algebra t of T coincides with the Lie algebra zC of ZC.
Let q ∈ R≥0, where we set q = 1/ξ for the part 0 < ξ ∈ R. Take an element W
in the Lie algebra z. Let ω be a Kähler metric in the class c1(L)R. Then by setting
Y := iq2(V + W) for i := √−1, we can now consider the following modified
weighted Bergman kernel

βq,ω,W := 2ξ
(

1 + 2q

3
�ω

)
(Bξ,ω,Y − Cξ,Y), ξ ∈ C

∗,

where we used (5) and (6) in defining Bξ,ω,Y and Cξ,Y. For the Kähler manifold
(M,ω), consider the Hamiltonian function σ̂ω ∈ C∞(M)R for V characterized by

V �ω = ∂̄ σ̂ω and
∫
M

σω ω
n =

∫
M

σ̂ω ω
n.

For each Z ∈ z the associated Hamiltonian function fZ,ω ∈ C∞(M)R is uniquely

characterized by the identities Z �ω = ∂̄fZ,ω and
∫
M
fZ,ω ω

n = 0. Note that V ∈ z.
Then also in this case, as in (4), we obtain

βq,ω,W = σω − σ̂ω − fW ,ω +O(q). (8)

Choose an arbitrary nonnegative integer � with a real number 0 < α < 1. For the
space F� of all K-invariant functions f ∈ C�,α(M)R satisfying

∫
M
fωn0 = 0, by

setting N := KerLω0 ∩ F�, we have the identification

θ : z ∼= N , Z ↔ θ(Z) := fZ,ω0,

where N is independent of the choice of �. Then the vector space F� is written
as a direct sum N ⊕ N ⊥

� , where N ⊥
� is the space of all functions f in F� such

that
∫
M
f νωn0 = 0 for all ν ∈ N . For an arbitrary integer k ≥ 0, we make a

small perturbation of ω0 by varying ω in the space {ω0 + √−1 ∂∂̄ϕ ; ϕ ∈ N ⊥
k+4}.

Since ω0 is an extremal Kähler metric, we see from (8) that βq,ω,W vanishes at
(q, ω,W) = (0, ω0, 0), i.e.,

β0,ω0,0 = 0 on M .
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Again from (8) we see that the Fréchet derivatives Dωβq,ω,W and DWβq,ω,W of
βq,ω,W at (q, ω,Y) = (0, ω0, 0) are

{{
(Dωβq,ω,W ) (

√−1 ∂∂̄ϕ)
}
|(q,ω,W)=(0,ω0,0)

= Lω0ϕ, ϕ ∈ N ⊥
k+4,

(DWβq,ω,W )|(q,ω,W)=(0,ω0,0) = −θ, on N .

Since Lω0 : N ⊥
k+4 → N ⊥

k is invertible and since θ is an isomorphism, the implicit
function theorem is now applicable to the map: (q, ω,W) �→ βq,ω,W . Then for some
0 < ε � 1 we can write

ω = ω(q) and W = W(q), 0 ≤ q ≤ ε,

solving the one-parameter family of equations

βq,ω,W = 0, q ≥ 0,

in (ω,W). Hence by setting Y(q) := iq2(V+W(q)) for q = 1/m, them-th weighted
Bergman kernel Bm,ω(q),Y(q) is constant on M for all m > 1/ε. Then by Fact 4 in
Section 5, (M,Lm) is Chow–Mumford T -stable for all m > 1/ε.

Step 2. Though we assumed that T coincides with ZC in the first step, it is better to
choose T as small as possible. Then for a sufficiently small positive real number ε,
the algebraic torus T in ZC generated by⋃

1/ε<m∈Z

{V + W(q), iV + iW(q)}

is a good choice, where q = 1/m and i := √−1.

8. Concluding remarks

For the conjecture in Section 3 the “if” part is known to be a difficult problem and it
is of particular interest. Assuming that a polarized manifold (M,L) is asymptotically
Chow–Mumford stable, we are asked whether there exist Kähler metrics of constant
scalar curvature in c1(L)R. For simplicity, we consider the case where H is trivial.
Then by Fact 3 the equation

βq,ω = 0 (9)

has solutions (q, ω) = (1/m,ωm),m � 1, while each ωm is anm-th balanced metric
for (M,L). Moreover, the triviality of H implies that ωm is the only m-th balanced
metric for (M,L). Then we are led to study the graph

E := {(q, ω) ; βq,ω = 0}
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in C × K , where K is the space of all Kähler metrics in the class c1(L)R. Let H ,
M be the sets of all Hermitian metrics for L, Vm, respectively. Consider the Fréchet
derivativeDωβq,ω at (q, ω) = (1/m,ωm) ∈ E , wherem � 1. With the same setting
of differentiability as in Section 6, the Fréchet derivative will be shown to be invertible.

Let us give a rough idea how the invertibility can be proved. It suffices to show
that the operator DωBm,ω is invertible at ω = ωm. Choose a Hermitian metric hm
for L such that c1(L;hm) = ωm. Put � := {ψ ∈ C∞(M)R ; ∫

M
ψωnm = 0}. Let

ϕ ∈ �. Then the R-orbit in H through hm written in the form

hϕ;t := e−tϕhm, t ∈ R, (10)

projects to the R-orbit ωϕ,t := ωm + √−1 t ∂∂̄ϕ, t ∈ R, in K through ωm. Note also
that every Hermitian metric h for L induces a Hermitian pairing 〈 , 〉

L2 which will be

denoted by (Vm, h̃) (cf. Section 4). Choose an orthonormal basis {σ1, σ2, . . . , σNm}
for (Vm, h̃m). Let � be the space of all ϕ ∈ � such that

(d/dt)(h̃ϕ,t )|t=0 = 0 on Vm.

In other words, if ϕ ∈ � then the basis {σ1, σ2, . . . , σNm} infinitesimally remains to
be an orthonormal basis for (Vm, h̃ϕ,t ) at t = 0 with t perturbed a little. Since

Bm,ω := |σ1|2h + |σ2|2h + · · · + |σNm |2h
is obtained from the contraction of � := σ1σ̄1 + σ2σ̄2 + · · · + σNmσ̄Nm by hm, and
since � is fixed by the infinitesimal action (d/dt)(hϕ,t ) at t = 0 in (10), we obtain

(d/dt)(Bm,ωϕ,t )|t=0 = (d/dt)(hmϕ,t )|t=0 = −mϕ. (11)

Let H denote the set of all Hermitian metrics on the vector space Vm. Then we have
a natural projection π : � → T

h̃m
H defined by

(d/dt)(hϕ,t )|t=0 �→ (d/dt)(h̃ϕ,t )|t=0.

In view of dim H < +∞, it is now easy to see that this map is surjective. Since the
kernel of this map is �, we obtain

�/� ∼= T
h̃m

H. (12)

Finally by (11) and (12), the uniqueness of them-th balanced metric (byH = {1}) im-
plies the required invertibility of the Fréchet derivative (see also Donaldson [16]). �

Now we can apply the implicit function theorem to obtain an open neighborhoodU
of 1/m in C such that, for each ξ ∈ U , there exists a unique Kähler metric ω(ξ) in
c1(L)R satisfying βξ,ω(ξ) = 0.

Assuming non-existence of Kähler metrics of constant scalar curvature, we have
some possibility that, by an argument as in Nadel, destabilizing objects are obtained
by studying the behavior of the solutions along the boundary point of E .
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Finally, there are many interesting topics, which are related to ours, such as the
geometry of Kähler potentials [10], [9], [38], [40] (see also [28]). The uniqueness of
extremal Kähler metrics modulo the action of holomorphic automorphisms in compact
cases is recently given in [12] (cf. [2], [14]). New obstructions to semistability of
manifolds or to the existence of extremal metrics are done by [19], [29], [12]. The
concept of K-stability, introduced by Tian [45] and reformulated by Donaldson [15], is
deeply related to the Hilbert–Mumford stability criterion, and various kinds of works
are actively done related to algebraic geometry.
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Tropical geometry and its applications
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Abstract. From a formal perspective tropical geometry can be viewed as a branch of geometry
manipulating with certain piecewise-linear objects that take over the rôle of classical algebraic
varieties. This talk outlines some basic notions of this area and surveys some of its applications
for the problems in classical (real and complex) geometry.
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1. Introduction

From a geometric point of view tropical geometry describes worst possible degen-
erations of the complex structure on an n-fold X. Such degenerations cause X to
collapse onto an n-dimensional (over R, i.e.

(dim X
2

)
-dimensional) base B which is

a piecewise-linear polyhedral complex, see e.g. [13] for a conjectural picture in the
special case of Calabi–Yau n-folds.

According to an idea of Kontsevich such degenerations can be useful, in particu-
lar, for computations of the Gromov–Witten invariants of X as holomorphic curves
degenerate to graphs � ⊂ B. A similar picture appeared in the work of Fukaya (see
e.g. [5]) where graphs come as degenerations of holomorphic membranes.

Tropical geometry formalizes the base B as an ambient variety so that the graphs �

become curves in B. Some problems in complex and real geometry then may be
reduced to problems of tropical geometry which are often much easier to solve, thanks
to the piecewise-linear nature of the subject. Local considerations in tropical geometry
correspond to some standard models in classical geometry while the combinatorial
tropical structure encodes the way to glue these models together. In this sense it may
be viewed as an extension of the Viro patchworking [32].

This talk takes a geometric point of view on tropical geometry and surveys its basic
notions as well as some of its applications to classical algebro-geometrical problems.
The author is indebted to Ya. Eliashberg, M. Kontsevich, A. Losev, B. Sturmfels and
O. Viro for many useful conversations on tropical geometry.
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2. Tropical algebra

2.1. Tropical vs. classical arithmetics. The term tropical semirings was reputedly
invented by a group of French computer scientists to commemorate their Brazilian
colleague Imre Simon. For our purposes we use just one of these semirings, the
tropical semifield T = R ∪ {−∞} equipped with the operations of addition and
multiplication defined by

“a + b” = max{a, b}, “ab” = a + b.

We use the quotation marks to distinguish the tropical operations from the classical
addition and multiplication on R∪{−∞}. It is easy to check that the tropical operations
are commutative, associative and satisfy the distribution law.

There is no tropical subtraction as the operation “ + ” is idempotent, but we have
the tropical division “a

b
” = a − b, b �= −∞. This makes T an idempotent semifield.

Its additive zero is 0T = −∞, its multiplicative unit is 1T = 0.

Remark 2.1. A classical example of a semifield is the semifield R≥0 of nonnegative
numbers with classical addition and multiplication. We have the map logt : R≥0 → T

between semifields R≥0 for any t > 1. The larger t , the closer is the map logt to a
homomorphism. More specifically, logt is an isomorphism up to the error of logt (2)

while limt→+∞ logt 2 = 0. Indeed, we have logt (ab) = “ logt (a) logt (b)” and

“ logt (a) + logt (b)” ≤ logt (a + b) ≤ “ logt (a) + logt (b)” + logt 2

by elementary considerations. Thus T can be considered as the t → +∞ limit
semifield of a family of (mutually isomorphic) semifields R ∪ {−∞} equipped with
arithmetic operations induced from R≥0 by logt . In this sense T is considered to be
the result of dequantization of classical arithmetics by Maslov et al., see e.g. [15]
or [33] for a geometric version of this dequantization.

Remark 2.2. The semifield T is closely related to non-Archimedean fields K with
(real) valuations val : K → T. Indeed, val is a valuation if for any z, w ∈ K we have
val(z + w) ≤ “ val(z) + val(w)”, val(zw) = “ val(z) val(w)” and val−1(−∞) = 0.
In this sense val is a sub-homomorphism. This non-Archimedean point of view on
tropical geometry is taken e.g. in [4], [25], [29] and [30].

2.2. Polynomials, regular and rational functions. There is no subtraction in the
semifield T, but we do not need it to form polynomials. A tropical polynomial is a
tropical sum of monomials. For a polynomial f in n variables we get f : T

n → R,

f (x) = “
∑
j

aj x
j ” = max(aj + 〈j, x〉), (1)

where x = (x1, . . . , xn) ∈ T
n, j = (j1, . . . , jn) ∈ Z

n, xj = x
j1
1 . . . x

jn
n , 〈j, x〉 =

j1x1 . . . jnxn and aj ∈ T.
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Remark 2.3. Not all monomials in f are essential. It may happen that for some
element j ′ we have aj ′ + 〈j ′, x〉 ≤ aj + 〈j, x〉 for any j �= j ′. Then for any bj ′ ≤ aj

we have “
∑

j aj x
j ” = “bj ′ + ∑

j �=j ′ ajx
j ” = “

∑
j �=j ′ ajx

j ”. Thus the presentation
of a function f as a tropical polynomial is not, in general, unique. Nevertheless, it is
very close to being unique.

Note that (1) defines the Legendre transform of a (partially-defined) function
on R

n, −a : j �→ −aj . The function −a is defined only on a finite set, namely the
set J which consists of the powers of the monomials in f . We can use involutivity
of the Legendre transform to recover the coefficients aj from the function f . Take
the Legendre transform Lf of f and set aj = −Lf (j), j ∈ Z

n. It is easy to see
that if f were a tropical polynomial then aj = −∞ = 0T for all but finitely many
j ∈ Z

n. Furthermore, if the function −a is convex (i.e. if it is a restriction of a convex
function on R

n) then aj = aj . Thus every function f : T
n → T obtained from a

tropical polynomial has a “maximal” presentation as a tropical polynomial (clearly,
aj ≥ aj ).

Once we have polynomials we may form rational functions as the tropical quo-
tients, i.e. the differences of two polynomials. The tropical quotient of two monomials
is called a Z-affine function. Clearly a Z-affine function is an affine-linear function
R

n → R with an integer slope.
A rational function h = “f

g
” is defined for every x ∈ T

n such that g(x) �= −∞.
At such x h is called finite (more precisely, h is called finite at x ∈ T

n if it can be
presented as “f

g
” with g(x) �= −∞). A rational function h is called regular at x ∈ T

n

if it is finite at x and there exist a Z-affine function φ finite at x, an open neighborhood
U � x and a tropical polynomial p : T

n → T such that h(y) = p(y) + φ(y) for all
y ∈ U . (Here we consider the Euclidean topology on T

n = [−∞, +∞)n.)
All functions U → T that are restrictions of rational functions on T

n that are
regular at every point of U form a semiring O(U). Constant functions give a natural
embedding T ⊂ O(U) and thus O(U) is a tropical algebra. In this way we get a
sheaf O of tropical algebras on T

n called the structure sheaf.

3. Geometry: tropical varieties

3.1. Hypersurfaces. To every tropical polynomial f one may associate its hyper-
surface Vf ⊂ T

n that, by definition, consists of all points x where “ 1T

f
” is not regular.

This is a piecewise-linear object in T
n.

Example 3.1. Figures 1 and 2 depict some hypersurfaces in T
2 (i.e. planar curves).

The left-hand side of Figure 1 is given by the polynomial “1+0x +0y”. It is a line
in the tropical plane T

2. The right-hand side of Figure 1 is given by the polynomial
“10 + 5.5x + 0x2 + 8.5y + 6.5y2 + 4.5xy”, it is a conic. The line and the conic here
intersect at two distinct points.
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Figure 1. Tropical line and conic.

Figure 2. Two tropical cubic curves.

The left-hand side of Figure 2 is given by the polynomial

“5 + 4x + 2.25x2 + 0x3 + 4y + 2.5xy + 1x2y + 3y2 + 1.5xy2 + 1.5y3”. (2)

The right-hand side is given by the polynomial

“17.5 + 12.25x + 7x2 + 0x3 + 16.75y + 12xy + 5.5x2y + 15.5y2 + 10xy2 + 13y3”.

It is easy to see that a tropical hypersurface Vf is a union of convex (n − 1)-
dimensional polyhedra called the facets of Vf . Each facet has integer slope, i.e.
is parallel to a hyperplane in R

n defined over Z. For every facet P there exist two
monomials aj1x

j1 and aj2x
j2 of f that are equal along P and such that they are greater

than any other monomial of f in the (relative) interior of P . The greatest common
divisor of the components of the vector j2 − j1 is called the weight of P . E.g. the
horizontal edge in Figure 2 adjacent to the leftmost vertex has weight 2 while all other
edges have weight 1.

The intersection of any pair of facets is the face of both facets. Furthermore, at
every (n − 2)-dimensional face Q we have the following balancing property.

Property 3.2. Let P1, . . . , Pl be the facets adjacent to Q and let νj be the integer
covectors whose kernels are parallel to Pj and whose gcd is equal to the weight of Pj .
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In addition we require that the orientation of ν1, . . . , νl is consistent with a choice of
direction around Q. Then we have

l∑
j=1

νj = 0.

3.2. Integer polyhedral complexes. This balancing property may also be gener-
alized to some piecewise-linear polyhedral complexes X of arbitrary codimension
in T

n. A integer convex polyhedron in T
n is the set defined by a finite number of

inequalities of the type
〈j, x〉 ≤ c,

where x ∈ T
n, j ∈ Z

n and c ∈ R. Here the expression 〈j, x〉 stands for the scalar
product. It may happen that 〈j, x〉 is an indeterminacy (for some x ∈ T � T

×), we
include such x into the polygon. Equivalently, an integer convex polyhedron in T

n

is the closure of a convex polyhedron (bounded or unbounded) in R
n such that the

slopes of all its faces (including the polyhedron itself) are integers. The dimension of
an integer convex polyhedron is its topological dimension.

An integer piecewise-linear polyhedral complex X of dimension k in T
n is the

union of a finite collection of integer convex polyhedra of dimension k called the
facets of X such that the intersection

⋂l
j=1 Pj of any finite number of facets is the

common face of Pj . We may equip the facets of X with natural numbers called the
weights.

The complex X is called balanced if the following property holds.

Property 3.3. Let Q be a face of dimension k − 1 and P1, . . . , Pl be the facets
adjacent to Q. The affine-linear space containing Q defines a linear projection
λ : R

n → R
n−k+1. The image q = λ(Q) is a point while the images of pj = λ(Pj )

are intervals in R
n−k+1 adjacent to q. Let vj ∈ Z

n be the primitive integer vector
parallel to pj in the direction outgoing from q multiplied by the weight of Pj . We
have

l∑
j=1

vj = 0.

It is easy to see that if k = n − 1 then Properties 3.2 and 3.3 are equivalent.

3.3. Contractions. Let f : T
n → T be a polynomial. We define its full graph

�f ⊂ T
n × T

to be the hypersurface defined by “y + f (x)”. Note that �f can be obtained from the
set-theoretical graph of f by attaching the intervals [(x, −∞), (x, f (x))] for all x

from the hypersurface Vf (i.e. those x where “ 0
f

” is not regular), cf. Figure 3 for the

full graphs of “x + 0” and “x2 + x + 1”.
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Thus, unlike the classical situation, the full graph of a map is different from the
domain of the map. We define the principal contraction

δf : �f → T
n (3)

associated to f to be the projection onto T
n.

To get a general contraction one iterates this procedure. Suppose that a contraction
γ : V → T

n is already defined. We have V ⊂ T
N .

If g : V → T is a regular function (in N variables) then we can define the full
graph �g ⊂ V × T as the union of the set-theoretical graph of g with all intervals
[(x, −∞), (x, g(x))] such that “ 0

g
” is not regular at x (i.e. at a neighborhood of x

in V ). The map δg : �g → V is the projection onto V .
The map δg is called a principal contraction to V . A general contraction is a

composition of principal contractions.
Furthermore, one may associate the weights to the new facets of �g by setting

them equal to the orders of the pole of “ 0
g

”. Here we say that the order of a pole of a
rational function is at least n at x if it can be locally presented as a tropical product
of n rational functions that are not regular at x. Then we define the order of the pole
to be the largest n with this property.

Definition 3.4. The order of zero of g at x is the order of the pole of “ 0
g

” at x.

This definition is consistent with the definition of tropical hypersurfaces.
The facets of �g contained in the set-theoretical graph of g inherit their weights

from the weights of the corresponding facets of V .

Remark 3.5. Contractions may be used to define counterparts of Zariski open sets in
tropical geometry. We define the complements of tautological embeddings T

k → T
n,

k ≤ n, to be Zariski open.
To define the principal open set corresponding to a polynomial f we consider the

contraction δf : �f → T
n and take

Df = �f ∩ (Tn × T
×).

This together with the map δf |Df
is the principal open set associated to f .

Example 3.6. The principal open set associated to “x + a” D“x+a” → T of “x + a”,
a ∈ T

×, can be interpreted as the result of puncturing T at a finite point a ⊂ T.
Figure 3 depicts D“x+0” and D“x2+x+1”. The corresponding maps are projections
onto the x-axis.

Proposition 3.7. If δ : T
N ⊃ V → T

n is a contraction then V ⊂ T
N satisfies

Property 3.3.

Remark 3.8. In fact Proposition 3.7 can be used to define the weights of the facets
of V and thus the orders of the zeroes of polynomials on V .
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Figure 3. Once and twice punctured affine lines T.

3.4. Tropical varieties and tropical morphisms. A map R
N → R

M is called inte-
ger affine-linear if it is a composition of a linear map defined over Z and a translation
by an arbitrary vector in R

M . Such a map can be extended to a partially defined
map T

N → T
M by taking the closure. Note that integer affine-linear maps leave the

class of integer piecewise-linear polyhedral complexes invariant. Furthermore, such
maps take facets to facets (at least for some presentation of the image as an integer
piecewise-linear polyhedral complex) and respect Property 3.3.

Let X be a topological space together with an atlas {Uα}, φα : Uα → T
n, Uα ⊂ X.

Definition 3.9. We say that X is a tropical variety of dimension n if the following
conditions hold.

1. Each φα is a contraction to an open subset of T
n. More precisely, there is a

contraction δα : Vα → T
n, Vα ⊂ T

Nα and an open embedding 	α : Uα → Vα

such that φα = δα � 	α .

2. The overlapping maps 	β � 	−1
α are induced by the integer affine-linear maps

R
Nα → R

Nβ .

3. For every point x ∈ X in the interior of a facet of X there exists a chart φα such
that x ∈ Uα and φα embeds some neighborhood of x into T

n.

4. There exist a finite covering of X by open sets Wj ⊂ X such that for every j

there exists α such that Wj ⊂ Uα and the closure of 	α(Wj) in T
Nα is contained

in 	α(Uα).

The last condition ensures completeness of the tropical structure on X.
A function on a subset W of X is called regular at a point x ∈ W if it is locally a

pull-back of a regular function in a neighborhood of 	α(x) ∈ T
Nα . In this way we

get the structure sheaf OX of regular functions on X.
A point x ∈ X is called finite if it is mapped to R

Nα ⊂ T
Nα . Note that finiteness

does not depend on the choice of a chart. At finite points of x we have the notion
of an integer tangent vector to X. This comes from tangent vectors to 	α(Uα) at
	α(x) ∈ R

Nα after identification with the corresponding counterparts for different
charts Uβ � z under the differential of the overlapping maps.
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Example 3.10. The space T
n is a n-dimensional tropical variety tautologically. The

projective n-space TP
n is defined as the quotient of T

n+1
� (−∞, . . . , −∞) by the

equivalence relation (x0, . . . , xn) ∼ (“λx0”, . . . , “λxn”) = (λ + x0, . . . , λ + xn),

where λ ∈ T
×.

The space TP
n is a tropical variety since it admits (as in the classical case) n + 1

affine charts to T
n by dividing all coordinates by xj as long as xj �= −∞. This is an

example of a compact tropical variety. There is a well-defined notion of a hypersurface
of degree d in TP

n. It is given by a homogeneous polynomial of degree d in n + 1
variables. This polynomial can be translated to an ordinary polynomial in every affine
chart of TP

n.
In a similar way, one may construct tropicalizations of other toric varieties. The

finite part of all tropical toric varieties is (T×)n ≈ R
n.

Proposition 3.11. If X and Y are tropical varieties then X×Y has a natural structure
of tropical variety of dimension dim X + dim Y .

Definition 3.12. Let f : X → Y be a map between tropical varieties (not necessarily
of the same dimension). We say that f is a linear tropical morphism if for every
x ∈ X there exist charts UX

α � x and UY
β � f (x) such that 	Y

β � f � (	X
α )−1 is

induced by an integer affine-linear map R
Nα → R

Nβ .
The map f is called a regular tropical morphism if 	Y

β � f � (	X
α )−1 is given by

Nβ rational functions on T
Nα that are regular on 	X

α (UX
α ).

Clearly any linear morphism is a regular morphism. A regular morphismf : X→Y

defines a map OY (U) → OX(f −1(U)). This map can be interpreted as a homomor-
phism of tropical algebras (defined over the semifield T).

Proposition 3.13. Iff : X → Y is a linear tropical morphism then its (set-theoretical)
graph is a (dim X)-dimensional tropical variety.

3.5. Equivalence of tropical varieties. Different tropical varieties may serve as
different models for essentially the same variety. To identify such tropical varieties
we globalize the notion of contraction that was so far defined only for V ⊂ T

n.
Let f : X → Y be a tropical morphism between tropical varieties of the same

dimension.

Definition 3.14. The map f is called a contraction if for every y ∈ Y there exist
a chart UY

β � y with 	Y
β (UY

β ) ⊂ Vβ ⊂ T
Nβ , a contraction δ : W → Vβ and an

isomorphism of polyhedral complexes

h : f −1(UY
β ) ≈ δ−1(	Y

β (Uβ))

such that 	Y
β � f = δ � h.

Note that a composition of contractions is again a contraction. A contraction gen-
erates an equivalence relation on the class of tropical varieties: tropical manifolds X
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and Y are called equivalent if they can be connected by a sequence of contractions or
operations inverse to contractions.

Example 3.15. The cubic curve given by (2) and pictured on the left-hand side of
Figure 2 is equivalent to the circle S1 equipped with the tropical structure coming
from R/4.5Z (as R = T

× is a tropical variety and the translation by 4.5 is a tropical
automorphism there is a well-defined tropical structure on the quotient).

In the same time the real number 4.5 is an inner invariant of this cubic curve. It is
a tropical counterpart of the J -invariant of elliptic curves.

It is convenient to identify equivalent tropical varieties. This allows to present
an arbitrary regular morphism f : X → Y in Definition 3.12 by a linear tropical
morphism.

Proposition 3.16. If f : X → Y is a regular tropical morphism then there exists a
contraction δ : X̃ → X such that f � δ : X̃ → Y is a linear tropical morphism.

Example 3.17. The map T → T defined by x �→ f (x) = “x2 + x + 1” is a
regular morphism which is not linear. However, the map f � δf : �f → T is a linear
morphism as it is given by the projection of the full graph �f onto the vertical axis
(cf. the left-hand side of Figure 3).

There is a well-defined notion of a k-form on a tropical variety that is preserved
by the tropical equivalence.

Definition 3.18. A k-form on a tropical variety X is an exterior real-valued k-form
of the integer tangent vectors at every finite point x ∈ X such that for every chart Uα

this form is induced from a (constant) linear k-form on R
Nα .

A k-form ω on X is called globally defined if the following condition holds for
every non-finite point x ∈ X. If x ∈ Uα and 	α(x) ∈ T

Nα has its j th coordinate −∞
then the form ω in R

Nα vanishes on the kernel of the projection onto the j th coordinate
hyperplane.

E.g. the only globally defined k-form on TP
n is the zero form. But there might be

globally defined k-forms on other compact varieties. An easy example is provided by
taking X to be a tropical torus, the quotient of R

n by translation from some integer
lattice � ⊂ R

n of rank n. Such X is a compact tropical variety while the globally
defined k-forms on X are in 1-1 correspondence with constant linear k-forms on R

n.
If δ : X̃ → X is a contraction then a globally defined k-form must vanish at all

vectors in the kernel of dδ, thus there is a 1-1 correspondence between forms on X̃

and X.

4. Tropical intersection theory

4.1. Cycles in X. The notion of an integer piecewise-linear polyhedral complex may
be extended to include not only complexes in T

n, but also complexes in an arbitrary
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tropical variety X. We say that B ⊂ X is an integer piecewise-linear polyhedral
complex if for every chart Uα ⊂ X there exists an integer piecewise-linear polyhedral
complex Bα ⊂ Vα ⊂ T

Nα such that 	α(B) ⊂ Bα .
As the overlapping maps preserve convex polyhedra we have a well-defined notion

of a maximal facet on B and thus can consider weighted integer piecewise-linear
polyhedral complexes in X.

Definition 4.1. A k-cycle B in a tropical variety X is a k-dimensional integer piece-
wise-linear polyhedral complex weighted by integer (possibly negative) numbers that
satisfies Property 3.3 in every chart 	α : Uα → Vα ⊂ T

Nα of X. Accordingly, the
codimension of B is n − k.

All k-cycles in X form a group by taking unions.

Remark 4.2. In this definition we excluded k-cycles with boundary components.
Indeed, by our definition, every k-dimensional convex polyhedron in T

n is the closure
of a convex polyhedron in R

n. Thus we do not have components lying totally in
T

n � R
n. While it is useful also to consider cycles with boundary components, their

intersection theory is more elaborate.

Proposition 4.3. The image f∗(B) ⊂ Y of a k-cycle B under a linear tropical
morphism f : X → Y is a k-cycle.

In particular, a tropical subvariety is a cycle. An important example is the fun-
damental cycle of the n-dimensional tropical variety X. It is the n-cycle where each
facet of X is taken with its own weight.

4.2. Cycle intersections. One very useful feature of tropical varieties is the possi-
bility to intersect cycles there.

Let B1, B2 be two cycles of codimension k1 and k2 in the same tropical variety X.
The goal of this section is to define their product-intersection B1.B2 as a cycle of
codimension k1 + k2 in X.

We start from an easier case when the ambient variety X is T
n. The set-theoretical

intersection B1 ∩ B2 is naturally stratified by convex polyhedra that are intersections
of the (convex) faces of B1 and B2. It might happen that the dimension of some of
these polyhedra is greater than n − (k1 + k2).

Definition 4.4. We define B1.B2 as the closure of the union of the strata of dimension
n − (k1 + k2) in B1 ∩ B2 equipped with certain weights which we define as follows.

• Suppose that an (n − (k1 + k2))-dimensional stratum S ⊂ B1 ∩ B2 is the
intersection of two facets F1 ⊂ B1 and F2 ⊂ B2. Let �1, �2 ⊂ Z

n be the
subgroups consisting of all integer vectors parallel to F1 and F2 respectively.
Since by assumption S is of codimension k1 + k2 the sublattice �1 +�2 ⊂ Z

n

is of finite index. We set the weight of S equal to the product of this index and
the weights of F1 and F2.
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• Suppose that the (n − (k1 + k2))-stratum S ⊂ B1 ∩ B2 is the intersection
of perhaps smaller-dimensional faces G1 ⊂ B1 and G2 ⊂ B2. We choose a

small vector
→
v ∈ R

n in the generic (non-rational with non-rational projections)
direction and denote by τv : T

n → T
n the translation by v (which, clearly,

extends from R
n to T

n). The face G1 is adjacent to a finite number of facets
F

(α)
1 of B1 while the face G2 is adjacent to a finite number of facets F

(β)
2 ⊂ B2.

As v is chosen to be generic the facets F
(α)
1 and τv(F

(β)
2 ) intersect transversely

along a convex polyhedron parallel to S. Thus the weight of their intersection
is already defined. We assign to S the weight equal to the sum of the weights
of all such intersections (where the weight equals zero if F

(α)
1 and τv(F

(β)
2 )

are disjoint). Proposition 4.5 asserts that this total sum does not depend on the
choice of v.

This definition is essentially the same as the definition of stable intersection
from [25], note also similarities with the Minkowski weights from [6].

In the general case one can use in a certain way the contraction charts φα : Uα →
T

n and the product-intersections φα(B1).φα(B2) to define B1.B2 for an arbitrary
tropical variety X.

Proposition 4.5. The product-intersection B1.B2 is well defined. It gives an
(n − (k1 + k2))-dimensional cycle in X. The operation of taking the product-
intersection is commutative and associative.

4.3. Pull-backs, deformations, linear equivalence. Proposition 4.3 allows us to
take the push-forward of a cycle under a linear tropical morphism. Using the product-
intersection we can also define a pull-back.

Let f : X → Y be a linear tropical morphism and B ⊂ Y is a k-cycle. The product
X × B is a (dim X + k)-cycle while the (set-theoretical) graph �f of f is a (dim X)-
cycle in X×Y . Their product-intersection (X×B).�f is thus a (k+dim X−dim Y )-
cycle in X × Y . We define the pull-back of B by

f ∗(B) = πX∗ ((X × B).�f ) ⊂ X,

where πX : X × Y → X is the projection onto X.
Any cycle B ⊂ X ×Y can be considered as a family of cycles in X. Indeed, every

y ∈ Y defines a cycle
By = πX∗ (B.(X × {y})) ⊂ X.

Definition 4.6. We call such a family algebraic and two cycles that appear in the
same family with a connected B results of deformation of each other. Two cycles are
called linearly equivalent if they appear in the same family with Y = TP

1.

Proposition 4.7. If B1, B2 ⊂ X are two cycles and B ′
1, B

′
2 ⊂ X are results of their

deformation then B ′
1.B

′
2 is a result of deformation of B1.B2.
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The deformations are especially interesting in the case when X is compact as the
following proposition shows. Note that a 0-cycle in X (as by our assumption X is
covered by a finite collection of charts) is a finite union of points. We define the
degree of a 0-cycle B ⊂ X to be the sum of the weights of all points of B.

Proposition 4.8. The degree of a 0-cycle in a compact tropical variety is a deformation
invariant.

We may define the intersection number of a collection of cycles of total codimen-
sion n as the degree of their product-intersection.

Example 4.9. All hypersurfaces of the same degree in TP
n (see Example 3.10) can be

obtained from each other by deformation. Furthermore, they are linearly equivalent.
We have the tropical Bezout theorem: the intersection number of n hypersurfaces of
degree d1, . . . , dn is equal to

∏n
j=1 dj , cf. [31].

We can see the illustration to this theorem in Figures 1 and 2. In Figure 1 we
have a line and a conic and they intersect in two distinct points. The weight of each
of these intersection points is 1 as the primitive integer vectors parallel to the edges
at the points of intersection form a basis of Z

2. In Figure 2 we have two cubics that
intersect at eight points. Out of these eight points seven have weight 1 while one, the
point of intersection of a horizontal edge with an edge of slope 2, has weight 2. Thus
the total intersection number of these two cubics equals 9.

4.4. Intersection with divisors. Taking the product-intersection simplifies in the
case when one of the cycles is a (Cartier) divisor.

Definition 4.10. A divisor D ⊂ X is a finite formal linear combination with inte-
ger coefficients of (dim X − 1)-cycles given by an open covering {Uα} and regular
functions fα : Uα → T that defines D ∩ Uα as its hypersurface.

Not every cycle of codimension 1 in X is a divisor.

Example 4.11. Let X ⊂ T
3 be the hypersurface given by “x+y+z+0” (see Figure 4).

Let B ⊂ X be the line {(t, t, 0) | t ∈ T}. It is a 1-cycle in the 2-dimensional tropical
variety X. Yet it cannot be presented as a hypersurface near the point (0, 0, 0) which
is the vertex of X.

If B ⊂ X is a k-cycle and D ⊂ X is a divisor then in each Uα the product-
intersection D.B coincides with the hypersurface defined by fα on B (i.e. with the
points where “ 1T

fα
” is not regular weighted by the order of poles of “ 1T

fα
”).

Similarly, we can define a pull-back of a divisor D ⊂ Y under a regular morphism
h : X → Y by taking the pull-backs of the functions fα . As the pull-backs (fα) � h

are regular on h−1(Uα) they define a divisor h∗(D) ⊂ X.
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Figure 4. A cycle of codimension 1 which is not a (Cartier) divisor.

5. Tropical curves

5.1. Tropical curves as metric graphs. As in the classical case the easiest varieties
to understand are curves. A tropical structure on a curve (which is topologically a
graph) can be expressed by introducing a metric. Such presentation is not unlike
the presentation of complex curves of negative Euler characteristic with hyperbolic
surfaces. For simplicity we restrict our attention to compact tropical curves.

Recall that a leaf of a graph is an edge adjacent to a 1-valent vertex. We call an
edge which is not a leaf a finite edge. Denote the set of all 1-valent vertices by Vert1.

Definition 5.1 (cf. e.g. [1]). A metric graph is a finite graph � such that every finite
edge has a prescribed positive real length. The length of all leaves is set to be +∞.

This makes ��Vert1(�) a complete metric space (equipped with an inner metric).
We denote the resulting metric by d� . A homeomorphism between metric graphs is
an isomorphism if it is an isometry on � � Vert1(�). Note that a presentation of
a topological space as a graph is not unique, at our will we may introduce or erase
2-valent vertices.

Proposition 5.2. There is a 1-1 correspondence between compact tropical curves and
metric graphs.

A primitive integer tangent vector at a point of a tropical curve (in every chart)
has the unit length in the corresponding metric.

Proposition 5.3. A map f : � → �′ between tropical curves is a regular morphism
if there exists a presentation of � as a graph so that for every edge E ⊂ � there exists
n(E) ∈ N ∪ {0} such that

d�′(f (x), f (y)) = n(E)d�(x, y)

for any x, y ∈ E.



840 Grigory Mikhalkin

Presentation as a metric graph is a convenient way to specify a tropical structure
on a curve. The genus of a tropical curve � is its first Betti number b1(�). (This term
is justified by Proposition 5.5.)

Example 5.4. Figure 5 depicts all tropical curves of genus 2. Varying the length of
the edges we vary the tropical structure on the curve. For the curves in the left and in
the right we have three lengths of edges, a, b and c, to vary. The middle curve is an
intermediate case when one of these lengths becomes zero.

c a b
   ca b c a

Figure 5. Tropical curves of genus 2.

This shows that the space of tropical curves of genus 2 is 3-dimensional. Further-
more, one may observe that these curves are hyperelliptic as there exists a non-trivial
isometry involution for each of the three types in the picture. (The fixed points of
this isometry are the midpoints of the edges for the left picture; the midpoint of the
edges and the vertex for the center picture; the edge connecting the vertices and the
midpoints of the other edges for the right picture.)

5.2. Jacobian varieties and the Riemann–Roch inequality

Proposition 5.5. All 1-forms on a compact tropical curve � form a real vector space
�(�) of dimension b1(�), i.e. the genus of �.

Note that any 0-cycle on a curve � is a divisor in the sense of Definition 4.10.
The divisors of degree 0 form a group Div0 while the divisors of degree d form a
homogeneous space Divd over Div0. We define the Picard group Pic0 by taking the
quotient group of Div0 by the linear equivalence (see Definition 4.6). Similarly we
define Picd .

A divisor is called principal if it is linearly equivalent to zero. Clearly, the degree
of a principal divisor is 0. The classical Mittag-Leffler problem to determine whether
a divisor of degree 0 is principal is answered by the Abel–Jacobi theorem. A similar
answer exists also in the tropical set-up.

Note that given a 1-form ω and a path γ : [0, 1] → � there is a well-defined integral∫
γ

ω. Clearly, the value of this integral depends only on the relative homology class
of γ . Let �∗(�) be the (real) dual vector space to �(�). Its dimension is equal to
the genus g of � by Proposition 5.5. Each element a ∈ H1(�; Z) determines a point
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of �∗(�). This point is given by the functional

�(a) : ω �→
∫
a

ω.

The Jacobian of a tropical curve � is defined by

Jac(�) = �∗(�)/�(H1(�; Z)).

The Jacobian is an example of a tropical torus. It is homeomorphic to (S1)g and
carries the structure of a tropical variety (which depends on the lattice �(H1(�; Z)).

To define the Abel–Jacobi map

α : Pic0(�) → Jac(�) (4)

we take any 1-chain C whose boundary is a divisor in the equivalence class p ∈ Pic0
and set α(p) to be the functional ω �→ ∫

C
ω.

Proposition 5.6 (Tropical Abel–Jacobi theorem). The Abel–Jacobi map (4) is a well-
defined bijection.

This gives the structure of a tropical variety on Pic0 as well as on Picd (which is
a homogeneous space over Pic0). We have the tautological map

Symd(�) → Picd(�)

defined by taking the equivalence class.
As in the classical case this map is especially interesting in the case d = g − 1.

The image of this map in this case (as well as all its translates in Pic0 = Jac) is called
the �-divisor. There is a tropical counterpart of the Riemann theorem stating that the
�-divisor is given by a θ -function, see [23].

Figure 6 sketches the �-divisor in the case of genus 2. In this case it is isomorphic
to the curve � itself. The Jacobian in Figure 6 is obtained by identifying the opposite
sides of the dashed parallelogram.

Figure 6. �-divisor for genus 2.
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The divisor is called effective if the weights at all its points are positive. The
Riemann–Roch theorem allows to find the dimension of all effective divisors linearly
equivalent to a given one. (Alternatively, this number plus one can be interpreted as
the dimension of the space of sections of the line bundle corresponding to a given
divisor.) Tropically, we have the Riemann–Roch theorem in form of an inequality.

Proposition 5.7 (The tropical Riemann–Roch inequality). The dimension of the space
of effective divisors in the equivalence class p ∈ Picd is at least d − g.

5.3. The canonical class, regular and superabundant curves in X. We have the
Chern classes for compact tropical varieties which are easy to compute (as a tropical
variety is already parallelized by the integer affine structure on its facets).

Let X be an n-dimensional compact tropical variety. We have the natural strat-
ification of the faces of X by their dimension. Furthermore, there is the boundary
stratification of X. We say that a face F ⊂ X is in the kth boundary stratum if there
is a chart Uα � x where 	α(F) is contained in an intersection of k out of Nα tropical
coordinate hyperplanes of T

Nα and not contained in the intersection of any (k + 1)

coordinate hyperplanes.
A face in the 0th boundary stratum is called a finite face. Clearly a face in the kth

boundary stratum has dimension at most (n − k).
The kth Chern class of X is an (n − k)-cycle that is the linear combination of

all (n − k)-dimensional faces of X. Here the strata of boundary codimension k are
taken with the weight equal to (−1)k times some positive number depending only
on the local geometry near a point x in the relative interior of F (this weight can be
computed inductively from a local presentation of a neighborhood ofx by a contraction
δ : V → T

n).
Here we give the computation of weights only in the case of −c1. This is the

(n − 1)-cycle in X that consists of all finite (n − 1)-faces F taken with the weight
equal to the number of adjacent facets to F minus 2 and all (n − 1)-faces in the
1-boundary stratum taken with the weight −1.

Definition 5.8. The canonical class K is the (n − 1)-cycle in X equal to −c1.

A parameterized tropical curve in X is a linear tropical morphism h : � → X.
One may use Proposition 5.7 to compute the dimension in which the map h varies
(we allow to deform both h and the tropical structure on �).

The adjunction formula exists also in the tropical geometry. As in this talk we have
not defined tropical vector bundles in general and, in particular, the normal bundles,
we state it only in the case when h is an embedding and X is a compact surface. We
have

h∗([�]).h∗([�]) = 2g − 2 − K.h∗([�]). (5)

Here [�] stands for the fundamental 1-cycle in �.
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Example 5.9. Consider the compactification of Example 4.11. Let X ⊂ TP
3 be the

closure of the hypersurface x + y + z + 0 and h : TP
1 → X be the linear tropical

morphism whose image is the closure of B. The two infinite ends of B contribute +1
each to its self-intersection, thus the self-intersection contribution of B at (0, 0, 0)

is −1 (see Figure 4)

Proposition 5.10. The map h : � → X varies in a family of dimension at least

vdimh = K.h∗([�]) + (n − 3)(1 − g)

if we allow to deform both h and �. The number vdim is called the virtual dimension
of the deformations of h.

Definition 5.11. The parameterized curve h is called regular if the local dimension of
all its deformations is equal to vdimh. Otherwise, if it is strictly greater than vdimh,
the curve h is called superabundant.

E.g. the curve h will necessarily be superabundant if h(�) contains a loop that is
contained in a proper affine-linear subspace of a facet of X.

5.4. Tropical moduli spaces. Let � be a compact tropical curve of genus g. Let us
choose k distinct points x1, . . . , xk ∈ �. We call xj the marked points. By replacing �

with an equivalent tropical curve if needed, we may assume that � has exactly k

1-valent vertices which coincide with x1, . . . , xk . Such presentation exists unless
g = 0 and k < 2 and it is unique up to isomorphism. Thus we may restrict our
attention only to such models.

We denote by Mg,k the space of all tropical curves of genus g with k marked
points up to equivalence.

A tropical curve with marked points is determined by its combinatorial type and
the lengths of its finite edges. E.g. the tropical curve from Figure 7 is determined by
the lengths a and b. The length of the finite edges can be used to enhance Mg,k with

a b

x1

x2

x3

x4

x5

Figure 7. A rational curve with 5 marked points.
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a tropical structure. The only problem is that we may only identify the edges within
the same combinatorial type of the curve.

One can easily solve this problem if g = 0. Let us introduce a global function
Zxi,xj

on M0,k for any pair of marked points {xi, xj }. We set Zxi,xj
equal to the total

length of finite edges between xi and xj . E.g. for the curve � ∈ M0,5 from Figure 7
we have Zx1,x2(�) = 0, Zx1,x3(�) = a and Zx1,x5(�) = a + b.

Proposition 5.12. The functions Zxi,xj
define an embedding

M0,k ⊂ R
k(k−1)

2 .

Its image is a tropical subvariety.

Remark 5.13. This embedding is related to the Plücker coordinates on the Grass-
mannian G2,k , see [30] for a tropical version.

Thus we see that M0,k has a natural structure of a tropical variety. We may
compactify M0,k by allowing the lengths of some (or all) finite edges of � to take
the value equal to +∞. Such a generalized curve splits into several components: the
finite points of each such component are within finite distance from each other.

Proposition 5.14. The resulting space M0,k is a compact tropical variety.

This compactification is a tropical counterpart of the Deligne–Mumford compact-
ification.

If g > 0 one may use similar arguments to show that Mg,k is a tropical orbifold

which can be compactified to a compact tropical orbifold Mg,k .

5.5. Stable curves in X. As in the classical case we call a parameterized tropical
curve h : � → X in a compact n-dimensional tropical variety X with compact � stable
if there are no infinitesimal automorphisms of h, i.e. if the number of isomorphisms 	

of � such that h = h � 	 is finite.
All deformations of a regular stable curve h locally form a tropical variety of

dimension K.h∗([�]) + (n − 3)(1 − g). Let us fix some class β of stable curves to X

that is closed with respect to regular curve deformations. The class β can be given
e.g. by prescribing the intersection number with all (n − 1)-cycles in X.

Denote by M
β
g,k(X) the space of stable curves of genus g with k marked points in

the class. In many cases the space M
β
g,k(X) can be compactified to a compact tropical

variety M
β
g,k(X). This holds for instance if g = 0, X = TP

n and β is formed by

curves of degree d. Another instance is if X = TP
2, there are no restrictions on g

and β is formed by topological immersions of degree d. These are the two principal
cases for our enumerative applications. More generally we may assume that X is any
compact toric variety, but then we have to impose the additional constraint on β that it
does not contain curves with components lying totally in the boundary divisors of X.



Tropical geometry and its applications 845

Furthermore, in these cases we have the evaluation map

evj : M
β
g,k(X) → X,

evj (h) = h(xj ) as well as the maps ft : M
β
g,k(X) → Mg,k, ft(h) = �, and the maps

πj : M
β
g,k(X) → M

β
g,k−1(X) “forgetting” the marked point xj . These maps are linear

tropical morphisms.
This allows to set up a tropical framework for the Gromov–Witten theory. E.g.

given a collection of cycles in X we may take their pull-backs and then take their
intersection number in M

β
g,k(X).

Many reasonings in the Gromov–Witten theory can be literally repeated in this
tropical set-up. A good example is the WDVV-relation, cf. [7]. As in the classical
case the stable curves in M

β
0,k(X) � M

β
0,k(X) must consist of several components.

Remark 5.15. Moduli spaces of higher-dimensional tropical varieties is a very inter-
esting, but much more difficult subject. Already the tropical K3-surfaces form a very
sophisticated geometric object, see [14] and [9].

6. Tropical curves in R
n, their phases and amoebas

Let V ⊂ (C×)n be an algebraic variety. Its amoeba (see [8]) is the set A = Log(V ) ⊂
R

n,where Log(z1, . . . , zn) = (log |z1|, . . . , |zn|). Similarly we may consider the map

Logt : (C×)n → R
n

corresponding to taking the logarithm with the base t > 1.
Amoebas themselves have proved to be a very useful tool in several areas of

mathematics, see e.g. [4], [16], [17], [22], [26], [27]. However, for the purposes of
this talk we only use them as an intermediate link between the classical and tropical
geometries.

Definition 6.1. The curve h : � → R
n is called classically realizable if there exist a

small regular neighborhood U ⊃ B in R
n, a retraction ρ : U → B, a regular family

of holomorphic maps Ht : Ct → (C×)n for a family of Riemann surfaces Ct defined
for all sufficiently large positive t � 1 and smooth maps λt : Ct → � such that

• h � λt = ρ � Logt �Ht ;

• the genus of Ct coincides with the genus of �;

• the number of punctures of Ct coincides with the number of ends of �.

The family Ht : Ct → (C×)n is called an approximating family of h.
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Proposition 6.2. If h : � → R
n is a tropical curve approximated by Ht then for a

sufficiently large t the inverse image λ−1
t (p) is a smooth circle for every p inside

an edge of � while the inverse image λ−1
t (W) is diffeomorphic to a sphere with u

punctures for a small connected neighborhood W of a vertex of valence u.
In particular, if � is 3-valent then λt defines a pair-of-pants decomposition. In

turn, this pair-of-pants decomposition determines a point in the boundary of the clas-
sical Deligne–Mumford space MC

g,k . This point is the limit of the Riemann surfaces Ct .

See [17] for a generalization of the pair-of-pants decomposition for the case of
higher-dimensional hypersurfaces .

Remark 6.3. Classical realizability of tropical varieties in R
n is closely related to

their presentation by non-Archimedean amoebas, the images of algebraic varieties in
(K×)n under the coordinatewise valuations (as defined by Kapranov [10]). Here K is
an algebraically closed field with a non-Archimedean valuation val : K× → R. See
[29] for an account of what is known on such presentations.

To formulate the realizability theorem in full generality we need to define the
phases for �. We start from their definition in a model case.

Let �k ⊂ R
k be the tropical curve consisting of (k + 1) rays emanating from

0 ∈ R
k in the directions (−1, . . . , 0), . . . , (0, . . . , −1) and (1, . . . , 1). The tautolog-

ical embedding �k ⊂ R
k is easily realizable. For an approximating family we can

take Ht = Lk ⊂ (C×)n ⊂ CP
k , where Lk is a line with (k + 1) ends in (C×)n. The

choice of Lk up to a multiplication by a point of (R+)k is called the phase of �k .
Locally, near any point x ∈ � the map h coincides with the map

�k ⊂ R
k A+c−−−→ R

n

near 0 ∈ �k for a linear map A defined over Z and c ∈ R
n, where (k + 1) is the

valence of x. The linear map A can be exponentiated to a multiplicative linear map
a : (C×)k → (C×)n. The phase σU of � at a small neighborhood U � x is defined
to be the equivalence class of ξa(Lk) ⊂ (C×)n, ξ ∈ (C×)n, up to multiplication by
an element of (R+)n. Two local phases are called compatible if they agree on the
intersection of the neighborhoods.

We say that Ht approximates � with the local phase σU if Ht(Ct ) ∩ Log−1
t (U)

converges (in the Hausdorff metric on compacts in (C×)n) to ξ tCa(Lk) ∈ σU .

Theorem 1. Any regular tropical curve h : � → R
n equipped with any compatible

system of phases is classically realizable.

Cf. [19] and [28] for the special case n = 2 with no restriction on the genus, and
[20] and [24] for the special case of genus 0 with no restriction on n. The proof in the
general case (though in a somewhat different language) is contained in [2] (cf. also
[29]).
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Remark 6.4. Regularity is a necessary condition in Theorem 1, it is easy to construct
an example of a non-realizable superabundant curve even for a topological immersion
of an elliptic curve in R

3, see e.g. [18].

7. Applications

One of the greatest advantages of tropical geometry is that most classical problems
become much simpler after their tropicalization (if such a tropicalization exists!). This
simplicity comes from the piecewise-linear nature of the tropical objects. Indeed, once
we fix the combinatorial type of the data, a tropical problem becomes linear. E.g. if
there are finitely many solutions to a problem then in every combinatorial type we
will have a unique solution or no solutions at all.

This allows one to find (at least) an algorithmic answer to a tropical problem.
Sometimes one can show that the answer to a classical problem and its tropicalization
must coincide and obtain the answer to the classical problem in this way. In this last
section we list some examples of such problems.

7.1. Complex geometry. Let g ≥ 0 and d ≥ 1 be integers. Fix a collection Z =
{zj }3d−1+g

j=1 of points in CP
2 in general position. There are finitely many holomorphic

curves of genus g and degree d passing through Z. Let NC

g,d be their number.
Such set-up can be almost literally repeated in the tropical framework. Fix a

collection X = {xj }3d−1+g
j=1 of points in TP

2 in general position (see [19]). Again, it
can be shown that there are finitely many tropical curves h : � → TP

n of genus g

and degree d passing through xj . But in the tropical set-up these curves come with
natural positive integer multiplicities m(h) not necessarily equal to 1.

Tropical curves of genus g and degree d that pass through xj ∈ TP
2 form a

codimension 1 cycle in Md
g,d(TP

2). We set m(h) to be the weight of their product-
intersection at h (in other words this is their local intersection number in h). Let
NT

g,d be the number of the tropical curves of degree d and genus g passing through X
counted with multiplicity m.

Theorem 2 ([19]).
NC

g,d = NT

g,d .

Of course, there are well-known ways to compute NC

g,d (see [12], [3]) as they

coincide with the Gromov–Witten invariants of CP
2. Yet Theorem 2 gives another

simple and visual way to do it, see [19] for details.

Example 7.1. Figure 8 depicts rational cubic curves in TP
2 passing through a generic

configuration X of 8 points. There are nine curves. Eight of them have multiplicity 1.
The remaining one, namely the rightmost in the middle row, has multiplicity 4 (it has
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Figure 8. Rational tropical cubics via 8 generic points in the plane.

an edge of weight 2 shown by a bold line in the picture). Thus the total number of
tropical curves is 12.

Should we choose a different generic configurationX the number of tropical curves
could be different. But their total number counted with multiplicities is invariant.
E.g. there exists a different choice of X where we have ten tropical curves, nine of
multiplicity 1 and one of multiplicity 3. In fact, no other partition of 12 can appear
by Example 7.3.

Remark 7.2. In [19] there is also a version of Theorem 2 for other toric surfaces.
Note that if the ambient toric surface is not Fano then there is a difference between
counting irreducible curves in a given homology class and computing the correspond-
ing Gromov–Witten number (as the latter also has a contribution from curves with
some boundary divisors as components). Tropical geometry has the advantage of
giving a way to compute the number of irreducible curves directly without having to
deal with those extra components.

The same advantage allows to apply tropical geometry for giving an algorithmic
answer to another classical problem of complex geometry, namely the computation
of Zeuthen’s numbers, see [21]. These are the numbers of curves of degree d and
genus g that pass through a collection of generic points and tangent to a collection of
generic lines in CP

2. Here the total number of points and lines in the configuration is
3d − 1 + g. These Zeuthen’s numbers also turn out to be equal to the corresponding
tropical numbers, and the latter can be computed by a finite (though quite extensive
for large genus) algorithm. As far as the author knows such computation in general
is not currently accessible by non-tropical techniques.
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7.2. Real geometry. The number of real curves of degree d and geometric genus g

passing via a collection Z = {zj }3d−1+g
j=1 of points in RP

2 depends on Z even if we
choose it to be generic. This is the feature of R as a non-algebraically closed field.
Yet, as it was suggested in [34], one may prescribe a sign ±1 to every such curve so
that the sum Wd of these signs becomes invariant in the special case of g = 0. The
number Wd is called the Welschinger number.

If Z is a generic configuration of 3d − 1 points in RP
2 then any real rational

curve RC of degree d passing through Z is a nodal curve, i.e. all singularities of
RC are non-degenerate double points. Over R there are two types of such nodes: the
hyperbolic node, corresponding to the intersection of two real branches (given in local
coordinates by x2 − y2 = 0) and the elliptic node, corresponding to the intersection
of two complex-conjugate branches (given in local coordinates by x2 + y2 = 0). The
sign of RC is defined as (−1)e(C), where e(C) is the number of elliptic nodes of C.

The Welschinger number also has a tropical counterpart. To a tropical curve
h : � → TP

2 of degree d and genus g passing through a configuration X of 3d−1+g

points we associate its real multiplicity mR(h) which is ±1 or 0. If h(�) has an edge
of even multiplicity then mR(h) = 0. Otherwise we define the local real multiplicity
mR

v (h) for a vertex v ∈ � to be (−1)ev , where ev is the number of integer points in
the interior of the lattice triangle such that its sides are perpendicular to the edges
adjacent to v and of integer length equal to the weight of that edge. Then we define
mR(h) = ∏

v mR
v (h). Let WT

g,d be the corresponding tropical number.

Theorem 3 ([19]).
Wd = WT

g,d .

This theorem is the only currently known way to compute the Welschinger num-
bers, see [11].

Example 7.3. Let us revisit Example 7.1. The real multiplicities of eight out of the
nine curves in Figure 8 is 1 while the real multiplicity of the remaining one is 0. Thus
we have W3 = 8. For another choice of a generic configuration of eight points in
TP

2 mentioned in Example 7.1 we get nine curves with mR(h) = +1 and one with
mR(h) = −1.

Note that we always have mR(h) = +1 if m(h) = 1; mR(h) = +1 if m(h) = 1
if the multiplicity is 1; and mR(h) = 0 if m(h) is even. Note also that we may never
get m(h) = 2. Since the sum of the multiplicities has to be 12 and the sum of real
multiplicities has to be 8 the partitions 12 = 8 + 4 = 9 + 3 are the only two possible
partitions. In particular, there does not exist a configuration of eight points in TP

2

such that the twelve tropical cubics will all be distinct.

Remark 7.4. There is a 3-dimensional version of the number Wd which is the number
of real rational curves in RP

3 of degree d passing through a generic configuration
of 2d points taken with certain signs, see [35]. These numbers also have tropical
counterparts and Theorem 3 extends to the 3-dimensional case providing a way to
compute the real geometry numbers, see [20].
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As the last application of tropical geometry we would like to mention extending
the patchworking [32] to curves in real toric varieties of higher dimensions by using
Theorem 1 with real phases.

Figure 9. Real algebraic knots from tropical curves in R
3.

Example 7.5. Let K ⊂ R
3 be a knot presented as an embedded piecewise-linear

circle made with k straight intervals. Then there exists an algebraic curve in (R×)3

with a unique closed component in (R+)3 isotopic to K such that its complexification
has genus 1 and is punctured k times. E.g. a trefoil may be presented by an elliptic
curve with 6 punctures in (C×)3, see Figure 9.

To deduce this statement we perturb the broken line K to make the slopes of its
intervals rational. Then we add an extra ray at every corner to get a tropical curve
� ⊃ K . Finally we choose real phases for � so that the phases of all its bounded
edges include the positive quadrant.
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Embedded minimal surfaces
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Abstract. The study of embedded minimal surfaces in R
3 is a classical problem, dating to

the mid 1700s, and many people have made key contributions. We will survey a few recent
advances, focusing on joint work with Tobias H. Colding of MIT and Courant Institute, and
taking the opportunity to focus on results that have not been highlighted elsewhere.
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1. Introduction

An immersed surface � in R
3 is said to be minimal if it has zero mean curvature and

is embedded if the immersion is injective. The study of embedded minimal surfaces
in R

3 is a classical problem, dating to the mid 1700s, and many people have made
key contributions.

Many of the recent results have been surveyed elsewhere and we will take the
opportunity to highlight results that have not been as well covered, concentrating
on recent joint work with Tobias H. Colding of MIT and the Courant Institute. We
will also briefly cover recent important results of W. Meeks and H. Rosenberg and
of W. Meeks, J. Perez, and A. Ros. We refer to the following surveys for other
perspectives:

• For more on the structure of properly embedded minimal surfaces, see the joint
expository article [11] with Tobias H. Colding as well as the surveys [27] of
W. Meeks and J. Perez, [35] of J. Perez, [36] of H. Rosenberg, as well as the
joint surveys [14], [16], and [17] with Tobias H. Colding.

• For the construction of embedded minimal surfaces, see the surveys [22] of
D. Hoffman, M. Weber, and M. Wolf, [23] of N. Kapouleas, and [38] of M.
Traizet.

• For properness of minimal surfaces and the Calabi–Yau Conjectures, see the
paper [15] as well as the surveys [24] of F. Martin, [16], [17], and [35].
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1.1. Embedded minimal surfaces of fixed genus. We have chosen to concentrate
on the following central question:

• Can one compactify the space of embedded minimal surfaces of fixed genus?

Roughly speaking, we show in [8] that a sequence of embedded minimal surfaces with
fixed genus has a subsequence that converges away from a singular set to a collection
of parallel planes. The precise structure of the singular set and of the surfaces near
the singular set depends on the topology of the surfaces. Consequently, we consider
three separate cases:

1. When the surfaces are disks.

2. When the surfaces are (non-simply connected) planar domains; i.e., the case of
genus zero.

3. When the surfaces have a fixed non-zero genus.

The case of disks was completed in [4], [5], [6] and [7] and plays a key role in the
other two cases as well; the case of disks was surveyed in [14] and [16]. The other
two cases, which were completed in [8], will be one of the focal points of this survey.

A key step in the compactness results for embedded minimal surfaces of fixed
genus is a structure result that describes what these surfaces look like. We have
chosen to focus on the compactness theorems rather than the underlying structure
results, largely because it serves as a unifying theme and allows us to simplify some
of the statements. Roughly speaking, two main structure theorems for (non-simply
connected) embedded minimal planar domains from [8] are:

• Any such surface without small necks can be obtained by gluing together two
oppositely-oriented double spiral staircases.

• Any such surface with small necks can be decomposed into “pairs of pants” by
cutting the surface along a collection of short curves. After the cutting, we are
left with graphical pieces that are defined over a disk with either one or two
sub-disks removed (a topological disk with two sub-disks removed is called a
pair of pants).

Both of these structures occur as different extremes in the two-parameter family of
minimal surfaces known as the Riemann examples.

1.2. Embedded minimal annuli. The simplest example of a non-simply connected
planar domain is of course an annulus. In [10], we obtained a precise description of
what an embedded minimal annulus in a ball must look like – roughly speaking, it
must look like catenoid. This illustrates a few of the ideas for the general pair of pants
decomposition of [8] in a relatively simple setting. This description can be thought
of as an effective version of the main theorems of [18] and [13]; i.e., [10] applies to
an annulus � with ∂� ⊂ ∂Br(0) and as r goes to infinity we recover the results of
[18] and [13].
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1.3. Properness and removable singularities. The next result that we will highlight
is the proof of “properness” in [9]. This properness was used in [7] to analyze a
neighborhood of each singular point, showing that an entire neighborhood is foliated
by limit planes. This can be viewed as a removable singularity theorem for minimal
laminations. The proof of properness in [9] works only in the global case where
we have a sequence of embedded minimal disks in a sequence of expanding balls
whose radii tend to infinity – the local case is where the disks are in a fixed ball.
Perhaps surprisingly, it turned out that properness can fail in the local case: In the
local case, we can get limits with non-removable singularities. One local example
with non-removable singularities is constructed in [12].

1.4. The global structure of complete embedded minimal surfaces in R
3. As

mentioned above, there have been many important recent developments in the field.
We will survey two of these where the results of [4]–[8] play a role:

• The uniqueness of the helicoid proven by W. Meeks and H. Rosenberg in [31].

• The curvature bound for embedded minimal planar domains with bounded
horizontal flux proven by W. Meeks, J. Perez, and A. Ros in [28].

The uniqueness of the helicoid solved a long-standing problem that was largely con-
sidered unapproachable until recently and also has many applications. We will sketch
the proof and explain how the lamination theorem and one-sided curvature estimate
played a key role.

The curvature bound of [28] was the key step in solving an old conjecture of
J. Nittsche and an important step for understanding the moduli space of embedded
minimal planar domains. We will explain the result, give an idea why it should be
true, and explain how the compactness theorems of [8] play a role in the proof.

We should point out that there is a key distinction between these two results and
the other results that we have discussed: these results both use in an essential way
that the surfaces are complete and without boundary.

2. Minimal surfaces

An immersed surface � ⊂ R
3 is minimal if it is a critical point for area, i.e., if it

has zero mean curvature. The mean curvature is the trace of the second fundamental
form A; recall that the eigenvalues of A are called the principal curvatures. Our
surface � will always be embedded and will have a well-defined unit normal n. The
map

n : � → S
2 (1)

is called the Gauss map. Note that A is the differential of the Gauss map.
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Observe that if � ⊂ R
3 is minimal, then so is every rigid motion of �. Further-

more, so is a dilation of �, i.e., so is the surface

λ � = {λ x | x ∈ �}. (2)

This is because dilating � by λ dilates the second fundamental form by λ−1.
Note that minimal surfaces are not necessarily area-minimizing. A surface is

stable if it satisfies the second derivative test; obviously, area-minimizing surfaces
are stable.

2.1. Classical minimal surfaces. The simplest example of a minimal surface is a
flat plane (where the unit normal is constant and, hence, where A = 0).

The only non-trivial rotationally invariant minimal surface is the catenoid (dis-
covered in 1776), i.e., the minimal surface in R

3 parametrized by

(cosh s cos t, cosh s sin t, s) where s, t ∈ R. (3)

More precisely, since dilations preserve minimality, there is a one-parameter family
of catenoids (modulo rigid motions) given by

λ (cosh s cos t, cosh s sin t, s) where s, t ∈ R. (4)

The helicoid (also discovered in 1776) is the minimal surface � in R
3 parametrized

by
(s cos t, s sin t, t) where s, t ∈ R. (5)

Note that the helicoid is a “double-spiral staircase”, consisting of a straight line in
each horizontal plane where these lines rotate at constant speed. It can also be thought
of as the union of the “graphs” of the functions θ and θ +π together with the vertical
axis. We will make this last characterization more precise later when we introduce
the notion of a multi-valued graph.

The catenoid can be thought of as “two planes glued together along a small neck.”
Surprisingly, by a theorem of F. Lopez andA. Ros, it is impossible to glue together any
other finite number of planes to get a complete properly embedded minimal planar
domain. However, the Riemann examples (constructed by Riemann around 1860)
give a periodic collection of horizontal planes glued together along small necks. This
is actually (modulo rigid motions) a two parameter family of surfaces, where the
parameters can roughly be thought of as

• the size of the necks (or injectivity radius), and

• the angle from one to the next.

As the angle goes to zero, the necks get further and further apart and the family de-
generates to a collection of catenoids. As the angle goes to π/2, the necks become
virtually on top of each other and the family degenerates to the union of two oppo-
sitely oriented helicoids. There are very pretty pictures of this available from David
Hoffman’s web page:

http://www.msri.org/about/sgp/jim/geom/minimal/library/riemann/index.html
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3. Embedded minimal surfaces with fixed genus

As mentioned, we will focus on compactness theorems for a sequence �i ⊂ R
3 of

embedded minimal surfaces. There are various notions of weak convergence (e.g., as
currents or varifolds). However, for us, the sequence �i converges to a surface �∞
at a point x ∈ � if there is a ball Br(x) so that:

• For every i sufficiently large, Br(x) ∩ �i is a (connected) graph over a (subset
of) the tangent plane Tx�∞ of a function ui .

• As i → ∞, the functions ui converge smoothly to a function u∞ where
Br(x) ∩ �∞ is the graph of u∞.

Notice that there are two obvious necessary conditions for the sequence �i to converge
in this sense: The curvatures and areas of the sequence must be locally bounded.

It is not hard to see that the lack of a local area bound is not such a serious problem
as long as we have embeddedness. Namely, if we have a uniform curvature bound
near x, then the components of Br(x) ∩ �i are well-approximated by their tangent
planes for r small. Embeddedness then implies that all of these tangent planes must
be almost parallel. In particular, these components are all graphs over the same plane
of functions with a uniform C1 bound. We can use the Arzela–Ascoli theorem to
pass to a subsequence that “converges” to a collection of minimal surfaces that do not
cross. The strong maximum principle then implies that two of these limit surfaces
must be identical if they touch at all, i.e., they are like the leaves of a foliation. This
sort of structure is called a lamination.

The failure of the curvature bound is a more serious problem and will force us
to allow for a singular set where the sequence simply does not converge smoothly.
The simplest example of this is a sequence of rescalings λi � with λi → 0 of a fixed
non-flat complete embedded minimal surface �. This scales the curvature by the
factor λ−1

i and, thus, will force the curvature to blow up at the origin. For example,
a sequence of rescaled catenoids converges with multiplicity two to the punctured
plane. The convergence is smooth except at 0 where |A|2 → ∞. Notice that 0 is a
removable singularity for the limit.

It follows from Choi and Schoen, [1], that a similar singular compactness result
holds as long as we assume a uniform bound on the total curvature:

A subsequence converges smoothly with finite multiplicity away from a finite
set of singular points; these singular points are then removable singularities
for the limit surface.1

The situation is more complicated when there is no a priori total curvature bound.
For example, if we take a sequence of rescaled helicoids, then the curvature blows up
along the entire vertical axis but is bounded away from this axis. Thus we get:

1In fact, one can say a good deal more about the convergence and the structure of the limit; see the 1995 paper
of A. Ros in the Indiana University Mathematics Journal.
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• The intersection of the rescaled helicoids with a ball away from the vertical axis
gives a collection of graphs over the plane {x3 = 0}. As i → ∞, these graphs
become flat and horizontal.

• The intersection of the rescaled helicoids with a ball centered on the vertical
axis gives a double spiral staircase, rotating faster and faster as i → ∞.

In particular, the sequence of rescaled helicoids converges away from the vertical axis
to a foliation by flat parallel planes.

Remark 3.1. The same thing happens when one rescales any surface asymptotic to
the helicoid – such as the genus one helicoid constructed by D. Hoffman, M. Weber,
and M. Wolf in [21].

If we do the same rescaling to a fixed surface in the family of Riemann examples,
then we get convergence away from a line to a foliation by horizontal planes. In this
case, the line is not perpendicular to the planes.

However, unlike the catenoid and helicoid, the Riemann examples are a two-
parameter family. By choosing the two parameters appropriately, one can produce
sequences of Riemann examples that illustrate both of the two structure theorems:

1. If we take a sequence of Riemann examples where the neck size is fixed and the
angles go to π

2 , then the surfaces with angle near π
2 can be obtained by gluing

together two oppositely-oriented double spiral staircases. Each double spiral
staircase looks like a helicoid. This sequence of Riemann examples converges
to a foliation by parallel planes. The convergence is smooth away from the axes
of the two helicoids (these two axes are the singular set where the curvature
blows up).

2. Suppose now that we take a sequence of examples where the neck sizes go to
zero. In this case, the surfaces can be cut along short curves into collections
of graphical pairs of pants. The short curves converge to singular points where
the curvature blows up and the graphical pieces converge to flat planes except
at these points.

4. [8]: Compactness of embedded minimal surfaces with fixed genus

We turn next to the main compactness results of [8] for embedded minimal surfaces
with fixed genus. We will restrict our discussion to the case of planar domains, i.e.,
when the surfaces have genus zero, to simplify things. In any case, the general case
of fixed genus requires only minor changes.

In this section, �i ⊂ BRi
⊂ R

3 is a sequence of compact embedded minimal
planar domains with ∂�i ⊂ ∂BRi

. Moreover, we will assume that Ri → ∞.
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The singular set S is defined to be the set of points where the curvature is blowing
up. That is, a point y in R

3 is in S for a sequence �i if

sup
Br(y)∩�i

|A|2 → ∞ as i → ∞ for all r > 0. (6)

It is not hard to see that we can pass to a subsequence so that S is well-defined and,
furthermore, if x /∈ S, then there exists rx > 0 so that

sup
i

sup
Brx (x)∩�i

|A| < ∞. (7)

4.1. The finer structure of S: Where the topology concentrates. Sequences of
planar domains which are not simply connected are, after passing to a subsequence,
naturally divided into two separate cases depending on whether or not the topology
is concentrating at points. To distinguish between these cases, we will say that a
sequence of surfaces �2

i ⊂ R
3 is uniformly locally simply connected (or ULSC) if

for each x ∈ R
3, there exists a constant r0 > 0 (depending on x) so that for every

surface �i

each connected component of Br0(x) ∩ �i is a disk. (8)

For instance, a sequence of rescaled catenoids where the necks shrink to zero is not
ULSC, whereas a sequence of rescaled helicoids is.

Another way of locally distinguishing sequences where the topology does not
concentrate from sequences where it does comes from analyzing the singular set. The
singular set S consists of two types of points. The first type is roughly modelled on
rescaled helicoids and the second on rescaled catenoids:

• A point y in R
3 is in Sulsc if the curvature for the sequence �i blows up at y

and the sequence is ULSC in a neighborhood of y.

• A point y in R
3 is in Sneck if the sequence is not ULSC in any neighborhood of y.

In this case, a sequence of closed non-contractible curves γi ⊂ �i converges
to y.

The sets Sneck and Sulsc are obviously disjoint and the curvature blows up at both,
so Sneck ∪ Sulsc ⊂ S. An easy argument (proposition I.0.19 in [6]) shows that, after
passing to a further subsequence, we can assume that

S = Sneck ∪ Sulsc. (9)

Note that Sneck = ∅ is equivalent to that the sequence is ULSC as is the case for
sequences of rescaled helicoids. On the other hand, Sulsc = ∅ for sequences of
rescaled catenoids. (These definitions of Sulsc and Sneck are specific to the genus zero
case that we are focusing on now; the definitions in the fixed genus case can be found
in section 1.1 of [8].)
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4.2. Compactness away from S. If we combine the local curvature bound (7) away
from S and a variation on the Arzela–Ascoli theorem, we can pass to a subsequence
so that the �i’s converge away from S to a limit lamination L′ of R

3 \ S.
The leaves of L′ are smooth, but not necessarily complete, surfaces. To make this

precise, we define the closure �Clos of a leaf � of L′ to be the union of the closures
of all bounded (intrinsic) geodesic balls in �; that is, we fix a point x� ∈ � and set

�Clos =
⋃
r

Br (x�), (10)

where Br (x�) is the closure of Br (x�) as a subset of R
3.

Clearly, a leaf � is complete if and only if �Clos = � and we always have that

�Clos \ � ⊂ S. (11)

The incomplete leaves of � can be divided into several types, depending on how �Clos
intersects S:

• Collapsed leaves where �Clos ∩ Sulsc contains a removable singularity for �.

• Leaves � with �Clos ∩ Sulsc �= ∅, but where � does not have a removable
singularity. This would occur, for example, if � spirals infinitely into the
collapsed leaf through �Clos ∩ Sulsc. (We show in [8] that this does not occur.)

• Leaves � where �Clos \ � ⊂ Sneck; these obviously do not occur in the ULSC
case.

4.3. Disks. Before discussing the general ULSC case, it is useful to recall the case of
disks. One consequence of [4]–[7] is that there are only two local models for ULSC
sequences of embedded minimal surfaces. That is, locally in a ball in R

3, one of
following holds:

• The curvatures are bounded and the surfaces are locally graphs over a plane.

• The curvatures blow up and the surfaces are locally double spiral staircases.

Both of these cases are illustrated by taking a sequence of rescalings of the helicoid;
the first case occurs away from the axis, while the second case occurs on the axis.

Using in part this local description, we were able to prove that any sequence of
embedded minimal disks with curvatures blowing up has a subsequence that converges
to a foliation by parallel planes. This convergence is away from a Lipschitz curve S
that is transverse to the planes. (See the appendix for the precise statements.)

4.4. Planar domains: the general structure theorems. We will show that every
sequence �i has a subsequence that is either ULSC or for which Sulsc is empty. This
is the next “no mixing” theorem. We will see later that these two different cases give
two very different structures.



Embedded minimal surfaces 861

Theorem 4.1 (No mixing theorem, [8]). If the �i’s are genus zero, then there is a
subsequence with either Sulsc = ∅ or Sneck = ∅.

Common for both the ULSC case and the case where Sulsc is empty is that the
limits are always laminations by flat parallel planes and the singular sets are always
closed subsets contained in the union of the planes. This is the content of the next
theorem:

Theorem 4.2 (Planar lamination theorem, [8]). If the �i’s are genus zero and

sup
B1∩�i

|A|2 → ∞, (12)

then there exists a subsequence �j , a lamination L = {x3 = t}{t∈� } of R
3 by parallel

planes (where � ⊂ R is a closed set), and a closed nonempty set S in the union of
the leaves of L such that after a rotation of R

3:
(A) For each 1 > α > 0, �j \ S converges in the Cα-topology to the lamination

L \ S.

(B) supBr(x)∩�j
|A|2 → ∞ as j → ∞ for all r > 0 and x ∈ S. (The curvatures

blow up along S.)

4.5. Planar domains: the fine structure theorems. We will assume here that the
�i’s are not disks (recall that the case of disks was dealt with in [4]–[7]). In particular,
we will assume that for each i, there exists some yi ∈ R

3 and si > 0 so that

some component of Bsi (yi) ∩ �i is not a disk. (13)

Moreover, if the non-simply connected balls Bsi (yi) “run off to infinity” (i.e., if each
connected component of BR′

i
(0) ∩ �i is a disk for some R′

i → ∞), then the results
of [4]–[7] apply. Therefore, after passing to a subsequence, we can assume that the
surfaces are uniformly not disks, namely, that there exists some R > 0 so that (13)
holds with si = R and yi = 0 for all i.

In view of Theorem 4.1 and the earlier results for disks, it is natural to first analyze
sequences that are ULSC, so where Sneck = ∅, and second analyze sequences where
Sulsc is empty. We will do this next.

4.6. ULSC sequences. Loosely speaking, our next result shows that when the se-
quence is ULSC (but not simply connected), a subsequence converges to a foliation
by parallel planes away from two lines S1 and S2. The lines S1 and S2 are disjoint
and orthogonal to the leaves of the foliation and the two lines are precisely the points
where the curvature is blowing up. This is similar to the case of disks, except that we
get two singular curves for non-disks as opposed to just one singular curve for disks.
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Theorem 4.3 (ULSC compactness, [8]). Let a sequence �i , limit lamination L,
and singular set S be as in Theorem 4.2. Suppose that each �i satisfies (13) with
si = R > 1 and yi = 0. If every �i is ULSC and

sup
B1∩�i

|A|2 → ∞, (14)

then the limit lamination L is the foliation F = {x3 = t}t and the singular set S is
the union of two disjoint lines S1 and S2 such that:

(Culsc) Away from S1 ∪ S2, each �j consists of exactly two multi-valued graphs
spiraling together. Near S1 and S2, the pair of multi-valued graphs form
double spiral staircases with opposite orientations at S1 and S2. Thus, cir-
cling only S1 or only S2 results in going either up or down, while a path
circling both S1 and S2 closes up.

(Dulsc) S1 and S2 are orthogonal to the leaves of the foliation.

Remark 4.4. See Appendix A for the definition of a multi-valued graph. Roughly
speaking a multi-valued graph is locally a graph over a subset of a plane, but fails to
be a global graph since the projection to the plane is not one-to-one.

4.7. Sequences that are not ULSC. When the sequence is no longer ULSC, one can
get other types of curvature blow-up by considering the family of embedded minimal
planar domains known as the Riemann examples. Recall that, modulo translations
and rotations, this is a two-parameter family of periodic minimal surfaces, where
the parameters can be thought of as the size of the necks and the angle from one
fundamental domain to the next.

With these examples in mind, we are now ready to state our second main structure
theorem describing the case where Sulsc is empty.

Theorem 4.5 ([8]). Let a sequence �i , limit lamination L, and singular set S be as
in Theorem 4.2. If Sulsc = ∅ and

sup
B1∩�i

|A|2 → ∞, (15)

then S = Sneck by (9) and

(Cneck) Each point y in S comes with a sequence of graphs in �j that converge
to the plane {x3 = x3(y)}. The convergence is in the C∞ topology away
from the point y and possibly also one other point in {x3 = x3(y)} ∩ S.
If the convergence is away from one point, then these graphs are defined
over annuli; if the convergence is away from two points, then the graphs are
defined over disks with two subdisks removed.
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4.8. An overview of the proofs: The ULSC case. A key point will be that the results
of [4]–[7] for disks will give a sequence of multi-valued graphs in the �j ’s near each
point x ∈ Sulsc. Moreover, these multi-valued graphs close up in the limit to give a
leaf of L′ which extends smoothly across x. Such a leaf is said to be collapsed; in
a neighborhood of x, the leaf can be thought of as a limit of double-valued graphs
where the upper sheet collapses onto the lower. We show that every collapsed leaf is
stable, has at most two points of Sulsc in its closure, and these points are removable
singularities. These results on collapsed leaves are applied first in the USLC case and
then again to get the structure of the ULSC regions of the limit in general, i.e., (C2)
and (D) in Theorem C.1.

Roughly speaking, there are two main steps to the proof of Theorem 4.3:

1. Show that each collapsed leaf is in fact a plane punctured at two points of S
and, moreover, the sequence has the structure of a double spiral staircase near
both of these points, with opposite orientations at the two points.

2. Show that leaves which are nearby a collapsed leaf of L′ are also planes punc-
tured at two points of S. (We call this “properness”.)

4.9. An overview of the proofs: The general structure. Theorem 4.5, as well as
Theorem 4.1, are proven by first analyzing sequences of minimal surfaces without
any assumptions on the sets Sulsc and Sneck. The precise statement of this general
theorem is given in Appendix C. We will give an overview of the theorem next.

In this general case, we show that a subsequence converges to a lamination L′
divided into regions where Theorem 4.3 holds and regions where Theorem 4.5 holds.
This convergence is in C1,1 topology away from the singular set S where the curva-
ture blows up. Moreover, each point of S comes with a plane and these planes are
essentially contained in L′. The set of heights of the planes is a closed subset � ⊂ R

but may not be all of R as it was in Theorem 4.3 and may not even be connected.
The behavior of the sequence is different at the two types of singular points in S – the
set Sneck of “catenoid points” and the set Sulsc of ULSC singular points. We will see
that Sulsc consists of a union of Lipschitz curves transverse to the lamination L. This
structure of Sulsc implies that the set of heights in � which intersect Sulsc is a union of
intervals; thus this part of the lamination is foliated. In contrast, we will not get any
structure of the set of “catenoid points” Sneck. Given a point y in Sneck, we will get
a sequence of graphs in �j converging to a plane through y. This convergence will
be in the smooth topology away from either one or two singular points, one of which
is y. Moreover, this limit plane through y will be a leaf of the lamination L.

The key steps for proving the general structure theorem are the following:

1. Finding a stable plane through each point of Sneck. This plane will be a limit of
a sequence of stable graphical annuli that lie in the complement of the surfaces.

2. Finding graphs in �j that converge to a plane through each point of Sneck. To
do this, we look in regions between consecutive necks and show that in any
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such region the surfaces are ULSC. The one-sided curvature estimate will then
allow us to show that these regions are graphical.

3. Using (1) and (2) we then analyze the ULSC regions of a limit. That is, we show
that if the closure of a leaf in L′ intersects Sulsc, then it has a neighborhood that
is ULSC. This will allow us to use the argument for the proof of Theorem 4.3
to get the same structure for such a neighborhood as we did in case where the
entire surfaces where ULSC.

The main point left in Theorem 4.5, which is not included in this general com-
pactness theorem, is to prove that every leaf of the lamination L in Theorem 4.5 is a
plane. In contrast, the general compactness theorem gives a plane through each point
of Sneck, but does not claim that the leaves of L′ are planar.

Finally, since the no mixing theorem implies that Theorem 4.3 and Theorem 4.5
cover all cases, Theorem 4.2 will be a corollary of these two theorems.

5. The structure of embedded minimal annuli

We turn next to a local structure theorem for embedded minimal annuli that, roughly
speaking, shows that they must look like catenoids. Namely, the main theorem of [10]
proves that any embedded minimal annulus in a ball (with boundary in the boundary
of the ball and) with a small neck can be decomposed by a simple closed geodesic
into two graphical sub-annuli. Moreover, there is a sharp bound for the length of
this closed geodesic in terms of the separation (or height) between the graphical sub-
annuli. This serves to illustrate the “pair of pants” decomposition from [8] in the
special case where the embedded minimal planar domain is an annulus.

The precise statement of this decomposition for annuli is:

Theorem 5.1 (Main Theorem, [10]). There exist ε > 0, C1, C2, C3 > 1 so: If � ⊂
BR ⊂ R

3 is an embedded minimal annulus with ∂� ⊂ ∂BR and π1(BεR ∩ �) �= 0,
then there is a simple closed geodesic γ ⊂ � of length � so that:

• The curve γ splits the connected component of BR/C1 ∩ � containing it into
annuli �+ and �−, each with

∫ |A|2 ≤ 5 π .

• Each of �± \ TC2 �(γ ) is a graph with gradient ≤ 1.

• � log(R/�) ≤ C3 h where the separation h is given by

h = min
x±∈∂BR/C1∩�± |x+ − x−|. (16)

Here Ts(S) ⊂ � denotes the intrinsic s-tubular neighborhood of a subset S ⊂ �.
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5.1. A sketch of the proof. We will next give a brief sketch of the proof of the
decomposition theorem, Theorem 5.1. The starting point is to use the hypothesis
π1(BεR ∩�) �= 0 and a barrier argument to find a stable graph �0 that is defined over
an annulus and disjoint from �. The stable graph �0 will allow us to divide � into two
pieces, one on each side of �0. To do this, we first fix a simple closed γ̃ ⊂ BεR ∩ �

that separates the two boundary components of �. The curve γ̃ is contained in a small
extrinsic ball, but there is no a priori reason why it must be short.2 A barrier argument
using a result of Meeks and Yau then gives a stable embedded minimal annulus �

that separates the two boundary components of � and where γ̃ is one component of
the boundary ∂� and the other component is in ∂BR . Finally, Theorem 0.3 of [6]
then implies that � contains the desired graph �0; this should be compared with the
well-known result of D. Fischer-Colbrie in the complete case.

We will see next that each half of �, i.e., the part above �0 and the part below �0,
is itself a graph away from the boundary of �0. This part of the argument applies
more generally to an “annular end” of a minimal surface. We will prove that each half
of � contains a graph by showing that it must contain large locally graphical pieces
and then using embeddedness to see that these pieces must be global graphs (i.e., the
projection down is one-to-one). This follows by combining three facts:

(1) The one-sided curvature estimate of [4]–[7] gives a scale-invariant curvature
estimate for �’s in a narrow cone about the graph �0. This requires that we
know that each component of � in balls away from the origin is a disk; this
can be seen from the maximum principle.

(2) Using (1), the gradient estimate gives a narrower cone about �0 where �

is locally graphical. This is because (1) implies that the surface is well-
approximated by its tangent plane and, since it cannot cross �0, it must be
almost parallel to �0.

(3) As long as ε is small enough, each half of � must intersect any narrow cone
about �0. This was actually proven in lemma 3.3 of [9] that gave the existence
of low points in a connected minimal surface contained on one side of a plane
and with interior boundary close to this plane.3

Step (3) allows us to find very flat regions in � near �0, we can then repeatedly apply
the Harnack inequality to build this out into large locally graphical regions that stay
inside the narrow cone about �0. These locally graphical regions piece together to
give a graph over an annulus; the other possibility would be to form a multi-valued
graph, but this is impossible since such a multi-valued graph would be forced to spiral
infinitely (since it cannot cross itself and also cannot cross the stable graph �0).

2However, the chord arc bounds in the later paper [15] could now be used to bound the length.
3The argument for this was by contradiction. Namely, if there were no low points, then we would get a

contradiction from the strong maximum principle by first sliding a catenoid up under the surface and then sliding
the catenoid horizontally away, eventually separating two boundary components of the surface. Here the strong
maximum principle is used to keep the sliding catenoids and the surface disjoint. See, for instance, corollary
1.18 in [2] for a precise statement of the strong maximum principle.
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Finally, the last step of the proof is to use a blow up argument to get the precise
bounds on the length of the curve γ .

5.2. Complete properly embedded minimal annuli. The decomposition of prop-
erly embedded minimal annuli given by Theorem 5.1 can be viewed as a local version
of well-known global results of P. Collin, [18], and Colding and the author, [13], on
annular ends.

To explain these global results, recall that � is said to have finite topology if it is
homeomorphic to a closed Riemann surface with a finite number of punctures; the
genus of � is then the genus of this Riemann surface and the number of punctures
is the number of ends. It follows that a neighborhood of each puncture corresponds
to a properly embedded annular end of �. Perhaps surprisingly at first, the more
restrictive case is when � has more than one end. The reason for this is that a barrier
argument gives a stable minimal surface between any pair of ends. Such a stable
surface is then asymptotic to a plane (or catenoid), essentially forcing each end to live
in a half-space. Using this restriction, P. Collin proved:

Theorem 5.2 (Main theorem, [18]). Each end of a complete properly embedded
minimal surface with finite topology and at least two ends is asymptotic to a plane or
catenoid.

In particular, such a � has finite total curvature and, outside some compact set, �
is given by a finite collection of disjoint graphs over a common plane.

As mentioned above, Collin proved Theorem 5.2 by showing that an embedded
annular end that lives in a half-space must have finite total curvature. [13] used the
one-sided curvature estimate to strengthen this from a half-space to a strictly larger
cone, and in the process give a very different proof of Collin’s theorem.

Theorem 5.3 (Main theorem, [13]). There exists ε > 0 so that any complete properly
embedded minimal annular end contained in the cone

{x3 ≥ −ε (x2
1 + x2

2 + x2
3)1/2} (17)

is asymptotic to a plane or catenoid.

6. Properness and removable singularities for minimal laminations

The compactness theorems of [4]–[8] assume that the surface �i has boundary ∂�i

in the boundary ∂BRi
of an expanding sequence of balls where Ri goes to infinity.

We call this the global case, in contrast to the local case where the boundaries are in
the boundary of a fixed ball ∂BR .4

This distinction between the local and global cases explains why the global com-
pactness theorem for sequences of disks does not imply the compactness theorem for

4One can also consider the more restrictive complete case where �i is complete without boundary.
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ULSC sequences. Namely, even though the ULSC sequence consists locally of disks,
the compactness result for disks was in the global case where the radii go to infinity
and hence does not apply.

In order to focus the discussion, we will explain the differences between the global
and local cases for disks. The assumption that Ri → ∞ is used in the compactness
theorem for disks in two ways:

(1) We show that the limit lamination contains a stable leaf through each singular
point. Since Ri → ∞, this stable leaf is complete and, hence, a plane by the
Bernstein theorem of D. Fischer-Colbrie and R. Schoen and M. Do Carmo and
C. Peng.

(2) We show next that the leaves nearby a singular point must also be planes. It
follows that the singular set cannot stop and all of R

3 is foliated by planes in
the limit. We call this properness.

The use of Ri → ∞ in (1) is not really essential. The leaf would no longer have
to be flat in the local case, but it would satisfy uniform estimates by R. Schoen’s
curvature estimate for stable surfaces, [37] (cf. [3]).

In contrast, it turns out that the use of Ri → ∞ in (2) is essential. Namely, in
[14], we constructed a sequence of embedded minimal disks �i in the unit ball B1
with ∂�i ⊂ ∂B1 where the curvatures blow up only at 0 and

�i \ {x3 = 0} (18)

converges to two embedded minimal disks

�− ⊂ {x3 < 0}, (19)

�+ ⊂ {x3 > 0}, (20)

each of which spirals into {x3 = 0} and thus is not proper. Thus, in the example
from [14], 0 is the first, last, and only point in Sulsc and the limit lamination consists
of three leaves: �+, �−, and the punctured unit disk B1 ∩ {x3 = 0} \ {0}. This
lamination of B1 \ {0} cannot be extended smoothly to a lamination of B1; that is
to say, 0 is not a removable singularity. This should be contrasted with the global
case where every singular point is a removable singularity for the limit foliation by
parallel planes. B. Dean has constructed similar examples where the singular set is
an arbitrary finite set of points in the vertical axis; see [20].

6.1. A sketch of the proof of properness for disks. To explain the proof of proper-
ness in the global case for disks, we first need to see what could go wrong. Suppose
therefore that the origin 0 is a singular point and {x3 = 0} is the corresponding limit
plane. It follows from the one-sided curvature estimate that the intersection of each �j

with a low cone about {x3 = 0} consists of two multi-valued graphs for j large (the
fact that there are exactly two is established in proposition II.1.3 in [7]). There are
now two possibilities:
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(P) The multi-valued graphs in the complement of the cone close up in the limit
to a foliation.

(N-P) These multi-valued graphs converge to a collection of graphs and at least one
multi-valued graph that spirals infinitely on one side of {x3 = 0}.

As we saw above, the second case (N-P) can occur in the local case. We will
explain why it cannot happen in the global case.

Suppose therefore that (N-P) holds and the limit contains a multi-valued graph
that spirals infinitely down to the plane {x3 = 0}; it is the graph of a multi-valued
function u(ρ, θ) defined for all ρ ≥ e and all θ > 0. The separation w(ρ, θ) between
consecutive sheets is by definition

w(ρ, θ) = u(ρ, θ + 2π) − u(ρ, θ). (21)

Since the limit is embedded and spirals downward, we must have w < 0. We will
actually work with the conformally changed functions ũ(x + iy) = u(ex, y) and
w̃(x + iy) = w(ex, y) that are defined on the quadrant {x > 1, y > 0}. The key
point in the proof of properness is to show that:

(Key) The vertical flux across {x = 1} is negative infinity.

Why (Key) leads to a contradiction: To see why (Key) leads to a contradiction, we
need to recall more about the limit in case (N-P). Namely, we showed in [7] that there
must be two multi-valued graphs spiralling together just as occurs for the helicoid.
The same argument applies to both multi-valued graphs, so both have unbounded
negative flux across {x = 1}, i.e., over the circle of radius e in the plane. Moreover,
we also showed in [7] that these two halves can be joined together by curves in
the embedded minimal disk with a uniform bound on the length of the curves. For
example, the helicoid contains two infinite valued graphs and these can be connected
by horizontal lines. In any case, this leads to a flux contradiction: Stokes’ theorem
implies that the sum of the fluxes across compact subcurves over the circle of radius e
must be bounded by the length of the connecting curves. However, the length of the
connecting curves is uniformly bounded and the fluxes across the other curves both
go to negative infinity.

The idea of the proof of (Key): In order to keep things simple, we will pretend
that u is a harmonic function; this serves to illustrate the main ideas. Since the
separation w is locally the difference of two harmonic functions, w is also harmonic;
hence, the conformally changed functions ũ and w̃ are harmonic on the quadrant
{x > 1, y > 0}. Note that ũ is positive and w̃ is negative.

The property (Key) is now roughly equivalent to showing that
∫ ∞

0

∂ũ

∂x
(1, y) dy = +∞. (22)

It may be helpful to consider an example; the function ũ = π/2 − arctan(y/x) is
positive, harmonic, and its multi-valued graph is an embedded infinite spiral that
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accumulated to the plane {x3 = 0}. Furthermore, is is easy to verify (22) in this case:
∫ ∞

0

∂ũ

∂x
(1, y) dy =

∫ ∞

0

y

1 + y2 dy = +∞. (23)

To prove (22) for a general function ũ, first observe that Stokes’ theorem gives
∫ R

1

∂ũ

∂x
(1, y) dy +

∫ R

1

∂ũ

∂y
(x, 1) dx =

∫
{x2+y2=R2+1, x>1, y>1}

∂u

∂r
. (24)

In [10], we used the lower bound ũ ≥ 0 to prove that
∫

{x2+y2=R2+1, x>1, y>1}
∂u

∂r
(25)

is essentially non-negative. The reason for this is that (25) measures the logarithmic
rate of growth of the average of ũ on the semi-circle; if this was negative, the function ũ

would eventually have to become negative.
We then proved the claim (24) in [10] by using a sharp estimate for the decay of w̃

to show that ∫ ∞

1

∂ũ

∂y
(x, 1) dx = −∞. (26)

To explain this, observe that w̃(x, 1) is nothing more than ũ(x, 1+2π)− ũ(x, 1) and,
hence, can be written as

w̃(x, 1) =
∫ 1+2π

1

∂ũ

∂y
(x, y) dy. (27)

In particular, w̃(x, 1) ≈ 2π ∂ũ
∂y

(x, 1). We proved in [10] that the fastest possible decay
for |w̃(x, 1)| is c1/x and, consequently, we get that

∫ ∞

1
w̃(x, 1) dx = −∞. (28)

This completes the sketch of the proof. The actual argument in [10] is somewhat more
complicated, but similar in flavor.

7. The uniqueness of the helicoid

The helicoid and plane are the only classical examples of properly embedded complete
minimal disks in R

3. It turns out that there is a good reason for the scarcity of examples.
Namely, using the compactness theorem and one-sided curvature estimate of [4]–[7],
W. Meeks and H. Rosenberg proved the uniqueness of the helicoid:

Theorem 7.1 (Main theorem, [31]). The plane and helicoid are the only complete
properly embedded simply-connected minimal surfaces in R

3.
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This uniqueness has many applications, including additional regularity of the
singular set S. To set this us, recall that if we take a sequence of rescalings of the
helicoid, then the singular set S for the convergence is the vertical axis perpendicular
to the leaves of the foliation. In [25], W. Meeks used this fact together with the
uniqueness of the helicoid to prove that the singular set S in Theorem B.1 is always
a straight line perpendicular to the foliation.

There is an analog of Theorem 7.1 in the higher genus case. Namely, any properly
embedded minimal surface with finite (non-zero) genus and one end must be asymp-
totic to a helicoid. Until recently, it was not known whether any such surface exists;
however, the construction of the genus one helicoid in [21] suggests that there may
be a substantial theory of these.

Remark 7.2. It follows from [15] that any complete embedded minimal surface with
finite topology in R

3 is automatically properly embedded. In particular, the hypothesis
of properness can be removed from Theorem 7.1.

7.1. A sketch of the proof. We will give a brief overview of the proof by Meeks and
Rosenberg for the uniqueness of the helicoid; we refer to the original paper [31] for
the details.

The first main step in the proof of Theorem 7.1 is to analyze the asymptotic
structure of a non-flat embedded minimal disk �, showing that it looks roughly like a
helicoid. This is done in [31] by analyzing sequences of rescalings of�. This rescaling
argument yields a sequence of embedded minimal disks which does not converge in
the classical sense (there are no local area bounds). However, the lamination theorem
of [4]–[7] gives that a subsequence converges to a foliation by parallel planes away
from a Lipschitz curve transverse to these planes. Moreover, the lamination theorem
also gives that the intersection of � with a cone consists of two asymptotically flat
multi-valued graphs. In particular, this foliation is unique, i.e., does not depend on
the choice of subsequence. After possibly rotating R

3, we can assume that the limit
foliation is by horizontal planes (i.e., level sets of x3).

The second main step is to show that the height function x3 together with its
harmonic conjugate (which we will denote by x∗

3 ) give global isothermal coordinates
on �. This step is crucial since it reduces the problem to analyzing the potential
Weierstrass data on the plane. There are two key components to getting these global
coordinates, both of independent interest. First, one must show that ∇x3 does not
vanish on � – i.e., that the Gauss map misses the north and south poles. Second, one
must show that the map (x3, x

∗
3 ) is proper – i.e., that x∗

3 goes to infinity as we go out
horizontally. Both of these steps strongly use the asymptotic structure established in
the first step.

The third main step is to analyze the Weierstrass data in the conformal coordinates
(x3, x

∗
3 ). In these coordinates, the only unknown is a meromorphic function g that

is the stereographic projection of the Gauss map of �. Since the Gauss map was
already shown to miss the north and south poles, the function g can be written as



Embedded minimal surfaces 871

g = ef for an entire holomorphic function f . Meeks and Rosenberg then use a
Picard type argument to show that f must be linear. The key in this argument is to
analyze the inverse images of horizontal circles in S

2 under the Gauss map n, using
rescaling arguments and the compactness theory of [4]–[7] to control the number of
components. Finally, every linear function f gives rise to a surface in the associate
surface family of the helicoid, but the actual helicoid is the only one of these that is
embedded.

8. Quasiperiodicity of properly embedded minimal planar domains

We turn next to recent results of W. Meeks, J. Perez, and A. Ros on the structure
of complete properly embedded minimal planar domains with infinitely many ends
in R

3. They have obtained many important results on these surfaces in the series of
papers [28]–[30]; we have chosen to focus on the main result of [28].

Many of these structure results are motivated by the two-parameter family of
minimal planar domains known as the Riemann examples mentioned earlier.

8.1. A few definitions. To set this up, we first recall a few properties of a complete
properly embedded minimal planar domain M ⊂ R

3.
First, it follows from a barrier argument of Meeks andYau that one can find a stable

embedded annulus between each pair of ends of M; a result of Fischer-Colbrie then
implies that this stable surface has finite total curvature, so its ends are asymptotic
to planes or half-catenoids. Since M is embedded, these planes or half-catenoids
between its ends must all be parallel; this plane is the limit tangent plane at infinity.

Using these planes and half-catenoids in this way, Callahan, Frohman, Hoffman,
and Meeks showed that the ends of M are ordered by height over this limit tangent
plane at infinity. Moreover, a nice argument of Collin, Kusner, Meeks, and Rosenberg
in [19] shows that there are at most two limit ends; these can only be on the “top” or
on the “bottom”.

Finally, since the coordinate functions are harmonic on any minimal surface, it
follows from Stokes’ theorem that the flux of a coordinate function xi around a closed
curve γ depends only on its homology class [γ ]. Recall that the flux of xi around γ

is ∫
γ

∂xi

∂n
, (29)

where ∂xi

∂n
is the derivative of xi in the conormal direction, i.e., the direction tangent

to M but normal to γ . Using all three coordinates functions at once gives the flux map

Flux : [γ ] → R
3. (30)
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8.2. The curvature estimate of [28]. We can now define M to be the space of
properly embedded minimal planar domains in R

3 with two limit ends, normalized
so that every surface M ∈ M has horizontal limit tangent plane at infinity and the
vertical component of its flux equals one. Here the horizontal flux is the projection
of the flux vector to the limit tangent plane at infinity.

The main theorem of [28] is:

Theorem 8.1 (Theorem 5, [28]). If a sequence Mi ∈ M has bounded horizontal flux,
then the Gaussian curvature of the sequence is uniformly bounded.

Remark 8.2. The main result in [29] is that there must always be two limit ends; thus
this hypothesis can be removed from Theorem 8.1.

The first important application of the curvature estimates is to describe the geom-
etry of a properly embedded minimal planar domain M with two limit ends:

Such a surface M has bounded curvature and is conformally a compact Rie-
mann surface punctured in a countable closed subset with two limit points;
the spacing between consecutive ends is bounded from below in terms of the
bound for the curvature; M is quasiperiodic in the sense that there exists a
divergent sequence V (n) ∈ R

3 such that the translated surfaces M + V (n)

converge to a properly embedded minimal surface of genus zero, two limit
ends, a horizontal limit tangent plane at infinity and with the same flux as M .

Another particularly interesting consequence of Theorem 8.1 is a solution of an
old conjecture of Nitsche:

Theorem 8.3 (Theorem 1, [28]). Any complete minimal surface which is a union of
simple closed curves in horizontal planes must be a catenoid.

8.3. A heuristic argument for Theorem 8.1. Theorem 8.1 is best illustrated by
considering the family of singly-periodic minimal surfaces known as the Riemann
examples. After normalizing so the vertical flux is one and rotating so the horizontal
flux points in the x1-direction, there is a 1-parameter family parameterized by the
length of the horizontal flux H . As H → 0, this degenerates to a catenoid; when
H → ∞, this degenerates to a helicoid.

With this in mind, there is a simple heuristic argument for why such an estimate
should hold. Namely, assume that |A|2(0) → ∞ for a sequence �i and consider two
possibilities:

1. The injectivity radius goes to zero.

2. Each �i is uniformly simply connected.

In the first case, we would get short dividing curves in �i ; integrating around these
would then imply that the flux was going to zero (violating the normalization).
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In the second case, the results of Colding and the author in [8] give a limit plane
through the origin which, by the uniqueness of the helicoid of Meeks and H. Rosen-
berg, is locally modelled by the helicoid for large i. As discussed above, this cor-
responds (roughly, at least) to a great deal of horizontal flux, violating the assumed
bound on this.

The actual argument is much more complicated but has at least a similar flavor.
One reason for the complications is that the dichotomy (1) or (2) above is more
subtle; (1) involves the intrinsic distance while (2) uses the extrinsic distance. This
dichotomy can now be made rigorous using the proof of the Calabi–Yau conjectures
for embedded minimal surfaces with finite topology in [15]; however, the proof of
Theorem 8.1 came before [15], so intrinsic and extrinsic distances were not yet known
to be equivalent.

Appendix

A. Multi-valued graphs

We have used two notions of multi-valued graphs – namely, the one used in [4]–[7]
and a generalization.

In [4]–[7], we defined multi-valued graphs as multi-sheeted covers of the punctured
plane. To be precise, let Dr be the disk in the plane centered at the origin and of
radius r and let P be the universal cover of the punctured plane C \ {0} with global
polar coordinates (ρ, θ) so ρ > 0 and θ ∈ R. An N-valued graph of a function u on
the annulus Ds \ Dr is a single valued graph over

{(ρ, θ) | r ≤ ρ ≤ s, |θ | ≤ N π}. (31)

Note that the helicoid is the union of two infinite-valued graphs over the punctured
plane together with the vertical axis.

Locally, the above multi-valued graphs give the complete picture for a ULSC
sequence. However, the global picture can consist of several different multi-valued
graphs glued together. To allow for this, we are forced to consider multi-valued graphs
defined over the universal cover of C \ P where P is a discrete subset of the complex
plane C. We will see that the bound on the genus implies that P consists of at most
two points.

B. The lamination theorem and one-sided curvature estimate

The first theorem that we recall shows that embedded minimal disks are either graphs
or are part of double spiral staircases; moreover, a sequence of such disks with cur-
vature blowing up converges to a foliation by parallel planes away from a singular
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curve S. This theorem is modelled on rescalings of the helicoid and the precise state-
ment is as follows (we state the version for extrinsic balls; it was extended to intrinsic
balls in [11]):

Theorem B.1 (Theorem 0.1 in [7]). Let �i ⊂ BRi
= BRi

(0) ⊂ R
3 be a sequence of

embedded minimal disks with ∂�i ⊂ ∂BRi
where Ri → ∞. If

sup
B1∩�i

|A|2 → ∞, (32)

then there exists a subsequence, �j , and a Lipschitz curve S : R → R
3 such that after

a rotation of R
3:

1. x3(S(t)) = t . (That is, S is a graph over the x3-axis.)

2. Each �j consists of exactly two multi-valued graphs away from S (which spiral
together).

3. For each 1 > α > 0, �j \ S converges in the Cα-topology to the foliation,
F = {x3 = t}t , of R

3.

4. supBr(S(t))∩�j
|A|2 → ∞ for all r > 0, t ∈ R. (The curvatures blow up

along S),

The second theorem that we need to recall asserts that every embedded minimal
disk lying above a plane, and coming close to the plane near the origin, is a graph.
Precisely this is the intrinsic one-sided curvature estimate which follows by combining
[7] and [11]:

Theorem B.2. There exists ε > 0, so that if

� ⊂ {x3 > 0} ⊂ R
3 (33)

is an embedded minimal disk with B2R(x) ⊂ � \ ∂� and |x| < ε R, then

sup
BR(x)

|A�|2 ≤ R−2. (34)

Theorem B.2 is in part used to prove the regularity of the singular set where the
curvature is blowing up.

Note that the assumption in Theorem B.1 that the surfaces are disks is crucial
and cannot even be replaced by assuming that the sequence is ULSC. To see this,
observe that one can choose a one-parameter family of Riemann examples which is
ULSC but where the singular set S is given by a pair of vertical lines. Likewise, the
assumption in Theorem B.2 that � is simply connected is crucial as can be seen from
the example of a rescaled catenoid, see (3). Under rescalings the catenoid converges
(with multiplicity two) to the flat plane. Thus a neighborhood of the neck can be scaled
arbitrarily close to a plane but the curvature along the neck becomes unbounded as it
gets closer to the plane. Likewise, by considering the universal cover of the catenoid,
one sees that embedded, and not just immersed, is needed in Theorem B.2.
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C. The precise statement of the general compactness theorem

The precise statement of the compactness theorem for sequences that are neither
necessarily ULSC nor with Sulsc = ∅ is the following:

Theorem C.1 ([8]). Let �i ⊂ BRi
= BRi

(0) ⊂ R
3 be a sequence of compact

embedded minimal planar domains with ∂�i ⊂ ∂BRi
where Ri → ∞. If

sup
B1∩�i

|A|2 → ∞, (35)

then there is a subsequence �j , a closed set S, and a lamination L′ of R
3 \S so that:

(A) For each 1 > α > 0, �j \S converges in the Cα-topology to the lamination L′.

(B) supBr(x)∩�j
|A|2 → ∞ as j → ∞ for all r > 0 and x ∈ S. (The curvatures

blow up along S).

(C1) (Cneck) from Theorem 4.5 holds for each point y in Sneck.

(C2) (Culsc) from Theorem 4.3 holds locally near Sulsc. More precisely, each point
y in Sulsc comes with a sequence of multi-valued graphs in �j that converge
to the plane {x3 = x3(y)}. The convergence is in the C∞ topology away from
the point y and possibly also one other point in {x3 = x3(y)} ∩ Sulsc. These
two possibilities correspond to the two types of multi-valued graphs defined in
Section A.

(D) The set Sulsc is a union of Lipschitz curves transverse to the lamination. The
leaves intersecting Sulsc are planes foliating an open subset of R

3 that does not
intersect Sneck. For the set Sneck, we make no claim about the structure.

(P) Together (C1) and (C2) give a sequence of graphs or multi-valued graphs
converging to a plane through each point of S. If P is one of these planes, then
each leaf of L′ is either disjoint from P or is contained in P .

Note that Theorem C.1 is a technical tool that is superseded by the stronger com-
pactness theorems in the ULSC and non-ULSC cases, Theorem 4.3 and Theorem 4.5.
This is because we will know by the no mixing theorem that either Sneck = ∅ or
Sulsc = ∅, so that these cover all possible cases.
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Floer homology in symplectic geometry and in mirror
symmetry

Yong-Geun Oh∗and Kenji Fukaya

Abstract. In this article the authors review what the Floer homology is and what it does in sym-
plectic geometry both in the closed string and in the open string context. In the first case, the
authors will explain how the chain level Floer theory leads to the C0 symplectic invariants of
Hamiltonian flows and to the study of topological Hamiltonian dynamics. In the second case, the
authors explain how Floer’s original construction of Lagrangian intersection Floer homology is
obstructed in general as soon as one leaves the category of exact Lagrangian submanifolds. They
will survey the construction of the Floer complex and describe its obstruction in terms of the
filtered A∞-algebras. This can be promoted to the level of A∞-category (Fukaya category) of
symplectic manifolds. Some applications of this general machinery to the study of the topology
of Lagrangian embeddings in relation to symplectic topology and to mirror symmetry are also
reviewed.
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1. Prologue

The Darboux theorem in symplectic geometry manifests flexibility of the group of
symplectic transformations. On the other hand, the following celebrated theorem of
Eliashberg [El1] revealed subtle rigidity of symplectic transformations: The subgroup
Symp(M, ω) consisting of symplectomorphisms is closed in Diff(M) with respect to
the C0-topology.

This demonstrates that the study of symplectic topology is subtle and interesting.
Eliashberg’s theorem relies on a version of non-squeezing theorem as proven by
Gromov [Gr]. Gromov [Gr] uses the machinery of pseudo-holomorphic curves to
prove his theorem. There is also a different proof by Ekeland and Hofer [EH] of the
classical variational approach to Hamiltonian systems. The interplay between these
two facets of symplectic geometry has been the main locomotive in the development of
symplectic topology since Floer’s pioneering work on his ‘semi-infinite’ dimensional
homology theory, now called the Floer homology theory.
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part of this survey is based on.
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As in classical mechanics, there are two most important boundary conditions in re-
lation to Hamilton’s equation ẋ = XH(t, x) on a general symplectic manifold: one is
the periodic boundary condition γ (0) = γ (1), and the other is the Lagrangian bound-
ary condition γ (0) ∈ L0, γ (1) ∈ L1 for a given pair (L0, L1) of two Lagrangian
submanifolds: A submanifold i : L ↪→ (M, ω) is called Lagrangian if i∗ω = 0 and
dim L = 1

2 dim M . The latter replaces the two-point boundary condition in classical
mechanics.

In either of the above two boundary conditions, we have a version of the least
action principle: a solution of Hamilton’s equation corresponds to a critical point
of the action functional on a suitable path space with the corresponding boundary
condition. For the periodic boundary condition we consider the free loop space

LM = {γ : S1 → M},
and for the Lagrangian boundary condition we consider the space of paths connecting

�(L0, L1) = {γ : [0, 1] → M | γ (0) ∈ L0, γ (1) ∈ L1}.
Both LM and �(L0, L1) have countable number of connected components. For the
case of LM , it has a distinguished component consisting of the contractible loops. On
the other hand, for the case of �(L0, L1) there is no such distinguished component
in general.

Daunting Questions. For a given time dependent Hamiltonian H = H(t, x) on
(M, ω), does there exist a solution of the Hamilton equation ẋ = XH(t, x) with the
corresponding boundary conditions? If so, how many different ones can exist?

One crucial tool for the study of these questions is the least action principle.
Another seemingly trivial but crucial observation is that when H ≡ 0 for the closed
case and when L1 = L0 (and H ≡ 0) for the open case, there are “many” solutions
given by constant solutions. It turns out that these two ingredients, combined with
Gromov’s machinery of pseudo-holomorphic curves, can be utilized to study each of
the above questions, culminating in Floer’s proof of Arnold’s conjecture for the fixed
points [Fl2], and for the intersection points of L with its Hamiltonian deformation
φ1

H (L) [Fl1] for the exact case respectively.
We divide the rest of our exposition into two categories, one in the closed string

and the other in the open string context.

2. Floer theory of Hamiltonian fixed points

2.1. Construction. On a symplectic manifold (M, ω), for each given time-periodic
Hamiltonian H i.e., H with H(t, x) = H(t + 1, x), there exists an analog AH to the
classical action functional defined on a suitable covering space of the free loop space.
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To exploit the fact that in the vacuum, i.e., when H ≡ 0, we have many constant
solutions all lying in the distinguished component of the free loop space L(M),

L0(M) = {γ : [0, 1] → M | γ (0) = γ (1), γ contractible}
one studies the contractible periodic solutions and so the action functional on L0(M).
The covering space, denoted by L̃0(M), is realized by the set of suitable equivalence
classes [z, w] of the pair (z, w) where z : S1 → M is a loop and w : D2 → M is a
disc bounding z. Then AH is defined by

AH ([z, w]) = −
∫

w∗ω −
∫ 1

0
H(t, γ (t)) dt. (2.1)

This reduces to the classical action
∫

pdq−H dt if we define the canonical symplectic
form as ω0 =∑

j dqj ∧ dpj on the phase space R2n ∼= T ∗Rn.
To do Morse theory, one needs to introduce a metric on �(M), which is done by

introducing an almost complex structure J that is compatible to ω (in that the bilinear
form gJ := ω( ·, J ·) defines a Riemannian metric on M) and integrating the norm of
the tangent vectors of the loop γ . To make the Floer theory a more flexible tool to
use, one should allow this J to be time-dependent.

A computation shows that the negative L2-gradient flow equation of the action
functional for the path u : R× S1 → M is the following nonlinear first order partial
differential equation

∂u

∂τ
+ J

(
∂u

∂t
−XH(t, u)

)
= 0. (2.2)

The rest points of this gradient flow are the periodic orbits of ẋ = XH(t, x). Note
that when H = 0, this equation becomes the pseudo-holomorphic equation

∂J (u) = ∂u

∂τ
+ J

∂u

∂t
= 0 (2.3)

which has many constant solutions. Following Floer [Fl2], for each given nondegen-
erate H , i.e., one whose time-one map φ1

H has the linearization with no eigenvalue 1,
we consider a vector space CF(H) consisting of Novikov Floer chains

Definition 2.1. For each formal sum

β =
∑

[z,w]∈CritAH

a[z,w][z, w], a[z,w] ∈ Q (2.4)

we define the support of β by the set

supp β = {[z, w] ∈ Crit AH | a[z,w] 	= 0 in (2.4)}.
We call β a Novikov Floer chain or (simply a Floer chain) if it satisfies the condition

#{[z, w] ∈ supp β | AH ([z, w]) ≥ λ} <∞
for all λ ∈ R and define CF(H) to be the set of Novikov Floer chains.
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CF(H) can be considered either as a Q-vector space or a module over the Novikov
ring �ω of (M, ω). Each Floer chain β as a Q-chain can be regarded as the union
of “unstable manifolds” of the generators [z, w] of β, which has a ‘peak’. There is
the natural Floer boundary map ∂ = ∂(H,J ) : CF(H) → CF(H) i.e., a linear map
satisfying ∂∂ = 0. The pair (CF(H), ∂(H,J )) is the Floer complex and the quotient

HF∗(H, J ;M) := ker ∂(H,J )/ im ∂(H,J )

is the Floer homology. By now the general construction of this Floer homology
has been carried out by Fukaya–Ono [FOn], Liu–Tian [LT1], and Ruan [Ru] in its
complete generality, after the construction had been previously carried out by Floer
[Fl2], Hofer–Salamon [HS] and by Ono [On] in some special cases.

The Floer homology HF∗(H, J ;M) also has the ring structure arising from the
pants product, which becomes the quantum product on H ∗(M) in “vacuum”, i.e.
when H ≡ 0. The module H ∗(M) ⊗ �ω with this ring structure is the quantum
cohomology ring denoted by QH∗(M). We denote by a · b the quantum product of
two quantum cohomology classes a and b.

2.2. Spectral invariants and spectral norm. Knowing the existence of periodic
orbits of a given Hamiltonian flow, the next task is to organize the collection of the
actions of different periodic orbits and to study their relationships.

We first collect the actions of all possible periodic orbits, including their quantum
contributions, and define the action spectrum of H by

Spec(H) := {AH ([z, w]) ∈ R | [z, w] ∈ �̃0(M), dAH ([z, w]) = 0} (2.5)

i.e., the set of critical values of AH : L̃0(M)→ R. In general this set is a countable
subset of R on which the (spherical) period group �ω acts. Motivated by classical
Morse theory and mini-max theory, one would like to consider a sub-collection of
critical values that are homologically essential: each non-trivial cohomology class
gives rise to a mini-max value, which cannot be pushed further down by the gradient
flow. One crucial ingredient in the classical mini-max theory is a choice of semi-
infinite cycles that are linked under the gradient flow.

Applying this idea in the context of chain level Floer theory, Oh generalized his
previous construction [Oh4], [Oh5] to the non-exact case in [Oh8], [Oh10]. We define
the level of a Floer chain β by the maximum value

λH (β) := max[z,w]{AH ([z, w]) | [z, w] ∈ supp β}. (2.6)

Now for each a ∈ QHk(M) and a generic J , Oh considers the mini-max values

ρ(H, J ; a) = inf
α
{λH (α) | α ∈ CFn−k(H), ∂(H,J )α = 0, [α] = a�} (2.7)

where 2n = dim M and proves that this number is independent of J [Oh8]. The
common number denoted by ρ(H ; a) is called the spectral invariant associated to
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the Hamiltonian H relative to the class a ∈ QH∗(M). The collection of the values
ρ(H ; a) extend to arbitrary smooth Hamiltonian function H , whether H is nonde-
generate or not, and satisfy the following basic properties.

Theorem 2.2 ([Oh8], [Oh10]). Let (M, ω) be an arbitrary closed symplectic mani-
fold. For any given quantum cohomology class 0 	= a ∈ QH∗(M), we have a continu-
ous function denoted by ρ = ρ(H ; a) : C∞m ([0, 1]×M)×(QH∗(M)\{0})→ R which
satisfies the following axioms. Let H, F ∈ C∞m ([0, 1] ×M) be smooth Hamiltonian
functions and a 	= 0 ∈ QH∗(M). Then we have:

1. (Projective invariance) ρ(H ; λa) = ρ(H ; a) for any 0 	= λ ∈ Q.

2. (Normalization) For a quantum cohomology class a, we have ρ(0; a) = v(a)

where 0 is the zero function and v(a) is the valuation of a on QH∗(M).

3. (Symplectic invariance) ρ(η∗H ; a) = ρ(H ; a) for any η ∈ Symp(M, ω).

4. (Homotopy invariance) For any H, K with [H ] = [K], ρ(H ; a) = ρ(K; a).

5. (Multiplicative triangle inequality) ρ(H#F ; a · b) ≤ ρ(H ; a)+ ρ(F ; b).

6. (C0-continuity) |ρ(H ; a)− ρ(F ; a)| ≤ ‖H − F‖. In particular, the function
ρa : H �→ ρ(H ; a) is C0-continuous.

7. (Additive triangle inequality) ρ(H ; a + b) ≤ max{ρ(H ; a), ρ(H ; b)}.
Under the canonical one-one correspondence between (smooth) H (satisfying∫

M
Ht = 0) and its Hamiltonian path φH : t �→ φt

H , we denote by [H ] the path-
homotopy class of the Hamiltonian path φH : [0, 1] → Ham(M, ω);φH (t) = φt

H

with fixed end points, and by H̃am(M, ω) the set of [H ]’s which represents the
universal covering space of Ham(M, ω).

This theorem generalizes the results on the exact case by Viterbo [V2], Oh [Oh4],
[Oh5] and Schwarz [Sc] to the non-exact case. The axioms 1 and 7 already hold at the
level of cycles or for λH and follow immediately from its definition. All other axioms
are proved in [Oh8] except the homotopy invariance for the irrational symplectic
manifolds which is proven in [Oh10]. The additive triangle inequality was explicitly
used by Entov and Polterovich in their construction of some quasi-morphisms on
Ham(M, ω) [EnP]. The axiom of homotopy invariance implies that ρ( ·; a) projects
down to H̃am(M, ω). It is a consequence of the following spectrality axiom, which
is proved for any H on rational (M, ω) in [Oh8] and just for nondegenerate H on
irrational (M, ω) [Oh10]:

8. (Nondegenerate spectrality) For nondegenerateH , the mini-max valuesρ(H ; a)

lie in Spec(H), i.e. they are critical values of AH for all a ∈ QH∗(M) \ {0}.
The following is still an open problem.
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Question 2.3. Let (M, ω) be a irrational symplectic manifold, i.e., the period group
�ω = {ω(A) | A ∈ π2(M)} be a dense subgroup of R. Does ρ(H ; a) still lie in
Spec(H) for all a 	= 0 for degenerate Hamiltonian H?

It turns out that the invariant ρ(H ; 1) can be used to construct a canonical invariant
norm on Ham(M, ω) of theViterbo type which is called the spectral norm. To describe
this construction, we start by reviewing the definition of the Hofer norm ‖φ‖ of a
Hamiltonian diffeomorphism φ.

There are two natural operations on the space of Hamiltonians H : one the inverse
H �→ H where H is the Hamiltonian generating the inverse flow (φt

H )−1 and the
product (H, F ) �→ H # F where H # F is the one generating the composition flow
φt

H � φt
F . Hofer [H] introduced an invariant norm on Ham(M, ω). Hofer also con-

sidered its L(1,∞)-version ‖φ‖ defined by

‖φ‖ = inf
H �→φ
‖H‖ ; ‖H‖ =

∫ 1

0
(max Ht −min Ht) dt

where H �→ φ stands for φ = φ1
H . We call ‖H‖ the L(1,∞)-norm of H and ‖φ‖ the

L(1,∞) Hofer norm of φ.
Making use of the spectral invariant ρ(H ; 1), Oh defined in [Oh9] a function

γ : C∞m ([0, 1] ×M)→ R by

γ (H) = ρ(H ; 1)+ ρ(H ; 1)

on C∞m ([0, 1] ×M), whose definition is more topological than ‖H‖. For example, γ

canonically projects down to a function on H̃am(M, ω) by the homotopy invariance
axiom while ‖H‖ does not. Obviously γ (H) = γ (H). The inequality γ (H) ≤ ‖H‖
was also shown in [Oh4], [Oh9] and the inequality γ (H) ≥ 0 follows from the triangle
inequality applied to a = b = 1 and from the normalization axiom ρ(0; 1) = 0.

Now we define a non-negative function γ : Ham(M, ω) → R+ by γ (φ) :=
infH �→φ γ (H). Then the following theorem is proved in [Oh9].

Theorem 2.4 ([Oh9]). Let (M, ω) be any closed symplectic manifold. Then

γ : Ham(M, ω)→ R+

defines a (non-degenerate) norm on Ham(M, ω) which satisfies the following addi-
tional properties:

1. γ (η−1φη) = γ (φ) for any symplectic diffeomorphism η;

2. γ (φ−1) = γ (φ), γ (φ) ≤ ‖φ‖.
Oh then applied the function γ = γ (H) to the study of the geodesic property of

Hamiltonian flows [Oh7], [Oh9].
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Another interesting application of spectral invariants is a new construction of
quasi-morphisms on Ham(M, ω) carried out by Entov and Polterovich [EnP]. Recall
that for a closed (M, ω), there exists no non-trivial homomorphism to R because
Ham(M, ω) is a simple group [Ba]. However for a certain class of semi-simple
symplectic manifolds, e.g. for (S2, ω), (S2 × S2, ω ⊕ ω), (CP n, ωFS), Entov and
Polterovich [EnP] produced non-trivial quasi-morphisms, exploiting the spectral in-
variants ρ(e, ·) corresponding to a certain idempotent element e of the quantum co-
homology ring QH∗(M).

It would be an important problem to unravel what the true meaning of Gromov’s
pseudo-holomorphic curves or of the Floer homology in general is in regard to the
underlying symplectic structure.

3. Towards topological Hamiltonian dynamics

We note that the construction of spectral invariants largely depends on the smooth-
ness (or at least differentiability) of Hamiltonians H because it involves the study of
Hamilton’s equation ẋ = XH(t, x). If H is smooth there is a one-one correspon-
dence between H and its flow φt

H . However this correspondence breaks down when
H does not have enough regularity, e.g., if H is only continuous or even C1 because
the fundamental existence and uniqueness theorems of ODE’s fail.

However the final outcome ρ(H ; a) still makes sense for and can be extended to
a certain natural class of C0-functions H . Now a natural questions to ask is:

Question 3.1. Can we define the notion of topological Hamiltonian dynamical sys-
tems? If so, what is the dynamical meaning of the numbers ρ(H ; a) when H is just
continuous but not differentiable?

These questions led to the notions of topological Hamiltonian paths and Hamil-
tonian homeomorphisms in [OM].

Definition 3.2. A continuous path λ : [0, 1] → Homeo(M) with λ(0) = id is called
a topological Hamiltonian path if there exists a sequence of smooth Hamiltonians
Hi : [0, 1] ×M → R such that

1. Hi converges in the L(1,∞)-topology (or Hofer topology) of Hamiltonians, and

2. φt
Hi
→ λ(t) uniformly converges on [0, 1].

We say that the L(1,∞)-limit of any such sequence Hi is a Hamiltonian of the
topological Hamiltonian flow λ. The following uniqueness result is proved in [Oh12].

Theorem 3.3 ([Oh12]). Let λ be a topological Hamiltonian path. Suppose that there
exist two sequences Hi and H ′i satisfying the conditions in Definition 3.2. Then their
limits coincide as an L(1,∞)-function.
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The proof of this theorem is a modification of Viterbo’s proof [V3] of a similar
uniqueness result for the C0 Hamiltonians, combined with a structure theorem of topo-
logical Hamiltonians which is also proven in [Oh12]. An immediate corollary is the
following extension of the spectral invariants to the space of topological Hamiltonian
paths.

Definition 3.4. Suppose λ is a topological Hamiltonian path and let Hi be the sequence
of smooth Hamiltonians that converges in L(1,∞)-topology and whose associated
Hamiltonian path φHi

converges to λ uniformly. We define

ρ(λ; a) = lim
i→∞ ρ(Hi; a).

The uniqueness theorem of topological Hamiltonians and the L(1,∞) continuity
property of ρ imply that this definition is well defined.

Definition 3.5. A homeomorphism h of M is a Hamiltonian homeomorphism if there
exists a sequence of smooth Hamiltonians Hi : [0, 1] ×M → R such that

1. Hi converges in the L(1,∞)-topology of Hamiltonians, and

2. the Hamiltonian path φHi
: t �→ φt

Hi
uniformly converges on [0, 1] in the C0-

topology of Homeo(M), and φ1
Hi
→ h.

We denote by Hameo(M, ω) the set of such homeomorphisms.

Motivated by Eliashberg’s rigidity theorem we also define the group Sympeo(M, ω)

as the subgroup of Homeo(M) consisting of the C0-limits of symplectic diffeomor-
phisms. Then Oh and Müller [OM] proved the following theorem.

Theorem 3.6 ([OM]). Hameo(M, ω) is a path-connected normal subgroup of
Sympeo0(M, ω), the identity component of Sympeo(M, ω).

One can easily derive that Hameo(M, ω) is a proper subgroup of Sympeo0(M, ω)

whenever the so-called mass flow homomorphism [Fa] is non-trivial or there exists
a symplectic diffeomorphism that has no fixed point, e.g., T 2n [OM]. In fact, we
conjecture that this is always the case.

Conjecture 3.7. The group Hameo(M, ω) is a proper subgroup of Sympeo0(M, ω)

for any closed symplectic manifold (M, ω).

A case of particular interest is the case (M, ω) = (S2, ω). In this case, together
with the smoothing result proven in [Oh11], the affirmative answer to this conjecture
would yield a negative response to the following open question in area preserving
dynamical systems. See [Fa] for the basic theorems on the measure preserving home-
omorphisms in dimension greater than or equal to 3.

Question 3.8. Is the identity component of the group of area preserving homeomor-
phisms on S2 a simple group?
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4. Floer theory of Lagrangian intersections

Floer’s original definition [Fl1] of the homology HF(L0, L1) of Lagrangian subman-
ifolds meets many obstacles when one attempts to generalize his definition beyond
the exact cases, i.e. the case

L0 = L, L1 = φ(L) with π2(M, L) = {0}.
In this exposition we will consider the cases of Lagrangian submanifolds that are not
necessarily exact. In the open string case of Lagrangian submanifolds one has to
deal with the phenomenon of bubbling-off discs besides bubbling-off spheres. One
crucial difference between the former and the latter is that the former is a phenomenon
of codimension one while the latter is of codimension two. This difference makes
the general Lagrangian intersection Floer theory show a very different perspective
compared to the Floer theory of Hamiltonian fixed points. For example, for the
intersection case in general, one has to study the theory in the chain level, which forces
one to consider the chain complexes themselves. Then the meaning of invariance of
the resulting objects is much more non-trivial to define compared to that of Gromov–
Witten invariants for which one can work in the level of homology.

There is one particular case that Oh singled out in [Oh1] for which the original
version of Floer cohomology is well defined and invariant just under the change of
almost complex structures and under the Hamiltonian isotopy. This is the case of
monotone Lagrangian submanifolds with minimal Maslov number �L ≥ 3:

Definition 4.1. A Lagrangian submanifold L ⊂ (M, ω) is monotone if there exists
a constant λ ≥ 0 such that ω(A) = λμ(A) for all elements A ∈ π2(M, L). The
minimal Maslov number is defined by the integer

�L = min{μ(β) | β ∈ π2(M, L), μ(β) > 0}.
We will postpone further discussion on this particular case until later in this survey

but proceed with describing the general story now.
To obtain the maximal possible generalization of Floer’s construction, it is crucial

to develop a proper off-shell formulation of the relevant Floer moduli spaces.

4.1. Off-shell formulation. We consider the space of paths

� = �(L0, L1) = {� : [0, 1] → P | �(0) ∈ L0, �(1) ∈ L1}.
On this space we are given the action one-form α defined by

α(�)(ξ) =
∫ 1

0
ω(�̇(t), ξ(t)) dt

for each tangent vector ξ ∈ T��. From this expression it follows that

Zero(α) = {�p : [0, 1] → M | p ∈ L0 ∩ L1, �p ≡ p}.



888 Yong-Geun Oh and Kenji Fukaya

Using the Lagrangian property of (L0, L1), a straightforward calculation shows that
this form is closed. Note that �(L0, L1) is not connected but has countably many
connected components. We will work on a particular fixed connected component of
�(L0, L1). We pick up a based path �0 ∈ �(L0, L1) and consider the corresponding
component �(L0, L1; �0), and then define a covering space

π : �̃(L0, L1; �0)→ �(L0, L1; �0)

on which we have a single valued action functional such that dA = −π∗α. One can
repeat Floer’s construction similarly as in the closed case replacing L0(M) by the
chosen component of the path space �(L0, L1). We refer to [FOOO] for the details of
this construction. We then denote by �(L0, L1; �0) the group of deck transformations.
We define the associated Novikov ring �(L0, L1; �0) as a completion of the group
ring Q[�(L0, L1; �0)].
Definition 4.2. �k(L0, L1; �0) denotes the set of all (infinite) sums∑

g∈�(L0,L1;�0)

μ(g)=k

ag[g]

with ag ∈ Q and such that for each C ∈ R,

#{g ∈ �(L0, L1; �0) | E(g) ≤ C, ag 	= 0} <∞.

We put �(L0, L1; �0) =⊕
k �k(L0, L1; �0).

We call this graded ring the Novikov ring of the pair (L0, L1) relative to the path �0.
Note that this ring depends on L and �0. In relation to mirror symmetry one needs
to consider a family of Lagrangian submanifolds and to use a universal form of this
ring. The following ring was introduced in [FOOO], which plays an important role
in the rigorous formulation of homological mirror symmetry conjecture.

Definition 4.3 (Universal Novikov ring). We define

�nov =
{ ∞∑

i=1

aiT
λi

∣∣∣ ai ∈ Q, λi ∈ R, λi ≤ λi+1, lim
i→∞ λi = ∞

}
, (4.1)

�0,nov =
{ ∞∑

i=1

aiT
λi ∈ �nov

∣∣∣ λi ≥ 0
}
. (4.2)

In the above definitions of Novikov rings, one can replace Q by other commutative
rings with unit, e.g. Z, Z2 or Q[e] with a formal variable e.

There is a natural filtration on these rings by the valuation v : �nov, �0,nov → R

defined by

v
( ∞∑

i=1

aiT
λi

)
:= λ1. (4.3)
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This is well defined by the definition of the Novikov ring and induces a filtration
Fλ�nov := v−1([λ,∞)) on �nov. The function e−v : �nov → R+ also provides a
natural non-Archimedean norm on �nov. We call the induced topology on �nov a
non-Archimedean topology.

We now assume that L0 intersects L1 transversely and form the Q-vector space
CF(L0, L1) over the set spanQ Crit A similarly as CF(H). Now let p, q ∈ L0 ∩L1.
We denote by π2(p, q) = π2(p, q;L0, L1) the set of homotopy classes of smooth
maps u : [0, 1] × [0, 1] → M relative to the boundary

u(0, t) ≡ p, u(1, t) = q; u(s, 0) ∈ L0, u(s, 1) ∈ L1,

by [u] ∈ π2(p, q) the homotopy class of u, and by B a general element in π2(p, q).
For given B ∈ π2(p, q) we denote by Map(p, q;B) the set of such w’s in the
class B. Each element B ∈ π2(p, q) induces a map given by the obvious gluing map
[p, w] �→ [q, w # u] for u ∈ Map(p, q;B). There is also the natural gluing map

π2(p, q)× π2(q, r)→ π2(p, r)

induced by the concatenation (u1, u2) �→ u1 # u2.

4.2. Floer moduli spaces and Floer operators. Now for each given J = {Jt }0≤t≤1
and B ∈ π2(p, q) we define the moduli space M̃(p, q;B) consisting of finite energy
solutions of the Cauchy–Riemann equation{

du
dτ
+ Jt

du
dt
= 0,

u(τ, 0) ∈ L0, u(τ, 1) ∈ L1,
∫

u∗ω <∞
with the asymptotic condition and the homotopy condition

u(−∞, ·) ≡ p, u(∞, ·) ≡ q; [u] = B.

We then define M(p, q;B) = M̃(p, q;B)/R the quotient by the τ -translations and
a collection of rational numbers n(p, q; J, B) = #(M(p, q; J, B)) whenever the
expected dimension of M(p, q;B) is zero. Finally we define the Floer ‘boundary’
map ∂ : CF(L0, L1; �0)→ CF(L0, L1; �0) by the sum

∂([p, w]) =
∑

q∈L0∩L1

∑
B∈π2(p,q)

n(p, q; J, B)[q, w # B]. (4.4)

When a Hamiltonian isotopy {L′s}0≤s≤1 is given one also considers the non-
autonomous version of the Floer equation{

du
dτ
+ Jt,ρ(τ)

du
dt
= 0,

u(τ, 0) ∈ L, u(τ, 1) ∈ L′ρ(τ),
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as done in [Oh1] where ρ : R → [0, 1] is a smooth function with ρ(−∞) = 0,
ρ(∞) = 1 such that ρ′ is compactly supported and define the Floer ‘chain’ map

h : CF∗(L0, L
′
0)→ CF∗(L1, L

′
1).

However unlike the closed case or the exact case, many things go wrong when one asks
for the property ∂ �∂ = 0 or ∂h+h∂ = 0 especially over the rational coefficients, and
even when HF∗(L, φ1

H (L)) is defined, it is not isomorphic to the classical cohomology
H ∗(L).

In the next three subsections, we explain how to overcome these troubles and
describe the spectral sequence relating HF∗(L, φ1

H (L)) to H ∗(L) when the former is
defined. All the results in these subsections are joint work with H. Ohta and K. Ono
that appeared in [FOOO], unless otherwise said. We refer to Ohta’s article [Ot] for a
more detailed survey on the work from [FOOO].

4.3. Orientation. We first recall the following definition from [FOOO].

Definition 4.4. A submanifold L ⊂ M is called relatively spin if it is orientable
and there exists a class st ∈ H 2(M, Z2) such that st |L = w2(T L) for the Stiefel–
Whitney class w2(T L) of T L. A pair (L0, L1) is relatively spin if there exists a class
st ∈ H 2(M, Z2) satisfying st |Li

= w2(T Li) for each i = 0, 1.

We fix such a class st ∈ H 2(M, Z2) and a triangulation of M . Denote by M(k)

its k-skeleton. There exists a unique rank 2 vector bundle V (st) on M(3) with
w1(V (st)) = 0, w2(V (st)) = st . Now suppose that L is relatively spin and L(2) be
the 2-skeleton of L. Then V ⊕ T L is trivial on the 2-skeleton of L.

Definition 4.5. We define a (M, st)-relative spin structure of L to be a spin structure
of the restriction of the vector bundle V ⊕ T L to L(2).

The following theorem was proved independently by de Silva [Si] and in [FOOO].

Theorem 4.6. The moduli space of pseudo-holomorphic discs is orientable if L ⊂
(M, ω) is relatively spin Lagrangian submanifold. Furthermore the choice of rela-
tive spin structure on L canonically determines an orientation on the moduli space
M(L;β) of holomorphic discs for all β ∈ π2(M, L).

For the orientations on the Floer moduli spaces the following theorem was proved
in [FOOO].

Theorem 4.7. Let J = {Jt }0≤t≤1 and suppose that a pair of Lagrangian submanifolds
(L0, L1) are (M, st)-relatively spin. Then for any p, q ∈ L0 ∩L1 and B ∈ π2(p, q)

the Floer moduli space M(p, q;B) is orientable. Furthermore a choice of relative
spin structures for the pair (L0, L1) determines an orientation on M(p, q;B).

One can amplify the orientation to the moduli space of pseudo-holomorphic poly-
gons M(L, �p;B), where L = (L0, L1, . . . , Lk) and �p = (p01, p12, . . . , pk0) with
pij ∈ Li ∩ Lj , and extend the construction to the setting of A∞-category [Fu1]. We
refer to [Fu2] for a more detailed discussion on this.
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4.4. Obstruction and A∞-structure. Let (L0, L1) be a relatively spin pair with
L0 � L1 and fix a (M, st)-relatively spin structure on each Li . To convey the
appearance of obstruction to the boundary property ∂∂ = 0 in a coherent way, we
assume in this survey, for simplicity, that all the Floer moduli spaces involved in the
construction are transverse and so the expected dimension is the same as the actual
dimension. For example, this is the case for monotone Lagrangian submanifolds at
least for the Floer moduli spaces of dimension 0, 1 and 2. However, we would like
to emphasize that we have to use the machinery of Kuranishi structure introduced in
[FOn] in the level of chain to properly treat the transversality problem for the general
case, whose detailed study we refer to [FOOO].

We compute ∂∂([p, w]). According to the definition (4.4) of the map ∂ we have
the formula for its matrix coefficients

〈∂∂[p, w], [r, w # B]〉 =
∑

q∈L0∩L1

∑
B=B1#B2∈π2(p,r)

n(p, q;B1)n(q, r;B2) (4.5)

where B1 ∈ π2(p, q) and B2 ∈ π2(q, r). To prove ∂∂ = 0, one needs to prove
〈∂∂[p, w], [r, w # B]〉 = 0 for all pairs [p, w], [r, w # B]. On the other hand it
follows from the definition that each summand n(p, q;B1)n(q, r;B2) is nothing but
the number of broken trajectories lying in M(p, q;B1) # M(q, r;B2). The way how
Floer [Fl1] proved the vanishing of (4.5) under the assumption that

L0 = L, L1 = φ1
H (L); π2(M, Li) = 0 (4.6)

is to construct a suitable compactification of the one-dimensional (smooth) moduli
space M(p, r;B) = M̃(p, r;B)/R in which the broken trajectories of the form
u1 # u2 comprise all the boundary components of the compactified moduli space.
By definition, the expected dimension of M(p, r;B) is one and so the compactified
moduli space becomes a compact one-dimensional manifold. Then ∂∂ = 0 follows.

As soon as one goes beyond Floer’s case (4.6), one must consider the problems of
a priori energy bound and bubbling-off discs. As in the closed case the Novikov ring
is introduced to solve the problem of energy bounds. On the other hand, bubbling-off-
discs is a new phenomenon which is that of codimension one and can indeed occur
in the boundary of the compactification of Floer moduli spaces.

To handle the problem of bubbling-off discs, Fukaya–Oh–Ohta–Ono [FOOO]
associated a structure of filtered A∞-algebra (C, m) with non-zero m0-term in general
to each compact Lagrangian submanifold. The notion of A∞-structure was first
introduced by Stasheff [St]. We refer to [GJ] for an exposition close to ours with
different sign conventions. The above mentioned obstruction is closely related to the
non-vanishing of m0 in this A∞-structure. A description of this obstruction is now in
order.

Let C be a graded R-module where R is the coefficient ring. In our case R will
be �0,nov. We denote by C[1] its suspension defined by C[1]k = Ck+1. We denote
by deg(x) = |x| the degree of x ∈ C before the shift and by deg′(x) = |x|′ that after



892 Yong-Geun Oh and Kenji Fukaya

the degree shifting, i.e., |x|′ = |x| − 1. Define the bar complex B(C[1]) by

Bk(C[1]) = (C[1])k⊗, B(C[1]) =
∞⊕

k=0

Bk(C[1]).

Here B0(C[1]) = R by definition. We provide the degree of elements of B(C[1]) by
the rule

|x1 ⊗ · · · ⊗ xk|′ :=
k∑

i=1

|xi |′ =
k∑

i=1

|xi | − k (4.7)

where | · |′ is the shifted degree. The ring B(C[1]) has the structure of a graded
coalgebra.

Definition 4.8. The structure of a (strong) A∞-algebra is a sequence of R-module
homomorphisms

mk : Bk(C[1])→ C[1], k = 1, 2, . . . ,

of degree +1 such that the coderivation d =∑∞
k=1 m̂k satisfies dd = 0, which is called

the A∞-relation. Here we denote by m̂k : B(C[1])→ B(C[1]) the unique extension
of mk as a coderivation on B(C[1]). A filtered A∞-algebra is an A∞-algebra with a
filtration for which mk are continuous with respect to the induce non-Archimedean
topology.

In particular, we have m1m1 = 0 and so it defines a complex (C, m1). We define
the m1-cohomology by

H(C, m1) = ker m1/im m1. (4.8)

A weak A∞-algebra is defined in the same way, except that it also includes

m0 : R→ B(C[1]).
The first two terms of the A∞-relation for a weak A∞-algebra are given as

m1(m0(1)) = 0 (4.9)

m1m1(x)+ (−1)|x|′m2(x, m0(1))+m2(m0(1), x) = 0. (4.10)

In particular, for the case of weak A∞-algebras, m1 will not necessarily satisfy the
boundary property, i.e., m1m1 	= 0 in general.

The way how a weak A∞-algebra is attached to a Lagrangian submanifold L ⊂
(M, ω) arises as an A∞-deformation of the classical singular cochain complex includ-
ing the instanton contributions. In particular, when there is no instanton contribution
as in the case π2(M, L) = 0, it will reduce to an A∞-deformation of the singular
cohomology in the chain level including all possible higher Massey product. One
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outstanding circumstance arises in relation to the quantization of rational homotopy
theory on the cotangent bundle T ∗N of a compact manifold N . In this case the au-
thors proved in [FOh] that the A∞-subcategory ‘generated’ by such graphs is literally
isomorphic to a certain A∞-category constructed by the Morse theory of graph flows.

We now describe the basic A∞-operators mk in the context of A∞-algebra of La-
grangian submanifolds. For a given compatible almost complex structure J consider
the moduli space of stable maps of genus zero

Mk+1(β;L)

= {(w, (z0, z1, . . . , zk)) | ∂J w = 0, zi ∈ ∂D2, [w] = β in π2(M, L)}/ ∼,

where∼ is the conformal reparameterization of the disc D2. The expected dimension
of this space is given by

n+ μ(β)− 3+ (k + 1) = n+ μ(β)+ k − 2. (4.11)

Now given k chains
[P1, f1], . . . , [Pk, fk] ∈ C∗(L)

of L considered as currents on L, we put the cohomological grading deg Pi = n −
dim Pi and consider the fiber product

ev0 : Mk+1(β;L)×(ev1,...,evk) (P1 × · · · × Pk)→ L.

A simple calculation shows that the expected dimension of this chain is given by

n+ μ(β)− 2+
k∑

j=1

(dim Pj + 1− n)

or equivalently we have the expected degree

deg
[
Mk+1(β;L)×(ev1,...,evk) (P1 × · · · × Pk), ev0

] = n∑
j=1

(deg Pj − 1)+ 2−μ(β).

For each given β ∈ π2(M, L) and k = 0, . . . we define

mk,β(P1, . . . , Pk) =
[
Mk+1(β;L)×(ev1,...,evk) (P1 × · · · × Pk), ev0

]
and mk = ∑

β∈π2(M,L) mk,β · qβ where qβ = T ω(β)eμ(β)/2 with T , e formal pa-
rameters encoding the area and the Maslov index of β. We provide T with degree 0
and e with 2. Now we denote by C[1] the completion of a suitably chosen count-
ably generated cochain complex with �0,nov as its coefficients with respect to the
non-Archimedean topology. Then it follows that the map mk : C[1]⊗k → C[1] is
well defined, has degree 1 and is continuous with respect to the non-Archimedean
topology. We extend mk as a coderivation m̂k : BC[1] → BC[1] where BC[1] is the
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completion of the direct sum
⊕∞

k=0 BkC[1] and where BkC[1] itself is the completion
of C[1]⊗k . BC[1] has a natural filtration defined similarly as 4.3. Finally we take the
sum

d̂ =
∞∑

k=0

m̂k : BC[1] → BC[1].

A main theorem then is the following coboundary property.

Theorem 4.9. Let L be an arbitrary compact relatively spin Lagrangian submanifold
of an arbitrary tame symplectic manifold (M, ω). The coderivation d̂ is a continu-
ous map that satisfies the A∞-relation d̂ d̂ = 0, and so (C, m) is a filtered weak
A∞-algebra.

One might want to consider the homology of this huge complex, but if one naively
takes the homology of this complex itself, it will end up with getting a trivial group,
which is isomorphic to the ground ring �0,nov. This is because the A∞-algebra
associated to L in [FOOO] has the (homotopy) unit: if an A∞-algebra has a unit, the
homology of d̂ is isomorphic to its ground ring.

A more geometrically useful homology relevant to the Floer homology is the
m1-homology (4.8) in this context, which is the Bott–Morse version of the Floer
cohomology for the pair (L, L). However in the presence of m0, m1m1 = 0 no
longer holds in general. Motivated by Kontsevich’s suggestion [K2], this led Fukaya–
Oh–Ohta–Ono to consider deforming Floer’s original definition by a bounding chain
of the obstruction cycle arising from bubbling-off discs. One can always deform
the given (filtered) A∞-algebra (C, m) by an element b ∈ C[1]0 by re-defining the
A∞-operators as

mb
k(x1, . . . , xk) = m(eb, x1, e

b, x2, e
b, x3, . . . , xk, e

b)

and taking the sum d̂b =∑∞
k=0 m̂b

k . This defines a new weak A∞-algebra in general.
Here we simplify the notation by writing

eb = 1+ b + b ⊗ b + · · · + b ⊗ · · · ⊗ b + · · · .
Note that each summand in this infinite sum has degree 0 in C[1] and converges in
the non-Archimedean topology if b has positive valuation, i.e., v(b) > 0.

Proposition 4.10. For the A∞-algebra (C, mb
k), mb

0 = 0 if and only if b satisfies

∞∑
k=0

mk(b, . . . , b) = 0. (4.12)

This equation is a version of the Maurer–Cartan equation for the filtered A∞-algebra.

Definition 4.11. Let (C, m) be a filtered weak A∞-algebra in general and BC[1] be
its bar complex. An element b ∈ C[1]0 = C1 is called a bounding cochain if it
satisfies the equation (4.12) and v(b) > 0.
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In general a given A∞-algebra may or may not have a solution to (4.12).

Definition 4.12. A filtered weak A∞-algebra is called unobstructed if the equation
(4.12) has a solution b ∈ C[1]0 = C1 with v(b) > 0.

One can define a notion of homotopy equivalence between two bounding cochains
as described in [FOOO]. We denote by M(L) the set of equivalence classes of
bounding cochains of L.

Once the A∞-algebra is attached to each Lagrangian submanifold L, we then
construct an A∞-bimodule C(L, L′) for the pair by considering operators

nk1,k2 : C(L, L′)→ C(L, L′)

defined similarly to mk: A typical generator of C(L, L′) has the form

P1,1 ⊗ · · · ⊗ P1,k1 ⊗ [p, w] ⊗ P2,1 ⊗ · · · ⊗ P2,k2

and then the image nk1,k2 thereof is given by∑
[q,w′]

[(
M([p, w], [q, w′];P1,1, . . . , P1,k1;P2,1, . . . , P2,k2), ev∞

)] [q, w′].

Here M([p, w], [q, w′];P1,1, . . . , P1,k1;P2,1, . . . , P2,k2) is the Floer moduli space

M([p, w], [q, w′]) =
⋃

[q,w′]=[q,w#B]
M(p, q;B)

cut-down by intersecting with the given chains P1,i ⊂ L and P2,j ⊂ L′, and the
evaluation map

ev∞ : M([p, w], [q, w′];P1,1, . . . , P1,k1;P2,1, . . . , P2,k2)→ CritA

is defined by ev∞(u) = u(+∞).

Theorem 4.13. Let (L, L′) be an arbitrary relatively spin pair of compact Lagrangian
submanifolds. Then the family {nk1,k2} defines a left (C(L),m) and right (C(L′), m′)
filtered A∞-bimodule structure on C(L, L′).

In other words, each of the map nk1,k2 extends to a A∞-bimodule homomorphism
n̂k1,k2 and if we take the sum

d̂ :=
∑
k1,k2

n̂k1,k2 : C(L, L′)→ C(L, L′),

d̂ satisfies the following coboundary property.

Proposition 4.14. The map d̂ is a continuous map and satisfies d̂d̂ = 0.
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Again this complex is too big for computational purposes and we would like
to consider the Floer homology by restricting the A∞-bimodule to a much smaller
complex, an ordinary �nov-module CF(L, L′). However Floer’s original definition
again meets obstruction coming from the obstruction cycles of either L0, L1 or of
both. We need to deform Floer’s ‘boundary’map δ using suitable bounding cochains of
L, L′. The bimodule C(L, L′) is introduced to perform this deformation coherently.

In the case where both L, L′ are unobstructed, we can carry out this deforma-
tion of n by bounding chains b1 ∈ M(L) and b2 ∈ M(L′) similarly as mb above.
Symbolically we can write the new operator as

δb1,b2(x) = n(eb1, x, eb2).

Theorem 4.15. For each b1 ∈ M(L) and b2 ∈ M(L′), the map δb1,b2 defines a
continuous map δb1,b2 : CF(L, L′)→ CF(L, L′) that satisfies δb1,b2δb1,b2 = 0.

This theorem enables us to define the deformed Floer cohomology.

Definition 4.16. For each b ∈ M(L) and b′ ∈ M(L′), we define the (b, b′)-Floer
cohomology of the pair (L, L′) by

HF((L, b), (L′, b′);�nov) = ker δb1,b2

im δb1,b2
.

Theorem 4.17. The above cohomology remains isomorphic under the Hamiltonian
isotopy of L, L′ and under the homotopy of bounding cochains b, b′.

We refer to [FOOO] and its revised version for all the details of algebraic language
needed to make the statements in the above theorems precise.

4.5. Spectral sequence. The idea of spectral sequence is quite simple to describe.
One can follow more or less the standard construction of the spectral sequence on
the filtered complex, as e.g. in [Mc]. One trouble to overcome in the construction of
the spectral sequence on (C(L), δ) or (C(L, L′), δ) is that the general Novikov ring,
in particular �0,nov is not Noetherian and so the standard theorems on Noetherian
modules cannot be applied. In addition, the Floer complex is not bounded above
which also makes the proof of convergence of the spectral sequence somewhat tricky.
We refer to [FOOO] for a complete discussion on the construction of the spectral
sequence and the study of their convergences.

However for the case of monotone Lagrangian submanifolds, the Novikov ring
becomes a field and the corresponding spectral sequence is much more simplified as
originally carried out by Oh [Oh3] by a crude analysis of thick-thin decomposition
of Floer moduli spaces as two Lagrangian submanifolds collapse to one. Then the
geometric origin of the spectral sequence is the decomposition of the Floer boundary
map δ into δ = δ0 + δ1 + δ2 + · · · where each δi is the contribution coming from the
Floer trajectories of a given symplectic area in a way that the corresponding area is



Floer homology in symplectic geometry and in mirror symmetry 897

increasing as i →∞. Here δ0 is the contribution from the classical cohomology. In
general this sequence may not stop at a finite stage but it does for monotone Lagrangian
submanifolds. In this regard, we can roughly state the following general theorem:

There exists a spectral sequence whose E2-term is isomorphic to the singular
cohomology H ∗(L) and which converges to the Floer cohomology HF∗(L, L).

See [Oh3] and [FOOO] for the details of the monotone case and of the general case
respectively. The above decomposition also provides an algorithm to utilize the spec-
tral sequence in examples, especially when the Floer cohomology is known as for the
case of Lagrangian submanifolds in Cn. Here are some sample results.

Theorem 4.18 (Theorem II [Oh3]). Let (M, ω) be a tame symplectic manifold with
dim M ≥ 4. Let L be a compact monotone Lagrangian submanifold of M and φ be
a Hamiltonian diffeomorphism of (M, ω) such that L � φ(L). Then the following
assertions hold:

1. If �L ≥ n+ 2, HFk(L, φ(L);Z2) ∼= Hk(L;Z2) for all k mod �L.

2. If �L = n+ 1, the same is true for k 	= 0, n mod n+ 1.

Theorem 4.19 (Theorem III [Oh3]).1 Let L ⊂ Cn be a compact monotone Lagrangian
torus. Then we have �L = 2 provided 1 ≤ n ≤ 24.

A similar consideration, using a more precise form of the spectral sequence from
[FOOO], proves

Theorem 4.20. Suppose that L ⊂ Cn is a compact Lagrangian embedding with
H 2(L;Z2) = 0. Then its Maslov class μL is not zero.

The following theorem can be derived from Theorem E [FOOO] which should be
useful for the study of intersection properties of special Lagrangian submanifolds on
Calabi–Yau manifolds.

Theorem 4.21. Let M be a Calabi–Yau manifold and L be an unobstructed La-
grangian submanifold with its Maslov class μL = 0 in H 1(L;Z). Then we have
HFi (L;�0,nov) 	= 0 for i = 0, dim L.

For example, any special Lagrangian homology sphere satisfies all the hypothe-
ses required in this theorem. Using this result combined with some Morse theory
argument, Thomas and Yau [TY] proved the following uniqueness result of special
Lagrangian homology sphere in its Hamiltonian isotopy class

Theorem 4.22 (Thomas-Yau). For any Hamiltonian isotopy class of embedded La-
grangian submanifold L with H ∗(L) ∼= H ∗(Sn) there exists at most one smooth
special Lagrangian representative.

Biran [Bi] also used this spectral sequence for the study of geometry of Lagrangian
skeletons and polarizations of Kähler manifolds.

1Added in proof. In the revised version of [FOOO] the dimensional restriction 1 ≤ n ≤ 24 was removed
following the scheme suggested by Biran [Bi].



898 Yong-Geun Oh and Kenji Fukaya

5. Displaceable Lagrangian submanifolds

Definition 5.1. We call a compact Lagrangian submanifold L ⊂ (M, ω) displaceable
if there exists a Hamiltonian isotopy φH such that L ∩ φ1

H (L) = ∅.
One motivating question for studying such Lagrangian submanifolds is the fol-

lowing well-known folklore conjecture in symplectic geometry.

Conjecture 5.2 (Maslov Class Conjecture). Any compact Lagrangian embedding in
Cn has non-zero Maslov class.

Polterovich [P] proved the conjecture in dimension n = 2 whose proof uses
a loop γ realized by the boundary of Gromov’s holomorphic disc constructed in
[Gr]. Viterbo proved this conjecture for any Lagrangian torus in Cn by a different
method using the critical point theory on the free loop spaces of Cn [V1]. Also see
Theorem 4.20 in the previous section for L with H 2(L;Z2) 	= 0.

It follows from the definition that HF∗(L, φ1
H (L)) = 0 for a displaceable La-

grangian submanifold L whenever HF∗(L, φ1
H (L)) is defined. An obvious class of

displaceable Lagrangian submanifolds are those in Cn. This simple observation,
when combined with the spectral sequence described in the previous section, pro-
vides many interesting consequences on the symplectic topology of such Lagrangian
submanifolds as illustrated by Theorem 4.18 and 4.19.

Some further amplification of this line of reasoning was made by Biran and
Cieliebak [BC] for the study of topology of Lagrangian submanifolds in (complete)
sub-critical Stein manifolds (V , J ) or a symplectic manifold M with such V as a
factor. They cooked up some class of Lagrangian submanifolds in such symplectic
manifolds with suitable condition on the first Chern class of M under which the La-
grangian submanifolds become monotone and satisfy the hypotheses in Theorem 4.18.
Then applying this theorem, they derived restrictions on the topology of such La-
grangian submanifolds, e.g., some cohomological sphericality of such Lagrangian
submanifolds (see Theorem 1.1 [BC]).

Recently Fukaya [Fu4] gave a new construction of the A∞-structure described in
the previous section as a deformation of the differential graded algebra of the de Rham
complex of L associated to a natural solution to the Maurer–Cartan equation of the
Batalin–Vilkovisky structure discovered by Chas and Sullivan [CS] on the loop space.
In this way, Fukaya combined Gromov’s and Polterovich’s pseudo-holomorphic curve
approach and Viterbo’s loop space approach [V1] and proved several new results on
the structure of Lagrangian embeddings in Cn. The following are some sample results
proven by this method [Fu4]:

1. If L is spin and aspherical in Cn then a finite cover L̃ of L is homotopy equivalent
to a product S1 × L̃′. Moreover the Maslov index of [S1] × [point] is 2.

2. If S1×S2n is embedded as a Lagrangian submanifold of C2n+1, then the Maslov
index of [S1] × [point] is 2.
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There is also the symplectic field theory approach to the proof of the first result
above for the case of torus L = T n as Eliashberg explained to the authors [El2].
Eliashberg’s scheme has been further detailed by Cieliebak and Mohnke [CM]. The
first result for T n is an affirmative answer to Audin’s question [Au] on the minimal
Maslov number of the embedded Lagrangian torus in Cn for general n. Previously
this was known only for n = 2, [P], [V1], and for monotone Lagrangian tori [Oh3]
(see Theorem 4.19).

6. Applications to mirror symmetry

Mirror symmetry discovered in super-string theory attracted much attention from
many (algebraic) geometers since it made a remarkable prediction on the relation
between the number of rational curves on a Calabi–Yau 3-fold M and the deformation
theory of complex structures of another Calabi–Yau manifold M†.

6.1. Homological mirror symmetry. Based on Fukaya’s construction of the
A∞-category of symplectic manifolds [Fu1], Kontsevich [K1] proposed a conjec-
ture on the relation between the category Fuk(M) of (M, ω) and the derived category
of coherent sheaves Coh(M†) of M†, and extended the mirror conjecture in a more
conceptual way. This extended version is called the homological mirror symmetry,
which is closely related to the D-brane duality studied much in physics. Due to the
obstruction phenomenon we described in §3.4, the original construction in [Fu1] re-
quires some clarification of the definition of Fuk(M). The necessary modification
has been completed in [FOOO], [Fu2].

For the rest of this subsection, we will formulate a precise mathematical conjecture
of homological mirror symmetry. Let (M, ω) be an integral symplectic manifold, i.e.,
one with [ω] ∈ H 2(M;Z). For such (M, ω), we consider a family of complexified
symplectic structures Mτ = (M,−√−1τω) parameterized by τ ∈ h where h

is the upper half plane. The mirror of this family is expected to be a family of
complex manifolds M

†
q parameterized by q = e

√−1τ ∈ D2 \ {0}, the punctured disc.
Suitably ‘formalizing’ this family at 0, we obtain a scheme M† defined over the ring
Q[[q]] [q−1]. We identify Q[[q]] [q−1] with a sub-ring of the universal Novikov ring
�nov defined in Subsection 4.1. The ext group Ext(E0, E1) between the coherent
sheaves Ei on M† is a module over Q[[q]] [q−1].

We consider the quadruple L = (L, s, d, [b]), which we call a Lagrangian brane,
that satisfies the following data:

1. L a Lagrangian submanifold of M such that the Maslov index of L is zero and
[ω] ∈ H 2(M, L;Z). We also enhance L with flat complex line bundle on it.

2. s is a spin structure of L.

3. d is a grading in the sense of [K1], [Se1].

4. [b] ∈M(L) is a bounding cochain described in Subsection 4.4.
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Conjecture 6.1. To each Lagrangian brane L as above, we can associate an object
E(L) of the derived category of coherent sheaves on the scheme M† so that the
following holds:

1. There exists a canonical isomorphism

HF(L1, L2) ∼= Ext(E(L1), E(L2))⊗Q[[q]] [q−1] �nov.

2. The isomorphism in 1. is functorial: namely the product of Floer cohomology
is mapped to the Yoneda product of the Ext group by the isomorphism in 1.

The correct Floer cohomology HF(L1, L2) used in this formulation of the con-
jecture is given in [FOOO] (see §3.4 for a brief description). The spin structure in L
is needed to define orientations on the various moduli spaces involved in the defi-
nition of Floer cohomology, and the grading d is used to define an absolute integer
grading on HF(L1, L2). We refer the reader to [FOOO] §1.4, [Fu3] for the details
of construction and for more references.

We now provide some evidences for this conjecture. A conjecture of this kind was
first made by Kontsevich in [K1] for the case of an elliptic curve M , which is further
explored by Polischchuk–Zaslow [PZ], and by Fukaya in [Fu3] for the case when M

is a torus (and so M† is also a torus) and L ⊂ M is an affine sub-torus. In fact, in
these cases one can use the convergent power series for the formal power series or the
Novikov ring. Kontsevich–Soibelman [KS] gave an alternative proof, based on the
adiabatic degeneration result of the authors [FOh], for the case where L is an etalé
covering of the base torus of the Lagrangian torus fibration M = T 2n→ T n. Seidel
proved Conjecture 5.1 for the quartic surface M [Se2].

6.2. Toric Fano and Landau–Ginzburg correspondence. So far we have dis-
cussed the case of Calabi–Yau manifolds (or a symplectic manifold (M, ω) with
c1(M) = 0). The other important case that physicists studied much is the case of
toric Fano manifolds, which physicists call the correspondence between the σ -model
and the Landau–Ginzburg model. Referring readers to [Ho] and [HV] for detailed
physical description of this correspondence, we briefly describe an application of the
machinery developed in [FOOO] for an explicit calculation of Floer cohomology of
Lagrangian torus orbits of toric Fano manifolds. We will focus on the correspondence
of the A-model of a toric Fano manifold and the B-model of Landau–Ginzburg model
of its mirror. We refer to [HIV] for the other side of the correspondence between the
toric Fano B-model and the Landau–Ginzburg A-model.

According to [FOOO] the obstruction cycles of the filtered A∞-algebra associated
to a Lagrangian submanifold is closely related to m0. This m0 is defined by a collection
of the (co)chains [M1(β), ev0] for all β ∈ π2(M, L). More precisely, we have

m0(1) =
∑

β∈π2(M,L)

[M1(β), ev0] · T ω(β)qμ(β)/2 ∈ C∗(L)⊗�0,nov. (6.1)

This is the sum of all genus zero instanton contributions with one marked point.
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On the other hand, based on a B-model calculations, Hori [Ho], Hori–Vafa [HV]
proposed some correspondence between the instanton contributions of the A-model
of toric Fano manifolds and the Landau–Ginzburg potential of the B-model of its
mirror. This correspondence was made precise by Cho and Oh [CO]. A description
of this correspondence is now in order. First they proved the following

Theorem 6.2. [M1(β), ev0] = [L]as a chain, for everyβ ∈ π2(M, L) with μ(β) = 2
and so m0(1) = λ[L] for some λ ∈ �0,nov.

It had been previously observed in Addenda of [Oh1] for the monotone case that
Floer cohomology HF∗(L, L) is defined even when the minimal Maslov number
�L = 2. Using the same argument Cho and Oh proved that HF∗(L, L;�0,nov) is
well defined for the torus fibers of toric Fano manifolds without deforming Floer’s
‘boundary’ map, at least for the convex case. We believe this convexity condition can
be removed. More specifically, they proved m1m1 = 0. This is because in (4.10)
the last two terms cancel each other if m0(1) = λe is a multiple of the unit e = [L]
and then (4.9) implies that m0(1) is a m1-cycle. We refer the reader to the revision
of [FOOO] for a further discussion on this case, in which any filtered A∞-algebra
deformable to such a case is called weakly unobstructed.

In fact, Cho and Oh obtained the explicit formula

m0(1) =
N∑

i=1

hvj e
√−1〈ν,vj 〉T ω(βj )[L] · q (6.2)

after including flat line bundles attached to L and computing precise formulae for the
area ω(βj )’s. Here hvj = e

√−1〈ν,vj 〉 is the holonomy of the flat line bundle and ω(βj )

was calculated explicitly in [CO]. Denote by ν = (ν1, . . . , νN) the holonomy vector
of the line bundle appearing in the description of linear σ -model [HV].

On the other hand, the Landau–Ginzburg potential is given by the formula

N∑
i=1

exp(−yi − 〈�, vi〉) =: W(�)

for the mirror of the given toric manifold (see [HV] for example).

Theorem 6.3 ([CO]). Let A ∈ t∗ and denote � = A − √−1ν. We denote by m�

the A∞-operators associated to the torus fiber TA = π−1(A) coupled with the flat
line bundle whose holonomy vector is given by ν ∈ (S1)N over the toric fibration
π : X→ t∗. Under the substitution of T 2π = e−1 and ignoring the harmless grading
parameter q, we have the exact correspondences

m�
0 ←→ W(�), (6.3)

m�
1 (pt)←→ dW(�) =

n∑
j=1

∂W

∂�j

(�)d�j (6.4)

under the mirror map given in [HV].
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Combined with a theorem from [CO] which states that HF∗(L, L) ∼= H ∗(L;C)⊗
�0,nov whenever m�

1 (pt) = 0, this theorem confirms the prediction made by Hori
[Ho], Hori–Vafa [HV] about the Floer cohomology of Lagrangian torus fibers. This
theorem has been further enhanced by Cho [Cho] who relates the higher derivatives
of W with the higher Massey products m�

k . For example, Cho proved that the natural
product structure on HF∗(L, L) is not isomorphic to the cohomology ring H ∗(T n)⊗
�0,nov but isomorphic to the Clifford algebra associated to the quadratic form given
by the Hessian of the potential W under the mirror map. This was also predicted by
physicists (see [Ho]).
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Properly embedded minimal surfaces with finite topology
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Abstract. We present a synthesis of the situation as it now stands about the various moduli
spaces of properly embedded minimal surfaces of finite topology in flat 3-manifolds. This
family includes the case of minimal surfaces with finite total curvature in R

3 as well as singly,
doubly and triply periodic minimal surfaces.
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1. Introduction

In these notes we will consider minimal surfaces � of finite topology which are
properly embedded in R

3 or in a complete flat 3-manifold M = R
3/G. For most of

purposes, up to passing to a finite covering, we can assume that� is orientable and G
is a cyclic group of rank 1, 2 or 3, which correspond to the singly, doubly and triply
periodic cases, respectively. In the singly periodic case, G is generated by a screw
motion (which in particular could be a translation). In the other cases, G consisting
only on translations andM is either a flat 2-torus times R, T 2 ×R, or a flat 3-torus T 3.

We will focus on uniqueness and classification results. We will also emphasize
those ideas and techniques which are (or could be) useful to understand the structure
of moduli spaces of minimal surfaces. Although we have a large number of results in
this area, several important questions about these moduli spaces remain unanswered.

There is also an interesting theory for the family of properly embedded minimal
surfaces of finite genus and infinitely many ends, see for instance Meeks, Pérez and
Ros [33] for structure results and Hauswirth and Pacard [13] for some recent examples.
However we will not consider this situation in this paper. It is worth noticing that
Colding and Minicozzi have proved that complete minimal surfaces of finite topology
embedded in R

3 are necessarily proper [3]. The same result holds in flat 3-manifolds,
see [51].

Most of the surfaces we will consider have finite total curvature. They form an
important and natural subclass. We refer the reader to the texts Pérez and Ros [50]
and Hoffman and Karcher [15] and references therein, for more details about these
surfaces.
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2. Geometry of the ends

An important achievement of the last years has been the complete understanding of the
asymptotic geometry of these surfaces: the ends approximate simple model surfaces
like the plane, the Catenoid or the Helicoid. Hoffman and Meeks [17] and Collin [5]
showed that each end of a properly embedded minimal surface in � in R

3 with finite
topology and more than one end is asymptotic to either a plane or a Catenoid and
the ends are all parallel (henceforth we will assume that these ends are horizontal).
If � has just one end, then Meeks and Rosenberg [38] prove that � approaches
to a Helicoid. The proof depends on recent results concerning limits of embedded
minimal surfaces without curvature bounds, see Colding and Minicozzi [4], [40] and
references therein.

In the periodic case, the geometry of the surface at infinity has been determined
by Meeks and Rosenberg [35], [36], see Table 1 (note that when M is a 3-torus, we
are just considering compact minimal surfaces). Assuming M = R

3/Sθ , where Sθ
denotes a screw motion of angle θ and vertical axis, each end is asymptotic either to
a plane (when θ �= 0, the plane must be horizontal), or to a flat vertical annulus like
in the Scherk surface, see Figure 1 (this kind of end occurs only if θ is rational), or to
the end of a vertical Helicoid.

Figure 1. The singly periodic Scherk surface (seeing as a surface in the quotient space) has
genus zero and four ends asymptotic to half-cylinders. It is a 1-parameter family of surfaces (the
parameter is given by the angle between two consecutive wings).

If M = T 2 × R, then � has an even number of top (resp. bottom) ends and all
of them are of Scherk type. The top ends are all parallel and the same holds for the
bottom ones. Moreover, in case the top ends are not parallel to the bottom ends, then
all the ends are vertical.

The above description of the ends has strong consequences on the geometry and
the conformal structure of the minimal surface: � is conformally equivalent to a
closed Riemann surface � with a finite number of punctures and the surface � can
be described, by means of the Weierstrass representation, in terms of meromorphic
data on the compactified surface �.



Properly embedded minimal surfaces with finite topology 909

Table 1. The admissible behaviour of the ends of a nonflat finite topology minimal surface. All
the cases, but the first one, have finite total curvature. In the singly periodic case, all the ends of
a given surface must be of the same type. The non-periodic helicoidal end is asymptotic to the
Helicoid in R

3, while the singly periodic one is asymptotic to that surface in R
3/Sθ .

periodicity kind of ends

non-periodic one helicoidal end

non-periodic planar or catenoidal (more than one end)

singly-periodic planar, helicoidal or Scherk ends

doubly-periodic Scherk type

3. Minimal surfaces with finite topology in R
3

Given integers k ≥ 0 and r ≥ 1, let M(k, r) be the moduli space of minimal surfaces
� ⊂ R

3 of genus k and r horizontal ends, properly embedded in R
3. The simplest

examples in this family can be characterized in terms of its topology.

Theorem 3.1. The only properly embedded minimal surfaces of finite topology and
genus zero in R

3 are the Plane, the Catenoid and the Helicoid.

If the surface has more than one end, the above result was proved by López and
Ros [26]. In the one ended case this is a recent result of Meeks and Rosenberg [38].
The uniqueness of the Helicoid was a long standing problem which has been solved
by using results of Colding and Minicozzi [4], [40].

Theorem 3.2. The unique properly embedded minimal surface of finite topology in R
3

with two ends is the Catenoid.

Observe that in this characterization we prescribe only the number of ends, but not
the genus. It was proved by Schoen [60] using the Alexandrov reflexion technique.
A result in the same spirit has been obtained recently by Meeks and Wolf [39]: they
prove that the singly periodic Scherk surface is characterized as the unique properly
embedded minimal surface in R

3/T with four ends of Scherk type.
The first examples of higher genus where obtained by Costa [7] and Hoffman and

Meeks [16] in the eighties. They constructed surfaces �(k) of genus k ≥ 2, two
catenoidal ends and a middle planar end. The picture of the surface can be described
as follows: each horizontal plane, other that x3 = 0, meets the surface in a Jordan
curve and� ∩ {x3 = 0} consists on an equiangular system of k+ 1 straight lines, see
Figure 2.

These examples can be characterized as the ones of maximal symmetry in term of
the genus of the surface.

Theorem 3.3. Let � be a properly embedded minimal surface R
3 with finite

topology and positive genus. Then the symmetry group of � satisfies | Sym(�)| ≤
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4(genus(�)+1). Moreover, the equality holds if and only if� is one of the three-ended
surfaces �(k) constructed by Costa, Hoffman and Meeks.

Figure 2. The Costa surface has genus one and three ends: the middle one is planar and the other
are of catenoidal type. The surface has two vertical mirror planes and two horizontal reflection
axes contained in the surface, but not in the mirror planes.

In the case� has three ends, the uniqueness in Theorem 3.3 was proved by Meeks
and Hoffman [16]: the assumptions allows us to determine the symmetry group G,
the conformal structure of the surface, its picture in R

3, up to a G-invariant isotopy,
and, finally, its Weierstrass data. This analysis has been used in several situations
to produce new examples or to classify minimal surfaces with prescribed symmetry,
see §1 in [1] for a general description of the method and concrete applications (in
the final step we meet the so called periods problem which can be completely solved
only in some cases). If the number of ends r is larger than 3, then the same kind of
analysis shows that r = 4, x3 = 0 is a mirror plane of the surface, � ∩ {x3 = 0}
consists of k + 1 Jordan curves with pairwise disjoint interior and � ∩ {x3 ≥ 0} is a
surface of genus zero, 2 ends and k + 1 boundary components like in Figure 3, see
Ros [54]. Finally we can prove that this surface does not exists by using the vertical

Figure 3. In R
3, there are not properly embedded minimal surfaces of genus one, finitely many

horizontal ends and an horizontal mirror plane. This can be shown by using the vertical flux
deformation argument.

flux deformation argument, see [54] and Section 5 below. In fact, the surfaces exist
as immersed surfaces, but they are not embedded. If r = 1, then the end is helicoidal
and, therefore, the order of the symmetry group is at most 4. So this case is discarded.
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The surface �(k) admits a 1-parameter deformation by means of embedded min-
imal surfaces �(k, t), t ∈ R, with �(k, 0) = �(k) and three catenoidal ends for
t �= 0. Its symmetry group is generated by k vertical reflexion planes in equiangular
position, see Hoffman and Karcher [15].

Costa [8] classified minimal tori with three punctures. This is the only positive
genus case where the moduli space is completely known. The proof depends on the
properties of elliptic functions.

Theorem 3.4. Any properly embedded minimal surface in R
3 with genus 1 and three

ends lies in the family above, M(1, 3) = {�(1, t)}.
For genus larger than 1, the above surfaces can be characterized in terms of its

symmetries. The following classification theorem by Martin and Weber [30] extends
previous results in [15], [25].

Theorem 3.5. Let � be a properly embedded minimal surface in R
3 with three ends

and genus k ≥ 2. If | Sym(�)| ≥ 2(k + 1), then � is one the of surfaces �(k, t).

A central and basic open problem concerning finite topology minimal surfaces
in R

3 is the following one, see Hoffman and Meeks [16].

Conjecture. The moduli space M(k, r) is empty for r > k + 2.

In the case k = 0, this is has been proved in [26]. For higher genus, Meeks, Pérez
and Ros [34] have proved that, given k, M(k, r) is empty for r large enough.

In the one-ended case, Hoffman, Weber and Wolf [18] have constructed a properly
embedded minimal surface of genus one and one helicoidal end. No characterization
of this example is known at the present. Meeks and Rosenberg [38] have proposed
the following question (which they proved for k = 0).

Conjecture. For each k = 0, 1, . . . , there is a unique properly embedded minimal
surface in R

3 of genus k and one end.

There is a large number of examples constructed by desingularization, see for
instance Kapouleas [21] and Traizet [61] for the non-periodic case and Traizet and
Weber [62], [64] for the periodic one.

There is another group of ideas (depending on conformal geometry tools as flat
structures, Teichmüller theory, extremal length, …) which is well-adapted to prove
existence, nonexistence and deformability results for minimal surfaces with prescribed
symmetric-isotopy class, when the fundamental region of the surface is a disc bounded
by mirror lines. The method has been developed by Weber and Wolf [65], [66], [67].
For instance, it can be shown by this method that a genus three surface, with the same
symmetries than the Costa surface, and in the symmetric isotopy class of the surface
in Figure 4 cannot be realized by a minimal surface, see [30].
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Figure 4. There are no properly embedded minimal surfaces with genus three, three ends, the
same symmetries than the Costa surface and belonging to the symmetric-isotopy class of this
figure. This can be shown by using flat structures and extremal length arguments.

4. The periodic case

There are a large number of examples of periodic minimal surfaces. As we are
interested in those surfaces which have been characterized in some way, we will
mention only a few of them.

Meeks [31] has classified the moduli space of minimal Klein bottles with a handle
in flat 3-tori. These surfaces have (absolute) total curvature equal to 4π and correspond
to the largest Euler characteristic among nonflat closed minimal surfaces in tori.

Theorem 4.1. The space of closed minimal surfaces� in flat 3-tori with total curva-
ture 4π (or, equivalently nonorientable surfaces with χ(�) = −2) is parametrized
by the family of antipodally invariant sets X in the 2-sphere with #(X) = 8. Each X
produces two surfaces, one and its conjugate. The surfaces � are all embedded.

The next simplest situation to be understood is the genus 3 case, which contains
in particular the orientable double covering of the Meeks surfaces above. There are
genus 3 minimal surfaces, like the Schoen Gyroid [59], which cannot be obtained in
this way. The following is a basic open question.

Problem. Give an explicit description of the moduli space of closed minimal surfaces
of genus 3 in flat 3-tori.

Classical triply periodic minimal surfaces have a large symmetry group. Interest-
ingly, several important examples have been constructed by crystallographers, see for
instance Schoen [59], Fischer and Koch [11] and Lord and Mackay [27]. Many of
these examples deserve a more exhaustive mathematical treatment, see Karcher [23]
and Huff [19] for some results in this direction. To fix that idea, we focus now in a
concrete question. Fischer and Koch [11] (see also Kawasaki [24]) have classified all
the closed spatial polygons � ⊂ R

3 which produce embedded triply periodic minimal
surfaces by means of the following routine:

1) Construct a discoidal patch� by solving the Plateau problem for the boundary�.

2) After reflecting the patch � with respect to the edges of �, and so on, we get an
embedded triply periodic minimal surface.
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Most of the polygons � project monotonically onto a convex polygon in a plane.
As a well-known consequence of the maximum principle, each of these � bound a
unique minimal surface �. Therefore we deduce a number of uniqueness results for
triply periodic minimal surfaces in terms of symmetry and topology. Eleven families
of surfaces can be characterized in this way, see Fisher and Koch [11]. However
there are four of these polygons, the ones named S, Y , C(S) and C(Y ), which do not
satisfy the convexity condition above, and so, the existence and uniqueness question
remains to be clarified. In fact the surfaces Y and C(S) can be realized, at least, by
the D and P Schwarz surfaces, respectively (to do that we need to take on D and P
patches larger than the usual ones) but other realizations cannot not be discarded at
the moment.

Among noncompact periodic minimal surfaces which can be characterized in terms
of its topology and symmetry, we have the following theorem, concerning a singly
periodic version of Costa, Hoffman and Meeks surfaces, which combines existence
results of Callahan, Hoffman and Meeks [1] with a uniqueness property by Martín
and Rodriguez [29], [28].

Theorem 4.2. Let � ⊂ R
3/Sθ be a properly embedded minimal surface of genus

k ≥ 2 and two planar ends. Then | Sym(�)| ≤ 4(k + 1). Moreover, if the equality
holds, then k is odd, (k + 1)θ ∈ 4π Z and � is one of the (translation invariant)
surfaces constructed by Callahan, Hoffman and Meeks.

It would be interesting and very useful to have a complete list of properly embedded
minimal surfaces in flat three manifolds with small total curvature, or more generally,
minimal surfaces with small total curvature modulo symmetries. As a first step, we
propose the following more concrete question.

Problem. Classify properly embedded minimal surfaces in flat 3-manifolds with
(absolute) total curvature smaller than or equal to 4π .

We have ten different types of compact flat 3-manifolds (some of them admit
minimal surfaces of total curvature 2π ).

5. Vertical flux

According to the Weierstrass representation, an orientable minimal surface in R
3

can be represented by the data (�, g, ω), where � is a Riemann surface, g is a
meromorphic map on � which corresponds (up to stereographic projection) to the
Gauss map of the surface and ω is an holomorphic 1-form vanishing just at the poles
of g (and the order of the zero being double of the order of the pole). The minimal
surface is recovered as the immersion ψ : � → R

3 given by

ψ = 

∫ (

1

2
(1 − g2),

i

2
(1 + g2), g

)
ω. (1)
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In order the immersion to be globally well-defined, we require that the real part of
the periods of the above integral vanish. More generally, if the surface is periodic,
the real part of the periods of (1) must be compatible with the prescribed periodicity.
Several aspects of the geometry of the minimal surface are reflected in its Weierstrass
representation.

If C is a closed curve on �, the flux along the curve is defined as the integral of
the unit conormal vector, see Figure 5. This corresponds with the imaginary part of
the periods of (1).

Figure 5. Flux of a minimal surface along its boundary components.

Among the simplest deformations of a minimal surface by minimal surfaces we
have the associated family, given by�θ = (�, g, eiθω), 0 ≤ θ < 2π , and the vertical
flux deformation �λ = (�, λg, 1

λ
ω), λ > 0. In the first one the Gauss map and the

induced metric are preserved. This deformation is globally well-defined if and only if
all fluxes vanish. The second deformation fixes the third coordinate of the immersion
and transforms the normal direction in a simple conformal way. It gives globally well-
defined immersions if and only if the flux of any curve on� is vertical. An important
difference between both deformations is that the first one consists on a compact family
of surfaces while the second one is noncompact. After reparametrization and change
of scale in R

3, the part of the surface around a point where g has a zero converges,
when λ goes to infinity, to the surface given by the Weierstrass data (C, zn, a dz),
a ∈ C

∗, which is not embedded. In a neighborhood of an end of the surface given
by a punctured disc 0 < |z| < ε with meromorphic g and ω and g(0) = 0, �λ
converges to the minimal surface (C∗, zn, a zmdz), a ∈ C

∗. It can be checked easily
that the only surfaces of this type which are embedded are the (vertical) Catenoid and
the Helicoid. These surfaces correspond to the cases n = 1,m = −2, a = 1 and
m = n − 1, a = i, respectively. Planar, catenoidal and helicoidal ends with vertical
normal directions transform by the λ-deformation into ends of the same type (note
that the flux at this ends is always vertical). Under suitable global assumptions this
deformation gives strong restrictions on the geometry and the topology of minimal
surfaces all of whose fluxes are vertical, see works of López, Pérez and Ros [26],
[47], [54], [44]. In particular we have the following result.

Theorem 5.1. A nonflat properly embedded minimal surface � ⊂ R
3 of finite topol-

ogy, horizontal ends and vertical flux is either a Catenoid or an Helicoid.
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As a minimal surface in the hypothesis of Theorem 3.1 has necessarily vertical
flux, this theorem follows from the result above.

Now we explain briefly the proof of Theorem 5.1. First observe that the defor-
mation �λ, λ > 0, is well defined. It follows easily from the maximum principle for
minimal surfaces that, if we start with an embedded nonflat triply-periodic minimal
surface and we deform it continuously by triply-periodic minimal surfaces, embed-
dedness is preserved along the deformation. For general properly embedded minimal
surfaces this fact is not generally true and it depends of the behaviour of the defor-
mation at infinity. The maximum principle at infinity [37] and the behaviour of the
vertical flux deformation at the ends allows to conclude that the surfaces �λ are all
embedded. Taking λ going to zero and infinity we conclude that no point on � has
vertical normal vector. In the same way, we deduce that � has no planar ends and
we obtain directly that � is homeomorphic either to a plane or a annulus. Now the
theorem follows from [43], [38].

Some uniqueness results for singly periodic embedded minimal surfaces of finite
topology, can be obtained by the arguments above:

i) there are not genus one minimal surfaces in R
3/Sθ , θ �= 0, with finitely many

horizontal planar ends, see [47], and
ii) the only genus zero minimal surface in R

3/T with finitely many helicoidal
ends is the Helicoid, [44].

Table 2. The surfaces in the first column are characterized as the unique embedded minimal
surfaces satisfying the restrictions in the other columns. The last three results follow from the
vertical flux deformation argument. The genus must be computed in the quotient surface.

surface periodicity genus ends

Helicoid none 0 one end

Catenoid none whatever two ends

Catenoid none 0 more than one

Helicoid translation 0 helicoidal

none screw θ �= 0 1 planar

6. Compactness and limit configurations

Consider a sequence {�n} ⊂ M(k, r), where �n ⊂ R
3 is a properly embedded

minimal surface of genus k and r ≥ 2 horizontal ends. As the Gauss mapgn : �n → C

is a meromorphic map of fixed degree, it converges up to a subsequence, to a family of
nonconstant meromorphic maps g∞,1 : �∞,1 → C, . . . , g∞,m : �∞,m → C, defined
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over closed Riemann surfaces with degree(g∞,1)+· · ·+degree(g∞,m) = degree(gn).
For large n, one can see inside�n large pieces of the surfaces�∞,s joined by regions
with almost constant gn.

A more careful analysis, see Ros [53], shows that each one of these meromorphic
maps g∞,s is the Gauss map of a properly embedded minimal surface �∞,s ⊂ R

3

with horizontal ends, and that suitably chosen homothetic images of �n converge to
the different�∞,s . Moreover the regions joining these surfaces consist of unbounded
pieces �i , i = 1, . . . , r satisfying the following properties:

a) Each�i contains exactly one end of�n. So, the unbounded pieces are naturally
ordered by their levels in R

3,

b) the projection of �i over the plane {x3 = 0} is one-to-one, and

c) the boundary of�i consists of several convex Jordan curves in horizontal planes.

Therefore, for largen, the surface�n looks like the one in Figure 6. As an example,
the three-ended surfaces �(k, t) described in §3 converge, when t goes to infinity, to
a Catenoid between the level 1 and 2 and k + 1 Catenoids between levels 2 and 3.

Figure 6. A sequence of minimal surfaces with fixed finite topology converges, up to a subse-
quence, to a union of surfaces with smaller topology joined by unbounded domains at different
levels.

Working at the right scale, the limit can be seen as a horizontal plane of finite
multiplicity with a finite number of marked points at different levels. Traizet [63]
associates to this figure a number of horizontal forces (which correspond to rescaled
limits of the fluxes of �n). This limit configuration must be balanced in a natural
sense.

We say that the moduli space M(k, r) is compact (in the strong sense) if any
sequence {�n} ⊂ M(k, r) converges (up to a subsequence) to a limit which consists
of a single surface �∞ ∈ M(k, r). In particular the moduli spaces M(k, 3), k ≥ 1,
are noncompact. The following theorem have been obtained by Ros [53] (for r ≥ 5)
and Traizet [63].
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Theorem 6.1. The moduli spaces M(1, r), r ≥ 4 are compact (in the strong sense).

In fact the compactness result can be extended (in a conditional but useful way)
to higher genus. The space M(k, r) is compact for r ≥ g + 3, assuming that the
Hoffman–Meeks conjecture is true for genus smaller than k. This compactness can
be seen as a first step in the proof of this conjecture. Thus Hoffman–Meeks conjecture
will follow from the following one.

Conjecture. The moduli space M(k, r) is either empty or noncompact.

The compactness result in Ros [53] depends of the non existence of the piece
described in Figure 7 in a limit of surfaces�n with fixed topology. This piece consists

Figure 7. A sequence of minimal surfaces with fixed finite topology in R
3 cannot converge to a

limit which contains that piece, because the vertical flux argument gives a contradiction.

on an unbounded domain with just two catenoidal ends forming on it, one of positive
and the other of negative logarithmic growth. The nonexistence of this piece is shown
by using the vertical flux deformation argument.

The compactness theorem of Traizet [63] follows from the nonexistence in the
limit of the surfaces �n of a subsurface like the one in Figure 8. It is formed by

Figure 8. This picture cannot appear in a limit of a sequence of minimal surfaces in M(k, r).
Otherwise, the limit configuration will be unbalanced.

several unbounded pieces at consecutive levels. Each one of this pieces is connected
with the nearest ones by exactly two Catenoids forming. The top and the bottom
unbounded pieces connect with the remaining part of the surface just by a catenoidal
end forming. The reason why this piece cannot exist is because it is unbalanced.

The above ideas can be extended to the periodic case although the results have
been explicitly stated only in some cases. Consider, for instance, a sequence {�n} of
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genus one minimal surfaces with r horizontal planar ends, properly embedded in the
flat three manifold R

3/Tn, where Tn is a non-horizontal vector. It can be shown that
the third coordinate has no critical points on�n and so, each horizontal level curve is
a Jordan curve (which might pass through one of the ends) and the Gauss map omits
the vertical directions.

Up to a subsequence and suitable choice of scaling, {�n} converges either to a
minimal surface�∞ ⊂ R

3/T∞ with the same topology than�n or to a union of genus
zero surfaces. Using the uniqueness results stated in Section 3 and further analysis,
we can see that �n approach to either r vertical Catenoids forming or to 2 vertical
Helicoids forming, [32], see Figures 9 and 10. The second option is a simple example
of the so called parking garage structure.

Figure 9. The Catenoid forming limit.

Figure 10. The Helicoid forming figure.

7. Smoothness of moduli spaces

Now we want to understand the structure of the moduli space M(k, r), r ≥ 2, of finite
topology minimal surfaces in R

3 at its nonsingular points.
By expository reasons, we will consider in this section not M(k, r) but the sub-

space M′(k, r) of surfaces whose end logarithmic growths are all different (thus
embeddedness is preserved by natural deformations in this space). Infinitesimal de-
formations of � in M′(k, r) are represented by Jacobi functions. These are smooth
solutions u : � → R of the equation�u+|σ |2u = 0, where� is the Laplacian of the
induced metric and |σ |2 is the square length of the second fundamental form of the
immersion. The functions u have at most logarithmic singularities at the ends of �,
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which correspond to the fact that the growing of the catenoidal ends changes along the
deformation. Denote by J(�) the space of these Jacobi functions. Using linear ellip-
tic theory, it can be shown that dim J(�) ≥ r + 3, Pérez and Ros [48]. Moreover the
subspace of nondegenerate surfaces M∗(k, r) = {� ∈ M′(k, r) : dim J(�) = r+3}
is a real analytic manifold, whose tangent space at a point � coincides with J(�).
On this manifold we have the following additional structure: let f : M(k, r) → R

2r

be the map which associates to a surface � the logarithmic growth of the asymptotic
Catenoid and the height of its neck for each one of its ends. Then f induces a La-
grangian immersion of M∗(k, r) (modulo horizontal translations) in R

2r−2, see [48].
We have been also able to compute the second fundamental form of this immersion,
see Pérez and Ros [49].

If B(�) denotes the space of bounded Jacobi functions on�, then B(�) contains,
at least the linear functions of the Gauss map (which correspond to the infinitesimal
translations) and the function det(N, p, e3), N , p and e3 being the normal vector, the
position vector and the vertical direction, respectively. This Jacobi function corre-
sponds to the infinitesimal rotation of the surface around the vertical axis. It can be
shown that if the above functions are the unique functions in B(�), then the surface
is nondegenerate.

An interesting, and somewhat intriguing, fact is that bounded Jacobi functions in
B(�) can be represented by branched conformal minimal immersions from�−B into
R

3, B being the ramification divisor of the Gauss map of �, whose Gauss map is the
same than the one of� and whose ends have a bounded coordinate function, see Mon-
tiel and Ros [41] and Ejiri and Kotani [10]. Using this representation, Nayatani [42]
has shown that the Costa, Hoffman and Meeks surfaces �(k) are nondegenerate, for
k ≤ 37.

The local structure around a nondegenerate surface has been also considered in
the periodic case and either planar or Scherk type ends [45], [14]. It would be
interesting to clarify the nondegeneration condition and the smoothness properties of
the moduli space of minimal surfaces in the case of helicoidal ends, both periodic and
non-periodic.

Let M be the space of genus 3 embedded minimal surfaces in flat 3-tori. Then
we can prove that there are some degenerate surfaces in M, arguing as follows:
assuming that any surface is nondegenerate, the subset M′ of surfaces in M obtained
as two sheeted coverings of non-orientable minimal surfaces of Euler characteristic−2
described in Theorem 4.1 is a union of connected components of M. However, this is
impossible as it is known that the Schwarz minimal surface P ∈ M′, can be deformed
to the Schoen Gyroid G ∈ M − M′.

An important open problem is to decide if a (generic) surface in M′(k, r) is non-
degenerate. A related question is to give practical criteria which guarantee that a
surface is nondegenerate. As an example, Montiel and Ros [41] proved that if all the
branch values of the Gauss map (on the compactified surface �) lie on a great circle,
then the only bounded Jacobi functions are the linear functions of the Gauss map. In
this way, we can prove the nondegeneracion of some surfaces, like finite coverings
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of singly and doubly periodic Scherk surfaces, Riemann examples and Saddle towers
constructed by Karcher [22].

8. Classification results

In this section we describe a strategy which has been used several times to classify
surfaces in a moduli space. The first result of this type was proved by Meeks, Pérez
and Ros [32] who classified genus zero properly embedded minimal surfaces in R

3

with infinite symmetries. One of the key results in this classification is contained in
the following theorem, see Figure 11.

Figure 11. The Riemann minimal example.

Theorem 8.1. A minimal surface� of genus 1 and r planar horizontal ends properly
embedded in R

3/T , T being a non horizontal vector, is a finite covering of one of the
Riemann minimal examples.

We will use this result to explain briefly how the method works. Consider the
moduli space M of surfaces described in the theorem (r is fixed). As described in
Section 6, any horizontal section C (whose level does not coincide with the level of
an end) of a surface in M is a Jordan curve. The flux along C cannot be vertical,
as the vertical flux deformation give a contradiction. Normalize the surfaces so that
the third coordinate of the flux vector of C is 2π and define the horizontal flux map
F : M → R

2 −{0} as the horizontal component of the flux alongC (note that the flux
of a curve around a planar end is zero and therefore the flux vector does not depend
of the level we use to compute it). The following property follows from the results in
Section 6.

I) The map F is proper.

In fact, the Catenoid forming picture has almost vertical flux which means that
F(�) converges to 0. In the Helicoid forming case the flux vector is almost horizontal
and so F(�) goes to ∞.

Denote by R the subspace of M formed by the coverings of the Riemann sur-
faces. The results in Section 7 imply that R is a smooth 2-dimensional manifold and
moreover,
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II) R is an open an closed subset of M, andF : R → R
2−{0} is a diffeomorphism.

We want to prove that F is an open map. This fact would follow, via the implicit
function theorem, if we know that the surfaces in M are nondegenerate. However
we do not have this property a priori. Instead we use the following complex variable
theorem.

Theorem 8.2. Let f : {z ∈ C
m : |z| < ε} → C

m be a holomorphic map with
f (0) = 0. If 0 is an isolated point in f−1(0), then f is open around the origin.

In our context we consider the space of Weierstrass data W which is a m-
dimensional complex manifold. We also consider the Period map which consists
on, both, the real and the imaginary parts of the periods which appear in the Weier-
strass representation along a certain basis of the homology of the Riemann surface.
A crucial point is that in this way we find a holomorphic map P : W → C

m between
manifolds of the same dimension. This is a strong restriction which limitates the
range of application of the whole method to problems where the involved surfaces
are essentially (may be modulo symmetries) of genus zero.

In order a point � in W to define an immersed minimal surface, the real part of
P(�)must be zero. The imaginary part corresponds to the fluxes along the homology
base and in our case this fluxes reduce to F(�). Given a surface �0 ∈ M, the
analytic subset S = {� ∈ W : P(�) = P(�0)} coincides, locally around �0, with
{� ∈ M : F(�) = F(�0)} which is compact. After that we can deduce that �0 is
an isolated surface in S, and then, using Theorem 8.2, we get that

III) The map F is open.

The final step is to prove that for some value of R
2 − {0} the pullback image of F

consists only of Riemann examples. To do that we use an implicit function argument
at the degenerate point of W given by the r Catenoids forming limit. Is can be shown
that P extends holomorphically at that boundary point and has nonzero Jacobian.
This proves that

IV) Given � ∈ M, if the length of F(�) is small enough, then � is one of the
Riemann examples.

In Table 3 we have collected the different situations where the above strategy has
been successfully applied. The first column contains the surfaces whose uniqueness
have been shown. Lazard–Holly and Meeks [20] proved that the doubly periodic
Scherk surface is the only genus zero minimal surface in T 2 × R. Pérez and Traizet
[51] have proved recently that the Saddle towers constructed by Karcher [22] are the
only examples of genus in R

3/T other than the Helicoid, and Rodriguez, Pérez and
Traizet [46] characterized a 3-dimensional family of standard examples constructed by
Karcher [22] and Meeks and Rosenberg [35], as the unique double periodic minimal
surfaces of genus one and parallel Scherk type ends. Finally Meeks and Wolf [39]
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Table 3. The (families of) surfaces in the first column have been characterized as the unique
among surfaces satisfying the restrictions of the other columns. The topology we consider is the
one of the quotient surface.

surfaces periodicity genus ends

Riemann singly 1 planar

Scherk doubly 0 whatever

Saddle towers single translation 0 Scherk

Standard examples doubly 1 parallel Scherk

Scherk single translation whatever four Scherk

have proved that the singly periodic Scherk surface is the unique surface in R
3/T with

four Scherk ends. The proofs of these results follow formally the same steps than the
one of the Riemann examples case, but the concrete arguments are more involved and
several additional problems appear. In particular, the proof of the last result depends
on a different group of ideas developed around the notion of orthodisks in Riemann
surface theory. The following is a very natural problem which contains several of the
results above.

Problem ([51]). Classify complete genus zero surfaces (of finite topology) embedded
in complete flat 3-manifolds.

We remark that there exists a large family of genus zero surfaces with helicoidal
ends in R

3/Sθ . These are called twisted saddle towers and were constructed by
Karcher [22]. These surfaces are obtained as twisted deformations of the surfaces
characterized in [51]. Other flat 3-manifolds may have genus zero minimal surfaces
with ends of Scherk type.

9. Least area surfaces

Of course, the most natural class of minimal surfaces is the one of area minimizing
surfaces. Although the plane is the unique least area surface in R

3, there are nonplanar
least area surfaces if we prescribe suitable symmetries. The complete description of
area minimizing surfaces among surfaces satisfying a natural constraint, like to belong
to a given symmetric isotopy class, is natural question. As a first goal, we propose
the following more precise problem.

Problem. Classify area minimizing surfaces, modulo 2, in complete flat 3-manifolds.
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Table 4. Z2-least area surfaces in the flat 3-manifolds obtained as a quotient of R
3 by a translations

group.

3-manifold least area surfaces (mod 2)

R
3 plane

R
3/T planar and 2π -Helicoid

T 2 × R, T 2 rectangular planar and 2π -Scherk

T 2 × R, T 2 �= rectangular planar

T 3 2-tori and χ(�) = −2 (?)

It can be seen that any solution of this problem is either (a quotient of a) plane or
an one-sided surface. In Table 4 we have listed the solutions of the problem for the
quotients of R

3 by translation groups. The result has been proved by Ros [55] and
follows from the classification of complete stable surfaces in these 3-manifolds. The
2-sided case was solved by do Carmo and Peng [9], Fisher-Colbrie and Schoen [12]
and Pogorelov [52], but the 1-sided remained open; for previous related results see
Ross and Schoen [57], [58]. We prove that a complete stable minimal surface in R

3/T

(resp. T 2 × R) is either planar or the nonorientable Helicoid (resp. Scherk surface)
of total curvature 2π . We also prove that these surfaces are, both, area minimizing
(mod 2). In the case of flat 3-tori, we prove that any stable nonflat closed minimal
surface is a nonorientable surface with Euler characteristic equal to −2. Some surfaces
of this topology are stable, like P and D Schwarz surfaces, see [56], but some other
are unstable. However it is natural to hope that area minimizing surfaces in a flat
3-torus are flat 2-tori.
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Applications of loop group factorization to geometric
soliton equations

Chuu-Lian Terng∗

Abstract. The 1-d Schrödinger flow on S2, the Gauss–Codazzi equation for flat Lagrangian
submanifolds in R

2n, and the space-time monopole equation are all examples of geometric
soliton equations. The linear systems with a spectral parameter (Lax pair) associated to these
equations satisfy the reality condition associated to SU(n). In this article, we explain the method
developed jointly with K. Uhlenbeck that uses various loop group factorizations to construct
inverse scattering transforms, Bäcklund transformations, and solutions to Cauchy problems for
these equations.
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Keywords. Soliton equations, space-time monopole equation, inverse scattering, Bäcklund
transformations.

1. Introduction

A Hamiltonian system in 2n-dimension is called completely integrable if it has n
independent commuting Hamiltonians. By the Arnold–Liouville Theorem, such sys-
tems have action-angle variables that linearize the flow. The concept of completely
integrability has been extended to soliton equations. These equation can be linearized
using “scattering data”, allowing one to use the Inverse Scattering method to solve
the Cauchy problem with rapidly decaying initial data. Two model examples are the
Korteweg–de Vries equation (KdV) and the non-linear Schrödinger equation (NLS).
Soliton equations often arise naturally in differential geometry too. For example, the
Gauss–Codazzi equations for surfaces in R

3 with Gaussian curvature −1, isothermic
surfaces in R

3 [11], isometric immersions of space forms in space forms [15], [25],
[24], Egoroff metrics, and flat Lagrangian submanifolds in C

n and CPn [26], and the
space-time monopole equation are soliton equations.

One of the key properties of a soliton equation is the existence of a Lax pair.
A PDE for maps q : R

n → R
m admits a Lax pair if there exists a family of G-

connections θλ on R
n, given in terms of q, such that the condition for θλ to be flat for

all λ in an open subset of C is that q satisfy the PDE. The parameter λ is called the
spectral parameter. For a solution q decaying at spatial infinity, we often can find a
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normalization so that there exists a unique parallel frame Eλ of θλ. Usually Eλ has
two types of singularities for λ ∈ CP 1; one type is a jump across a contour and the
other type is a pole. We call the jump singularities of Eλ the continuous scattering
data for q and the poles and residues of Eλ the discrete scattering data for q. The
scattering transform maps a solution q to its scattering data S. A key feature of soliton
PDEs is that the induced equations on the scattering data is linear, so it is easy to write
down the scattering data of a solution at time t for a given initial data. The inverse
scattering transform reconstructs q from the scattering data, i.e., it reconstructs Eλ
from prescribed singularities. This is done for KdV in [17], for NLS in [36], [14],
and for the n-wave equation in [36], [4], [5]. As a consequence, the Cauchy problem
for these soliton equations can be solved via the inverse scattering transform.

The proof of the existence of the inverse scattering transform for soliton equations
involves hard analysis and is difficult ([4]). However, if the Lax pair satisfies the
SU(n)-reality condition, then the frame Eλ(x) has only one jumping circle plus pole
singularities in the λ-sphere for each x, so the continuous scattering data is a loop
into SL(n,C) for each x. In this case, we can use Pressley–Segal loop group factor-
ization to construct the inverse scattering transform for the continuous scattering data
(cf. [27]).

Bäcklund transformations (BTs) for surfaces in R
3 with K = −1 arose from the

study of line congruences in classical differential geometry. It associates to each
surface in R

3 with K = −1 a family of compatible systems of ordinary differential
equations (ODEs) so that solutions of these ODE systems give rise to a family of
new surfaces in R

3 with K = −1. One can use line and sphere congruences to
construct Bäcklund type transformations for many geometric problems in differential
geometry (cf. [24]). Bäcklund transformations for soliton equations produce a new
solution from a given one by adding discrete scattering data. These transformations
can be obtained in a unified way from the following type of factorization: Let �1,
�2 be disjoint subsets of S2, and gi : S2 \ �i → GL(n,C) holomorphic for i = 1, 2.
Factor g1g2 = g̃2g̃1 such that g̃i is holomorphic on S2 \ �i . This factorization can
always be done when g1 is rational and gi satisfy the SU(n)-reality condition, so
global Bäcklund transformations exist for flows in the SU(n)-hierarchy and for the
space-time monopole equation with gauge group SU(n). Moreover, if the initial data
q0 has continuous scattering data S and discrete scattering data �, then we can first
use Pressley–Segal loop group factorization to construct a solution q whose scattering
data is S, and then apply BTs to q to construct the solution q̃ with scattering data S∪�.

This paper is organized as follows: In Section 2, we outline the construction
of the ZS-AKNS hierarchy of soliton equations associated to a complex simple Lie
algebra G, and review certain invariant submanifolds and restricted flows associated
to involutions of G. We give examples of PDEs in submanifold geometry that are
soliton equations in Section 3. In Section 4, we give a brief review of Lax pairs
associated to the space-time monopole equations. The direct scattering for soliton
equations in the SU(n)-hierarchy is given in Section 5, and direct scattering for space
monopole equation is in Section 6. We use Pressley–Segal loop group factorization
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to construct the inverse scattering transform for flows in the SU(n)-hierarchy and
for the space-time monopole equation in Section 7 and 8 respectively. In Section 9,
we use the Birkhoff factorization to construct local solutions for flows in the SU(n)-
hierarchy. Finally, we discuss the constructions of Bäcklund transformations, pure
solitons, and solutions with both continuous and discrete scattering data for flows
in the SU(n)-hierarchy and for the space-time monopole equations in the last two
sections.

Acknowledgment. The author thanks her long-time collaborator and good friend
Karen Uhlenbeck. Much of this article concerns our joint project on the differential
geometric aspects of soliton equations.

2. Soliton equations associated to simple Lie algebras

The method of constructing a hierarchy of n×n soliton flows developed by Zakharov–
Shabat [39] and Ablowitz–Kaup–Newell–Segur [1] works equally well if we replace
the algebra of n×nmatrices by a semi-simple, complex Lie algebra G (cf. [18], [23],
[27]).

The G-hierarchy. Let G be a complex, simple Lie group, G its Lie algebra, 〈 , 〉
a non-degenerate, ad-invariant bilinear form on G, A a maximal abelian subalgebra
of G, and A⊥ = {ξ ∈ G | 〈ξ,A〉 = 0}. Let S(R,A⊥) denote the space of rapidly
decaying maps from R to A⊥. Fix a regular element a ∈ A (i.e., the centralizer
Ga = A). Then there is a unique family of G-valued maps Qb,j (u) parametrized by
b ∈ A and positive integer j satisfying the following recursive formula,

(Qb,j (u))x + [u,Qb,j (u)] = [Qb,j+1(u), a], Qb,0(u) = b, (1)

and
∑∞
j=0Qb,j (u)λ

−j is conjugate to b as an asymptotic expansion at λ = ∞. In

fact, Qb,j (u) is a polynomial in u, ∂xu, . . . , ∂
j−1
x u (cf., [23], [27]). For b ∈ A and a

positive integer j , the (b, j)-flow is the following evolution equation on S(R,A⊥):

ut = (Qb,j (u))x + [u,Qb,j (u)] = [Qb,j+1(u), a]. (2)

The G-hierarchy is the collection of these (b, j)-flows.
The recursive formula (1) implies that u is a solution of the (b, j)-flow (2) if and

only if

θλ = (aλ+ u) dx + (bλj +Qb,1(u)λ
j−1 + · · · +Qb,j (u)) dt (3)

is a flat G-valued connection 1-form on the (x, t) plane for all λ ∈ C. Here θλ is (left)
flat, i.e., dθλ + θλ ∧ θλ = 0. In other words, θλ is a Lax pair for the (b, j)-flow (2).
Also θλ is flat is equivalent to

[∂x + aλ+ u, ∂t + bλj +Qb,1(u)λ
j−1 + · · · +Qb,j (u)] = 0.
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The U -hierarchy. Let τ be an involution ofG such that its differential at the identity e
(still denoted by τ ) is a conjugate linear involution on the complex Lie algebraG, andU
the fixed point set of τ . The Lie algebra U of U is a real form of G. If a, b ∈ U,
then the (b, j)-flow in theG-hierarchy leaves S(R,A⊥ ∩U)-invariant (cf. [27]). The
restriction of the flow (2) to S(R,A⊥ ∩ U) is the (b, j)-flow in the U -hierarchy.
SinceQb,j (u) lies in U, the Lax pair θλ defined by (3) is a G-valued 1-form satisfying
the U -reality condition:

τ(θλ̄) = θλ. (4)

The U/K-hierarchy. Suppose U is the real form defined by the involution τ of G,
and σ an involution ofG such that dσe is complex linear and στ = τσ . LetK be the
fixed point set of σ in U , U and K the Lie algebras of U and K respectively, and P
the −1-eigenspace of dσe on U. Then U/K is a symmetric space, and U = K + P .
Let A be a maximal abelian subalgebra in P . If a, b ∈ A and u in A⊥ ∩ K , then
the (b, j)-flow in the U -hierarchy leaves S(R,A⊥ ∩ K) invariant if j is odd, and is
normal to S(R,A⊥ ∩K) if j is even. The restriction of odd flows in the U -hierarchy
to S(R,A⊥∩K) is called theU/K-hierarchy. Moreover, θλ satisfies theU/K-reality
condition

τ(θλ̄) = θλ, σ (θλ) = θ−λ.

Example 2.1. SL(2,C)-hierarchy (cf. [2]). Let a = b = diag(i,−i) and A = Ca.
Then

A⊥ =
{(

0 q

r 0

) ∣∣ q, r ∈ C

}
,

Qa,1(u) = u =
(

0 q

r 0

)
, Qa,2(u) = i

2

(
qr ∂xq

−∂xr −qr
)
,

Qa,3 = i

4

(
q∂xr − r∂xq − ∂2

xq + 2q2r

−∂2
x r + 2qr2 − q∂xr + r∂xq

)
, . . . .

The (a, j)-flows, j = 1, 2, 3, in the SL(2,C)-hierarchy are:

∂tq = ∂xq, ∂t r = ∂xr,

∂tq = i

2
(∂2
xq − 2q2r), ∂t r = − i

2
(∂2
x r − 2qr2),

∂tq = 1

4
(−∂3

xq + 6qr∂xq), ∂t r = 1

4
(−∂3

x r + 6qr∂xr).

Let τ be the involution of sl(2,C) defined by τ(ξ) = −ξ̄ t . Then the fixed point
set of τ is the real form U = su(2) and

A⊥ ∩ U =
{(

0 q

−q 0

) ∣∣ q ∈ R

}
.
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So the SU(2)-hierarchy is the restriction of the SL(2,C)-hierarchy to the subspace
r = −q. The second flow in the SU(2)-hierarchy is the NLS ∂tq = i

2 (∂
2
xq+2|q|2q).

Let σ(ξ) = −(ξ t ). Then στ = τσ and the corresponding symmetric space is
SU(2)/SO(2). Note that u ∈ S(R,A⊥ ∩ K) means q = −r is real. The third flow
in the SU(2)/SO(2)-hierarchy is the mKdV equation qt = −1

4 (qxxx + 6q2qx).

The U -system. Let U be the real form of G defined by the involution τ , A a maximal
abelian subalgebra of U, and a1, . . . , an a basis of A. The U -system is the following
PDE for v : R

n → A⊥:

[aj , ∂xi v] − [ai, ∂xj v] + [[ai, v], [aj , v]] = 0, i 
= j. (5)

It has a Lax pair

θλ =
n∑
i=1

(aiλ+ [ai, v]) dxi. (6)

This Lax pair satisfies the U -reality condition θλ = τ(θλ̄).

TheU/K-system. Let τ , σ ,U ,K , P , Abe as in theU/K-hierarchy, anda1, . . . , an a
basis of A. TheU/K-system is the restriction of (5) to the space of v : R

n → A⊥∩P .
Since ai ∈ P and [ai, v] ∈ K , its Lax pair θλ = ∑n

i=1(aiλ + [ai, v]) dxi satisfies
the U/K-reality condition.

The frame of a Lax pair. Suppose we are given a family of flat G-valued connections
θλ = ∑n

i=1 Pi(x, λ)dxi on R
n. Then we call E(x, λ) a frame of θλ if E−1∂xiE = Pi

for all 1 ≤ i ≤ n.

Proposition 2.2. LetG, τ , σ , U andK be as above, andEλ the frame of θλ such that
Eλ(0) = I.

1. If θλ satisfies the U -reality condition, then Eλ satisfies the U -reality condition
τ(Eλ̄) = Eλ,

2. If θλ satisfies the U/K-reality condition, then Eλ satisfies the U/K-reality
condition τ(Eλ̄) = Eλ, σ(Eλ) = E−λ.

3. Soliton equations in submanifold geometry

Since the Gauss–Codazzi equations for submanifolds in space forms are equivalent to
the flatness of certain connections, it is not surprising that many PDEs in submanifold
geometry turns out to be soliton equations. We give some examples below:
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Example 3.1 (Vortex filament equation, Schrödinger flow on S2, and the NLS). In
1906, da Rios modeled the movement of a thin vortex in a viscous fluid by the motion
of a curve propagating in R

3 by

∂tγ = ∂xγ × ∂2
xγ. (7)

If γ is a solution of (7), then

∂t 〈∂xγ, ∂xγ 〉 = 2〈∂x∂tγ, ∂xγ 〉 = 2〈∂x(∂xγ × ∂2
xγ ), ∂xγ 〉 = 0.

So (7) preserves arc-length. Hence we may assume that a solution γ (x, t) of (7) sat-
isfying ‖∂xγ ‖ = 1. It is known that there exists a parallel normal frame (v1, v2)( ·, t)
for each curve γ ( ·, t) such that q = k1 + ik2 is a solution of the NLS, where k1 and k2
are the principal curvatures of γ along v1 and v2 respectively.

Let E denote the energy functional on the space of paths on S2, and J the complex
structure on S2 (if we view S2 ⊂ R

3, then Ju(v) = u × v). The Schrödinger flow
on S2 is

ut = Ju(∇E(u)) = u× uxx.

If γ is a solution of (7), then u = γx is a solution of the Schrödinger flow on S2 ([14],
[28]).

Example 3.2 (Isothermic surfaces in R
3). A parametrized surface f (x, y) ∈ R

3 is
isothermal if (x, y) is a conformal line of curvature coordinate system, i.e., the two
fundamental forms are of the form

I = e2u(dx2
1 + dx2

2), II = eu(r1dx
2
1 + r2dx

2
2).

The Gauss–Codazzi equation is the O(4,1)
O(3)×O(1,1) -system (cf. [11], [10], [9]).

Example 3.3 (Local isometric immersions of Nn(c) in N2n(c), [25]). Let Nm(c)

denote the n-dimensional space form of constant sectional curvature c. The normal
bundle of a submanifold M in Nm(c) is flat if its induced normal connection is flat,
and is non-degenerate if the dimension of {Av | v ∈ ν(M)p} is equal to codim(M).
Here Av is the shape operator along normal vector v. It is proved in [25] that if Mn

is a submanifold of N2n(c) with constant sectional curvature c and its normal bundle
ν(M) is flat and non-degenerate, then there exists a local orthogonal coordinate system
(x1, . . . , xn) on M and parallel normal frame en+1, . . . , e2n such that

I =
n∑
i=1

b2
i dx

2
i , II =

n∑
j=1

ajibidx
2
i en+j . (8)

Moreover, the Levi-Civita connection 1-form for I isw = δF−F tδ, whereF = (fij ),

fij = ∂xj bi

bj
if i 
= j , fii = 0 for all 1 ≤ i ≤ n, and δ = diag(dx1, . . . , dxn). The

Gauss–Codazzi equation for the local isometric immersion becomes an equation forF ,

which is the O(2n)
O(n)×O(n) -system if c = 0, the O(2n+1)

O(n+1)×O(n) -system if c = 1, and the
O(2n,1)

O(n)×O(n,1) -system if c = −1.
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Example 3.4 (Egoroff metrics and the U(n)
O(n)

-system). A local orthogonal system

(x1, . . . , xn) of R
n is Egoroff if the flat Euclidean metric ds2 written in this coor-

dinate system is of the form

ds2 =
n∑
j=1

∂xiφ dx
2
i

for some smooth function φ. Then F = (fij ) is a solution of the U(n)
O(n)

-system, where

fij = ∂xi ∂xj φ

2
√
∂xi φ∂xj φ

if i 
= j and fii = 0 for 1 ≤ i ≤ n. Conversely, given a solution

F = (fij ) : R
n → Vn of the U(n)

O(n)
-system, the first order system

∂xj bi = fij bj , i 
= j (9)

is solvable for b1, . . . , bn, and solutions are locally defined and depend on n functions
of one variable. Moreover, since fij = fji ,

∑n
i=1 b

2
i dxi is closed, hence locally there

exists a smooth function φ such that b2
i = ∂xiφ for 1 ≤ i ≤ n.

Although we can construct global solutions F for theU(n)/O(n)-system, it is not
clear whether there exist global solutions bi of (9) such that bi > 0 and the metric
ds2 = ∑n

i=1 b
2
i is complete. This is also the case for isometric immersions of Nn(c)

in N2n(c) and for the next example.

Example 3.5 (Flat Lagrangian submanifolds in R
2n). As seen in Example 3.3, the

Gauss–Codazzi equation for local isometric immersions of R
n into R

2n with flat
and non-degenerate normal bundle is the O(2n)

O(n)×O(n) -system. These immersions are

Lagrangian if and only if F is symmetric and F is a solution of the U(n)
O(n)

-system.

4. The space-time monopole equation

For flows in the SU(n)-hierarchy, we have been using left flat connections θ =∑n
i=1Aidxi , i.e., dθ + θ ∧ θ = 0 or equivalently, [∂xi + Ai, ∂xj + Aj ] = 0 for all

i 
= j . But for space-time monopole equations, it is more customary to use right flat
connections, i.e., dθ − θ ∧ θ = 0, or equivalently, [∂xi − Ai, ∂xj − Aj ] = 0 for all
i 
= j .

The curvature of a su(n)-valued connection 1-form A = ∑4
i=1Ai(x)dxi is FA =∑

i<j Fij dxi ∧ dxj . where

Fij = [∂xi − Ai, ∂xj − Aj ] = ∂xj Ai − ∂xiAj + [Ai,Aj ].
The connection A is anti self-dual Yang–Mills (ASDYM) if

FA = − ∗ FA,
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where ∗ is the Hodge star operator with respect to the metric dx2
1 +dx2

2 −dx2
3 −dx2

4 .
Set z = x1 + ix2, w = x3 + ix4, ∇z = 1

2 (∇1 − i∇2) = ∂
∂z

− Az, ∇z =
1
2 (∇1 + i∇2) = ∂

∂z
− Az, and ∇w,∇w similarly. Since Ai ∈ u(n), Az = −A∗

z and
Aw = −A∗

w. Then (cf. [8], [21]) A is ASDYM if and only if

[∇w + μ∇z, ∇w + μ−1∇z] = 0. (10)

holds for all μ ∈ C \ {0}.
If we assume that the ASDYM connectionA is independent of x4, and set x = x1,

x2 = y, and x3 = t , then Aw = 1
2 (At − iφ) and Aw = 1

2 (At + iφ), where φ = Ax4

is the Higgs field, A = At dt +Az dz+Az dz is a connection 1-form on R
2,1. Then

(A, φ) satisfies the space-time monopole equation

DAφ = ∗FA,
where ∗ is the Hodge star operator with respect to the metric dx2 + dy2 − dt2. It has
a Lax pair induced from (10):[

1

2
∇t − iφ

2
+ μ∇z, 1

2
∇t + iφ

2
+ μ−1∇z

]
= 0. (11)

Set

D1(μ) = 1

2
∇t − iφ

2
+ μ∇z, D2(μ) = 1

2
∇t + iφ

2
+ μ−1∇z,{

P1(μ) = D1(μ)−D2(μ) = μ−μ−1

2 ∇x − i
μ+μ−1

2 ∇y − iφ,

P2(μ) = D1(μ)+D2(μ) = ∇t + μ∇z + μ−1∇z.
So (11) is equivalent to

[
μ− μ−1

2
∇x − i(μ+ μ−1)

2
∇y − iφ, ∇t + μ∇z + μ−1∇z

]
= 0. (12)

Note that the first operator is a linear operator in space variables. This is the Lax pair
we use to construct monopoles with continuous scattering data.

We need an equivalent form of the Lax pair to construct soliton monopoles. First
we make a change of coordinates and spectral parameter:

ξ = t + x

2
, η = t − x

2
, μ = τ − i

τ + i
.

A direct computation shows that

L1 = (τ + i)D1(μ)+ (τ − i)D2(μ) = τ∇ξ − ∇y + φ,

L2 = 1

i
((τ + i)D1(μ)− (τ − i)D2(μ)) = τ(∇y + φ)− ∇η,
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so [τ∇ξ − ∇y + φ, τ(∇y + φ) − ∇η] = 0. Change spectral parameter again by
λ = τ−1 to get

[λ(∇y − φ)− ∇ξ , λ∇η − ∇y − φ] = 0. (13)

This is the Lax pair we use to construct Bäcklund transformations and solitons for the
monopole equation. So we have

Proposition 4.1. The following statements are equivalent for (A, φ):

1. (A, φ) is a solution of the space-time monopole equation,

2. (11) holds for all μ ∈ C \ {0},
3. (12) holds μ ∈ C \ {0},
4. (13) holds for all λ ∈ C,

5. there exists Eμ(x, y, t) such that

⎧⎪⎨
⎪⎩

(
μ−μ−1

2 ∂x − i(μ+μ−1)
2 ∂y

)
Eμ = (

μ−μ−1

2 Ax − i(μ+μ−1)
2 Ay + iφ

)
Eμ,

(∂t + μ∂z + μ−1∂z)Eμ = (At + μAz + μ−1Az)Eμ,

E∗
μ̄−1Eμ = I,

(14)

6. there exists ψλ(x, y, t) such that⎧⎪⎨
⎪⎩
(λ∂y − ∂ξ )ψλ = (λ(Ay + φ)− Aξ)ψλ,

(λ∂η − ∂y)ψλ = (λAη − Ay + φ)ψλ,

ψ ∗̄
λ
ψλ = I,

(15)

7. Eμ(x, y, t) is a solution of (14) if and only if

ψλ(x, y, t) = E 1−iλ
1+iλ

(x, y, t)

is a solution of (15).

We call solutions of (14) and (15) frames of the monopole (A, φ). But frames are
not unique. In fact, if ψλ is a solution of (15) and φλ satisfies

(λ∂y − ∂ξ )φλ = (λ∂η − ∂y)φλ = 0, φ∗̄
λ
φλ = I, (16)

thenψλφλ is also a solution of (15). Moreover, given any meromorphic map h : C →
GL(n,C) that satisfies h(λ̄)∗h(λ) = I, then φλ(x, y, t) = h(y + λξ + λ−1η) is a
solution of (16). However, if (A, φ) is rapidly decaying in spatial variables, then we
can choose normalizations (boundary conditions at infinity) so that there is a unique
frame satisfying the normalization.
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5. Direct scattering for flows in the SU(n)-hierarchy

Let Vn = {(ξij ) ∈ su(n) | ξii = 0 ∀ 1 ≤ i ≤ n}. The phase space of evolution
equations in the SU(n)-hierarchy is the set S(R, Vn) of all smooth u : R → Vn that
are rapidly decaying.

Recall that u is a solution of the (b, j)-flow in the SU(n)-hierarchy if and only if⎧⎪⎨
⎪⎩
ψ−1
λ ∂xψλ = aλ+ u,

ψ−1
λ ∂tψλ = bλj +Qb,1(u)λ

j−1 + · · · +Qb,j (u),

ψ ∗̄
λ
ψλ = I

(17)

is solvable. Since u decays in x, it is natural to study solutions of the first linear
operator in (17) of the form eaλxm(x, λ). The direct scattering refers to the study of
singularities ofm(x, λ) in spectral parameter λ. This was done by Beals and Coifman:

Theorem 5.1 ([4]). If u ∈ S(R, Vn), then there exist a bounded discrete subset �u of
C \ R and a smooth map m : R × C \ (R ∪ �u) → GL(n,C) such that

1. ψ(x, λ) = eaλxm(x, λ) satisfies dxψ = ψ(aλ+ u),

(i) m(x, λ̄)∗m(x, λ) = I and limx→−∞m(x, λ) = I,

(ii) m(x, λ) is holomorphic for λ ∈ C \ (R ∪ �u), has poles at points in �u, and
m±(x, r) = lims→0± m(x, r + is) is smooth,

(iii) m has an asymptotic expansion at λ = ∞:

m(x, λ) ∼ I +m1(x)λ
−1 +m2(x)λ

−2 + · · · .

Moreover,

1. there is an open dense subset S0(R, Vn) of S(R, Vn) such that �u is a finite set
for u ∈ S0(R, Vn),

2. if the L1-norm of u is less than 1, then m(x, λ) is holomorphic in λ ∈ C \ R,
i.e., �u is empty,

3. set S(x, r) = m+(x, r)m−(x, r)−1, then S∗ = S and S(x, r) − I is rapidly
decaying in r .

The function m in the above theorem is called the reduced wave function for the
operator dx + aλ+ u, the poles and residues of m are called the discrete scattering
data, and the jump S is called the continuous scattering data of dx + aλ+ u.

Theorem 5.2 ([4], [5]). Letube a solution of the (b, j)-flow (2) in the SU(n)-hierarchy
such that u( ·, t) ∈ S(R, Vn), m( ·, t, ·) and S( ·, t, ·) the reduced wave function and
the continuous scattering data for dx + aλ + u( ·, t) respectively for each t . Set
ψ(x, t, λ) = eaλx+bλj tm(x, t, λ). Then:
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1. ψ is a solution of (17),

2.

{
∂xS = [S, ar],
∂tS = [S, brj ].

In particular one hasS(x, t, r) = e−(arx+brj t)s0(r)earx+br
j t for some mapping

s0 : R → GL(n,C) such that s∗0 = s0 and s0 − I is rapidly decaying.

3. If u( ·, 0) has only continuous scattering data, then so has u( ·, t).
4. If the reduced wave function m( ·, 0, λ) has a pole at λ = α, then so has
m( ·, t, λ) for all t .

5. u = [a,m1], where m1 is the coefficient of λ−1 in the asymptotic expansion of
m( ·, ·, λ) at λ = ∞.

6. Direct scattering for the space-time monopole equation

The linear system associated to the Lax pair (12) for the monopole equation is (14).
The first operator P1(μ) is a linear operator in spatial variables only. Given a rapidly
decaying initial data (A, φ) on R

2, the scattering data for the operator P1(μ) is the
singularity data of the solution Eμ for P1(μ)Eμ = 0 satisfying certain boundary
condition.

Definition 6.1. A rapidly decaying spatial pair (A, φ) : R
2 → ⊕4

i=1 su(n) is said to
have only continuous scattering data if there exists Eμ : R

2 → GL(n,C) defined on
O±
ε = {μ ∈ C | 1 < |μ|±1 < 1 + ε} for some ε > 0 such that

1.

{
P1(μ)Eμ = (

μ−μ−1

2 ∇x − i(μ+μ−1)
2 ∇y − iφ

)
Eμ = 0,

Eμ(∞) = I, E
u

−1 = (E∗
μ)

−1,

2. μ �→ Eμ(x, t) are holomorphic in μ ∈ O±
ε ,

3. the limits limμ∈O±,μ→eiθ Eμ = S±
θ exist.

It follows from the reality condition that S−
θ = (S+

θ )
∗−1

. We call the non-negative
Hermitian matrix

Sθ = (S−
θ )

−1S+
θ = (S+

θ )
∗S+
θ

the scattering matrix or the continuous scattering data.

LetW 2,1 denote the space of maps f whose partial derivatives up to second order
are in L1.

Theorem 6.2 ([32], [16], [13]). Assume that (A, φ) is a rapidly decaying spatial data
and (A, φ) is small in W 2,1. Then the continuous scattering matrix Sθ exists, I − Sθ
decays for each θ , and the scattering matrix Sθ satisfies
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(a) I − Sθ is small in L∞,

(b) S∗
θ = Sθ ≥ 0,

(c)
( − sin θ ∂

∂x
+ cos θ ∂

∂y

)
Sθ = 0.

Theorem 6.3 ([32], [16], [13]). If (A, φ) is a smooth solution of the space-time
monopole equation in R

2 ×(T1, T2) and decays in spatial variables, and has a smooth
continuous scattering data. Then

0 =
(
∂

∂t
+ cos θ

∂

∂x
+ sin θ

∂

∂y

)
Sθ .

Moreover, two gauge equivalent solutions give rise to the same scattering data.

Corollary 6.4. Let (A, φ) be as in Theorem 6.3. Then there is a unique s0 : R×S1 →
GL(n,C) such that s∗0 = s0, s0(r, eiθ ) is rapidly decaying in r ∈ R, and the continuous
scattering data for (A( ·, ·, t), φ( ·, ·, t)) is

Sθ (x, y, t) = s0(x cos θ + y sin θ − t, eiθ ).

7. Inverse scattering for the SU(n)-hierarchy via loop group factoriza-
tions

Given u ∈ S(R, Vn), the scattering data for the operator Lu = dx + aλ + u is the
singularities of the reduced wave function, which contains two parts, the continuous
(jumping line) and the discrete (poles) scattering data. The inverse scattering, which
constructs u from the scattering data of Lu, was done in [39], [4].

By Theorem 5.1, the scattering data only depends on f (λ) = m(0, 0, λ), wherem
is the reduced wave function. We identify the image of the scattering transform for
those u’s with only continuous scattering data as a homogeneous space, and then use
Pressley–Segal loop group factorization to construct the inverse scattering transform
([27]).

Let D− denote the group of smooth f : R → GL(n,C) such that

(i) f is the boundary value of a holomorphic map in C+ = {λ ∈ C | Im(λ) > 0},
(ii) f has the same asymptotic expansion at r = ±∞,

(iii) decompose f (r) = p(r)v(r) with p(r) upper triangular and v(r) unitary, then
p − I is rapidly decaying.

Suppose u is a solution of the (b, j)-flow (2) in the SU(n)-hierarchy with only
continuous scattering data, and m(x, t, λ) the reduced wave function for u. Then
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m(x, t, ·) ∈ D−. Set f (λ) = m(0, 0, λ). Since ψ(x, t, λ) = eaλx+bλj tm(x, t, λ)
satisfies (17),

E(x, t, λ) = f (λ)−1e(aλx+aλ2t)m(x, t, λ), (18)

is a solution of (17) with E(0, 0, λ) = I. Because the right hand side of (18) is
holomorphic in C+, E(x, t, λ) is holomorphic in λ ∈ C+. Proposition 2.2 implies
that E satisfies the U(n)-reality condition E(x, t, λ̄)∗E(x, t, λ) = I. So by the
reflection principal E(x, t, λ) is holomorphic for all λ ∈ C.

Set ea,1(x)(λ) = eaλx , eb,j (t) = ebλ
j t ,E(x, t)(λ) = E(x, t, λ), andm(x, t)(λ) =

m(x, t, λ). Then we can rewrite (18) as

f−1ea,1(x)eb,j (t) = E(x, t)m(x, t)−1. (19)

Heref,m(x, t) ∈ D−, and ea,1(x)eb,j (t) andE(x, t)holomorphic in C and satisfy the
U(n)-reality condition. To construct the inverse scattering is to construct m from f .
In other words, given f ∈ D−, we want to find a method to factor f−1ea,1(x)eb,j (t)

asE(x, t)m−1(x, t) such thatE(x, t) satisfies theU(n)-reality condition and is holo-
morphic in C and m(x, t) ∈ D− for all (x, t). We need Pressley–Segal loop group
factorization [22] given below to do this factorization.

Let S2 \ S1 = C ∪ {∞} = �+ ∪ �−, where �+ = {μ ∈ C | |μ| < 1} and
�− = {λ ∈ S2 | |μ| > 1}. Let �(SL(n,C)) denote the group of smooth loops
g : S1 → SL(n,C), and�+(SL(n,C)) the subgroup of g ∈ �(SL(n,C)) such that g
can be extended to a holomorphic map on �+ and g(−1) is upper triangular with
real diagonal entries. Let �(SU(n)) denote the loops in SU(n). The Pressley–Segal
factorization is the analogue of the Iwasawa decomposition of SL(n,C) for loop
groups:

Theorem 7.1 (Pressley–Segal Factorization Theorem [22]). The multiplication map
from �(SU(n))×�+(SL(n,C)) to �(SL(n,C)) is a bijection. In particular, given
f ∈ �(SL(n,C)), there exist unique g ∈ �(SU(n)) and h+ ∈ �+(SL(n,C)) such
that f = gh+.

If we change the spectral parameter λ by the linear fractional transformation
μ = 1+iλ

1−iλ , then we can see that D− is isomorphic to a subgroup of �+(SL(n,C)).
In fact, we have

Proposition 7.2 ([27]). Given a map g : S1 → GL(n,C), let �(g) : R → GL(n,C)
be the map defined by �(g)(r) = g

(1+ir
1−ir

)
. Then:

1. g is smooth if and only if�(g) is smooth and has the same asymptotic expansion
at r = ±∞.

2. j∞(g − I)−1 = 0 (the infinite jet of g − I at μ = −1) if and only if �(g)− I
is rapidly decaying.
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3. Suppose g extends holomorphically to |μ| < 1, and define g on |μ| > 1 by
g(μ) = (g(μ̄−1)∗)−1. Then f (λ) = g

(1+iλ
1−iλ

)
is holomorphic in λ ∈ C \ R and

satisfies the reality condition f (λ̄)∗f (λ) = I.

Corollary 7.3. D− is isomorphic to the subgroup of g ∈ �+(SL(n,C)) such that
j∞(h− I)−1 = 0 where g = hv with h upper triangular and v unitary.

Now we go back to the problem of factorizing f−1ea,1(x). By Proposition 7.2,
�−1(f−1ea,1(x)) does not belong to �(SL(n,C)). So we can not use Theorem 7.1
to do the factorization directly. However, if we write f = pv with p upper triangular
and v unitary, then by definition of D−, p − I is rapidly decaying. This implies that
�−1(e−1

a,1(x)p
−1ea,1(x)) lies in �(SL(n,C)). Apply the Pressley–Segal loop group

factorization to get
e−1
a,1(x)p

−1ea,1(x) = B(x)m(x)−1

such that �−1(B(x)) ∈ �(SU(n)) and �−1(m(x)) ∈ �+(SL(n,C)). Since p(λ),
ea,1(x)(λ), and m(x)(λ) are smooth for λ ∈ R and can be extended holomorphically
to λ ∈ C+, so is B(x)(λ). But B(x)(λ) is unitary for λ ∈ R implies that B(x)(λ) can
be extended holomorphically across the real axis in the λ-plane by definingB(x)(λ) =
(B(x)(λ̄)∗)−1. Hence λ �→ B(x)(λ) is holomorphic for all λ ∈ C. Therefore

f−1ea,1(x) = v−1p−1ea,1(x) = v−1ea,1(x)(e
−1
a,1(x)p

−1ea,1(x))

= v−1ea,1(x)B(x)m(x)
−1 = E(x)m(x)−1.

But E(x)(λ) = v−1(λ)eaλxB(x)(λ) is holomorphic for λ ∈ C.
Since E(x, λ) = f−1(λ)eaλxm(x, λ),

E−1∂xE = m−1∂xm+m−1aλm.

Use the asymptotic expansion at λ = ∞ to conclude that E−1∂xE must be a degree
one polynomial in λ. So ifm1(x) is the coefficient of λ−1 in the asymptotic expansion
of m(x, λ) at λ = ∞, then

E−1∂xE = aλ+ uf , where uf = [a,m1].
Note that the scattering data of dx + aλ+ uf is e−aλxf+f−1− eaλx . However, the map
F (f ) = uf is not one to one. In fact, uf1 = uf2 if and only if there is h ∈ D− such
that h(r) is diagonal for all r ∈ R. These give a rough idea of how the following
results are obtained.

Theorem 7.4 ([27]). Assume a, b are diagonal matrices in su(n), and a has distinct
eigenvalues. If f ∈ D−, then there exist E(x, t, λ) and m(x, t, λ) such that

1. f−1ea,1(x)eb,j (t) = E(x, t, ·)m(x, t, ·)−1,

2. E is holomorphic for λ ∈ C, E(x, t, λ̄)∗E(x, t, λ) = I , and m(x, t, ·) ∈ D−,
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3. uf = [a,m1] is a solution of the (b, j)-flow equation (2) in the SU(n)-
hierarchy, and E is the frame for the Lax pair associated to u with initial
condition E(0, λ) = I , where m1(x, t) is the coefficient of λ−1 in the asymp-
totic expansion of m(x, t, λ) at λ = ∞,

4. uf (x, t) is defined for all (x, t) ∈ R
2 and is rapidly decaying in x for each t ,

5. if f also satisfies the SU(n)/SO(n)-reality condition, then uf is a solution of
the (b, j)-flow in the SU(n)/SO(n)-hierarchy.

Theorem 7.5 ([27]). Let Sc(R, Vn) denote the space of all u ∈ S(R, Vn) such that
Lu = dx + aλ + u has only continuous scattering data, and D−(A) denotes the
subgroup of f ∈ D− such that f (r) is diagonal for all r ∈ R, and F : Sc(R, Vn) →
D−/D−(A) defined by F (u) = [m(0, ·)] , wherem(x, λ) is the reduced wave function
of Lu = dx + aλ+ u. Then F is a bijection, and F −1([f ]) = [a,m1] , where m1 is
the coefficient of λ−1 in the asymptotic expansion of m at λ = ∞.

Theorem 7.6 ([27]). Let Lτ+(SL(n,C)) denote the group of holomorphic maps
f : C → GL(n,C) that satisfy the SU(n)-reality condition, and D+(A) the sub-
group of Lτ+(SL(n,C)) generated by {eb,j (t) | b ∈ su(n) diagonal, j ≥ 1 integer}.
Then D+(A) acts on D−/D−(A) by ea,j (t)∗[f ] = [m(t)] , wherem(t) is obtained by
factoringf−1eb,j (t) = E(t)m(t)−1 such thatE(t) ∈ Lτ+(SL(n,C)) andm(t) ∈ D−.
Moreover, the (b, j)-flow in the SU(n)-hierarchy corresponds to the action of eb,j (t)
on D−/D−(A) under the isomorphism F .

Theorem 7.7 ([27]). Let a1, a2, . . . , an be linearly independent diagonal matrices in
u(n), and f ∈ D−. Then we can factor

f−1ea1,1(x1) . . . ean,1(xn) = E(x)m(x)−1

such that E(x) ∈ Lτ+(GL(n,C)) and m(x) ∈ D−. Moreover,

1. v = m⊥
1 is a solution of the U(n)-system, wherem1(x) is the coefficient of λ−1

in the asymptotic expansion of m(x)(λ) at λ = ∞ and ξ⊥ = ξ − ∑n
i=1 ξiieii ,

2. if f ∈ D− satisfies the U(n)
O(n)

-reality condition, then v = (m1)
⊥ is a solution of

the U(n)
O(n)

-system.

In other words, the U(n)-system is the system obtained by putting together the
(a1, 1)-, . . . , (an, 1)-flow in the U(n)-hierarchy.

8. The inverse scattering for monopole equations

The scattering data of the linear operator

P1(μ) = μ∇z − μ−1∇z − iφ
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on the z = x + iy plane for the rapidly decaying spatial pair (A, φ) is a smooth
map s0 : R

1 × S1 → GL(n,C). The inverse scattering for P1(μ), which constructs
(A, φ) : R

2 → ⊕4 su(n) from s0, was done in [32], [16]. In this section, we give
a brief review of the construction of the inverse scattering transform for P1(μ) via
Pressley–Segal loop group factorization given in [13].

Theorem 8.1 ([13]). Suppose s : R×S1 → GL(n,C) is smooth such that s∗ = s ≥ 0
and s(r, eiθ )− I is rapidly decaying for r ∈ R. Define

S(x, y, t, eiθ ) = s(x cos θ + y sin θ − t, eiθ ).

Then there exists a smooth E : R
2,1 × (C \ S1) → GL(n,C) such that

1. E∗
μ̄−1Eμ = I, where Eμ = E(. . . , μ),

2. ((∂t+μ∂z)Eμ)E−1
μ = B0+μB1 and ((∂t+μ−1∂z)Eμ)E

−1
μ = −(B∗

0 +μ−1B∗
1 )

for some B0, B1 : R
2,1 → sl(n,C),

3. if we set Az = 1
2B1, At = 1

2 (B0 − B∗
0 ), φ = i

2 (B0 + B∗
0 ), then (A, φ) is a

solution of the space-time monopole equation decaying rapidly in the spatial
variables,

4. the scattering data for (A( ·, ·, t), φ( ·, ·, t)) is S( ·, ·, t, ·).
Here is a sketch of the proof: Set Sμ = S(. . . , μ) for |μ| = 1. Write Sμ =

P 2
μ with P ∗

μ = Pμ. By Pressley–Segal Factorization Theorem 7.1 we can factor
Pμ = UμE

+
μ with U· a loop in SU(n) and E+

μ extends holomorphically to |μ| < 1.
Define E−

μ = ((E+
μ̄−1)

∗)−1 for |μ| > 1. Then Sμ = (E−
μ )

−1E+
μ . The rest of

the theorem can be proved using the fact that (− sin θ ∂x + cos θ ∂y)S = 0 and
(cos θ ∂x + sin θ ∂y − ∂t )S = 0.

Corollary 8.2 ([13]). Suppose (A0, φ0) is a rapidly decaying spatial pair with only
continuous scattering data. Then there is a global solution (A, φ) of the space-time
monopole equation decaying rapidly in the spatial variables such that the scattering
data of (A( ·, ·, 0), φ( ·, ·, 0)) and (A0, φ0) are the same. Moreover, any two such
solutions are gauge equivalent.

Corollary 8.3. There is a bijective correspondence between the space of solutions
of the space-time monopole equation with only continuous scattering data mod-
ulo the gauge group, and the group of maps f : R → �τ+(SL(n,C)) such that
(f ∗f )(r)(eiθ )− I is rapidly decaying in r ∈ R.

9. Birkhoff factorization and local solutions

The factorization (19)

f−1(λ)eaλx+bλj t = E(x, t, λ)m(x, t, λ)−1



Applications of loop group factorization to geometric soliton equations 943

is for f,m(x, t, ·) in D− and E holomorphic in λ ∈ C and satisfies the U(n)-reality
condition. However if f is holomorphic at λ = ∞, then we can use the Birkhoff
factorization to get E and m such that E is holomorphic in C and m is holomorphic
at λ = ∞. Moreover, it can be shown easily that E is the frame of a solution of the
(b, j)-flow with E(0, 0, λ) = I. Since the Birkhoff factorization only works on an
open dense subset of loops, solutions constructed this way are local solutions defined
in a neighborhood of (0, 0).

Let ε > 0, and Oε = {λ | |λ| > 1
ε
} an open neighborhood of ∞ in S2 = C ∪ {∞}.

Then S2 = C ∪ Oε. Let Lτ (SL(n,C)) denote the group of holomorphic maps f
from C ∩ O∞ to SL(n,C) satisfying the SU(n)-reality condition f (λ̄)∗f (λ) = I,
Lτ+(SL(n,C)) the subgroup of f ∈ Lτ (SL(n,C)) that extend holomorphically to C,
and Lτ−(SL(n,C)) the subgroup of f ∈ Lτ (SL(n,C)) that extend holomorphically
to Oε and satisfying f (∞) = I .

Theorem 9.1 (Birkhoff Factorization Theorem (cf. [22])). The multiplication map
Lτ+(SL(n,C)) × Lτ−(SL(n,C)) → Lτ (SL(n,C)) is injective and the image is an
open dense subset of Lτ (SL(n,C)).

Let a, b be diagonal matrices in su(n) such that a is regular. Then ea,1(x)eb,j (t) ∈
Lτ+(SL(n,C)). Given f ∈ Lτ−(SL(n,C)), by the Birkhoff factorization there exists
δ > 0 such that

f−1ea,1(x)eb,j (t) = E(x, t)m(x, t)−1

with E(x, t) ∈ Lτ+(SL(n,C)) and m(x, t) ∈ Lτ−(SL(n,C)) for all (x, t) ∈ Bδ(0).
Here Bδ(0) is the ball of radius δ centered at (0, 0). Then{

E−1∂xE = m−1mx +m−1aλm,

E−1∂tE = m−1mx +m−1bλjm.

Since m is holomorphic at λ = ∞ and m(x, t)(∞) = I, E−1∂xE and E−1∂tE must
be a polynomial of degree 1 and j in λ respectively. Hence E must be a frame of a
solution of the (b, j)-flow in the SU(n)-hierarchy. So we have

Theorem 9.2 ([27]). If f ∈ Lτ−(SL(n,C)), then there exist an open neighbor-
hood O of (0, 0), E(x, t) ∈ Lτ+(SL(n,C)), and m(x, t) ∈ Lτ−(SL(n,C)) such that
f−1ea,1(x)eb,j (t) = E(x, t)m(x, t)−1 for all (x, t) ∈ O. Moreover,

1. u = [a,m1] is a solution of the (b, j)-flow in the SU(n)-hierarchy, where
m1(x, t) is the coefficient of λ−1 the expansion of m(x, t)(λ) at λ = ∞, (we
will use f ∗ 0 to denote u),

2. E is the frame of the Lax pair of u such that E(0)(λ) = I,

3. if f satisfies the SU(n)/SO(n)-reality condition, then u = [a,m1] is a solution
of the (b, j)-flow in the SU(n)/SO(n)-hierarchy.
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Note that for f ∈ D−, Theorem 7.4 gives a global solution uf of the (b, j)-flow
on S(R, Vn) in the SU(n)-hierarchy. But for f ∈ Lτ−(SL(n,C)), the above theorem
only gives a local solution of the (b, j)-flow in general.

Theorem 9.3 ([27]). If f ∈ Lτ−(GL(n,C)), then there exist an open neighborhood
O of 0 in R

n, E(x) ∈ Lτ+(GL(n,C)) andm(x) ∈ Lτ−(GL(n,C)) for x ∈ O such that
f−1ea1,1(x1) . . . ean,1(xn) = E(x)m(x)−1. Moreover,

1. v = m⊥
1 is a solution of the U(n)-system, wherem1(x) is the coefficient of λ−1

in the expansion of m(x)(λ) at λ = ∞ and m⊥
1 = m1 − ∑

i (m1)iieii , (we will
use f ∗ 0 to denote v),

2. E is the frame of the Lax pair (6) of v such that E(0)(λ) = I,

3. If f also satisfies theU(n)/O(n)-reality condition, then v = f ∗0 is a solution
of the U(n)/O(n)-system.

10. Bäcklund transformations for the U(n)-hierarchy

In general, the solution f ∗ 0 constructed in Theorem 9.2 has singularities. But if f
is rational, then f ∗ 0 is a global solution of the (b, j)-flow in the SU(n)-hierarchy,
and can be computed explicitly. These are the soliton solutions. Moreover, if f is
rational with only one simple pole and E is a frame of a solution u, then the Birkhoff
factorization fE = Ẽf̃ can be carried out by an explicit algebraic algorithm so
that Ẽ is a frame of the new solution. These give Bäcklund transformations for the
(b, j)-flow.

If α ∈ C \ R and π is a Hermitian projection of C
n, then the map

gα,π (λ) = I + α − α

λ− α
π

satisfies the U(n)-reality condition. So gα,π ∈ Lτ−(GL(n,C)).
The following theorem is a key ingredient for constructing Bäcklund transforma-

tions for the (b, j)-flow in the SU(n)-hierarchy.

Theorem 10.1 ([29]). Given f ∈ Lτ+(SL(n,C)) and gα,π , let π̃ be the Hermitian
projection of C

n onto f (α)−1(Im π). Then gα,πf = f̃gα,π̃ and f̃ ∈ Lτ+(SL(n,C).

Proof. Set f̃ (λ) = gα,π (λ)f (λ)gα,π̃ (λ)
−1 = (I + α−α

λ−α π
⊥)f (λ)(I + α−α

λ−α π̃
⊥). Note

that f̃ is holomorphic for λ ∈ C \ {α, α}. But

Res(f̃, α) = (α − α)π⊥f (α)π̃, Res(f̃, α) = (α − α)πf (α)π̃⊥.

By definition f (α)(Im π̃) = Im π , so f̃ is holomorphic at λ = α. Set V = Im π and
Ṽ = Im π̃ . Since f satisfies the reality condition, we have

(f (α)(Ṽ ⊥), V ) = (Ṽ ⊥, f (α)∗(V )) = (Ṽ ⊥, f (α)−1(V )) = (Ṽ ⊥, Ṽ ) = 0.
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This implies that Res(f̃, α) = 0, hence f̃ is holomorphic in C. �

The proof of the above theorem in fact gives the following more general result:

Theorem 10.2 ([12]). Let O be an open subset of C that is invariant under complex
conjugation, and f : O → SL(n,C) a meromorphic map satisfying the U(n)-reality
condition. Let α ∈ C \ R, and π a Hermitian projection of C

n. Suppose f is
holomorphic and non-singular at λ = α. Let π̃ denote the Hermitian projection
of C

n onto f (α)−1(Im π). Then gα,πf = f̃gα,π̃ , and f̃ is holomorphic and non-
degenerate at λ = α and satisfies the U(n)-reality condition.

Theorem 10.3 (Bäcklund transformation for the (b, j)-flow, [29]). Suppose u is a
solution of the (b, j)-flow (2) in the SU(n)-hierarchy, and E(x, t, λ) is the frame for
the Lax pair of u such that E is holomorphic for λ ∈ C and E(0, 0, λ) = I. Given
α ∈ C \ R and a Hermitian projection π of C

n, set π̃(x, t) to be the Hermitian
projection ofE(x, t, α)−1(Im π), Ẽ = gα,πEg

−1
α,π̃

, and ũ = u+ (α−α)[a, π̃ ]. Then

1. ũ is again a solution of (2), and Ẽ is the frame of ũ,

2. if u is smooth for all (x, t) ∈ R
2, then so is ũ,

3. if u(x, t) is rapidly decaying in x for all t , then so is gα,π ∗ u.

Let Dr− denote the group of rational maps g : S2 → GL(n,C) that satisfy the
U(n)-reality condition and g(∞) = I. Uhlenbeck proved in [30] that Dr− is generated
by the set {gα,π | α ∈ C \ R, π is a Hermitian projection of C

n}.
A pure soliton for the (b, j)-flow is a solution that is rapidly decaying in the spatial

variable, has no continuous scattering data and has finitely many discrete scattering
data, so its reduced wave functionm(x, λ) is rational in λ. Or equivalently, its reduced
wave function m lies in the group Dr−.

Corollary 10.4 ([29]). The group Dr− acts on the space of solutions of the (b, j)-flow
in the SU(n)-hierarchy. In fact, if g = gα1,π1 . . . gαk,πk , then g ∗ u = gα1,π1 ∗ (· · · ∗
(gαk.πk ∗ u) · · · ).
Corollary 10.5 ([27]). Let E0(x, t, λ) = eaλx+bλj t (E0 is the frame for the vacuum
solution u = 0 of the (b, j)-flow). If we apply BT (Theorem 10.3) to E0 repeat-
edly, then we obtain all pure soliton solutions of the (b, j)-flow, i.e., solutions with
continuous scattering data S = I and finitely many discrete scattering data.

Theorem 10.6 ([27]). Let u be the global solution of the (b, j)-flow (2) in the SU(n)-
hierarchy constructed in Theorem 7.4 with only continuous scattering data, andE its
frame. If we apply BT (Theorem 10.3) repeatedly toE, then we obtain solutions of the
(b, j)-flow that have both continuous and finite discrete scattering data. Conversely,
any solution u of the (b, j)-flow in the SU(n)-hierarchy that has continuous scattering
data and finite discrete scattering data can be constructed this way.
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Theorem 10.7 (Bäcklund transformation for the U(n)-system, [29]). Suppose v is
a solution of the U(n)-system, and E(x, λ) is the frame for the Lax pair of v such
that E is holomorphic for λ ∈ C and E(0, λ) = I. Given α ∈ C \ R and a Hermitian
projection π of C

n, set π̃(x) to be the Hermitian projection of E(x, α)−1(Im π),
Ẽ = gα,πEg

−1
α,π̃

, and ṽ = v + (α − α)π̃⊥, where ξ⊥ = ξ − ∑n
i=1 ξiieii . Then

1. ṽ is again a solution of the U(n)-system, and Ẽ is a frame of the Lax pair of ṽ,

2. if v is smooth for all x ∈ R
n, then so is ṽ.

The group Dr− acts on the space of solutions of the U(n)-system such that
gα,π ∗ v = ṽ, where ṽ is given in the above theorem.

It is easy to see that if u is a solution of the U(n)
O(n)

-system, s ∈ R, and π = π , then
gis,π satisfies the U(n)/O(n)-reality condition and gis,π ∗ u is also a solution of the
U(n)
O(n)

-system. In general,

Corollary 10.8 ([29]). If g ∈ Dr− satisfies the U(n)
O(n)

-reality condition and v is a

solution of the U(n)
O(n)

-system, then g ∗ v is again a solution of the U(n)
O(n)

-system.

11. Bäcklund transformations for the space-time monopole equation

We use Lax pair (13) to construct soliton solutions and Bäcklund transformations for
the monopole equation. Since the spectral parameter λ in (13) is related to the spectral
parameter μ in (12) by μ = 1−iλ

1+iλ , the continuous scattering data for (13) is the jump
across the real axis, and the discrete scattering data is given by the poles in C \ R and
their residues.

Definition 11.1. A monopole (A, φ) rapidly decaying in the spatial variable is a k-
soliton if there is a gauge equivalent monopole with a frame (solution of (15)) ψλ
that is rational in λ with k poles, ψ∞ = I, and lim‖(x,y)‖→∞ ψλ(x, y, t, λ) = h(λ) is
independent of t .

We identify the set of all rank k Hermitian projections of C
n as the complex

Grassmannian Gr(k,Cn) by π �→ Im π .

Theorem 11.2 ([33]). Let α ∈ C \ R, π0 : S2 → Gr(k,Cn) a holomorphic map,
ξ = 1

2 (t + x), η = 1
2 (t − x), π(x, y, t) = π0(y + αξ + α−1η), and

gα,π (x, y, t) = I + α − α

λ− α
π(x, y, t).

Then gα,π is a 1-soliton monopole frame. Moreover, all 1-soliton frames are of this
form up to gauge equivalence.
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The following theorem is a consequence of Theorem 10.2 and the fact that λ∂y−∂ξ
and λ∂η − ∂y are derivations.

Theorem 11.3 (BT for monopoles, [12]). Suppose α ∈ C \ R is a constant, and ψ
is a frame of the monopole solution (A, φ) (i.e., solution of (15)), and ψ(x, y, t, τ )
is holomorphic and non-degenerate at τ = α. Let gα,π be a 1-soliton monopole
frame, π̃(x, y, t) the Hermitian projection of C

n onto ψ(x, y, t, α)(Im π(x, y, t)),
and ψ̃ = gα,π̃ψg

−1
α,π . Then

1. ψ̃ is holomorphic and non-degenerate at τ = α,

2. ψ1 = gα,π̃ψ = ψ̃gα,π is a frame for (15) with Ã, φ̃ given by

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ãη = Aη,

Ãξ = (1 − a
α
)(∂ξ π̃)h+ h−1Aξh,

Ãy + φ̃ = Ay + φ,

Ãy − φ̃ = (1 − α
α
)(∂yπ̃)h+ h−1(Ay − φ)h,

where h = π̃ + α
α
π̃⊥,

3. (Ã, φ̃) is a solution of the space-time monopole equation.

If we apply Theorem 11.3 to a 1-soliton k-times, then we get a (k + 1)-soliton
whose frame has (k + 1) distinct simple poles. Moreover, we have

Corollary 11.4. Suppose (A, φ) is a solution of the space-time monopole equation
with only continuous scattering data and E is its frame constructed in Theorem 8.1.
If we apply Theorem 11.3 to E repeatedly, then we obtain a monopole whose frame
has both continuous scattering data and finitely many distinct simple poles.

Note that a BT for flows in the SU(n)-hierarchy adds to a given solution, a soliton
with scattering pole at α, regardless of whether the given solution already has a
scattering pole at α or not. But this is not the case for the monopole equation, so BTs
produce soliton monopole frames with distinct simple poles only. Ward and his group
([35], [19], [3], [20]) take limits of soliton monopole frames with 2 and 3 distinct
poles to construct 2- and 3-soliton monopoles with a double and a triple pole at i that
are time dependent. Dai and Terng used BT (Theorem 11.3) and a systematic limiting
method to construct rational monopole frames with arbitrary poles and multiplicities:

Theorem 11.5 ([12]). Given αi ∈ C \ R and positive integers ni for 1 ≤ i ≤ k,
there are soliton monopole frames that are rational and have poles at α1, . . . , αk with
multiplicities n1, . . . , nk .

Below is a more general Bäcklund transformation that adds a multiplicity k pole
at λ = α to a given monopole frame.
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Theorem 11.6 ([12]). Suppose ψ is a monopole frame that is holomorphic and non-
degenerate at λ = α and φ is a soliton (rational) monopole frame with a single pole
at λ = α with multiplicity k. Then there exist unique φ̃, ψ̃ such that ψ1 = φ̃ψ = ψ̃φ

is a monopole frame, φ̃ is rational with a single pole at λ = α with multiplicity k,
and ψ̃ is holomorphic and non-degenerate at λ = α. We use φ ∗ ψ to denote ψ1.

Theorem 11.7 ([13]). If ψ is a monopole frame with both continuous scattering data
and finitely many poles, then there exist unique monopole frames ψc and φ such
that ψc has only continuous scattering data, φ has only discrete scattering data, and
ψ = φ ∗ ψc.
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1. Introduction

A Kleinian reflection group � is a discrete group generated by reflections in the faces
of hyperbolic polyhedron P ⊂ H3. We may assume that the dihedral angles of P

are of the form π/n, n ≥ 2, in which case P forms a fundamental domain for the
action of � on H3. If P has finite volume, then H3/� = O is a hyperbolic orbifold
of finite volume, which is obtained by “mirroring” the faces of P . Andreev gave
a combinatorial characterization of hyperbolic reflection groups in 3-dimensions, in
terms of the topological type of P and the dihedral angles assigned to the edges
of P [1]. A reflection group � is maximal if there is no reflection group �′ such that
� < �′. We shall defer the definition of arithmetic groups until later, but a theorem
of Margulis implies that � is arithmetic if and only if [Comm(�) : �] = ∞, where
Comm(�) = {g ∈ Isom(H3) | [� : g−1�g ∩ �] < ∞} [14]. The main theorem of
this paper is that there are only finitely many arithmetic Kleinian groups which are
maximal reflection groups.

The argument generalizes an argument of Long–MacLachlan–Reid [12], which
implies that there are only finitely many arithmetic minimal hyperbolic 2-orbifolds
with bounded genus. Their argument is in fact a generalization of an argument of
Zograf [26], who reproved that there are only finitely many congruence groups � com-
mensurable with PSL(2, Z) such that H2/� has genus 0 (this was proven originally
by Dennin [4], [5], and was known as Rademacher’s conjecture). The key ingredient
of their argument is a theorem of Vigneras [20] (based on work of Gelbart–Jacquet [7]
and Jacquet–Langlands [10]), which implies that a congruence arithmetic Fuchsian
group has λ1 ≥ 3

16 (and which has a generalization to higher dimensions [3]). The
other key ingredient is an estimate of Zograf [27], which implies that for a hyperbolic
2-orbifold O, λ1(O)Vol(O) is bounded linearly by the genus of O. Zograf’s argument
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is based on a sequence of improvements of a result of Szëgo (who did this for planar
domains)[18], by Hersch (for S2) [9], Yang–Yau (for orientable surfaces) [25], and
Li–Yau (for non-orientable surfaces and manifolds of a fixed conformal type) [11].
We observe that the Li–Yau argument (sharpened by El Soufi–Ilias [6]) generalizes
to orbifolds, and we then apply this to arithmetic Kleinian reflection groups.

In the concluding section, we consider how one might generalize this result to
higher dimensions to prove

Conjecture 1.1. There are only finitely many maximal arithmetic reflection groups
in Isom(Hn), n > 1.

2. Conformal volume of orbifolds

Conformal volume was first defined by Li–Yau, partially motivated by generalizing
results on surfaces due toYang–Yau, Hersch, and Szëgo. We generalize this notion to
orbifolds. Let (O, g) be a compact Riemannian orbifold, possibly with boundary. Let
|O| denote the underlying topological space. Denote the volume form by dvg , and
Vol(O, g) its volume. Let Möb(Sn) denote the conformal transformations of Sn. It
is well known that Möb(Sn) = Isom(Hn+1). |O| has a codimension zero dense open
subset which is a Riemannian manifold. We will say that a map ϕ : |O1| → |O2| is
PC if it is a continuous map which is piecewise conformal on the open submanifold
of |O1| which maps to the manifold part of |O2|. Clearly, if ϕ : |O| → Sn is PC, and
μ ∈ Möb(Sn), then μ
ϕ is also PC. Let can denote the canonical round metric on Sn.

Definition 2.1. For a piecewise smooth map ϕ : |O| → (Sn, can), define

Vc(n, ϕ) = sup
μ∈Möb(Sn)

Vol(O, (μ 
 ϕ)∗(can)).

If there exists a PC map ϕ : |O| → Sn, then we also define

Vc(n, O) = inf
ϕ : O→Sn PC

Vc(n, ϕ).

Vc(n, O) is denoted the (n-dimensional) conformal volume of O.

Remark. For our application, it would suffice to define a PC map to be Lipschitz
and a.e. conformal. It seems likely that our definition of conformal volume coincides
with that of Li–Yau for manifolds, but we have not checked this (it would suffice to
show that a PC map can be approximated by conformal maps).

If there exists a piecewise isometric map ϕ : (|O|, g) → En for some n, then
clearly Vc(n, O) is well-defined, since En has a conformal embedding into Sn. For
an orbifold (O, g), to prove that Vc(n, O) is well-defined, one need only check that
(|O|, g) embeds piecewise isometrically into some compact Riemannian manifold,
in which case the Nash isometric embedding theorem implies that (|O|, g) embeds
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piecewise isometrically into En, for some n. We will only apply conformal volume
to orbifolds which will obviously have a PC map to Sn, for some n. We record basic
facts about conformal volume which were recorded in [11], and which carry over to
our notion of conformal volume for orbifolds.

Fact 1. If O admits a degree d PC map onto another orbifold P , then

Vc(n, O) ≤ |d|Vc(n, P ).

Fact 2. Since Sn ↪→ Sn+1 embeds isometrically, it is clear that Vc(n, O) ≥
Vc(n + 1, O). Define the conformal volume Vc(O) = limn→∞ Vc(n, O).

Fact 3. If O is of dimension m, and ϕ : |O| → Sn is a PC map, then

Vc(n, ϕ) ≥ Vc(n, Sm) = Vol(Sm).

The same argument as in Li–Yau works here: “blow up” about a smooth manifold
point of ϕ(|O|) so that the image Hausdorff limits to a geodesic sphere of dimension m.

Fact 4. If O is an embedded suborbifold of the orbifold P , and ϕ : |P | → Sn

is PC, then Vc(n, ϕ) ≥ Vc(n, ϕ||O|). Thus, Vc(n, P ) ≥ Vc(n, O).

3. Finite subgroups of O(3)

Lemma 3.1. Let G < O(3) be a finite subgroup. Then there exists a group G′,
G ≤ G′ < O(3), which is generated by reflections such that [G′ : G] ≤ 4.

Proof. This follows from a case-by-case analysis of spherical 2-orbifolds. We will
use Conway’s notation for spherical orbifolds (see e.g. ch. 13 [19]).

Case (∗), (∗p, p)or (∗p, q, r): These orbifold groups are generated by reflections.

Case (p, p) or (p, q, r): These 2-fold cover (∗p, p) or (∗p, q, r) respectively.

Case (n∗): This 2-fold covers (∗n, 2, 2).

Case (2 ∗ m): This 2-fold covers (∗2m, 2, 2).

Case (3 ∗ 2): This 2-fold covers (∗4, 3, 2).

Case (n|
): This 2-fold covers (2n∗)
2:1−−→ (∗2n, 2, 2) (this includes the case n = 1,

i.e. (1|
) = RP2).

This exhausts all possible spherical orbifolds, and we see that in each case the
orbifold fundamental group is of index ≤ 4 in a reflection group (all but the last case
have index ≤ 2). �

Question. Given a dimension n, is there a constant C(n) such that any finite subgroup
of O(n) is of index ≤ C(n) in a reflection group? If so, then one should be able to
prove Conjecture 7.1. We suspect the answer to this question is no, which is why we
have not been able to generalize the proof in this section to higher dimensions.
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4. Eigenvalue bounds

We observe that the argument of Thm. 2.2 [6] generalizes to our context of orbifolds
(their theorem sharpens Cor. 3, Sect. 2 of [11]). If (O, g) is a Riemannian orbifold
with piecewise smooth boundary, then λ1(O, g) is the first non-zero eigenvalue of �g

on O with Neumann boundary conditions.

Theorem 4.1 ([6]). Let (O, g) be a compact Riemannian orbifold of dimension m,
possibly with boundary. If ϕ : |O| → Sn is a PC map,

λ1(O, g)Vol(O, g)
2
m ≤ mVc(n, ϕ)

2
m .

Proof. Let X = (X1, . . . , Xn+1) be the coordinate functions on Sn ⊂ Rn+1. Then∑n+1
i=1 X2

i = 1, restricted to Sn.

Lemma 4.2. There exists μ ∈ Möb(Sn) such that
∫
O X 
 μ 
 ϕ dvg = 0.

Proof. Let x ∈ Sn. For 0 ≤ t < 1, tx ∈ Hn+1, let μtx ∈ Möb(Sn) = Isom(Hn+1)

be the hyperbolic translation along the ray Rx taking 0 to tx (thus, μ0x = μ0 = Id).
Let H(tx) = 1

Vol(O,g)

∫
O X 
 μtx 
 ϕ dvg . We may think of H as defining a function

H : Hn+1 → Hn+1, which gives the center of mass of the measure coming from
ϕ∗dvg , where we take the point −tx to be the origin of the sphere Sn = ∂Hn+1 by the
conformal map μtx . As t → 1, all of the mass of μtx 
 ϕ(O) becomes concentrated
at x, and we see that H extends to a continuous function H : Bn+1 → Bn+1 (where
Bn+1 = Hn+1 ∪Sn) such that H|Sn = Id|Sn . Thus, H is onto, so there exists y ∈ Hn+1

such that H(y) = 0, and we take μ = μy . �

Now replace ϕ with μ 
 ϕ, noting that this is still a PC map. Then Xi 
 ϕ may be
used as test functions in the Rayleigh–Ritz quotient, since they are Lipschitz functions
which are L2 orthogonal to the constant function. Thus,

λ1(O)

∫
O

|Xi 
 ϕ|2 dvg ≤
∫

O
|∇Xi 
 ϕ|2 dvg.

Summing, we see that

λ1(O)

∫
O

n+1∑
i=1

|Xi 
 ϕ|2 dvg = λ1(O)Vol(O, g)

≤ m

∫
O

1

m

n+1∑
i=1

|∇Xi 
 ϕ|2 dvg

≤ m

( ∫
O

(
1

m

n+1∑
i=1

|∇Xi 
 ϕ|2
)m

2

dvg

) 2
m

Vol(O, g)1− 2
m ,



Finiteness of arithmetic Kleinian reflection groups 955

where the last inequality is Hölder’s inequality. Now we use the fact that ϕ is PC to
see that ϕ∗can = 1

m

∑n+1
i=1 |∇Xi 
 ϕ|2 a.e., and thus

∫
O

( 1

m

n+1∑
i=1

|∇Xi 
 ϕ|2
)m

2
dvg ≤ Vol(O, ϕ∗can).

Finally, we obtain the desired inequality putting these inequalities together. �

5. Congruence arithmetic hyperbolic 3-orbifolds

We need to know some properties of arithmetic hyperbolic 3-orbifolds. For back-
ground and notation, see Maclachlan–Reid [13].

Let k ⊂ C be a number field with only one complex place, and let A be a quater-
nion algebra over k. Let ρ : A → M(2, C) be a k-embedding, P : GL(2, C) →
PGL(2, C). Let E ⊂ A be either a maximal order or an Eichler order, and let
N(E) ⊂ A∗ be the normalizer of E in A. Let � be an arithmetic Kleinian group, such
that � = PρG, G ⊂ A∗. Then there exists an order E ⊂ A which is either a maximal
order or an Eichler order such that G ⊂ N(E) (see thm. 11.4.3 [13]). In particular,
if � is a maximal arithmetic Kleinian group, then � = PρN(E), for some order E .

An ideal I in A is a complete Rk-lattice. The left order of I is Ol(I ) = {a ∈ A |
aI ⊂ I }, and the right order is Or (I ) = {a ∈ A | Ia ⊂ I }. The ideal I is 2-sided if
Ol(I ) = Or (I ). The ideal is integral if I lies in both Ol(I ) and in Or (I ) (i.e. I 2 ⊆ I

is multiplicatively closed). If O is a maximal order in A, and I is a 2-sided integral
ideal in O such that O = Ol(I ) = Or (I ), then the principal congruence subgroup
of O1 is

O1(I ) = O1 ∩ (1 + I ).

Thus, O1(I ) is the kernel of the map O1 → O/I , which is therefore of finite
index in O1, since O/I is finite. A discrete group G ⊂ A is congruence if it contains
a principal congruence subgroup, and � < PGL(2, C) is congruence if � = PρG,
for some G < A congruence.

Lemma 5.1 (Long–MacLachlan–Reid [12]). A maximal arithmetic Kleinian group
is congruence.

Proof. Let � ⊂ PGL(2, C) be a maximal arithmetic Kleinian group. Then � =
PρN(E), for some order E of square-free level. If E is a maximal order, then E1

is a congruence subgroup for the trivial ideal I = E . If E = O1 ∩ O2, where Oi

are maximal orders (so that E is an Eichler order), then choose α ∈ Rk − {0} such
that I = αO1 ⊂ O2. Then Ol(I ) = Or (I ) = O1, and I 2 = α2O1 ⊂ αO1 = I .
Also, clearly 1 + I ⊂ O1 ∩ O2. Thus, O1(I ) = O1

1 ∩ (1 + I ) ⊂ O1 ∩ O2. Thus,
O1(I ) ⊂ E1, and we see that E1 is a principal congruence subgroup. �
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A fundamental theorem of Vigneras, making use of work of Jacquet–Langlands
[10] and Gelbart–Jacquet [7], generalizes a result of Selberg for PSL(2, Z). For a hy-
perbolic orbifold O, let λ1(O) be the minimal non-zero eigenvalue of the Laplacian �

on O.

Theorem 5.2 ([20], [3]). Let O = H3/�, where � is an arithmetic congruence
subgroup. Then λ1(O) ≥ 3

4 .

It is conjectured that under the hypotheses of the above theorem, λ1(O) ≥ 1,
which is known as (a special case of) the generalized Ramanujan conjecture [3].

6. Finiteness of arithmetic Kleinian maximal reflection groups

We put together the results from the previous sections to prove our main theorem.

Theorem 6.1. There are only finitely many arithmetic maximal reflection groups
in Isom(H3).

Proof. Suppose that � is an arithmetic maximal reflection group. That is, there is no
group �′ < Isom(H3), with � < �′, such that �′ is generated by reflections. Then
there exists � ≤ �0 < Isom(H3), such that �0 is a maximal Kleinian group. � is
generated by reflections in a finite volume polyhedron P .

Lemma 6.2 (Vinberg [21]). � is a normal subgroup of �0. Moreover, there is a finite
subgroup � < �0 such that � → �0/� is an isomorphism, and � preserves the
polyhedron P .

Proof. This follows from the fact that the set of reflections in �0 is conjugacy invariant,
and therefore the group generated by reflections is normal in �0. Since � is a maximal
reflection group, this subgroup must be �. The polyhedron P is a fundamental domain
of �, and if there is an element γ ∈ �0 such that int(P) ∩ γ (int(P)) �= ∅, then
γ (P ) = P . Otherwise, there would be a geodesic plane V containing a face of P ,
such that V ∩ int(P) �= ∅. The reflection rV ∈ � in the plane V would be conjugate
to a reflection rγ (V ) = γ rV γ −1, which is not in � since rγ (V )(int(P)) ∩ int(P) �= ∅,
which implies that � is not a maximal reflection group, a contradiction. Let � be the
subgroup of �0 such that �(P ) = P . Clearly � is finite, since P is finite volume and
has finitely many faces. If γ0 ∈ �0, let γ ∈ � be such that γ0(int(P))∩γ (int(P)) �= ∅.
Then γ −1γ0(P ) = P , so γ0 ∈ γ�. Thus, � → �0/� is an isomorphism. �

Let O = H3/�0, and � is the finite group coming from the previous lemma.

Lemma 6.3. λ1(O) = λ1(P/�).

Proof. Let f be an eigenfunction on P/� with eigenvalue λ1(P/�). Since f has
Neumann boundary conditions, its level sets in P/� are orthogonal to ∂P/�. Let f̃
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be the preimage of f under the map P → P/�, so that f̃ is invariant under the action
of �. Extend f̃ to a function F̃ on H3, by the action of � (and therefore invariant under
the action of �0). By the reflection principle, F̃ is a smooth function, so it descends
to an eigenfunction F of � on O with eigenvalue λ1(P/�). Conversely, if F is an
eigenfunction of � on O with eigenvalue λ1(O), then F|P/� gives an eigenfunction on
P/� with Neumann boundary conditions, since the level sets of F̃ must be invariant
under reflections, and therefore perpendicular to the faces of P . �

Consider H3 ⊂ S3 embedded conformally as the upper half space of S3, so that
Isom(H3) acts conformally on S3. Normalize so that � acts isometrically on S3,
which we may do by a result of Wilker [24]. Clearly, Vc(n, O) = Vc(n, P/�), since
|O| = |P/�|. Then the orbifold P/� ⊂ S3/� is a conformal embedding, so by
Fact 4, Vc(3, P/�) ≤ Vc(3, S3/�). The group � embeds in a finite reflection group
�′ ⊂ O(3) such that [�′ : �] ≤ 4. Then by Fact 1, Vc(3, S3/�) ≤ 4Vc(3, S3/�′).
Now, there is a polyhedron Q ⊂ S3 with geodesic faces which is the fundamental
domain for �′. Clearly Vc(3, Q) = Vc(3, S3/�′). By Facts 2 and 4, Vc(3, Q) =
Vol(S3, can) = 2π2. Thus, we have Vc(O) ≤ 8π2.

Now we apply the eigenvalue estimates

3

4
Vol(O)

2
3 ≤ λ1(O)Vol(O)

2
3 ≤ 3Vc(H

3/�0)
2
3 ≤ 3(8π2)

2
3 .

Thus we obtain Vol(O) ≤ 64π2. Since volumes of arithmetic hyperbolic orbifolds
are discrete, and �0 is uniquely determined by �, we conclude that there are only
finitely many arithmetic maximal reflection groups. �

7. Conclusion

From the main theorem, we conclude that given an arithmetic reflection group
� < Isom(H3), it must lie in one of finitely many maximal reflection groups (up
to conjugacy). If � is a reflection group in a polyhedron P for which all the dihedral
angles are π/2 or all are π/3, then there are infinitely many co-finite volume reflection
subgroups of �. Thus we see that there are commensurability classes of arithmetic
groups for which there are infinitely many reflection groups in the commensurability
class, and thus in our finiteness result, the maximality assumption is crucial. It is an
interesting project to try to identify all arithmetic maximal reflection groups, and to
classify their reflection subgroups of finite covolume.

For the non-compact examples, one may apply volume formulae to estimate the
maximal discriminant of a quadratic imaginary number field k for which PGL(2, k)

contains a reflection group. Humbert first computed the covolumes of Bianchi groups,
and a generalization due to Borel implies that for a non-compact arithmetic Kleinian
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group, the minimal covolume μ satisfies

μ ≥ |�k| 3
2 ζk(2)

16π2hk

,

where hk is the class number of the number field k. The Brauer–Siegel theorem gives
an estimate of hk for a number field and implies for a quadratic imaginary number
field k that

|�k|ζk(2) ≥ hk(2π)2

2w
,

where w is the order of the group of roots of unity in k. If k �= Q(i), Q(
√−3), then

w = 2 (see the proof of theorem 11.7.2 [13]). Thus, we have

64π2 ≥ μ ≥ 1

16
|�k| 1

2 .

Thus |�k| < 220π4 = 1.02×108. Hatcher has computed orbifold structures of some
of the Bianchi groups of small discriminant, and from his pictures one may deduce
that PGL(2, Rk) is commensurable with a reflection group for

�k = −3, −4, −7, −8, −11, −15, −19, −20,

− 24, −39, −40, −52, −55, −56, −68, −84,

where k is a quadratic imaginary number field [8]. In principle, it ought to be possible
to compute all arithmetic reflection groups, but clearly even in the non-compact case,
the volume estimates we obtain do not make this computation feasible. To classify
non-compact Kleinian arithmetic groups, it may require the infusion of some more
number theory. Arithmetic restrictions have been found on reflection groups con-
taining the Bianchi groups by Vinberg [23] and Blume-Nienhaus [2]. If these results
could be extended to all maximal non-compact arithmetic groups, then one may be
able to give a complete classification. The classification of compact arithmetic maxi-
mal reflection groups, although in principle decidable, is probably not feasible at this
stage.

It is clear that for a finite volume polyhedron P ⊂ Hn, Vc(n, P ) = Vol(Sn), so

λ1(P )Vol(P )
2
n < nVol(Sn)

2
n .

Thus in n dimensions, there are finitely many reflection groups � < Isom(Hn) which
have a lower bound on λ1(H

n/�). It would be interesting if one could generalize
the arguments of the main theorem to higher dimensions. It is known by work of
Prokhorov that there cannot be any reflection groups in dimension> 996 [17] (Vinberg
showed that compact reflection groups cannot exist in dimension > 30 [22]). Vinberg
also gave a characterization of arithmetic reflection groups, in terms of a totally real
field of definition K and an integrality condition [21]. Nikulin has shown that there
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exists a constant N0 such that the set of arithmetic groups in Isom(Hn) generated by
reflections with n > 16 and [K : Q] > N0 is empty [16]. It was proved in a previous
paper by Nikulin that the set of maximal arithmetic groups generated by reflections
in Isom(Hn) with a fixed degree [K : Q] is finite [15]. Thus, to generalize the main
argument of this paper, one would have to bound the conformal volume of a minimal
arithmetic n-orbifold containing a reflection suborbifold up to dimensions n ≤ 16. By
the characterization of maximal arithmetic groups in Isom(Hn), it should follow that
they are congruence. By a result of Burger–Sarnak, if � < Isom(Hn) is a congruence
arithmetic reflection group with n > 2, then λ1(H

n/�) > 2n−3
4 (Cor. 1.3 [3], and the

fact that reflection groups are defined by quadratic forms). Every maximal arithmetic
group covered by a reflection group will embed conformally in an elliptic n-orbifold.
So to prove the following conjecture for n ≤ 16:

Conjecture 7.1. There is a function K(n), such that if O is an elliptic n-orbifold,
then Vc(O) ≤ K(n).
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Non-positive curvature and complexity for finitely
presented groups
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Abstract. A universe of finitely presented groups is sketched and explained, leading to a discus-
sion of the fundamental role that manifestations of non-positive curvature play in group theory.
The geometry of the word problem and associated filling invariants are discussed. The subgroup
structure of direct products of hyperbolic groups is analysed and a process for encoding diverse
phenomena into finitely presented subdirect products is explained. Such an encoding is used to
solve problems of Grothendieck concerning profinite completions and representations of groups.
In each context, explicit groups are crafted to solve problems of a geometric nature.
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Introduction

When viewed through the eyes of a topologist, a finite group-presentation � =
〈A | R〉 is a concise description of a compact, connected, 2-dimensional CW-complex
K with one vertex: the generators a ∈ A index the (oriented) 1-cells and the defining
relations r ∈ R describe the loops along which the boundaries of the 2-cells are
attached. � emerges as the group of deck transformations of the universal cover K̃
and the Cayley graph CA(�) is the 1-skeleton of K̃ .

Thus we meet the two main strands of geometric group theory, intertwined as
they often are. In the first and most classical strand, one studies actions of groups
on metric and topological spaces in order to elucidate the structure of the space and
the group. The quality of the insights that one obtains varies with the quality of
the action: one may prefer discrete cocompact actions by isometries on spaces with
fine geometric structure, but according to context one must vary the conditions on
the action, sometimes weakening admission criteria to obtain a more diverse class of
groups, sometimes demanding more structure to narrow the focus and study groups
and spaces of exceptional character.

This first strand mingles with the second, wherein one regards finitely generated
groups as geometric objects in their own right [62], equipped with word metrics:
given a finite generating set S for a group � one defines dS(γ1, γ2) to be the length of
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the shortest word in the free group on S that is equal to γ−1
1 γ2 in �. In other words,

dS is the restriction to the vertex set of the standard length metric on the Cayley graph
of �. The word metric and Cayley graph depend on the choice of generating set, but
their quasi-isometry type does not. Thus one is particularly interested in properties of
groups and spaces that are invariant under quasi-isometry. When dealing with such
invariants, one is free to replace � by any space that is quasi-isometric to it, such
as the universal cover of a closed Riemannian manifold with fundamental group �,
where the tools of analysis can be brought to bear.

The techniques of geometric group theory merge into the more combinatorial
techniques that held sway in the study of finitely presented groups for most of the
twentieth century. At the heart of combinatorial group theory lie the fundamental
decision problems first articulated by Max Dehn [50] – the word, conjugacy and iso-
morphism problems. These continue to play an important role in geometric group
theory and provide a unifying theme for the ideas presented here, serving as funda-
mental measures of the complexity of groups.

In this article and the accompanying lecture I shall discuss two topics that account
for much of my work: manifestations of non-positive curvature in group theory, and
the geometry of the word problem and associated filling invariants. I shall also explore
the subgroup structure of direct products of hyperbolic groups. It transpires that a
huge range of phenomena can be encoded into the finitely presented subgroups of such
direct products. Fritz Grunewald and I used such an encoding to solve problems of
Grothendieck concerning profinite completions and representations of groups; this is
explained in Section 6. Throughout the discussion, the reader will find that a prominent
role is played by explicit groups crafted to solve problems of a geometric nature.

Acknowledgements. It is a pleasure to thank my coauthors, past and present, for their
ideas and companionship. It is also a pleasure to acknowledge the great intellectual
debt that I owe to Mikhael Gromov.

1. The universe of finitely presented groups

The picture of the universe of groups that I am about to sketch1 is shaded by personal
taste and the needs of today but nevertheless I claim that it has intrinsic merit. The
point of attempting such a sketch is that it forces one to consider how different classes
of groups that arise in disparate settings are related; it challenges one to locate given
groups in relation to others and to explain how different classes intersect; and it helps
to tease out why certain classes are worthy of particular attention. One asks what
theorems hold where, and how various measures of complexity (decision problems,
subgroup structure, finiteness properties, . . . ) vary and decay as one moves around
the universe. One finds oneself reflecting on how problems from elsewhere in mathe-
matics can be encoded in groups of one type but not another, and one starts to wonder

1I thank Tim Riley for his skillful rendering of my hand-drawing.
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how such problems might be transported to a more hospitable region of the universe
where one has stricter definitions and better theorems to mount an attack.

1 ?

?

?

?

?
?

?

?Z

F
EF

Hyp
C0

SH
Auto

IP(2)

Comb
Async

Ab

Nilp
PC

Solv
EA

L

vNT
Amenable

Hyperbolic

Non-Positively Curved

Hic abundant
leones

Figure 1. The universe of finitely presented groups.

When approaching group theory from the viewpoint of large-scale geometry, it
is natural to blur the distinction between commensurable groups. Thus our universe
begins with a single (large and interesting) point labelled 1 representing the finite
groups. The simplest infinite group is surely Z, so we have a second point representing
the virtually cyclic groups. Here the universe divides. If one wants to retain the
safety of commutativity and amenability, one can proceed from Z to the virtually
abelian groups. As one slowly relinquishes commutativity and control over growth
and constructibility, one passes through the progressively larger classes of (virtually-)
nilpotent, polycyclic, solvable and elementary amenable groups, which are marked
in the region bounded by a thick line enclosing the amenable groups.

Thinking more freely, instead of taking direct products one might proceed from Z

by taking free products, moving into the class F of virtually free2 groups, with their
tree-like Cayley graphs. As one proceeds away from F, the infinite curvature of tree-

2F contains only one commensurability class besides Z, but is drawn larger for effect.
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ness gives way to the strictly negative curvature of hyperbolic groups Hyp, then the
increasingly weak forms of non-positive curvature that define the classes discussed
in the sections that follow: C0, the groups that act properly and cocompactly by
isometries on CAT(0) spaces; SH, the semihyperbolic groups of [2]; the automatic
groups Auto of [55]; and the combable and asynchronously combable groups Comb
and Async. The line marked IP(2) encloses the groups that satisfy a quadratic isoperi-
metric inequality (4.3). The thickness of the line delimiting C0 expresses the view
that these groups deserve particular attention.

The von Neumann–Tits line (vNT) separates the groups that contain non-abelian
free groups from those that do not. For each group below the line, one asks whether its
finitely generated subgroups satisfy a Tits alternative: if non-amenable, they should
contain a non-abelian free group. One also asks what type of amenable subgroups
can arise, cf. (2.3).

In contrast to the other amenable groups, virtually abelian groups are indisputably
“non-positively curved”. Several classes of non-positively curved groups serve as
natural envelopes uniting free and free-abelian groups. These include the right-angled
Artin groups, cocompact groups of isometries of CAT(0) cube complexes, and limit
groups (marked L). The case for placing the class EF ⊂ L of elementarily free groups
immediately next to F is discussed in (1.2). The fundamental group�g of any closed
surface of genus g ≥ 2 is in EF, lending substance to the tradition in combinatorial
group theory that, among non-free groups, it is the�g that resemble free groups most
closely (cf. 1.8).

1.1. Accuracy and completeness. Adapting to today’s foci, and so as not to crowd
the diagram, I have omitted many natural classes of groups, even non-positively curved
groups. In particular, I have not subdivided C0 according to subclasses of CAT(0)
spaces such as CAT(−1) spaces, spaces with isolated flats, or the classes mentioned
above in connection with Zn; these all enjoy important additional properties and have
a rich hoard of examples.

The hints at subdivision in Comb are intended to suggest the various subclasses
defined by varying the degree of control one demands over the geometry and linguistic
complexity of the combing, cf. (3.2). A question mark in a region of intersection
indicates that it is unknown if that region is empty. The question mark at the amenable
end of Comb asks, more generally, which amenable groups are combable. Likewise,
the vague manner in which the boundary of IP(2) ends reflects a lack of knowledge
about which amenable groups have quadratic Dehn functions (4.3). The extent of
Async is also unknown, though we know it contains many solvable groups and the
fundamental groups of compact 3-manifolds (3.5).

1.2. Limits and ultralimits. From a geometric perspective (as well as others) the
virtually nilpotent groups have an indisputable claim to the ground next to abelian
groups: they are exactly the groups of polynomial growth, as Gromov proved in the
landmark paper [63]. A key idea in that paper is to construct a space on which a
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group � of polynomial growth acts by taking the limit in the Gromov–Hausdorff
topology of a subsequence of the pointed metric spaces Xn = (�, 1

n
d), where d is a

fixed word metric on � (the identity serves as a basepoint).
To circumvent the failure of the sequence Xn = (�, 1

n
d) to converge in the non-

nilpotent case, one fixes a non-principal ultrafilter and takes an ultralimit to obtain an
asymptotic cone Coneω�. Such cones have been intensively studied in recent years,
particularly in connection with quasi-isometric rigidity, e.g. [73]. Their geometry
and algebraic topology encode a good deal of information about � (see [64], [83],
[54]). If � is a non-abelian free group, then Coneω� is an everywhere-branching
R-tree (regardless of the choice of ω). The class of finitely generated groups that
share this property consists precisely of the non-elementary hyperbolic groups. This
is just one of the ways in which hyperbolic groups appear as the most commanding
generalisation of a free group.

1.3. Next to the free groups: limit groups. Continuing with the idea of taking
limits, one might ask which finitely generated groups arise as Gromov–Hausdorff
limits of free groups [47]. More precisely3, given �, one asks if there exists a finite
generating set S for � and a sequence of finite generating sets Sn for a fixed free
group F with bijections Sn → S making the ball of radius ρ ∈ N about the identity in
the Cayley graph CSn(F ) isomorphic (as a marked graph) to that in CS(�) whenever
n ≥ N(ρ).

The groups that arise in this way are the limit groups L, which are non-positively
curved in every reasonable sense [1]. The fundamental importance of this class
has been greatly illuminated in recent years by the work of Zlil Sela and others
(see Subsection 5.3). A fascinating aspect of their study is that the same class of
groups emerges from a range of different definitions that make precise the idea of an
approximately free group. In terms of first order logic, L consists of those finitely
generated groups that have the same existential theory as a free group [82], while
EF ⊂ L consists of those that have the same elementary theory.

1.4. Beware of the lions: encoding. Constructions such as the Higman Embedding
Theorem [68] show that one can encode the workings of an arbitrary Turing machine
into a finite group-presentation. The groups that one obtains from such constructions
will typically not belong to any of our marked classes but rather will lie in the region
where the fierce lion is shown defying the groups that submit to the control of our
definitions. One should therefore regard the lion as a warning that it is reckless to
base a conjecture about arbitrary finitely presented groups on evidence gained along
the coasts of the universe.

1.5. Embracing the lions: subdirect products. It is not satisfactory to content
oneself with the study of groups in our marked classes alone. In particular one
wants to attack problems from elsewhere in mathematics by exploiting the ability

3The corresponding topology on marked groups is often called the Grigorchuk topology [60].
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to encode arbitrary recursive phenomena into finite group-presentations. In order
to do so without leaving the safety of the regions where one has definitions and
theorems, one has to find a way of encoding arbitrary presentations into the structure
of groups in the labelled classes (the closer to the origin 1 the better). Such encodings
exist in remarkable generality, provided one is prepared to accept passing to finitely
presented subgroups in the given class. This is the theme of Section 5 below, where
I explain and exploit the fact that finitely presented subgroups of direct products
of hyperbolic groups (but not limit groups) can be made extremely complicated.
Section 6 shows how such an encoding can be used to solve problems of interest
elsewhere in mathematics.

1.6. Special groups. One might begin an open-minded search for groups of special
interest by asking what sort of actions are admitted by an arbitrary finitely presented
group. As one tries to improve the quality of the space or action, obstructions emerge
and special groups are singled out. For example, when one knows that every finitely
presented group is the fundamental group of a closed symplectic 4-manifold and a
closed complex manifold, it is natural to ask which groups are fundamental groups
of compact Kähler manifolds, or of 3-manifolds, and to pay special attention to such
groups, classifying them if possible. It is also stimulating to try to locate them in our
map of the universe.

1.7. Classifying spaces. Other special classes emerge as one tries to improve on
the construction of K = K(A,R) in the opening paragraph, making it more highly-
connected and looking for a classifying space. Higher finiteness properties emerge
and conditions that ensure the existence of a compact K(�, 1) come into focus, such
as the existence of a 1-relator or small-cancellation presentation. Complete non-
positively curved spaces serve as classifying spaces but these are not always of the
minimum possible dimension [25], [18]. This discrepancy fits into a large body of
work in which different notions of dimension measure the cost of choosing between
algebraic, topological and geometric models for a group.

Of the classes in figure 1, hyperbolic, polycyclic and C0 groups all act properly
and cocompactly on contractible, finite-dimensional complexes but certain groups in
Solv, IP(2) and Async do not. Members of the classes other than Solv, IP(2) and EA
have classifying spaces with only finitely many cells in each dimension.

1.8. The first groups and their automorphisms. The view that Zn, Fn and �g
are the most basic of infinite groups begins a rich vein of ideas concerning the au-
tomorphisms of these groups. At the level of individual automorphisms, classical
facts about integer matrices are paralleled by the Nielsen–Thurston theory of surface
automorphisms and, for free groups, the train-track technology of Bestvina, Feighn
and Handel [10], [11].

The analogies between the outer automorphism groups GL(n,Z), Out(Fn) and
Modg ∼= Out(�g) (the mapping class group) go far beyond the observation that
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GL(2,Z) ∼= Out(F2) ∼= Mod1. Indeed much of the work on mapping class groups
and automorphisms of free groups is premised on such analogies [9], [91], [44]. Karen
Vogtmann has been particularly influential in promoting this idea.

2. CAT(0) spaces and their isometries

The theory of CAT(0) spaces has had a huge impact in recent years, not only in
geometric group theory but also in the study of low-dimensional manifolds and rigidity
phenomena in geometry. (This influence, which owes much to the work of Gromov,
is easy to discern in the proceedings of recent ICMs including this one.) My purpose
here is not to survey this field but rather to highlight some features of the basic theory
with an eye on their quasi-fication in the next section. My book with André Haefliger
[35] provides a thorough introduction to the subject.

2.1. CAT(0) spaces. Following A.D. Alexandrov, one defines non-positive curva-
ture in the context of length spaces X by means of the CAT(0) inequality, which
requires that small triangles in X be no fatter than their comparison triangles in
the Euclidean plane. Thus one compares triangles � = �(x1, x2, x3) consisting
of three points x1, x2, x3 ∈ X and three geodesic segments [xi, xj ] to triangles

�(x1, x2, x3) ⊂ E2 with d(xi, xj ) = d(xi, xj ). A point p on the line segment
[xi, xj ] is called a comparison point for p ∈ [xi, xj ] if d(xi, p) = d(xi, p).

A geodesic space is said to be a CAT(0) space if for all triangles � in that space,
d(p, q) ≤ d(p, q) for all comparison points p, q ∈ �. And a metric space X is
defined to be non-positively curved if every point of X has a neighbourhood that,
when equipped with the induced metric, is a CAT(0) space. Similarly, one defines the
notion of a CAT(−1) space by taking comparison triangles in the hyperbolic plane,
and one defines a space to be negatively curved (in the sense of A. D. Alexandrov) if
it is locally CAT(−1).

Because the CAT(0) condition encapsulates the essence of non-positive curvature
so well, non-positively curved metric spaces satisfy many of the elegant features
inherent in the theory of Riemannian manifolds of non-positive sectional curvature.
At the heart of the theory lie local-to-global phenomena that spring from the fact that
the metric on a CAT(0) space X is convex: if c1, c2 : [0, 1] → X are geodesics, then
for all t ∈ [0, 1]

d(c1(t), c2(t)) ≤ (1 − t) d(c1(0), c2(0))+ td(c1(1), c2(1)). (2.1)

This inequality implies that there is a unique geodesic segment joining each pair of
points inX and thatX is contractible. The most important example of a local-to-global
phenomenon is the Cartan–Hadamard Theorem: If a complete, simply-connected
metric space is non-positively curved, then it is CAT(0) space. (See Chapter II.4 of
[35] for a more general result and references.)
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It follows from this theorem that compact non-positively curved spaces have con-
tractible universal covers and hence provide classifying spaces. The usefulness of
this observation is greatly enhanced by two facts. First, Gromov’s link condition
([35], p. 206) enables one to reduce the question of whether a polyhedral complex
supports a metric of non-positive curvature to a question about the geometry of links
in that complex; this allows arguments that proceed by induction on the dimension
of the complex, and if the cells are sufficiently regular (e.g. cubes) it can lead to
purely combinatorial criteria for the existence of metrics of non-positive curvature.
Secondly, gluing theorems ([35], II.11) allow one to preserve non-positive curvature
while combining spaces according to group-theoretic constructions that one wishes
to perform at the level of π1, such as amalgamated free products �1 ∗Z �2.

2.2. Splitting theorems. A rich vein of ideas begins with Alexandrov’s observation
that, when considering a triangle � in a complete CAT(0) space X, if one gets any
non-trivial equality in the CAT(0) inequality, then� spans an isometrically embedded
triangular Euclidean disc inX. This observation leads one quickly to the fact that any
pair of geodesic lines R → X a bounded distance apart must bound a flat strip in X,
and thence to a Product Decomposition Theorem:

Let c : R → X be a geodesic line and let P be the set of geodesic lines c′ contained
in a bounded neighborhood of c(R). Let c′0 ∈ c′(R) be the unique point closest to
c(0) and let X0

c = {c′0 | c′ ∈ P }. Then
⋃{c′(R) | c′ ∈ P } is isometric to X0

c × R.

This places severe restrictions on the way groups can act on CAT(0) spaces.

Proposition 2.1. If� acts properly and cocompactly by isometries on a CAT(0) space
and γ ∈ � has infinite order, then the centralizerC�(γ ) has a subgroup of finite index
that splits as a direct product C0 = N × 〈γ 〉.

To prove this, one considers the union Min(γ ) of the geodesic lines in X that are
left invariant by γ . The Product Decomposition Theorem gives a splitting Min(γ ) =
Y0 × R. The centralizer C�(γ ) preserves Min(γ ) and its splitting, acting by trans-
lations on the second factor. C�(γ ) is finitely generated (3.3), so the image of
C�(γ ) → Isom(R) is isomorphic to Zr for some r . Projecting onto a direct fac-
tor of Zr gives an epimorphism φ from a subgroup of finite indexC0 ⊂ C�(γ ) to 〈γ 〉.
Hence C0 = ker φ × 〈γ 〉. A similar argument proves:

If a finitely generated group � acts by isometries on a CAT(0) space (the action need
not be proper) and a central subgroup A ∼= Zn acts freely by hyperbolic isometries,
then � has a subgroup of finite index that contains A as a direct factor.

These results give us our first glimpse of the fact that centralizers play an important
role in non-positively groups. Many groups that lie in SH and Auto are seen not to lie
in C0 because their centralizers do not virtually split; examples include mapping class
groups [77] and central extensions of hyperbolic groups [79]. Such central extensions
are defined by bounded cocycles and hence are quasi-isometric to the corresponding
direct products. It follows that C0 is not closed under quasi-isometry.
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More elaborate arguments akin to the one sketched above allow one to generalize
splitting theorems proved in the Riemannian setting by D. Gromoll and J. Wolf [61]
and B. Lawson and S. Yau [74] (see [35], pp. 239-253).

Theorem 2.2. If a group � = �1 × �2 with trivial centre acts properly and cocom-
pactly by isometries on a CAT(0) space in which geodesics can be extended locally,
then �1 and �2 also admit such actions.

Theorem 2.3. If � acts properly and cocompactly by isometries on a CAT(0) spaceX,
then every solvable subgroup S ⊂ � is finitely generated and virtually abelian.
Moreover, S leaves invariant an isometrically embedded copy of Euclidean space
En ↪→ X on which is acts cocompactly.

A refinement of the last part of this theorem can be used to identify constraints
on the length functions γ �→ minx d(x, γ.x) associated to semisimple actions on
CAT(0) spaces. Such constraints serve as obstructions to the existence of actions
both absolutely and in certain dimensions [18], [25], [57].

2.3. Subgroups in C0. As one pursues an understanding of the groups that act prop-
erly and cocompactly by isometries on CAT(0) spaces one finds increasingly subtle
obstructions to the existence of metrics of non-positive curvature on aspherical spaces.
In order to get at the heart of this subtlety one wants to bypass the obstructions to
semisimple actions. One way of doing this is to focus on the finitely presented sub-
groups of fundamental groups of compact non-positively curved spaces. It transpires
that such subgroups form a much more diverse class than the fundamental groups
themselves – see [35], III.�.5, [29] and Section 5.

In very low dimensions, finitely presented subgroups are well-behaved [29]. If �
is the fundamental group of a compact non-positively curved manifold of dimension
≤ 3 (allowing boundary) then so too is each of its finitely generated subgroups.

A similar result holds for complexes of dimension ≤ 2, except that one has to
impose the hypothesis that the subgroups are finitely presented. In higher dimensions
all manner of additional obstructions emerge: higher finiteness conditions, the com-
plexity of decision problems, the structure of centralizers, etc. The subtlety of the
situation is illustrated by the following construction [29].

Theorem 2.4. There exist pairs of closed aspherical manifolds Nn ↪→ Mn+1 with
the following properties: M supports a metric of non-positive sectional curvature;
π1N ↪→ π1M is a quasi-isometric embedding; the centralizers of all finite subsets
in π1N are fundamental groups of closed aspherical manifolds and have solvable
word and conjugacy problems; but π1N is not semihyperbolic, and henceN does not
support a metric of non-positive curvature.

One sees that π1N is not semihyperbolic by examining the complexity of the word
problem in centralizers: althoughπ1N satisfies a polynomial isoperimetric inequality,
the centralizers of certain elements do not.
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2.4. Complexes of group. An important instance of the local-to-global effect of non-
positive curvature is the Developability Theorem for non-positively curved complexes
of groups. This was inspired by Gromov and proved by Haefliger, who placed it in
the more general setting of groupoids of local isometries [35], p. 584.

Complexes of groups were introduced by Haefliger to describe groups actions on
1-connected polyhedral complexes in terms of suitable local data on the quotient. If
a complex of groups arises from such an action then it is said to be developable. In
contrast to the 1-dimensional situation (graphs of groups), complexes of groups are
not developable in general. But, crucially, they are if they satisfy a (local) non-positive
curvature condition [35]. A full account of the theory is given in the final chapters
of our book [35]. In recent years, this theory has played an important role in the
construction of group actions.

3. Non-positively curved groups

In this section I’ll describe the manifestations of non-positive curvature in group theory
that arise from the following strategy. One starts by identifying a robust feature of
CAT(0) spaces that encapsulates much of their large-scale geometry. Then, given
a group � with generators A acting properly and cocompactly by isometries on a
CAT(0) spaceX with basepoint p, one tries to articulate what remains of this feature
when it is pulled-back to the Cayley graph CA(�) via the�-equivariant quasi-isometry
sending the edge [1, a] (a ∈ A) to the geodesic [p, a.p]. One wants to define a group
to be non-positively curved if it satisfies the resulting condition. The condition should
be strong enough to facilitate a range of theorems analogous to what one knows about
the prototypical groups of isometries, but one wants to avoid unnecessary hypotheses.

3.1. Hyperbolic groups. Let me recall how such a strategy is implemented in the
hyperbolic case. The prototypical hyperbolic group is a group � that acts properly
and cocompactly by isometries on a CAT(−1) space X. By comparing geodesic
triangles � = �(x, y, z) in X to triangles � ⊂ H2, one sees that there is a universal
constant δ such that the distance from any point q ∈ [x, y] to [x, z]∪[z, y] is at most δ.
Moreover, quasigeodesics in CAT(−1) spaces stay uniformly close to geodesics, so
(λ, ε)-quasigeodesic triangles in X are uniformly thin in the same sense (with a
different δ). The quasi-isometry CA(�) → X sends geodesic triangles in CA(�) to
(λ, ε)-quasigeodesic triangles in X, where λ and ε depend on A and p. Therefore
geodesic triangles in CA(�) are also uniformly thin. One takes this to be the defining
property of a hyperbolic group.

Gromov’s great insight is that because the thin triangles condition (which has many
reformulations [35], p. 407) encapsulates so much of the essence of the large-scale
geometry of CAT(−1) spaces, the groups whose Cayley graphs satisfy this condition
share almost all of the properties enjoyed by the groups of isometries that were their
prototypes. For example, every hyperbolic group � acts properly and cocompactly
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on a contractible cell complex, has only finitely many conjugacy classes of finite
subgroups, and contains no copy of Z2. Hyperbolic groups also enjoy a great deal
of algorithmic structure. They are precisely the groups with linear Dehn functions.
Their conjugacy problems can be solved in less than quadratic time, and conjugacy
for finite subsets can also be determined efficiently [36]. Strikingly, the translation
lengths τ(γ ) = lim d(1, γ n)/n of elements of infinite order are rational numbers
with bounded denominators [65], [51]. And given a finite generating set A, the set of
geodesic words for � is a regular language, i.e. there is a finite state automaton that
recognises which words label geodesics in CA(�).

3.2. The pantheon of non-positively curved groups. The behaviour of geodesics
described in (2.1) explains much of the global geometry of CAT(0) spaces, so we
apply our strategy to this condition. For the prototype of � acting onX, the geodesics
[p, γ.p] pull-back to quasi-geodesics σγ connecting 1 to γ in CA(�). There is no
loss of generality in assuming that σγ is an edge-path. By identifying σγ with the
word in the generators A±1 that labels it, we get a map σ : γ �→ σγ to the free monoid
(A ∪ A−1)∗, where the image σ(�) can be studied as a formal language. Following
Bill Thurston [55], one calls σ a combing.

The convexity of the metric on X (2.1) implies that there exists a constant k > 0
such that for all γ, γ ′ ∈ �,

d(σγ (t), σγ ′(t)) ≤ k d(γ, γ ′) (3.1)

for all t ≤ max{|σγ |, |σγ ′ |}. This is called the fellow-traveller property. A group
that admits a combing (normal form) with this property is said to be combable.

1

σγ

< k

σγa

γ

γ a

Figure 2. The fellow-traveller property.

All hyperbolic groups � are combable: one can take σγ to be any geodesic from 1
to γ but it is better to be systematic, choosing the first word in the dictionary-ordering
obtained by ordering the generating set. If one adopts this systematic choice, then
σ(�) will be a regular language. With this in mind, ought one to include regularity
as part of the definition of a non-positively curved group?

Requiring σ(�) to be regular leads to the theory of automatic groups, which
sprang from conversations between Bill Thurston and Jim Cannon on the algorithmic
properties of Kleinian groups [46] and grew into a rich theory with large classes of
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natural examples. It is described in detail in the book by Epstein et al. [55]. Automatic
groups lend themselves well to practical computation.

If σ(�) is a regular language, it follows from the fellow-traveller property that the
paths σγ are quasi-geodesics with uniform constants. But in the absence of regularity
it is unclear if one eliminates groups by imposing conditions on the length of σγ . This
question is related to the complexity of the word problem for combable groups: a
diagrammatic argument [21] shows that if one has a function L : N → N bounding
the length of combing lines, |σγ | ≤ L(d(1, γ )), then the Dehn function of � satisfies
δ�(n) � nL(n); in particular, if the combing lines are quasi-geodesics then the group
satisfies a quadratic isoperimetric inequality.

Another dilemma arises from the observation that although the convexity of
t �→ d(c1(t), c2(t)) in the CAT(0) setting follows easily from the special case
c1(0) = c2(0), the analogous statement for groups is false. Thus it is unclear whether
every group � that admits a combing with the fellow-traveller property must admit a
combing σ with the stronger property

d(a.σa−1γ a′(t), σγ (t)) ≤ k (3.2)

for all a, a′ ∈ A and γ ∈ �. Groups that admit such combings are said to be
bicombable [90]. If, in addition, the combing lines are quasi-geodesics (with uniform
constants) then, following Alonso–Bridson [2], one says the group is semihyperbolic;
this is the smallest of the classes we are discussing that includes C0.

This completes my brief sketch of how the classes Comb, Auto and SH marked in
figure 1 present themselves for study. But are these classes distinct? Geometric group
theory in the 1990s was marred by the absence of examples to distinguish between
them but this situation was now been resolved [26].

Theorem 3.1. There exist combable groups that are neither bicombable nor auto-
matic.

Once one knows that combable groups need not be automatic, it is natural to
ask what classes or groups are incorporated if one places weaker constraints on the
linguistic complexity of the formal language σ(�) ⊆ (A ∪ A−1)∗. Among full
abstract families of languages the regular, context-free and indexed languages form a
hierarchy Reg ⊂ CF ⊂ Ind. If σ(�) lies in a family F , one calls σ an F -combing.

Theorem 3.2 ([26]). There exist Ind-combable groups that are not automatic; some
of these have quadratic Dehn functions, others have cubic ones.

A fascinating aspect of the struggle to understand different manifestations of non-
positive curvature concerns the free-by-cyclic groups Fn � Z. One feels these groups
ought to conform to the expectations of non-positive curvature, yet they remain enig-
matic. Since free-group automorphisms are more complicated than surface automor-
phisms, free-by-cyclic groups are more complicated than the fundamental groups
�g × Z of 3-manifolds that fibre over the circle. We know that Fn �φ Z need not be
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automatic [17] but we do not know for which φ it is; nor when it lies in C0. Daniel
Groves and I used the train-track technology of [10], [11] to prove that all Fn � Z lie
in IP(2), but this is highly non-trivial.

3.3. Subgroups. We saw in (2.2) that centralizers of groups in SH do not virtually
split as they do in C0. However, SH is closed under passage to centralizers of finite
subsets. Theorem 2.2 extends to SH. As for Theorem 2.3, one can prove that any
polycyclic subgroup P of � ∈ SH must be virtually abelian and that P ↪→ � must be
a quasi-isometric embedding, but it is unknown if abelian subgroups must be finitely
generated. The positive part of this statement ultimately derives from the fact that
translation numbers τ(γ ) = lim d(1, γ n)/n are positive for elements of infinite order,
while the negative part derives from the fact that, unlike in Hyp and C0, one does not
know if the set of these numbers is discrete. These results are proved in [2] and [90]
using ideas from [59].

In combable groups, the control over centralizers is lost [26].

3.4. The conjugacy and isomorphism problems. If two rectifiable loops c0, c1 in
a compact, non-positively curved space X are freely homotopic, they are homotopic
through loops ct of length l(ct ) ≤ max{l(c0), l(c1)}. Accordingly, there is a constant
k > 0 so that any conjugacy between words u0, u1 in the generators of π1X can
be realized by a sequence of moves ut �→ atuta

−1
t where at is a generator and

d(1, ut ) ≤ K max{|u0|, |u1|}; see [35], p. 445. This control carries over to SH and
bicombable groups, where it yields a solution to the conjugacy problem. But control
is lost as one weakens the link to CAT(0) spaces [27].

Theorem 3.3. The conjugacy problem is unsolvable in certain combable groups.

Zlil Sela [88] solved the isomorphism problem for torsion-free hyperbolic groups.
His solution was recently extended to a large class of relatively hyperbolic groups
by F. Dahmani and D. Groves [48]. When combined with the topological rigidity
theorem of T. Farrell and L. Jones [56], Sela’s result implies that the homeomorphism
problem is solvable among closed n-manifolds, n ≥ 5, that admit a metric of negative
curvature. The results of Farrell and Jones remain valid for non-positively curved
manifolds and there is therefore considerable interest in the isomorphism problem
in SH, C0 and the subclass consisting of the fundamental groups of such manifolds.
These problems remain open, but beyond SH decidability is lost:

Theorem 3.4 ([27]). The isomorphism problem is unsolvable among combable groups.

To prove this one seeks a recursive sequence 〈A | Rn〉 of presentations of combable
groups such that there is no algorithm that decides which are isomorphic. Starting
with a hyperbolic group H in which there is no algorithm to decide when maps
φn : Fr → H are epic, one extends φn to a homomorphism φ̂n : F2r → H and
defines 〈A | Rn〉 to be a certain presentation of � ∗�(n) �, where � = (Z2 ∗H)×F2r

and �(n) = {(φ̂n(x), x) | x ∈ F2r} is quasi-isometrically embedded.
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3.5. Asynchronous combings and 3-manifolds. As one moves further from the
CAT(0) setting and weakens the convexity condition on the metric, combings arise
that only satisfy a weakened form of the fellow-traveller property (3.1): the paths σγ
remain close only after monotone reparameterization.

Little of the strength of non-positive curvature remains in this definition but it
does embrace a much larger class of groups, e.g. [22], [55]. Moreover, the amount
of convexity retained is enough to provide a reasonable solution to the word problem
and to ensure that these groups have classifying spaces with only finitely many cells
in each dimension. Epstein et al. examined what happens when one requires σ(�) to
be regular. Bob Gilman [32] and I explored larger families of languages.

Epstein and Thurston [55] proved that the fundamental group of a compact 3-
manifoldM is automatic if and only if it satisfies a quadratic isoperimetric inequality
(which excludes connected summands that are torus bundles over the circle with
infinite holonomy). Gilman and I, building on [22], sharpened the negative part of
their theorem and proved that by using indexed languages one can construct combings
that encode the coarse geometry of any cocompact 3-manifold. (This result relies on
the fact that 3-manifolds are geometrizable.)

Theorem 3.5. The fundamental group of every compact 3-manifold M is asynchro-
nously Ind-combable, but in some cases π1M is not asynchronously CF-combable.

4. Word problems and filling invariants

4.1. Dehn functions. The word problem for finitely presented groups has been at
the heart of combinatorial group theory since its inception. When one attacks the
word problem for a finitely presented group � = 〈A | R〉 directly, one’s chances of
success depend heavily on the Dehn function δ� : N → N. Given a word w in the
kernel of the map from the free group F(A) to �, one defines

Area(w) := min
{
N | w free= ∏N

i=1 x
−1
i rixi some xi ∈ F(A), ri ∈ R±1

}
(4.1)

and
δ�(n) := max{Area(w) | w =� 1, |w| ≤ n}.

The subscript on δ� is somewhat misleading since different finite presentations
of the same group will in general yield different Dehn functions. This ambigu-
ity is tolerated because it is tightly controlled: if the groups defined by two fi-
nite presentations are isomorphic, or just quasi-isometric, the corresponding Dehn
functions are � equivalent in the following sense: given two monotone functions
f, g : [0,∞) → [0,∞), one writes f � g if there exists a constant C > 0 such that
f (l) ≤ C g(Cl + C) + Cl + C for all l ≥ 0, and f � g if f � g and g � f ; and
one extends this relations to include functions N → [0,∞).

If δ�(n) � nd , one says that � satisfies a polynomial isoperimetric inequality of
degree d. See [30] for references and basic facts about Dehn functions.
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The first step from word problems to filling problems is provided by van Kampen’s
Lemma [70], which states that Area(w) is equal to the least number of 2-cells in any
van Kampen diagram forw. Such a diagram describes a combinatorial filling (i.e. null-
homotopy) for the loop labelled w in the 1-skeleton of the 2-complexK = K(A,R)
described in the first paragraph of the introduction.

Suppose � = 〈A | R〉 acts properly and cocompactly by isometries on a Rieman-
nian manifoldX. Fix p ∈ X. IfX is simply connected, the quasi-isometry γ �→ γ.p

extends to a �-equivariant map φ : K̃ → X. An edge-loop σ in CA(�) = K̃(1) de-
fines a piecewise-geodesic loop φ �σ inX, and a van Kampen diagram that describes
a filling of σ defines a singular disc in X with boundary φ � σ . Conversely, any
rectifiable loop c in X can be approximated by a word-like loop φ � σ whose length
is linearly bounded by that of c and (more delicately) disc-fillings g : D2 → X with
g|∂D = c give rise to van Kampen diagrams for σ .

This line of thought, initiated by Gromov, suggests that the large-scale behaviour
of Riemannian filling-discs – quantified by features such as area, radius, diameter
etc. – should be translated to the setting of van Kampen diagrams. Then, in the spirit
of van Kampen’s Lemma, these features can be used to measure the complexity of
the word problem in �. The following implementation of this strategy was described
by Gromov and presented in detail in [30] (also [45]).

Let M be a compact Riemannian manifold with universal cover M̃ . Define the
filling area FArea(c) of a rectifiable loop c : S1 → M̃ to be the infimum of the areas of
all Lipschitz maps g : D → X where D is the standard 2-disc and g|∂D is a monotone
reparameterization of c. Consider

FillM(l) := sup{ FArea(c) | c : S1 → M̃, length(c) ≤ l},

the genus zero, 2-dimensional, isoperimetric function of M .

Theorem 4.1 (Filling Theorem). FillM(l) � δπ1M(l).

A similar statement holds for isoperimetric functions of more general compact
spaces with upper curvature bounds. Similar theorems also hold with area replaced
by other invariants of the geometry of filling-discs. Among these, the most actively
studied is intrinsic diameter (i.e. diameter measured in the induced length metric
on the disc); in this case, FArea and the Dehn function are replaced by (intrinsic)
isodiametric functions. When translated into algebra, bounds on intrinsic diameter
correspond to bounds on the length of the conjugating words xi in (4.1).

Results giving lower bounds on intrinsic diameter often proceed via extrinsic di-
ameter, i.e. diameter measured in the metric on the ambient space. It was only recently
that Tim Riley and I constructed the first compact manifolds for which the isodiametric
functions corresponding to the choice intrinsic-versus-extrinsic have distinct asymp-
totic behaviour [43]. This extends a considerable body of work relating different
aspects of the geometry of filling discs [64], [84].
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4.2. The isoperimetric spectrum. A major theme in geometric group theory in
the 1990s and into this century has been the struggle to determine which � classes
of functions arise as Dehn functions. (I shall say little about the complementary
challenge of calculating the Dehn functions of groups of special interest.)

The development of our knowledge can be charted by how the set

IP = {ρ ∈ [1,∞) | f (n) = nρ is � a Dehn function}
came to be understood. This set is called the isoperimetric spectrum. I should
emphasize that it is far from the case that all Dehn functions are of the form nα:
there are non-polynomial Dehn functions such as nα log n, as well as examples of
small presentations with huge Dehn functions, e.g. faster than any iterated exponential
(see 4.4). If� has unsolvable word problem, δ�(n)will grow faster than any recursive
function (indeed this serves as a definition of such groups).

The class of groups with linear Dehn functions coincides with the class of hy-
perbolic groups. The non-hyperbolic groups in C0 and Auto have quadratic Dehn
functions. Certain combable groups have cubic Dehn functions (3.2), as does the
3-dimensional Heisenberg group. In about 1992, sequences of groups (�d)d∈N such
that the Dehn function of �d is polynomial of degree d were discovered by Gromov
[64], Baumslag–Miller–Short [7], and Bridson–Pittet [42]. The literature now con-
tains such sequences with all manner of additional properties. An example of a group
whose Dehn function is polynomial of degree d+ 1 is Zd �φ Z, where φ ∈ GL(d,Z)
has 1’s on the diagonal and superdiagonal and zeroes elsewhere.

A result of Gromov [65], reproved by many people, states that if the Dehn function
of a group is sub-quadratic (i.e. δ�(n) = o(n2)) then δ�(n) � n. Thus IP ∩ (1, 2)
is empty. This begs the question of what other gaps there may be in IP, and whether
there are any non-integral exponents at all. I settled this last question by constructing
the abc groups of [20], formed by taking three torus bundles over the circle (different
dimensions) and amalgamating their fundamental groups along central cyclic sub-
groups. Indiscrete families of exponents were first constructed in [86]. Noel Brady
and I [15] completed the understanding of the coarse structure of IP by constructing
a dense set of exponents in [2,∞).

Theorem 4.2. The closure of IP is {1} ∪ [2,∞).

We proved this by associating to each pair of positive integers p ≥ q an aspherical
2-complex whose fundamental group

Gp,q = 〈a, b, s, t | [a, b] = 1, saqs−1 = apb, taqt−1 = apb−1〉,
has Dehn function � n2 log2(2p/q). These complexes are obtained by attaching a pair
of annuli to a torus in a manner that ensures the existence of a family of discs in
the universal cover that display a certain snowflake geometry. With Max Forester
and Ravi Shankar [16], we developed a more sophisticated version of the snowflake
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construction that yields a much larger class of isoperimetric exponents, showing in
particular that [2,∞) ∩ Q ⊆ IP.

Once one knows that IP is not a discrete set, one assumes that it will follow the
general pattern of group theory by exhibiting all plausible levels of complexity. This
expectation is realized in a remarkable piece of work by M. Sapir, J.-C. Birget and
E. Rips [86] who give a comprehensive description of Dehn functions δ�(n) � n4 by
encoding the time functions of Turing machines. (The fine structure of IP ∩ (2, 4) has
yet to be determined.) In a subsequent work with A. Yu. Ol’shanskii [19] the same
authors prove that the word problem for � is in NP if and only if � is a subgroup of
a finitely presented group with polynomial Dehn function.

4.3. Groups with quadratic Dehn functions. The structure of IP provides us with
two classes of groups that demand special attention – the groups with linear Dehn
functions (which we know to be the hyperbolic groups) and the groups with quadratic
Dehn functions. It is far from clear what to expect from groups in this second class.
They have simply-connected asymptotic cones [80] but so do many (not all [23]) other
groups with polynomial Dehn functions. It is unknown if they all have a solvable con-
jugacy problem. IP(2) contains many nilpotent groupsN that are not virtually abelian
and certain non-nilpotent polycyclic groups [53]. It is unknown if it contains any solv-
able groups that are not virtually polycyclic. Thurston proposed that SL(n,Z), n ≥ 4,
should be in IP(2) but this has yet to be confirmed. V. Guba [67] proved that Richard
Thompson’s group (which is torsion-free, of type FP∞, and infinite dimensional) lies
in IP(2). Groves and I proved the same for groups of the form Fn � Z [33].

4.4. Applications to the geometry and topology of manifolds. The dictionary of
equivalence illustrated by the Filling Theorem translates information about Dehn
functions into statements about the geometry of manifolds. But there are also less
obvious mechanisms that allow one to gain geometric and topological information
from an understanding of the nature of Dehn functions.

The Andrews–Curtis conjecture is one of the famous open problems of low-dimen-
sional topology. It is related to the Zeeman conjecture and the smooth 4-dimensional
Poincaré conjecture [72]. It asserts that one can reduce any balanced presenta-
tion 〈a1, . . . , an | r1, . . . , rn〉 of the trivial group to the presentation 〈a1, . . . , an |
a1, . . . , an〉 by a sequence of certain elementary moves. The main construction of
[31] associates a balanced presentation Pw to each word w in the generators of a
group B satisfying a deletion condition. Pw presents the trivial group if and only
if w = 1 in B. Moreover, if Pw presents {1} then it satisfies the Andrews–Curtis
conjecture but the number of elementary moves required to trivialise it is bounded
below by log Area∗

B(w).
One gets dramatic lower bounds by taking B = 〈a, t | [tat−1, a] = ar−1〉, since

δB(n) � �r�log2 n� where�r(m) is defined by�r(1) := r and�r(m+1) := r�r(m).
In this case Pw has 4 generators and relations of total length 2(10 + |w| + r).
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In a remarkable series of papers, A. Nabutovsky and S. Weinberger [78] use Dehn
functions to explore the sub-level sets of functionals such as diameter on moduli
spaces of metrics for closed manifolds Mn, n ≥ 5. The constructions in [31] allow
one to extend parts of their work to dimension 4.

4.5. Higher-dimensional isoperimetric inequalities. In the Riemannian context,
having considered the isoperimetric problem for discs filling loops, it is natural to ex-
plore fillings of higher-dimensional spheres. In particular one wants to understand the
isoperimetric function that bounds the volume of optimal ball-fillings. Correspond-
ingly, one defines the k-th order Dehn function δ(k) of a finitely presented group �
that has a classifying space X with a compact (k + 1)-skeleton X(k+1). Such func-
tions were introduced by Gromov [64]. Roughly speaking δ(k)(l) bounds the number
of (k + 1)-cells required to fill any singular k-sphere in X(k) comprised of at most l
k-cells. The algebraic foundations of the subject were worked out carefully by Alonso
et al. [3] and interpreted more topologically in [24]. From an algebraic point of view,
δ(k)(l) provides the least upper bound on the number of summands required to express
an element [f ] ∈ πk(X

(k)) as a �-linear combination of the attaching maps of the
(k + 1)-cells of X. The � equivalence class of δ(k) is an invariant of quasi-isometry.

In each dimension k one has the isoperimetric spectrum

IP(k) = {α ∈ [1,∞) | f (x) = xα is � a k-th order Dehn function}.
Until recently, our knowledge even for IP(2) was remarkably sparse, but my recent
work with Brady, Forester and Shankar [16] remedies this. We prove that if P is an
irreducible non-negative integer matrix with Perron–Frobenius eigenvalue λ > 1,
and r is an integer greater than every row sum in P , then for every k ≥ 2 there is
a group � = �k−1Gr,P with a compact (k + 1)-dimensional classifying space such
that δ(k)(x) � x2 logλ(r). It follows from this and a related result in [16] that IP(k) is
dense in the range [1 + 1/k,∞). Indeed the case of 1 × 1 matrices alone leads to:

Theorem 4.3. Q ∩ [1 + 1
k
,∞) ⊂ IP(k).

The exponent 1 + 1/k arises for Zk+1. Comparing with IP = IP(1), it is tempting

to speculate that IP
(k) = {1} ∪ [1 + 1/k,∞) but there are reasons to doubt this. One

suspects that the fine structure of IP(k) is similar to that of IP(1).
The group Gr,P is the fundamental group of an aspherical 2-complex Xr,P as-

sembled from a finite collection of annuli and tori; the rational number r encodes the
multiplicities of the attaching maps while the matrix P encodes a prescription for the
number and orientation of the tubes connecting each pair of tori. Least-area discs
in X̃r,P exhibit a more subtle form of the snowflake geometry from [15]. When r
is an integer, certain families of these discs admit a precise scaling by a factor of r .
One stacks scaled copies of them to form embedded 3-balls in the universal covering
of the mapping torus associated to a certain 2-letter HNN extension �Gr,P of Gr,P .
These balls provide a lower bound on δ(2) of �Gr,P ; this proves to be sharp. The
balls inherit the scaling property, so one can iterate.



Curvature and complexity for finitely presented groups 979

The calculation of δ(k) for�(k−1)Gr,P involves an induction on dimension. In or-
der to make this work smoothly, one must bound not only the isoperimetric behaviour
of disc-fillings for spheres but also the isoperimetric behaviour of other pairs of com-
pact manifolds (M, ∂M) mapping to the complexes in question. The topological
approach to δ(k) taken in [24] is well-adapted to such generalizations.

The homological filling invariants of the groups�(k−1)Gr,P exhibit a similar range
of behaviour. Such invariants provide upper bounds on the size of (cellular) (k + 1)-
chains needed to fill k-cycles in the universal covering of a classifying space with
finite (k + 1)-skeleton; size is measured using the �1-norm associated to the cellular
basis. These invariants are easier to work with than their homotopical counterparts
and relate well to the Riemannian setting – see [64] and [55], Chapter 10.

5. Subdirect products of hyperbolic groups

The results in this section highlight a dichotomy in the behaviour of the finitely
presented subgroups of direct products of hyperbolic groups: in general the structure
of such subgroups can be fiendishly complicated; but for free groups and limit groups,
these subgroups are remarkably controlled.

5.1. Encoding wildness. E. Rips [85] found a simple algorithm that associates to
a finite presentation Q a short exact sequence 1 → N → H → Q → 1, where Q
is the group that Q presents, N is a 2-generator group, and H is a 2-dimensional
hyperbolic group. To getH from Q, one adds two new generators a1, a2, replaces the
relations r = 1 of Q by relations r = Ur(a1, a2) and adds a new relation x−ε

i aj x
ε
i =

Vi,j,ε(a1, a2) for each generator xi in Q and j = 1, 2, ε = ±1; the words Ur and
Vi,j,ε are chosen to satisfy a small-cancellation condition. This construction depends
on the specific presentation Q, not just the group Q.

The flexibility of the Rips construction is such that (at the expense of increasing
the number of generators of N) one can arrange for H to have additional properties
such as being the fundamental group of a compact negatively curved 2-complex [93],
[35], p. 225, or residually finite [94]. Thus one can encode all of the complexity of
finite group-presentations (the lions of figure 1) into the finitely generated subgroups
of such H . But such constructions say nothing about finitely presented subgroups
because, by a theorem of R. Bieri [14], N is not finitely presentable if Q is infinite.
The following theorem from [6] obviates this difficulty.

Theorem 5.1 (1-2-3 Theorem). Suppose that 1 → N → � → Q
p→ 1 is exact. IfN

is finitely generated, � is finitely presented andQ is of type F3, then the fibre-product
P := {(γ1, γ2) | p(γ1) = p(γ2)} ⊆ � × � is finitely presented.

The name of this theorem comes from the fact that the groupsN,�,Q are assumed
to be of type F1, F2 and F3 respectively. (Recall that a group G is of type Fk if
there exists a K(G, 1) with compact k-skeleton.) The F3 hypothesis says π2 of a



980 Martin R. Bridson

presentation 2-complex for Q is finitely generated as a ZQ-module. This allows one
to control the relations among the generators of N ×N (cf. [4]).

By combining the Rips construction and the 1-2-3 Theorem, one can encode the
complexities of arbitrary finitely presented groups directly into the structure of finitely
presented subgroups of direct products of hyperbolic groups.

An application of this principle is described it the next section. Several other
applications are given in [6], one of which was refined in [40] to prove that there
exist 2-dimensional hyperbolic groups � such that there is no algorithm to decide
isomorphism among the finitely presented subgroups of � × � × �.

5.2. Subdirect products of surface groups. John Stallings [89] and Robert Bieri
[13] showed that among the kernels of maps from direct products of free groups
to abelian groups one finds a range of finiteness properties; in particular there exist
finitely presented subgroups of F2 × F2 × F2 whose third homology is not finitely
generated and finitely presented subgroups S of a direct product of n free groups that
are of type Fn−1 with Hn(S,Z) not finitely generated. Thus one senses that the wild
behaviour observed above may continue among subdirect products of free groups,
and indeed it does for finitely generated subgroups [76].

But Gilbert Baumslag and Jim Roseblade proved that the only finitely presented
subgroups S of a direct product of two free groups are the obvious ones: such S are
free or have a subgroup of finite index that is the product of its intersections with
the factors. Howie, Miller, Short and I [39] discovered an analogous phenomenon in
higher dimensions, cf. (5.3).

If a subgroup S of a direct product of n free and surface groups is of type4 Fn then S
has a subgroup of finite index that is a direct product of free and surface groups.

The case of surface groups is important because of its implications concerning
the fundamental groups of compact Kähler manifolds. The work of Delzant and
Gromov [52] shows that if such a group � is torsion-free and has sufficient multi-
ended splittings, then there is an exact sequence 1 → Zn → �0 → S → 1, where S
is a subdirect product of surface groups and �0 ⊂ � has finite index. Motivated by
this, one would like to understand all finitely presented subdirect products of surface
groups. In [41] Miller and I proved the following theorem and a weaker version
(involving nilpotent quotients) for products of arbitrarily many surfaces.

Theorem 5.2. If S is a finitely presented subgroup of a direct product of at most three
surface groups, then either S is virtually a product of free and surface groups (the
case where S is of type F3) or else S is virtually the kernel of a map from a product
of surface groups to an abelian group (the Stallings–Bieri situation).

One hopes that a complete classification of the finitely presented subdirect products
of free and surface groups may be within reach. What we have already proved shows

4It is enough that finite-index subgroups of S have Hi(−,Z) finitely generated for i ≤ n.
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that the conjugacy and membership problems are solvable for all finitely presented
subgroups of direct products of surface groups. This would not remain true if one were
to replace surface groups by arbitrary 2-dimensional hyperbolic groups or Kleinian
groups. Likewise, the splitting phenomenon for subgroups of type Fn does not extend
to these classes. But it is does extend to limit groups.

5.3. Limit groups again. A finitely generated group L is fully residually free if for
each finite subset X ⊂ L there is a homomorphism to a finitely generated free group
ψX : L → F that is injective on X. It is difficult to prove that such L are finitely
presented but it is then easy to deduce that these are the limit groups defined in (1.2).
The term limit group was coined by Sela to connote that these are the groups that occur
as limits of stable sequences φn : G → F , where G is an arbitrary finitely generated
group and stable means that for each g ∈ G either Ig = {n ∈ N : φn(g) = 1} or
Jg = {n ∈ N : φn(g) �= 1} is finite; the limit is the quotient of G by {g | |Ig| = ∞}.

Such sequences arise when one studies Hom(G, F ). A homomorphism φ : G →
F gives an action of G on the tree that is the Cayley graph of F , and it is profitable
to examine sequences (φn) in the space of G-actions on R-trees. By bringing to
bear much of what is known about such spaces, Sela ([87] et seq.) obtains a finite
parameterization of Hom(G, F ) and a hierarchical decomposition of limit groups.
His description of the elementarily free groups EF ⊂ L solves a famous problem of
A. Tarski. Similar results were obtained in a parallel project by O. Kharlampovich
and A. Myasnikov [71] et seq. For an introduction to limit groups, see [10].

Jim Howie and I [37], [38] and H. Wilton [92] have been using Sela’s work
to explore the subgroup structure of limit groups and their direct products. The
similarities with surface groups include:

Theorem 5.3 ([37]). If G1, . . . ,Gn are elementarily free and � ⊂ G1 × · · · × Gn
is of type FPn, then there are finitely presented subgroups Hi ⊂ Gi such that � is
isomorphic to a finite-index subgroup of H1 × · · · ×Hn.

It is likely that this can be extended from EF to L as conjectured by Sela.

6. Two questions of Grothendieck

In this section I shall outline my solution with Fritz Grunewald to two problems
concerning profinite completions and representations of groups that were posed by
Alexander Grothendieck in 1970 [66]. The proof exemplifies two general points that
I made earlier: the importance of being able to craft groups with specific properties,
and the usefulness of the encodings into subdirect products.

6.1. Profinite completions. The profinite completion of a group � is the inverse
limit of the directed system of finite quotients of �; it is denoted by �̂. If � is
residually finite, the natural map � → �̂ is injective. In [66] Grothendieck related
the representation theory of a finitely generated group to its profinite completion:
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if A �= 0 is a commutative ring and u : �1 → �2 is a homomorphism of finitely
generated groups, then û : �̂1 → �̂2 is an isomorphism if and only the restriction
functor u∗

A : RepA(�2) → RepA(�1) is an equivalence of categories, where RepA(�)
is the category of finitely presented A-modules with a �-action.

Grothendieck investigated under what circumstances û : �̂1 → �̂2 being an iso-
morphism implies that u is an isomorphism. This led him to pose the following prob-
lem: Let �1 and �2 be finitely presented, residually finite groups and let u : �1 → �2
be a homomorphism such that û : �̂1 → �̂2 is an isomorphism of profinite groups.
Does it follow that u is an isomorphism from �1 onto �2?

A negative solution to the corresponding problem for finitely generated groups was
given by Platonov and Tavgen [81]. But there is an emphasis on finite presentability
in Grothendieck’s problem because of his original motivation for studying profinite
completions: he wanted to understand the extent to which the topological fundamental
group of a complex projective variety determines the algebraic fundamental group,
and vice versa. In the Spring of 2003 Fritz Grunewald and I settled Grothendieck’s
question in the negative.

Theorem 6.1. There exist residually finite, 2-dimensional, hyperbolic groups H and
finitely presented subgroups P ⊆ � := H × H of infinite index, such that P is not
abstractly isomorphic to �, but u : P ↪→ � induces an isomorphism û : P̂ → �̂.

The first ingredient in the proof is the following distillation of arguments of
Platonov and Tavgen [81]. Let 1 → N → H → Q → 1 be a short exact se-
quence of groups with fibre product u : P ↪→ H × H . If Q is superperfect5 and
has no finite quotients, and H is finitely generated, then û : P̂ → Ĥ × Ĥ is an
isomorphism.

One applies this criterion to the output of an algorithm obtained by combining
D. Wise’s refinement [94] of the Rips construction with the 1-2-3 Theorem [6]:

There is an algorithm that associates to any finite aspherical presentation Q a
short exact sequence 1 → N → H → Q → 1 and a finite presentation for the fibre
product P ⊂ H ×H , where H is hyperbolic and residually finite.

To complete the proof, one needs suitable input presentations Q. A simple cal-
culation in homology shows that if a perfect group has a balanced presentation then
it is superperfect. Thus it suffices to construct balanced, aspherical presentations
of infinite groups with no non-trivial finite quotients. The following example was
constructed in [34]; earlier examples are due to G. Higman [69]. Let p ≥ 2.

〈a1, a2, â1, â2 | a−1
1 a

p
2 a1a

−p−1
2 , â−1

1 â
p
2 â1â

−p−1
2 ,

a−1
1 [â2, â

−1
1 â2â1], â−1

1 [a2, a
−1
1 a2a1]〉.

At the expense of complicating the construction of the Grothendieck pairP ↪→ �×�,
one can replace the requirement that the input presentation Q be aspherical by the

5H1(Q,Z) = H2(Q,Z) = 0.
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hypothesis that Q be of type F3. This allows one to associate a Grothendieck pair to
any group of type F3; for if G is a class (such as F3) closed under the formation of
HNN extensions and amalgamated free products along free groups, one can embed
any group G ∈ G into a G ∈ G that has no finite quotients [28].

6.2. Grothendieck’s Tannaka duality groups. In the same paper [66] as he raised
the problem described above, Grothendieck described an idea for reconstructing a
residually finite group from the tensor product structure of its representation category
RepA(�). He encoded this structure into a Tannaka duality group: if Mod(A) is
the category of all finitely generated A-modules and F : RepA(�) → Mod(A) is
the forgetful functor, Grothendieck defines clA(�) to be the group of natural self-
transformations of the functor F that are compatible with the tensor product ⊗A.
And he poses the following problem: If � is a finitely presented, residually finite
group, is the natural monomorphism from � to clA(�) an isomorphism for every
non-zero commutative ring A, or at least some suitable commutative ring A �= 0?

Theorem 6.2 ([34]). If P is one of the groups constructed in Theorem 6.1, then P is
of infinite index in clA(P ) for every commutative ring A �= 0.

Previously, Alex Lubotzky [75] had exhibited finitely presented, residually finite
groups � such that � → clA(�) is not surjective when A = Z.
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1. Introduction

The discovery of the Jones polynomial by V. Jones [J] and quantum groups by V. Drin-
feld and M. Jimbo led to an explosive development of quantum topology. The newly
found topological invariants were christened “quantum invariants”; for knots and links
they often take the form of polynomials. By late 80s to early 90s it was realized that
each complex simple Lie algebra g gives rise to a gaggle of quantum invariants. To a
link L in R3 with each component colored by an irreducible representation of g there
is assigned an invariant P(L, g) taking values in the ring of Laurent polynomials
Z[q, q−1] (sometimes fractional powers of q are necessary). Polynomials P(L, g)

have a representation-theoretical description, via intertwiners between tensor prod-
ucts of irreducible representations of the quantum group Uq(g), the latter a Hopf
algebra deformation of the universal enveloping algebra of g. These invariants by no
means exhaust all quantum invariants of knots and links; various modifications and
generalizations include finite type (Vassiliev) invariants, invariants associated with
quantum deformations of Lie superalgebras, etc.

Quantum sl(n) link polynomials, when each component of L is colored by the
fundamental n-dimensional representation, can be conveniently encapsulated into a
single 2-variable polynomial P(L), known as the HOMFLY or HOMFLY-PT poly-
nomial [HOMFLY], [PT].

The skein relation

λP (L1) − λ−1P(L2) = (q − q−1)P (L3)

for any three links L1, L2, L3 that differ as shown below and the value of P on
the unknot, uniquely determines the HOMFLY-PT invariant, which lies in the ring
Z[λ±1, (q − q−1)±1] (in the original papers a single variable was used instead of
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q − q−1, making P a genuine Laurent polynomial in two variables).

L1 L2 L3

Specializing λ = qn, for n ≥ 0, leads to a link polynomial invariant Pn(L) ∈
Z[q, q−1], normalized so that Pn(unknot) = qn−1 + qn−3 + · · · + q1−n for n > 0
and P0(unknot) = 1.

P0(L) and P2(L) are the Alexander and Jones polynomials of L, respectively,
while P1(L) is a trivial invariant. For n > 0, the polynomial Pn(L) can be interpreted
via the representation theory of quantum sl(n), and P0(L) – via that of the quantum
Lie superalgebra Uq(gl(1|1)).

The miracle that emerged in the past few years is that these polynomials are Euler
characteristics of link homology theories:

• The Jones polynomial P2(L) is the Euler characteristic of a bigraded link ho-
mology theory H(L), discovered in [K1].

• The Alexander polynomial P0(L) is the Euler characteristic of a bigraded knot
homology theory, discovered by P. Ozsváth, Z. Szabó [OS1] and J. Rasmus-
sen [R1].

• The polynomial P3(L) is the Euler characteristic of a link homology theory
H(L), defined in [K2].

• For each n ≥ 1, Lev Rozansky and the author constructed a bigraded link
homology theory Hn(L) with Pn(L) as the Euler characteristic, see [KR1].

• The entire HOMFLY-PT polynomial is the Euler characteristic of a triply-
graded link homology theory [KR2], [K6] (for a possible alternative approach
via string theory see [GSV]).

Ideally, a link homology theory should be a monoidal functor F from the category
LCob of link cobordisms to a tensor triangulated category T (for instance, T could be
the category of complexes of R-modules, up to chain homotopies, for a commutative
ring R). Objects of LCob are oriented links in R3, morphisms from L0 to L1 are
isotopy classes (rel boundary) of oriented surfaces S smoothly and properly embedded
in R3×[0, 1] such that L0�(−L1) is the boundary of S and Li ⊂ R3×{i}, i = 0, 1. In
many known examples, F is a projective functor: the map F (S) : F (L0) −→ F (L1)

is well defined up to overall multiplication by invertible central elements of T (e.g. by
±1 for homology theory H).

No a priori reason why quantum link invariants should lift to link homology theo-
ries is known and the general framework for lifting quantum invariants to homology
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theories remains a mystery. We call such a lift a categorification of the invariant. The
term categorification was coined by L. Crane and I. Frenkel [CF] in the context of
lifting an n-dimensional TQFT to an (n + 1)-dimensional one (n = 2, 3 are the main
interesting cases).

Let us also point out that the Casson invariant (a degree two finite-type invari-
ant of 3-manifolds) is the Euler characteristic of instanton Floer homology, that the
Seiberg–Witten and Ozsváth–Szabó 3-manifold homology theories categorify degree
one finite-type invariants of 3-manifolds (the order of H1(M, Z) when the first ho-
mology of the 3-manifold M is finite and, more generally, the Alexander polynomial
of M), that equivariant knot signatures are Euler characteristics of Z/4Z-graded link
homologies (O. Collin, B. Steer [CS], W. Li), and that there exist ideas on how to
categorify the 2-variable Kauffman polynomial [GW], the colored Jones polynomial,
and quantum invariants of links colored by arbitrary fundamental representations �iV

of sl(n) [KR1].

2. A categorification of the Jones polynomial

In the late nineties the author discovered a homology theory H(L) of links which is
bigraded,

H(L) = ⊕
i,j∈Z

H i,j (L),

and has the Jones polynomial as the Euler characteristic,

P2(L) =
∑
i,j∈Z

(−1)iqj rk(H i,j (L)).

The construction of H categorifies the Kauffman bracket description of the Jones
polynomial. Starting from a plane projection D of L we build homology groups H(D)

inductively on the number of crossings of the projection via long exact sequences

HHH

and then check that H(D) are invariants of L alone. Homology of the empty link
is Z, homology of the unknot is A = Z[X]/(X2), which should be thought of as the
integral cohomology ring of the 2-sphere. Homology of the k-component unlink is
A⊗k . The obvious cobordisms between unlinks turn A into a commutative Frobenius
ring, with the trace map tr(1) = 0, tr(X) = 1 (in any full-fledged link homology
theory homology of the unknot is a commutative Frobenius algebra over homology
of the empty link). H(D) is the homology of a complex C(D) constructed in an
elementary way from direct sums of tensor powers of A and the structure maps of
this Frobenius ring.
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Theorem 2.1. There exists a combinatorially defined bigraded homology theory
H(L) of oriented links in R3. The groups H i,j (L) are finitely-generated and their
Euler characteristic is the Jones polynomial. The theory is functorial: to an oriented
cobordism S between links L0 and L1 it assigns a homomorphism of groups

H(S) : H(L0) −→ H(L1),

well defined up to overall minus sign and of bidegree (0, −χ(S)), where χ(S) is the
Euler characteristic of the surface S.

That ±H(S) is well defined was proved in [Ja] and [K4] in two different ways.
The homology theory H is manifestly combinatorial and programs computing it

were written by D. Bar-Natan, A. Shumakovitch and J. Green. The earliest program
[BN1] led to the conjecture that ranks of the homology groups of alternating links are
determined by the Jones polynomial and the signature. This conjecture was proved by
E.-S. Lee [L1]. For arbitrary knots and links, the structure of H is more complicated
than that of the Jones polynomial; right now we do not even have a guess at what the
rational homology groups of arbitrary (n, m)-torus knots are.

We next list several interesting applications of H and related developments.
1) J. Rasmussen used H and its deformation studied by E. S. Lee [L2] to give a

combinatorial proof of the Milnor conjecture that the slice genus of the (p, q)-torus
knot is (p−1)(q−1)

2 and of its generalization to all positive knots [R2]. This can also
be used to show that certain knots are topologically but not smoothly slice without
having to invoke Donaldson or Seiberg–Witten gauge theories. Originally, the Milnor
conjecture was proved by P. Kronheimer and T. Mrowka via the Donaldson theory
[KM].

2) Lenhard Ng [N] obtained an upper bound on the Thurston–Bennequin number
of a Legendrian link from its homology H(L). This bound is sharp on alternating
knots and on all but one or two knots with at most 10 crossings.

3) A. Shumakovitch [S] showed that over the 2-element field homology decom-
poses: H(L, F2) ∼= H̃(L, F2) ⊗ F2[X]/(X2), where H̃(L, F2) is the reduced ho-
mology of L with coefficients in F2. P. Ozsváth and Z. Szabó [OS2] discovered a
spectral sequence with the E2-term H̃(L, F2) that converges to the Ozsváth–Szabó
homology of the double branched cover of L!.

4) P. Seidel and I. Smith defined a Z-graded homology theory of links via La-
grangian intersection Floer homology of a certain quiver variety [SS]. Their theory is
similar to H in many respects, and, conjecturally, isomorphic to H after the bigrading
in the latter is collapsed to a single grading.

3. Extensions to tangles

The quantum group Uq(sl(2)) controls the extension of the Jones polynomial to an
invariant of tangles, the latter a functor from the category of tangles to the category
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of Uq(sl(2)) representations. To a tangle T with n bottom and m top endpoints (an
(m, n)-tangle) there is assigned an intertwiner

f (T ) : V ⊗n −→ V ⊗m

between tensor powers of the fundamental representation V of Uq(sl(2)).
A categorification of the invariant f (T ) was suggested in [BFK]. We considered

the category
On = ⊕

0≤k≤n
Ok,n−k,

the direct sum of parabolic subcategories Ok,n−k of a regular block of the highest
weight category for sl(n). The category Ok,n−k is equivalent to the category of
perverse sheaves on the Grassmannian of k-planes in Cn, smooth with respect to
the Schubert stratification. The Grothendieck group of On is naturally isomorphic
(after tensoring with C) to V ⊗n, considered as a representation of Uq=1(sl(2)), and
derived Zuckerman functors in Db(On) lift the action of sl(2) on V ⊗n. We showed
that projective functors in On categorify the action of the Temperley–Lieb algebra
on V ⊗n and conjectured how to extend this to arbitrary tangles, by assigning to a
tangle T a functor F (T ) between derived categories Db(On) and Db(Om).

Our conjectures were proved by C. Stroppel [St], who worked with the graded
versions On

gr of these categories, associated a functor F (T ) between derived cate-
gories Db(On

gr) and Db(Om
gr) to each (m, n)-tangle T and a natural transformation

F (S) : F (T0) −→ F (T1) to a tangle cobordism S between tangles T0 and T1. The
whole construction is a 2-functor from the 2-category of tangle cobordisms to the
2-category whose objects are C-linear triangulated categories, 1-morphisms are exact
functors and 2-morphisms are natural transformations of functors, up to rescalings
by invertible complex numbers. When the tangle is a link L, this theory produces
bigraded homology groups, conjecturally isomorphic to H(L) ⊗ C.

The braid group action on V ⊗n lifts to a braid group action on the derived category
Db(On

gr). Restricting to the subcategory Db(O1,n−1
gr ) results in a categorification of

the Burau representation, previously studied in [KS].
For a more economical extension of the Jones polynomial to tangles, we restrict

to even tangles (when the number of endpoints on each of the two boundary planes is
even) and to the subspace of Uq(sl(2))-invariants

Inv(n) = HomUq(sl(2))(C, V ⊗2n)

in V ⊗2n. The invariant of a (2m, 2n)-tangle is a linear map

finv(T ) : Inv(n) −→ Inv(m)

between these subspaces.
A categorification of finv(T ) was found in [K3], [K4]. We defined a graded

ring Hn and established an isomorphism

K(Hn-mod) ⊗ C ∼= Inv(n)
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between the Grothendieck group (tensored with C) of the category of graded finitely-
generated Hn-modules and the space of invariants in V ⊗2n. To an even tangle T we
assigned an exact functor T between the derived categories of Hn-mod (this functor
induces the map finv(T ) on the Grothendieck groups) and to a tangle cobordism – a
natural transformation of functors. This results in a 2-functor from the 2-category of
cobordisms between even tangles to the 2-category of natural transformation between
exact functors in triangulated categories. Restricting to links, we recover homology
groups H(L). This approach is more elementary than that via category O, and should
carry the same amount of information.

The space of invariants Inv(n) is a subspace of V ⊗2n(0), the weight zero subspace
of V ⊗2n. A categorification of this inclusion relates rings Hn and parabolic categories
On,n. The latter category is equivalent to the category of finite-dimensional modules
over a C-algebra An,n, explicitly described by T. Braden [B]. There exists an idem-
potent e in An,n such that eAn,ne ∼= Hn ⊗ C. This idempotent picks out all self-dual
indecomposable projectives in An,n.

Rings Hn can also be used to categorify certain level two representations of
Uq(sl(m)), see [HK].

For a more geometric and refined approach to invariants of tangles and tangle
cobordisms we refer the reader to Bar-Natan [BN2]. Some of his generalizations
of link homology can be thought of as G-equivariant versions of H , for various
compact subgroups G of SU(2), see [K5] for speculations in this direction and for an
interpretation of the Rasmussen invariant via the SU(2)-equivariant version of H .

4. sl(n) link homology and matrix factorizations

Theorem 4.1. For each n > 0 there exists a homology theory which associates
bigraded homology groups

Hn(L) ∼= ⊕
i,j∈Z

Hi,j
n (L)

to every oriented link in R3. The Euler characteristic of Hn is the polynomial invari-
ant Pn,

Pn(L) =
∑
i,j∈Z

(−1)iqj dimQ(Hi,j
n (L)).

The homology groups Hi,j
n (L) are finite-dimensional Q-vector spaces, and, for a

fixed L, only finitely many of them are non-zero. This homology is functorial: an
oriented link cobordism S between L0 and L1 induces a homomorphism

Hn(S) : Hn(L0) −→ Hn(L1),

well defined up to overall rescaling by nonzero rationals.
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The groups Hn(L) are constructed in [KR1], where we start with a presentation
for Pn(L) as an alternating sum

Pn(L) =
∑
�

±qα(�)Pn(�). (1)

Here we choose a generic plane projection D of L with m crossings, and form the
sum over 2m planar trivalent graphs � which are given by replacing each crossing
of D by one of the two planar pictures on the right

or

Each such planar graph � has a well-defined invariant Pn(�) ∈ Z[q, q−1], with all
the coefficients being nonnegative integers. Weights α(�) are given by a simple rule.
The edges are of two types: regular oriented edges and “wide” unoriented edges as
on the rightmost picture above.

We then define single-graded homology groups Hn(�) which have the graded
dimension Pn(�) and satisfy certain naturality conditions allowing us to build a com-
plex out of Hn(�), over all modifications � of the link diagram D. The complex is a
categorification of the right hand side of the equation (1); its homology groups Hn(D)

depend on L only and satisfy the properties listed in Theorem 4.1.
Our definition of Hn(�) is based on matrix factorizations. Let R = Q[x1, . . . , xk].

A matrix factorization M of a polynomial f ∈ R consists of a pair of free R-modules
and a pair of R-module maps

M0 d−→ M1 d−→ M0

such that d2 = f · Id. The polynomial f is called the potential of M . A matrix
factorization can be thought of as a two-periodic generalized complex; the square
of the differential in not zero, but a fixed multiple of the identity operator. Matrix
factorizations were introduced by D. Eisenbud [E] to study homological properties of
hypersurface singularities, and later made an appearance in string theory, as boundary
conditions in Landau–Ginzburg models [KL]. The tensor product M ⊗R N of matrix
factorizations with potentials f, g is a matrix factorization with potential f + g.

To each � we associate a collection of matrix factorizations M1, . . . , Mm,
one for each crossing of D, with potentials f1, . . . , fm that add up to zero: f1 +
f2 + · · · + fm = 0. The tensor product M1 ⊗ M2 ⊗ · · · ⊗ Mm is a two-periodic
complex (since the square of the differential is now zero). Finally, Hn(�) is defined
as the cohomology of this complex; it inherits a natural Z-grading from that of the
polynomial algebra R.

The homology theory Hn is trivial when n = 1, while H2(L) ∼= H(L) ⊗ Q. The
theory H3 should be closely related to the homology theory constructed earlier in [K2]
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(the two theories have the same Euler characteristic; the one in [K2] is defined over Z

and not just over Q).
J. Rasmussen [R3] determined homology groups Hn(L) for all 2-bridge knots L

and a few other knots (with a mild technical restriction n > 4). Little else is known
about homology groups Hn(L) for n > 2.

A Lagrangian intersection Floer homology counterpart of Hn was discovered by
C. Manolescu [M]. His theory H(n)symp(L) is singly-graded, but defined over Z.
Manolescu conjectured that H(n)symp, after tensoring with Q, becomes isomorphic
to Hn, with the bigrading of the latter folded into a single grading.

5. Triply-graded link homology and beyond

It turns out that the entire HOMFLY-PT polynomial, and not just its one-variable
specializations, admits a categorification. The original construction via degenerate
matrix factorizations with a parameter [KR2] was later recast in the language of
Hochschild homology for bimodules over polynomial algebras [K6]. We represent a
link L as the closure of a braid σ with m strands. To σ we assign a certain complex
F(σ) of graded bimodules over the polynomial algebra R in m−1 generators. Taking
the Hochschild homology over R of each term in the complex produces a complex of
bigraded vector spaces

· · · −→ HH(R, F j (σ )) −→ HH(R, F j+1(σ )) −→ · · ·
The cohomology groups H(σ ) of this complex are triply-graded and depend on L

only (a convenient grading normalization was pointed out by H. Wu [W]). The Euler
characteristic of H(L) is the HOMFLY-PT polynomial P(L), normalized so that
P(unknot) = 1.

This homology theory suffers from two problems. First, the definition requires
choosing a braid representative of a knot, rather than just a plane projection. Second, it
is not possible to assign maps H(S) to all link cobordismsS so as to turn H into a functor
from LCob to the category of (triply-graded) vector spaces (simply because homology
of the unknot is one-dimensional, while that of an unlink is infinite-dimensional). We
conjecture that the theory can be redefined on k-component links for all k > 1 so as to
assign finite-dimensional homology groups H̃(L) to all oriented links L, and not just

to knots. The Euler characteristic of H̃(L) will still be the HOMFLY-PT polynomial,
but rescaled so as to be a Laurent polynomial in λ and q rather than a rational function.
The theory should extend to a projective functor from the category of connected link
cobordisms to the category of triply-graded vector spaces.

Further extension of H̃ to all link cobordisms should only require a minor modifi-
cation, where one assigns the algebra Q[a] to the empty link, the differential graded
algebra

Q〈y1, . . . , yn〉 ⊗ Q[a], yiyj + yjyi = 0, [yi, a] = 0, d(yi) = a, d(a) = 0
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to a k-component unlink, and suitably resolves each H̃(L), viewed as a Q[a] module
with the trivial action of a, into a complex of free Q[a]-modules.

Understanding H̃ could be an important step towards an algebraic description
of knot Floer homology, since we expect H̃ to degenerate (possibly via a spectral
sequence) into knot Floer homology of Ozsváth–Szabó and Rasmussen [OS1], [R1],
which categorifies the Alexander polynomial.

An algebraic description of knot and link Floer homology, if someday found and
combined with the combinatorial construction [OS3] of Ozsváth–Szabó 3-manifold
homology of surgeries on a knot from a filtered version of knot Floer homology (and a
generalization of their construction to links), could lead to a combinatorial definition
of Ozsváth–Szabó and Seiberg–Witten 3-manifold homology and, eventually, to an
algebraic formulation of gauge-theoretical invariants of 4-manifolds.

In conclusion, we mention two other difficult open problems.

I. Categorify polynomial invariants P(L, g) of knots and links associated to arbitrary
complex simple Lie algebras g and their irreducible representations.

II. Categorify the Witten–Reshetikhin–Turaev invariants of 3-manifolds.
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1. Disjoint curves in surfaces

The complex of curves, a combinatorial object associated to a surface, has been of
interest recently in low-dimensional topology and geometry. In the study of mapping
class groups of surfaces, it has shed some light on relative hyperbolicity properties,
and more generally on the coarse geometry of these groups, and of the Teichmüller
spaces (parameter spaces of Riemann surfaces) on which they act. In the setting of
hyperbolic 3-manifolds, the complex of curves has been used in the classification
theory, particularly the solution of Thurston’s Ending Lamination Conjecture, and
generally in the attempt to relate more concretely the topology of a 3-manifold to its
geometric structure. This paper will attempt to survey some of these developments.
Of necessity we will focus on those aspects with which the author is most familiar,
thus leaving out a lot of interesting topology and geometry.

We will begin with a leisurely discussion of the natural ways in which simple closed
curves (i.e. embedded circles), and particularly the relation of disjointness, occur in
low-dimensional topology. After this, in §2 we will lay out the basic definitions and
theorems about curve complexes. In §3 we will describe work with H. Masur on the
inductive structure of curve complexes and its relation to the geometry of mapping
class groups. In §4 we will go into more detail about mapping class groups and
outline some recent work with J. Behrstock on their asymptotic cones and the Brock–
Farb rank conjecture. In §5 we will describe work with J. Brock and R. Canary on
Thurston’s Ending Lamination Conjecture. In §6 we will lay out some thoughts on
the hyperbolic geometry of Heegaard splittings, an area in which our knowledge is
still rather incomplete.
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Surfaces and mapping class groups. The first interesting thing one can do with a
homotopically essential simple closed curve in a surface is to cut along it, and then
glue back. If before gluing back by the identity, the complementary surface is given
one full twist in a neighborhood of the curve, the resulting self-map is not homotopic
to the identity, and is called a Dehn twist.

The group of orientation preserving homeomorphisms of an oriented surface S

to itself, taken modulo isotopy, is called the mapping class group of S, or MCG(S).
Dehn twists give rise to infinite cyclic subgroups of MCG(S), and two disjoint non-
homotopic simple curves give rise to commuting Dehn twists.

More generally, let � denote a system of disjoint, essential, pairwise non-homo-
topic simple closed curves (necessarily a finite number, if S is compact). The stabilizer
of � (up to homotopy) in MCG(S) is denoted Stab(�), and we have a short exact
sequence

0 → Zn → Stab(�) → MCG′(S \ �) → 0 (1)

where Zn is the group of Dehn twists generated by elements of � and MCG′(S \ �)

is the finite-index subgroup of MCG(S \ �) whose elements permute the boundary
in such a way that it can still be glued back to obtain � in S.

A mapping class that preserves a system of disjoint essential simple closed curves
is called reducible. Thurston classified the nontrivial conjugacy classes in MCG(S)

as reducible, finite-order, and pseudo Anosov [49], [43]. A pseudo-Anosov mapping
class does not preserve any finite set of closed curves. Instead, it preserves a pair of
measured geodesic laminations (see §2), and any closed curve tends, under forward
iteration, to one of these and under backward iteration to the other.

The kernel in (1) is an example of an abelian subgroup of MCG(S). Birman–
Lubotzky–McCarthy [13] used Thurston’s classification theorem to classify all abelian
(and solvable) subgroups of MCG(S). In particular they showed that the maximal
rank of an abelian subgroup is equal to the maximal cardinality of a disjoint system of
curves �. The pure Dehn-twist group appearing in (1) is not the only way of obtaining
a maximal rank abelian group, however – for example if � divides S into 3-holed
spheres and 1-holed tori, and a Dehn twist is chosen on each component of � and
a pseudo-Anosov is chosen on each 1-holed torus component, then these elements
generate a maximal rank abelian group.

When studying the “coarse” geometry of MCG(S), i.e. its large-scale geome-
try when viewed as a metric space by means of its Cayley graph, these maximal
abelian subgroups turn out to be quite important. They are quasi-isometrically em-
bedded (see §4 for definitions) by Mosher [105] in the punctured case and Farb–
Lubotzky–Minsky [48] in general (See also Theorem 4.1). On the other hand Brock
and Farb asked whether these subgroups represent the largest n for which Zn is
quasi-isometrically embedded in MCG(S) (not necessarily as a subgroup). This
was answered affirmatively by Hamenstädt [58] and by Behrstock–Minsky [8]. The
techniques that go into the latter proof are part of what concerns us in this paper.
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Hyperbolic geometry. In a complete hyperbolic surface S, each nontrivial homotopy
class is represented by a unique geodesic (if it is not homotopic into a cusp). If � is a
maximal set of disjoint essential simple closed curves, not homotopic to each other or
the cusps, then they are realized as a disjoint set of simple geodesics which cut S into
3-holed spheres. It turns out that a hyperbolic 3-holed sphere is determined uniquely
by its boundary lengths and all possible lengths can occur. Once lengths are selected
for the components of � the hyperbolic metric of S is almost determined, except
for the gluings of the boundaries back together, for which there is an additional real
parameter for each one. This gives Fenchel–Nielsen coordinates for the Teichmüller
space of S,

T (S) ∼= R�+ × R�.

The Teichmüller space of S is the set of all hyperbolic metrics on S, up to isometries
homotopic to the identity (see e.g. [131], [72], [51]).

On the other hand, the Collar Lemma (see e.g. [78], [38]) asserts that a closed
geodesic in S has a regular neighborhood whose radius goes to infinity as the curve’s
length goes to 0. In particular any sufficiently short geodesic has no self-intersections,
and two sufficiently short geodesics cannot cross each other. That suggests a division
of T (S) into thin regions, where some curve is shorter than a certain threshold, and
thick regions where no curves are very short. The intersection pattern of the thin
regions is prescribed exactly by the disjointness relation among simple closed curves.

In three dimensional hyperbolic geometry, the generalization of the collar lemma is
the “Margulis Lemma” (Kazhdan–Margulis [77]), or Jørgensen’s inequality [76] (see
also Brooks–Matelski [37], Thurston [131]). In particular sufficiently short closed
geodesics have a standard solid torus neighborhood sometimes called a Margulis tube.
If for example we consider a hyperbolic structure on N = S × R, work of Thurston
and Bonahon [130], [19] showed that if a geodesic is sufficiently short it must be
homotopic to a simple curve in S, and Otal [108], [109] showed that any number of
sufficiently short curves must be unknotted and unlinked – that is, isotopic in N to a
collection of disjoint simple level curves with respect to the product structure. See
Souto [124] for a generalization of this to the setting of any embedded surface in a
hyperbolic 3-manifold.

These sort of results are obtained using pleated surfaces (or sometimes simpli-
cial hyperbolic surfaces). A pleated surface in a hyperbolic 3-manifold N is a map
f : S → N where S is a surface, the pullback path-metric from N gives a complete
hyperbolic metric on S, and moreover f is totally geodesic on the complement of a
system of simple geodesic lines called a lamination. Thurston introduced these tools
into hyperbolic geometry, and their great advantage is that (a) their presence greatly
constrains the geometry of the 3-manifold in terms of the well-understood geometry
of hyperbolic surfaces, and (b) they are plentiful. In fact if f : S → N is a π1-injective
map and � is a collection of disjoint, essential, nonhomotopic simple closed curves
in S whose f -images are not homotopic to cusps, then there exists a pleated map
homotopic to f which carries � to its geodesic representatives.
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This again gives a geometric interpretation to the disjointness relation for simple
curves. Indeed, the Gauss–Bonnet theorem implies that the diameter of a hyperbolic
surface is bounded, outside of the thin collars, in terms of its topology. In our 3-
manifold setting this means that the geodesic representatives of disjoint curves on S

are “close modulo thin parts”. Thus the pattern of Margulis tubes in a hyperbolic
3-manifold is closely related to patterns of disjoint curves.

Heegaard splittings. Any closed oriented 3-manifold can be expressed, in infinitely
many ways, as a union of two handlebodies glued along their boundaries (a handle-
body is a 3-ball with 1-handles attached, or a regular neighborhood of a 1-complex
embedded in R3. For example, consider regular neighborhoods of the 1-skeletons of a
triangulation and its dual). This is known as a Heegaard splitting. The non-uniqueness
of Heegaard splittings means that it is difficult, although not impossible, to extract
meaningful topological information from them. The literature on Heegaard splittings
is by now extensive, and our discussion will not come close to being comprehensive.
For more information the reader is directed to Birman [14], Scharlemann [116] and
Zieschang [133].

Given a surface S, an identification of S with the boundary of a handlebody is
determined (up to isotopy) by specifying a maximal set � of disjoint nonhomotopic
simple curves which are to be the boundaries of essential disks, or meridians. (Ac-
tually it suffices to choose � so that its complement consists of a single genus 0
subsurface). The combination of two such sets for the two handlebodies is called a
Heegaard diagram. This is a finite amount of information, but we are faced with the
fact that there is no natural choice for this diagram among all possible ones for a given
splitting.

A splitting is called reducible if there is a curve which is a meridian in both sides.
The two disks thus bounded form a sphere, which either bounds a ball, in which case
the genus of the splitting can be reduced, or is essential, in which case the manifold can
be reduced to a connected sum of manifolds with lower-genus splittings. Haken [56]
showed conversely that if a manifold is a connected sum and S is a Heegaard surface,
then there exists a sphere that meets S in exactly one meridian. That is, a splitting of
a reducible manifold is a reducible splitting. In an irreducible manifold, a splitting
of minimal genus is irreducible. However irreducible splittings do not have to be of
minimal genus.

Casson–Gordon [44] introduced the notion of weak reducibility: A splitting is
weakly reducible if it contains two disjoint meridians (note that reducible implies
weakly reducible, as two equal meridians can be made disjoint). They showed that a
weakly reducible splitting is either reducible, or contains a 2-sided incompressible sur-
face (an incompressible surface is aπ1-injectively embedded surface of positive genus;
manifolds which admit 2-sided incompressible surfaces are called Haken, and are in
many ways easier to study.) Thus an irreducible non-Haken manifold has a strongly
irreducible (i.e. not weakly reducible) splitting. For Haken manifolds, extensions of
the arguments of Casson–Gordon by Scharlemann–Thompson (see [117] and [115])
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lead to a decomposition along incompressible surfaces into strongly irreducible Hee-
gaard splittings-with-boundary, known as a generalized Heegaard splitting. This has
become a widely applied and sophisticated theory.

Hempel [69] showed that a splitting of a manifold that is Seifert-fibred or contains
an essential torus must have the disjoint curve property: There exist meridians m1, m2
from the two sides, and a curve γ so that both m1 and m2 are disjoint from γ . (Note
that reducibility and weak-reducibility are special cases of this property).

At this point, the properties of splittings and their meridians come into contact with
Thurston’s geometrization conjecture. After decomposing along essential spheres
and tori, a 3-manifold should fall into pieces admitting one of the eight 3-dimensional
geometries – Euclidean, hyperbolic, spherical, or the five non-isotropic fibred ge-
ometries (see Scott [122]). Our discussion so far implies that manifolds that break up
non-trivially have reducible splittings (by Haken) or splittings with the disjoint curve
property (by Hempel).

Irreducible splittings for the non-hyperbolic pieces are now very well under-
stood, through the work of Waldhausen [132], Bonahon–Otal [20], Moriah [103],
Boileau–Rost–Zieschang and Boileau–Collins–Zieschang [17], [15], Frohman–Hass
[50], Boileau–Otal [16], Moriah–Schultens [104] and Cooper–Scharlemann [46]. In
all these cases splittings have the disjoint curve property.

A splitting without the disjoint curve property should therefore yield a hyperbolic
manifold (modulo the geometrization conjecture, whose proof by Perelman is, as of
this writing, edging ever closer to formal acceptance). Hempel brought the notions of
reducibility, weak reducibility, and the disjoint curve property together as particular
values of a distance function on splittings, which we will discuss further in §6. The
main question that we will discuss in §6 is: how do we translate information in the
Heegaard diagram into geometric data for a hyperbolic manifold?

2. Curve complexes

In view of the foregoing discussion, one is naturally led to consider a combinatorial
object which captures the disjointness relation among simple closed curves (up to
homotopy) on a surface. Actually when Harvey introduced the complex of curves
in [63], [64] he was motivated by analogy, in the setting of MCG(S), with Bruhat–
Tits buildings for Lie groups. We will now give some precise definitions, which are
somewhat more tedious than one would hope because of the need to deal with a few
special cases.

2.1. Definitions. Let S = Sg,b be an orientable compact surface with genus g and b

boundary components. An essential simple curve in S will, for us, be an embedded
circle in S which is homotopically non-trivial, and not homotopic into ∂S (non-
peripheral).
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Let C(S) denote the simplicial complex whose vertices are homotopy classes of
essential simple curves on S, and whose k-simplices are, except in a few sporadic
cases described below, defined to be (k + 1)-tuples of distinct vertices [α0, . . . , αk]
whose representatives can be chosen to be pairwise disjoint. One may check that,
when S has negative Euler characteristic, that there are at most ξ(S) ≡ 3g − 3 + b

such curves, and so dim C(S) = ξ(S) − 1. Although C(S) is finite dimensional, it is
not locally finite, and this complexity accounts for much of the interest in studying
and applying it. We let Ck(S) denote the k-skeleton of C(S).

Sporadic cases. For S0,b with b ≤ 3 the complex is empty (although the annulus
S0,2 will later play an important role in a different way). For the tori S1,0 and S1,1,
and for the 4-holed sphere S0,4, the above definition gives a 0-dimensional complex.
It turns out to be useful to add edges according to the rule that [vw] is an edge if v

and w have representatives that intersect once (in the case of the tori) or twice (in the
case of the sphere). This forms our definition of C(S) for these cases.

Examples. For S1,0 and S1,1, simple curves are identified by their slopes in homology,
i.e. C0(S) ∼= Q ∪ {∞}. Edges correspond to edges of the Farey triangulation of the
disk, that is

[p
q
, r

s

]
is an edge iff |ps − qr| = 1 (with fractions in lowest terms). See

Figure 1. C(S0,4) is also isomorphic to S1,1, with the isomorphism obtained from the
fact that S1,0 or S1,1 modulo the hyperelliptic involution, and punctured at the fixed
points, is S0,4.

1
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Figure 1. The Farey triangulation is the curve complex of S1,0, S1,1 and S0,4.

For S = S0,5 and S1,2 (the case ξ(S) = 2), C(S) is again a graph, and in fact
the two are isomorphic (again via the hyperelliptic involution). The link of a vertex
v ∈ C(S0,5) is C0(S0,4) = Q ∪ {∞}.
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Mapping class group action. MCG(S) acts naturally on C(S) and since homeo-
morphisms preserve disjointness it acts by simplicial automorphisms, and the quotient
is easily seen to be finite (the set of vertices [α] of C(S)/MCG(S), for example, is
indexed by the topological type of S \ α). The action is far from proper, as the large
stabilizer in (1) indicates (we now recognize � as a simplex in C(S)).

Nevertheless the simplicial structure ofC(S) records all of the structure ofMCG(S)

in the following sense:

Theorem 2.1 (Ivanov [75], Luo [86], Korkmaz [82]). The map MCG(S) → Aut(S)

is an isomorphism in all cases except for S1,2, where it is injective with index 2 image.

(Ivanov proved this for genus at least 2. Luo and Korkmaz proved the remaining
cases, with Luo’s proof giving a unified argument.)

Hatcher–Thurston [67] defined a closely related complex and used it to give a
presentation for MCG(S). Harer [61], [60] computed the homotopy type of C(S)

and related complexes, and used it to study the homology of MCG(S). Hatcher [65]
gave simplified proofs of contractibility for related complexes of arcs in a punctured
surface.

2.2. Geometric structure. As the local structure of C(S) is rather intricate, it turns
out that something can be gained by attempting to ignore it. First let us view C(S)

as a metric space by making each simplex standard Euclidean with sidelength 1, say,
and taking the path metric (a theorem of Bridson [24] assures us that this makes it into
a complete geodesic metric space). It will sometimes be simpler to consider the path
metric just on the 1-skeleton C1(S). These two metric spaces are quasi-isometric,
and we will be interested in coarse features such as quasi-geodesics, quasi-isometric
type, etc.

Hyperbolicity. With Masur in [94], we proved the following theorem:

Theorem 2.2. In all nontrivial cases C(S) is an infinite diameter δ-hyperbolic metric
space.

The usual definition of δ-hyperbolic, due to Rips, Gromov and Cannon, is equiv-
alent for complete path metric spaces to the δ-thin triangles property: each leg of a
geodesic triangle is contained in a δ-neighborhood of the other two legs.

Examples. Typical examples to keep in mind are metric trees, classical hyperbolic
spaces, and Cayley graphs of fundamental groups of closed negatively curved mani-
folds. Rn and Zn are not δ-hyperbolic when n > 1, and in fact any group that
contains a Z2 subgroup does not have a δ-hyperbolic Cayley graph. Note, this includes
MCG(S) for non-sporadic S.

The proof of Theorem 2.2 involved the construction of a family of paths in C(S)

using geodesics in the Teichmüller space of S. If to each point along a Teichmüller
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geodesic we associate the set of shortest curves in the associated metric, we obtain a
“quasi-path” in C(S). Properties of quadratic differentials and their foliations were
used to construct a “quasi-retraction” from C(S) to such a path, which has certain
strong contraction properties that imply that C(S) is hyperbolic, and the paths are
quasi-geodesics.

See Bowditch [22] for a considerable simplification of this proof, which in partic-
ular provides explicit upper bounds for δ, logarithmic in ξ(S).

Laminations and boundary. A δ-hyperbolic space has a natural boundary at infin-
ity, whose points are equivalence classes of “fellow-traveling” quasigeodesic rays.
Klarreich’s theorem describes this boundary, and relates it to Thurston’s theory of
geodesic laminations on surfaces.

Fix a complete, finite-area hyperbolic metric on int(S). A geodesic lamination on a
complete hyperbolic surface is a closed set which is a disjoint union of complete simple
geodesics. For example, a closed geodesic loop is a lamination, and a sequence of such
loops whose lengths increase without bound will have a subsequence that converges
on compact sets to a geodesic lamination, in the Hausdorff topology. Thurston used
this notion to complete the set of geodesic loops in S. (His construction involved
additional structure – he considers laminations equipped with transverse measures –
but we will ignore this point here).

We note also that different choices of hyperbolic structures give rise to canoni-
cally homeomorphic representations of the space of geodesic laminations, so we may
consider this as an intrinsic topological object (see Hatcher [66]).

Of interest to us will be the set of filling laminations, which we denote EL(S).
A lamination is filling if it intersects every simple closed geodesic. EL(S) comes
with a natural topology (which is somewhat coarser than the topology of Hausdorff
convergence, and involves the transverse measures).

Example. For S1,1 and S0,4 we have seen that C0(S) can be identified with Q ∪ {∞}.
The set of all laminations is the circle R ∪ ∞, with irrational slopes corresponding to
filling laminations.

Klarreich’s theorem states the following:

Theorem 2.3 (Klarreich [79]). The boundary of C(S) is naturally homeormorphic to
EL(S).

The proof uses the same Teichmüller-geodesic paths used in the proof of hyperbol-
icity. A Teichmüller ray has a “foliation at infinity” whose length shrinks exponentially
as one travels along the ray. These foliations correspond to the laminations in EL(S)

(see Levitt [85] for the general correspondence between foliations and laminations).
An alternate proof was found by Hamenstädt [59], using the machinery of train-tracks.

The topological structure of EL(S) is still somewhat mysterious. It is not known
for example if it is disconnected, except in the case ξ = 1 where it is the set of
irrationals in R (this question was first raised by P. Storm).
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3. Nested structure

The coarse information given by the hyperbolicity theorem is hard to use by itself.
With Masur in [95], we refine the coarse approach by applying it to the link structure
of C(S). The link of a simplex in C(S) is closely related to the curve complex of a
subsurface of S, and hence the idea here is to use coarse geometry in an inductive
way, looking successively at finer levels of structure.

Subsurfaces and partitions. Let W be an essential subsurface of S, and suppose
first that ξ(W) > 1. It is evident that C(W) is a subcomplex of C(S), contained in
the link of the simplex [∂W ]. The remaining cases, namely when W is an annulus,
one-holed torus and four-holed sphere, cause a certain amount of extra trouble. For
W = S1,1 and W = S0,4, for example, all the vertices of C(W) are vertices of C(S),
but the edges are not edges of C(S), due to the special definition of C(W) in that
case. When W is an annulus, C(W) is empty but we will want something that will
correspond to the Dehn twist group around W . (If W = S0,3 then C(W) = ∅ also,
and we will be happy with that).

So, let us make the following new definitions. Let W be a surface with nonempty
boundary. Let A(W) be the complex whose vertices are essential curves (i.e. vertices
of C(W)) and properly embedded essential arcs. Except when W is an annulus, we
consider these things up to isotopy rel boundary, and “essential” for arcs means not iso-
topic into the boundary. For an annulus we take the isotopies to have fixed endpoints.
Simplices are sets of arcs and curves that have representatives with disjoint interi-
ors. This makes A infinite dimensional for an annulus, but it is still quasi-isometric
to Z. For ξ(W) > 1, we note that C(W) embeds in A(W) and this embedding is
a quasi-isometry (when ξ(W) = 1 there is a quasi-isometry which is not quite an
embedding).

If � is a simplex of C(S), let σ(�) be the union of components of S \ � which
are not 3-holed spheres, together with annuli whose cores are components of �.
This is called the “partition” of �. We let lk∗(�) denote the join of A(Wi) over all
components Wi ∈ σ(�).

We think of lk∗(�) as an “extended link” for �. The actual link of � is the join of
the complexes for components of S\� of ξ > 1, and the 0-skeletons of the complexes
for ξ = 1 components. The annular factors are not visible in the link; they can be
detected in the neighborhood of radius 2, however.

Basic geometric properties. There is a small number of geometric properties of
C(S) which connect global geometry to geometry in the extended links lk∗, and are
responsible for most of the rest of our analysis. In outline they are the following:

1. Hyperbolicity at all levels. ByTheorem 2.2C(S) is hyperbolic, and furthermore
for every simplex �, lk∗(�) is the join of the hyperbolic complexes associated
to the components of σ(�).
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2. Subsurface projection bounds. There is a natural projection from C(S) minus
a neighborhood of [∂W ] to A(W), where W is an essential subsurface. A
geodesic in C1(S) which stays out of this neighborhood has uniformly bounded
projection image.

3. Hierarchy paths and rigidity. There is a distinguished family of quasigeodesic
paths in the graph of markings on S (see below) which are controlled in a strong
way by the subsurface projections of their endpoints.

Subsurface projections. For any essential W ⊂ S there is a useful map

πW : C(S) → A(W) ∪ {∅}.
Namely, given a point x ∈ C(S), let δ be the simplex whose interior contains x.
There is a unique cover of S to which W lifts homeomorphically, and this cover has
a natural compactification W that identifies it with W (inherited from the natural
compactification of the universal cover of S). Each component of δ lifts to a system
of curves and/or arcs in W , and the essential ones define vertices of A(W). The union
over all vertices of δ gives a (possibly empty) simplex in A(W), and barycentric
coordinates of x in δ push forward to define a unique point in this simplex, which is
πW(x). Note that πW(x) = ∅ only if δ has no essential intersections with W . (See
also Ivanov [74] for a version of πW ).

One can think of this map as analogous to visual projection from X \ {x} to the
unit sphere around x, for a reasonably nice space X.

Link projection bounds. In [95], we proved the following theorem:

Theorem 3.1. Let W ⊂ S be an essential surface. let g be a geodesic in the 1-skeleton
of C(S) all of whose vertices intersect W essentially. Then

diamA(W)(g) ≤ B

where B depends only on the topological type of S.

A motivational analogy for this theorem may be found in the setting of CAT(0)

complexes. (CAT(0) refers to non-positive curvature in the sense of comparison
geometry, and in particular implies uniqueness of geodesics between points. See e.g.
[25].) Let v be a point in a piecewise Euclidean CAT(0) complex X, and let l(v) be its
link, which we may identify with the unit “sphere” around v. There is a well-defined
projection of X \ {v} to l(v), via geodesic segments from points in X to v, and the
diameter dv(Y ) of the projection of Y ⊂ X \ {v} is the “visual diameter of Y ”. If g is
a geodesic segment that avoids v then the cone of g onto v is an embedded triangle,
and it follows that dl(v)(g) < π . Conversely if dl(v)(g) ≥ π it follows that g must
pass through v.

The reason that this theorem holds in the curve complex, in spite of there not being
a CAT(0) metric, is roughly the following: Let g be the geodesic and imagine that g
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is extended to an infinite ray ĝ, still with all vertices crossing W essentially (this is
always possible in one direction or the other). Klarreich’s theorem implies that ĝ

converges to a filling lamination λ. The lift of λ to Ŵ gives a point (or really simplex)
in A(W), and since the vertices of ĝ converge to λ in a geometric sense, eventually
their projections to A(W) are within bounded distance of the projection of λ. Thus
diamA(W)(ĝ) < ∞.

Now to obtain the bound of Theorem 3.1, we need a uniform version of the above
argument. This requires a more delicate analysis using some of the same machinery
used to prove the hyperbolicity theorem.

Theorem 3.1 is the first step in a finer inductive study of the geometry of MCG(S).
In order to describe this, we need to introduce some more terminology.

Markings and hierarchies. A convenient way to study the geometry of MCG(S)

is to look at its action on the marking graph M(S). A marking μ of S is given by
the following data: A maximal simplex of C(S), called base(μ), and a collection of
transversal curves trans(μ), where each base curve α is equipped with one transversal
curve tα , which intersects α. tα is disjoint from all other base curves, andα and tα either
intersect exactly once, or twice with opposite orientations (their regular neighborhood
is then, respectively, S1,1 or S0,4). It is easy to see that MCG(S) acts on these markings
with finite quotient and finite stabilizers. Moreover one can easily write down a simple
finite list of “elementary moves” μ → ν such that the graph M(S) whose vertices are
markings and whose edges are elementary moves is connected. Hence M(S), with
the natural metric in which every edge has unit length, is quasi-isometric to MCG(S),
which acts on it properly, cocompactly and isometrically.

In [95], we study a class of paths in M(S) which arise from an iterated construction
in C(S) which we call a “hierarchy of geodesics”.

Let us begin with an example (the same one treated extensively in [101]). If
S = S0,5 then C(S) is a graph, and a marking consists of two base curves and two
transversals. Let μ and ν be two markings. Let v0, v1, . . . , vN be the vertices of a
geodesic in C1(S) joining v0 ∈ base(μ) to vN ∈ base(ν). For 0 < i < N we note that
vi cuts S into Wi

∼= S0,4 and a three-holed sphere. Both vi−1 and vi+1 are vertices in
C(Wi), and we may join them by a geodesic vi−1 = u0, . . . , uk = vi+1 in C1(Wi).
This gives us a sequence

[vi, u0], . . . , [vi, uk]
of edges, or pants decompositions of S, with each step corresponding to a simple
curve-replacement move. At the beginning we similarly join the second vertex of
base(μ) to v1 in W0, and likewise at the end with base(ν). The result of this is a
sequence of pants decompositions of S joining μ to ν, and separated by simple moves.
Now consider an interior point uj of the C(Wi)-geodesic built over vi . uj−1 and uj+1
intersect uj , and they give two points in A(uj ), the annulus complex. We can join
one to the other by a geodesic in A(uj ), which amounts to a sequence of Dehn twists.
Something slightly subtle happens at the endpoints of the C(Wi)-geodesics, which the
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reader is invited to investigate. This procedure extends all the pants decompositions
we built into markings, which can be traversed in a sequence of elementary moves
from μ to ν.

In general something similar happens – starting with a geodesic in C1(S) we
inductively add geodesics in the extended links of the simplices traversed. (Actually
we work with sequences of simplices called “tight geodesics”, but we will ignore this
technicality here). The final output of this procedure is not exactly a sequence of
markings; this is because, when the process fills in two or more disjoint subsurfaces,
the geodesics in those subsurfaces can be traversed in either order. That is, we are
dealing with the unavoidable appearance of product regions in M(S). However the
structure can be resolved (non-uniquely) into a sequence of markings connected by
elementary moves. We call these hierarchy paths. The following theorem summarizes
the properties of hierarchies and their paths established in [95]:

Theorem 3.2. For any pair of points μ, ν ∈ M(S) there is a hierarchy and a family
of hierarchy paths with the following properties.

• Efficiency. Hierarchy paths are quasigeodesics in M(S), with uniform con-
stants.

• Monotonicity. For any essential W ⊆ S and a hierarchy path β, πW � β

traverses quasi-monotonically a bounded neighborhood of a geodesic between
πW(μ) and πW(ν).

• Forced traversals. There is a constant B depending only on the topology of S

such that if, for W ⊂ S, we have dW(μ, ν) > B, then W appears in any
hierarchy for μ and ν, and in particular any hierarchy path must have a sub-
path in which all the markings contain [∂W ].

• Partial ordering and stability. There is a partial order defined among sub-
surfaces which appear in a hierarchy, such that any two subsurfaces which
intersect essentially are ordered. If W < Z in this order for a hierarchy from
μ to ν then ∂W appears before ∂Z in any hierarchy path from μ to ν. If also
dW(μ, ν) and dZ(μ, ν) are larger than a certain a priori constant, then this
partial ordering is consistent over all hierarchies from μ to ν, and moreover
for any ν′ for which Z appears in a hierarchy from μ to ν′, W is forced to
appear as well.

(We have abbreviated dA(W)(πW (μ), πW(ν)) as dW(μ, ν), and will continue to do
this.) The Forced Traversals property is essentially a generalization of Theorem 3.1.

Distance formula. The partial ordering and monotonicity properties mean that the
length of a hierarchy path is, roughly, the sum of the projection distances of its end-
points in all subsurfaces which it traverses. Moreover the forced traversals property
implies that those subsurfaces traversed account for all subsurfaces in which these
projection distances are sufficiently large. Any competing path from μ to ν is forced



Curve complexes, surfaces and 3-manifolds 1013

to make up the same distances at some point, and this is the basic reason for the quasi-
geodesic property of hierarchy paths. This argument also gives rise to the following
Distance Formula, which plays an important role later on.

Theorem 3.3. If μ, ν ∈ M(S),

dM(S)(μ, ν) ≈
∑
Y⊆S

{{dY (μ, ν)}}K . (2)

Some explanations are in order here: We define the expression {N}K to be N if
N > K and 0 otherwise – hence K functions as a “threshold” below which contri-
butions are ignored. The constant K used depends only on the topological type of S,
and the expression f ≈ g means g/a − b < f < ag + b where a > 1, b > 0 are
also a priori constants. Note that, if W ⊂ S is an essential surface and μ ∈ M(S) is a
marking, then πW(μ) ∈ A(W) is always defined (up to finitely many choices), since
some part of μ, possibly only a transversal curve, must intersect W essentially.

So this theorem is saying that, after throwing away the low-level “noise”, only
finitely many subsurfaces W ⊆ S remain, and the projection distances in these account
for the distance between μ and ν. Note also that the sum includes a term for Y = S,
i.e. distance in the curve complex itself.

Geodesics in Teichmüller space. Just as Teichmüller geodesics play a role in the
proof of hyperbolicity for C(S), the geometry of C(S) and its nested structure gives
us some added understanding of Teichmüller geodesics. Rafi [112], [111] analyzed
the extent to which the long-term behavior of a Teichmüller geodesic mirrors the
combinatorial structure of a hierarchy, and also develops in [110] a distance formula
in T (S) analogous to Theorem 3.3. See also Rees [113] for a related but independent
study of Teichmüller geodesics.

4. Coarse geometry of MCG(S)

The study of coarse geometric properties of abstract groups, by means of their Cayley
graphs (or equivalently their word metric), can be traced back to the theorem of Milnor
and Švarc [98], [128] on growth rates of groups, to Gromov’s work [53] on groups of
polynomial growth, and the introduction by Gromov [54] and Cannon [41], [42] of
hyperbolic groups. This field is now enormous and we will not attempt to survey it.
Some good general references are Gromov [55], [54] and Bridson–Haefliger [25].

We will be interested in examining phenomena of hyperbolicity, undistorted (quasi-
isometrically embedded) subgroups, geometric rank, and asymptotic cones, as they
relate to MCG(S). MCG(S) is not hyperbolic, but as we have already seen it is hy-
perbolic in a relative sense, through its action on the hyperbolic space C(S). Before
we proceed let us record some of the usual definitions.
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A map f : X → Y between metric spaces is coarse Lipschitz if a uniform inequal-
ity holds of the form

d(f (x), f (x′)) ≤ ad(x, x′) + b

for all x, x′ ∈ X. It is coarsely bilipschitz, or a quasi-isometric embedding, if the
opposite inequality

d(x, x′) ≤ ad(f (x), f (x′)) + b

holds as well. Finally we say that f : X → Y is a quasi-isometry if it is coarsely
bilipschitz, and in addition there is an upper bound on d(y, f (X)) for all y ∈ Y .

We assume from now on that generators for MCG(S) are fixed, giving MCG(S)

a word metric, which (as remarked in §3) is quasi-isometric to M(S).

Quasi-isometrically embedded subgroups. One almost immediate consequence of
the Distance Formula is this theorem:

Theorem 4.1. Let � be a simplex in C(S). The subgroup Stab(�) is quasi-iso-
metrically embedded in MCG(S). Moreover, there is a coarse-Lipschitz retraction
MCG(S) → Stab(�). Finally, Stab(�) is quasi-isometric to a product

∏
W∈σ(�)

MCG(W)

where σ(�) refers to the partition of S defined by �, as in §3.

(For annular components of σ(�), we interpret MCG(W) to be the Dehn twist
group of W ).

The constants of the quasi-isometry and retraction depend on the choice of �. A
uniform statement is obtained by fixing � and considering all left-cosets of Stab(�).
More geometrically, and more in keeping with our approach, we consider the marking
graph M(S), and within it the subsets Q(�) which consist of all markings whose
base contains the simplex �. This subset is clearly quasi-isometric to Stab(�) and
its left cosets. With this notation, what we produce is a coarse-Lipschitz retraction
M(S) → Q(�), and a quasi-isometry

Q(�) ∼=
∏

W∈σ(�)

M(W). (3)

Where now the constants depend only on the topological type of S, and not on the
choice of �. For an annulus W , M(W) is just A(W), which we recall is quasiisometric
to Z.

Example. If S = S0,5 and � = [δ0, δ1] is an edge, then Q(�) is quasi-isometric to Z2

(and stabilized by the Z2 subgroup of Dehn twists about δ0 and δ1). If � is a vertex
then Q(�) is quasi-isometric to Z × SL2(Z), with the second factor corresponding
to M(S0,4). Compare to the short exact sequence (1).
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The quasi-isometric embedding part of the statement is a reflection of the fact that
in the distance formula for two elements of Q(�), the only contributions come from
terms that have no essential intersection with �, i.e. those that contribute also to the
product over σ(�). See also Hamenstädt [57] for a proof of a similar statement using
train-track technology.

The coarse retraction to Q(�) is built, inductively, using the subsurface projections
described in the previous section. See Behrstock [7] for details. We call this retraction
πQ(�). The composition of πQ(�) with projection to any of the factors M(W) of the
product in (3) is called πM(W), and it is well defined up to bounded ambiguity.

Asymptotic cones. Another way to quantify our coarse understanding of the group
is to consider its asymptotic cones, which are rescaling limits of the group, in a certain
sense. They were used implicitly by Gromov in [53], and introduced explicitly in Van
den Dries–Wilkie [47]. In order to define the limit one resorts to the mechanism of
ultrafilters, which can be briefly described as follows.

Let X = (X, d) be a metric space, fix a sequence sn → ∞, and consider the
metric spaces (Xn, dn) ≡ (X, 1

sn
d), namely Xwith metric scaled down by 1/sn. We

want, essentially, to consider the set of all “limiting pictures” of Xn, as n → ∞. An
ultrafilter is a way of organizing the natural numbers so as to pick out a convergent
subsequence for every sequence of points in a compact space. More precisely, let ω

be a finitely additive probability measure on N, which is defined on every subset, and
takes on only values of 0 and 1. Further, we assume ω is non-principal, meaning it
is 0 on finite subsets. Existence of such measures is a nice exercise in using Zorn’s
lemma. If pn is a sequence in a Hausdorff space T , we declare the ω-limit to be
limω pn = p if, for every neighborhood U of p, ω{j : xj ∈ U} = 1.

With this definition we find that every sequence in a compact space has a unique
ω-limit. Now returning to Xn, we consider all sequences x = (xn ∈ Xn). A pseudo-
distance can be defined by

dω(x, y) = lim
ω

dn(xn, yn)

which gives a point in [0, ∞]. Fixing a basepoint sequence x0 we can restrict to the
subset {x : dω(x0, x) < ∞} and identify pairs x ∼ y whenever dω(x, y) = 0. This
gives a metric space, known as an asymptotic cone for X.

Note that this construction depends on the choice of scaling constants, ultrafilter ω,
and basepoints. In our setting X will be M(S) (or equivalently MCG(S)), and the
basepoint will not matter because the space is (coarsely) homogeneous. The scaling
constants and ultrafilter will be assumed fixed. We denote the asymptotic cone of
M(S) by Mω(S).

Examples. The asymptotic cone of Zn is always Rn. The symptotic cone of a δ-
hyperbolic space is an R-tree, that is, a geodesic metric space in which any two
points are joined by a unique embedded path. MCG(S1,1) and MCG(S0,4) are both
commensurable with SL2(Z), and hence with the free group F2 whose Cayley graph
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is a tree. Hence their asymptotic cones are R-trees as well. (Note that these R-trees
have dense, and uncountable, branching).

A quasi-isometric embedding gives rise, after taking asymptotic cones, to a bilip-
schitz embedding. This allows us to replace coarse statements with topological state-
ments, which is part of what makes asymptotic cones useful.

A sequence of subsets Q(�i) of M(S) gives rise to an ω-limit which we denote
by Qω(�) ⊂ Mω(S) (where � denotes the sequence (�i)). Theorem 4.1, or rather
the quasi-isometry (3), immediately tells us that Qω(�) is a bilipschitz-embedded
product of lower-complexity asymptotic cones, admitting a Lipschitz retraction from
Mω(S).

This retraction and some related constructions are instrumental in studying sepa-
ration and dimension properties of the asymptotic cone, as is done in Behrstock [7]
and Behrstock–Minsky [8]. The main theorem of [8] is the following:

Theorem 4.2. d̂im Mω(S) = ξ(S).

Here d̂im denotes the maximal topological dimension over all locally compact
subsets of Mω(S).

A direct consequence of this is a proof of the “rank conjecture”of Brock–Farb [30],
which states that ξ(S) is the maximal rank of a quasi-isometrically embedded flat in
Mω(S). Independently, Hamenstädt [58] proved this theorem by somewhat different
means, establishing in particular a homological version of the dimension theorem.
The main idea of our proof is to study certain families of separating sets, which we
describe in more detail below.

Separation properties of the asymptotic cone. In Behrstock [7] it was shown that
every point of Mω(S) is a cut point. An extension and refinement of Behrstock’s
construction leads to the following statement. First, let r(W) = ξ(W) if W is a
connected non-annular essential subsurface of S, r(W) = 1 if W is an essential
annulus, and define it over disjoint unions to be additive. It is not hard to see that
Theorem 4.2 for essential (but not necessarily connected) subsurfaces W in S should
state that d̂im Mω(W) = r(W), where Mω(W) is the product of Mω(Wi) over the
components. (When W is an annulus in particular, note that Mω(W) is Aω(W) = R,
hence the definition r = 1 in that case).

Theorem 4.3. There is a family L of closed subsets of Mω(S) with the following
properties:

• Each L ∈ L is either a single point, or is bilipschitz equivalent to Mω(W) for
a (possibly disconnected) subsurface W ⊂ S with r(W) < r(S).

• For any x, y ∈ Mω(S) there exists L ∈ L which separates x from y.

We call L “separators” of Mω(S). The case that L ∈ L is a single point is Behr-
stock’s cut point theorem, and the theorem on topological dimension can be obtained
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by induction (in a locally compact space, the existence of a family of separators like
this with dimensions at most n − 1 implies a dimension upper bound of n for the
whole space. The lower bound is easy).

The idea of the proof is to find “rank 1 directions” in the cone, and establish the
separators as “transverse sets” for these directions. Let us consider the special case of
S = S0,5, let δ = (δn) be a sequence of simple closed curves in S, and let Qω(δ) be
the ω-limit of Qn(δn). We know from Theorem 4.1 that Qω(δ) can be identified with
R × T , where R is Mω(δ), the asymptotic cone of the sequence of twist complexes
A(δn), and T is Mω(S \ δ), the asymptotic cone of M(S \ δn), which is an R-tree
since S \ δn

∼= S0,4.
A separator associated to this picture is a subset of Qω(δ) of the form {s} × T ,

which certainly separates Qω(δ), and has d̂im = 1 since it is an R-tree. To show that
it has global separation properties we consider the map

πδ : Mω(S) → Mω(δ) = R

which is the rescaled ω-limit of the projection maps from M(S) to A(δn). This is
certainly a Lipschitz map, and restricted to Qω(δ) becomes projection to the first
factor. Globally, it has the following useful property:

Lemma 4.4. πδ is locally constant in the complement of Qω(δ).

To understand why this holds, consider a pointx ∈ Mω(S)\Qω(δ). x is a sequence
(or rather an equivalence class of sequences) of markings (xn) whose distance from
Q(δn) is growing linearly (with respect to the scale constants sn). Using the distance
formula (Theorem 3.3), one can show that d(xn, Q(δn)) is estimated by

∑
Y∩δn �=∅

{dA(Y )(xn, δn)}K (4)

which is therefore growing linearly as well. The domains in the sum (4) are partially
ordered by their appearance in any hierarchy from δn to xn (see Theorem 3.2). Now
if yn is given where dM(S)(xn, yn) is a (sufficiently small) fraction of sn, then the
stability property in Theorem 3.2 implies that most of these domains are forced to
appear in the hierarchy from δn to yn as well.

In particular, the boundaries of these domains cross δn, and with this one can then
show that πδn(xn) and πδn(yn) are a bounded distance apart. In the rescaling limit,
we conclude that there is a neighborhood of x on which πδ is constant.

Once this lemma is established, we see immediately that the complement of Ls =
{s}×T in Mω(S) is a union of three disjoint open sets: π−1

δ ((−∞, s)), π−1
δ ((s, ∞)),

and π−1
δ (s) \ Ls . This gives the desired separation property.

In the general setting, the tricky question is what should take the place of the R

factor in Qω(δ). One might for example take a sequence W = (Wn) and look at the
product decomposition

Qω(∂W ) ∼= Mω(W ) × Mω(W c)
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(where W c = (Wc
n), and Wc

n denotes all the pieces except Wn in the partition σ(∂Wn).)
There is a projection Mω(S) → Mω(W ), but it does not have the required locally
constant properties.

Instead we identify a certain decomposition of Mω(W ) into R-trees, and for each
such tree F we consider the set

PF = F × Mω(W c) ⊂ Qω(∂W ).

F now plays the role of the R factor in the example – there is a map Mω(S) → F

which is locally constant outside PF , and is projection to the first factor within PF .
The sets {s} × Mω(W c) are our separators.

This family of product regions and retractions gives a tractable structure for ana-
lyzing Mω(S). There is a reasonable hope that these techniques can lead to a good
understanding of bilipschitz flats in Mω(S) and hence quasiflats in M(S), and more
generally to a global understanding of the topology of the asymptotic cone. In particu-
lar we are hopeful, at the time of this writing, that this should yield another approach to
showing the quasi-isometric rigidity of MCG(S). (This is the property that the group
of quasi-isometries of MCG(S) is, up to bounded error, the same as the left-action
of MCG(S) on itself). We note that Hamenstädt has announced a proof of quasi-
isometric rigidity using her technique of analyzing train-track splitting sequences,
which has a somewhat different flavor.

5. Hyperbolic geometry and ending laminations

The complex of curves, and the machinery of hierarchies, play an important role in
the solution of Thurston’s Ending Lamination Conjecture, a classification conjecture
for the deformation space of a Kleinian group. We will give a brief description of
this conjecture and its connection to the complex of curves; for more details see the
expository article [102].

If G is a torsion-free, finitely generated group we may consider the set AH(G)

of (conjugacy classes of) discrete, faithful representations of G into PSL2(C), the
isometry group of hyperbolic 3-space H3. Equivalently AH(G) is the set of marked
hyperbolic 3-manifolds with fundamental group G. Let Nρ = H3/ρ(G) for ρ ∈
AH(G).

Mostow/Prasad rigidity states that, if AH(G) contains an element with finite
volume, then in fact AH(G) is a singleton – there is a unique hyperbolic manifold
in the corresponding homotopy class. In the infinite volume case, there is a rich
deformation theory, in which the dominant theme is that the geometry of a hyperbolic
3-manifold is controlled by its ends, which are in turn described by deformation theory
of surfaces.

Let us sketch this structure briefly in rough historical order, focusing first on the
case that G is π1(S), for a closed surface S (more about the general case below).
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Fuchsian groups. If ρ takes values in PSL2(R) then it leaves invariant the circle
R ∪ ∞ in the Riemann sphere, and its convex hull the hyperbolic plane H2 ⊂ H3.
The quotient is diffeomorphic to S × R, with a well-known warped product metric.

Kleinian groups. Poincaré perturbed Fuchsian groups in PSL2(C) to obtain groups
that are still topologically (in fact quasiconformally) conjugate to Fuchsian groups.
In particular their quotients are still S × R. The circle becomes a Jordan curve, now
defined as the limit set of ρ.

QC deformation theory. Bers and Ahlfors [2], [9] showed how to parameterize
the entire quasiconformal deformation space of a Fuchsian group as T (S) × T (S).
The idea is that the two sides of the limit set, modulo the group, give two Riemann
surfaces, and conversely (the hard part) these Riemann surfaces can be arbitrarily
prescribed using the Measureable Riemann Mapping Theorem.

Degenerations. Bers, Greenberg, Kra, Maskit, Marden and Sullivan [10], [12],
[52, 83], [91], [89], [87], [88], [127] studied spaces of quasiconformal deforma-
tions, and particularly limits in which cusps are formed, and more exotic “degenerate
groups” occur. The action on the Riemann sphere is no longer conjugate to the Fuch-
sian action (in particular the limit set is no longer a Jordan curve) but the quotient of
H3 is still S × R (this was initially known only in the case where the degeneration
only involved cusp formation, i.e. the geometrically finite case).

Geometric tameness. Thurston proposed the notion of a geometrically tame group,
whose convex core is swept out by pleated surfaces (see §1). The convex core is the
quotient of the hyperbolic convex hull of the limit set, and is also the smallest convex
submanifold of Nρ carrying the fundamental group. Geometrically finite manifolds
have convex hulls of finite volume. He showed that if ρ is geometrically tame then
Nρ is still homeomorphic to S × R, and established tameness for certain limits of
quasiconformal deformations. He defined the notion of ending laminations which,
for the degenerate ends, take the place of the Riemann surfaces of Ahlfors–Bers.

Tameness for surface groups. Bonahon [19] established tameness for all surface
groups ρ ∈ AH(π1(S)), and more generally for all groups that have no free-product
decomposition.

So far the description of ρ ∈ AH(π1(S)) is that Nρ is diffeomorphic to S ×R, has
two ends (corresponding to the two ends of R), each of which has either a “Riemann
surface at infinity” which describes its asymptotic structure, or an “ending lamination”
which we describe now. (We are oversimplifying – when cusps are present we should
cut along them and obtain a larger collection of ends).

In language amenable to our curve-complex discussion, we can define the ending
laminations as follows: If one end of Nρ is degenerate, it is filled by a sequence of
pleated surfaces homotopic to S × {0}. Each such surface contains simple curves of
uniformly bounded length, and these must go to infinity in C(S). They converge to
a point in ∂C(S) = EL(S) (this is by no means obvious and is a major ingredient in
the work of both Thurston and Bonahon).
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Thurston’s Ending Lamination Conjecture is then the following statement:

Theorem 5.1 (Brock–Canary–Minsky [99], [29], [28]). A hyperbolic 3-manifold with
finitely-generated fundamental group is uniquely determined by its topological type
and its list of end invariants.

This theorem gives a complete classification of the deformation space of a Kleinian
group, and this has a number of consequences. For example, it is an ingredient
of the proof of the Bers–Sullivan–Thurston Density Conjecture, which states that
the geometrically finite (or equivalently structurally stable) representations are dense
in the deformation space of any group. (This proof, whose outline was in place
since the work of Thurston and Bonahon, required for its completion also the work
of Kleineidam–Souto [80], Lecuire [84], Kim–Lecuire–Ohshika [71], and Namazi–
Souto. An alternate treatment was given by Rees [114]. A completely different, rather
surprising proof which works at least in the incompressible-boundary case was given
by Bromberg [33] and Brock–Bromberg [27], before Theorem 5.1 was established.)

On the other hand, the Ending Lamination Conjecture does not give us a com-
plete understanding of the geometry and topology of Kleinian deformation spaces.
In fact this structure turns out to be considerably more complex than originally sus-
pected, and perhaps too complex for any neat description. See e.g.Anderson–Canary–
McCullough [3], Bromberg [34], Bromberg–Holt [36], Ito [73], McMullen [97].

A little about the proof. We begin by attempting to understand the bounded-length
curves in Nρ – that is to locate the homotopy classes in S of those curves whose
geodesic representatives in Nρ satisfy some fixed length bound. As above, many such
curves exist because of the presence of pleated surfaces.

The structure of C(S) comes in naturally here because, as observed in the intro-
duction, if [vw] is an edge in C(S) then there is a pleated surface mapping v and w

simultaneously to geodesics. Thus we study the length function

�ρ : v �→ �(ρ(v))

on C(S), associating to each vertex the length of the corresponding closed geodesic
in Nρ . The ending laminations are accumulation points, on the boundary at infinity
∂C(S) ∼= EL(S), of the set {�ρ ≤ L0} where L0 is a fixed constant depending on the
topology of S. The initial geometric result linking the geometry of Nρ with that of
C(S) is

Theorem 5.2 ([100]). The sublevel set

{v ∈ C(S) : �ρ(v) ≤ L}
is quasiconvex for L ≥ L0.

This gives some kind of very rough control, but as in the discussion of the map-
ping class group, we need to somehow refine this by looking at the link structure of
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the complex. This is accomplished in [99], where we show that, for any essential
subsurface W ⊂ S, the projection

πA(W)({v : �ρ(v) ≤ L}) (5)

is also quasiconvex. In the end, this refined control leads to a theorem about hierar-
chies. We extend the notion of a finite hierarchy to an infinite one whose “endpoints”
are filling laminations, and establish a statement of this type:

Theorem 5.3 ([99]). Given an end-invariant pair (ν−, ν+) in a surface S, there exists
a hierarchy of geodesics H in C(S) connecting ν− to ν+, such that, if ρ ∈ AH(π1(S))

has end invariants ν± then

1. All the vertices that appear in H have uniformly bounded ρ-length.

2. All sufficiently ρ-short curves do appear in H , and the geometry of their Mar-
gulis tubes can be estimated from the data in H .

3. The order in which the Margulis tubes are arranged in Nρ is consistent with
the order of hierarchy paths of H .

By “sufficiently” and “uniformly”, we refer to bounds that depend only on the
topological type of S, and not on ρ or (ν±).

In order to prove this theorem, we study the map � : M(S) → M(S) which maps
a marking μ to a marking of minimal length in a pleated surface that maps base(μ) to
its geodesic representative in Nρ . In fact this map plays an important role in the proof
of Theorem 5.2 and its generalization (5). Its “shadow” in the complex of curves, for
example, is a map from C(S) to {v ∈ C(S) : �ρ(v) ≤ L} which we show is coarsely
Lipschitz and coarsely the identity on its target – i.e. a coarse Lipschitz retraction.
In a δ-hyperbolic space, the image of such a map is quasi-convex, and furthermore
has the stability property that any geodesic with endpoints in {�ρ(v) ≤ L} must be
mapped uniformly close to itself.

A generalization of this argument shows, for any μ in a hierarchy path associated
to H , that

dA(W)(μ, �(μ))

is uniformly bounded, for any essential W . The distance formula of Theorem 3.3
now shows that μ and �(μ) are a uniform distance apart in M(S), and in particular it
follows that the length of base(μ) in Nρ is uniformly bounded. These a priori bounds
are the main step, and make the proof of the rest of the theorem possible.

Theorem 5.3 enables us to build a combinatorial model Mν for the geometry of Nρ ,
which depends only on the end invariants themselves, and show (in [29]) that Mν and
Nρ are bilipschitz homeomorphic. Hence two Nρ’s with the same end invariants are
bilipschitz equivalent to each other, and Sullivan’s rigidity theorem [126] then implies
that they are isometric.

The structure of the model, very roughly, is this: Mν , which we identify topologi-
cally with S × R, contains a union U of level solid tori, i.e. regular neighborhoods of
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curves of the form γ ×{t}. Each of these solid tori is given the geometry of a Margulis
tube. The complement of U is broken up into “blocks”, each of which falls into a
finite number of topological types F ×[−1, 1] and a compact set of geometric shapes.
The tubes and the boundaries of the block surfaces F all correspond to vertices in the
hierarchy. (We are oversimplifying a bit by not describing the cases where there are
cusps, or where the convex core is not the whole manifold). See [101] for a detailed
exposition of this construction when S = S0,5.

The general case. Most of the geometry discussed above applies to anyπ1-injectively
immersed surface in a hyperbolic 3-manifold, by considering the appropriate cover.
In particular, a general hyperbolic N with finitely-generated fundamental group has a
compact core K ⊂ N (Scott [121], McCullough [96]) whose inclusion is a homotopy-
equivalence, and when ∂K is incompressible we can apply the same technique to
understand the ends of N , i.e. the components of N \ K .

When K has compressible boundary the situation is more delicate, but a collec-
tion of, by now, well-known techniques, together with the resolution by Agol [1] and
Calegari–Gabai [39] of Marden’s Tameness Conjecture, allow us again to extend the
arguments.

The Tameness Conjecture (now theorem) states that N is homeomorphic to the
interior of K , or equivalently K can be chosen so that N \ K ∼= ∂K × R. (This was
not obvious in the incompressible boundary case either, but was established by the
work of Thurston and Bonahon [130], [19]).

Canary [40] showed that the end of a tame hyperbolic 3-manifold is isometric to an
incompressible end of a 3-manifold with pinched negative curvature. This is done by
means of lifting to an appropriately chosen branched cover. Working in this branched
cover we can apply the techniques that worked in the incompressible boundary case
to obtain again a bilipschitz model for the ends.

One disadvantage of this technique is that uniformity of the model no longer
holds. Whereas in the case of S ×R the quality of our estimates depended only on the
topological type of S, in general even the topology of the branched cover construction
depends on the geometry, via the choice of branching locus. Outside some compact
set our model does have uniform quality, but there is no uniform control on the size
of this compact set, and hence no uniform overall model. This issue plays a role in
the next section as well.

Our proof in the compressible-boundary case [28] has still, alas, not appeared.
However, accounts (with alternative proofs) are available by Bowditch [23] and Rees
[114]. Namazi [106] has also written down some of the tools needed to attack the
compressible case.
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6. Heegaard splittings

By Mostow’s theorem, the geometry of a closed hyperbolic 3-manifold is uniquely
determined by its topology. There does not, however, presently exist an effective
general way of describing the geometry from topological data. Let us examine a
specific version of this question, namely how the data of a Heegaard splitting give us
geometric (and for that matter, topological) information.

The genus, of course, is the first interesting piece of data, and in particular Heegaard
splittings of minimal genus (called the Heegaard genus) should be of interest. The
genus clearly bounds from above the rank of the fundamental group, but no general
bound exists in the opposite direction. Boileau–Zieschang [18] first gave examples
with rank 2 and genus 3. Irreducible examples giving arbitrarily large difference
between genus and rank have been found by Schultens–Weidmann [120] – these
examples are all graph manifolds. There are no hyperbolic examples with rank smaller
than genus, and one may speculate that they are equal, or more conservatively that
rank gives some explicit upper bound on genus in the hyperbolic setting. Some partial
results in this direction are due to Namazi-Souto [107] and Souto [125]. Bachman–
Cooper–White [4] have shown that the Heegaard genus gives an upper bound for the
injectivity radius at any point in a hyperbolic 3-manifold. Their methods involve
“sweepouts” a la Pitts–Rubinstein, and should have further applications (see also
Souto [125]). There are many related questions, e.g. behavior of tunnel number for
knot complements, which we will not touch here. Instead we will concentrate on
fixing a genus and obtaining geometric information from the complexity of the gluing
map between the two handlebodies.

Let H+ and H− denote the pair of handlebodies of a Heegard splitting of a 3-
manifold M , with S = ∂H+ = ∂H−. This defines two meridian sets, D+ and D−
in C(S), namely those simple curves that are the boundaries of essential disks in H+
and H− respectively. In turn, D± determine the pair (M, S) uniquely. Note that D±
contain all possible Heegaard diagrams for the splitting.

Hempel distance. Hempel [68] pointed out that the quantity

d(M, S) = dC(S)(D+, D−),

called “Heegaard distance” or “Hempel distance” (where dC(S) denotes minimal dis-
tance between the two sets), is a useful indication of complexity which generalizes
the notions of weak and strong reducibility we mentioned in the introduction. Indeed
it is not hard to see that the definitions from the introduction translate this way:

• d(M, S) = 0 iff the splitting is reducible;

• d(M, S) ≤ 1 iff the splitting is weakly reducible;

• d(M, S) ≤ 2 iff the splitting has the disjoint curve property;

• d(M, S) ≥ 2 iff the splitting is strongly irreducible.
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Moreover Hempel showed that there are splittings with arbitrarily large distance. As
mentioned in the introduction (see also Thompson [129]), Hempel showed that if M

is Seifert fibred or has an essential torus then d(M, S) ≤ 2. One can also check
that d(M, S) ≤ 2 for all remaining geometrizable non-hyperbolic cases, and Hempel
therefore conjectured that

d(M, S) ≥ 3 �⇒ M is hyperbolic.

Perelman’s work on Thurston’s geometrization conjecture, once accepted, implies
that this conjecture holds.

Schleimer [119] proved that, if M is fixed, then there are at most finitely many
(isotopy classes of) Heegaard surfaces with d(M, S) > 2. This is a sort of rigidity
property for high-distance splittings, and suggests that they should convey topological
information.

Hartshorn [62] obtained upper bounds on Hempel distance in the presence of
incompressible surfaces, using ideas of Kobayashi [81]. Bachman–Schleimer [5],
[6] obtain related results for knots and surface bundles. Scharlemann–Tomova [118]
have obtained distance bounds from the interaction of pairs of splittings in a manifold.

However, one soon observes that d(M, S) by itself is far from being an accurate
measure of complexity. For example, for fixed g one can find hyperbolic manifolds,
of arbitrarily high volume, which have a (minimal) genus g splitting of distance 1
(see Souto [123]).

One should really look at a more refined comparison of D+ and D−, much as
in §5 we looked at hierarchies connecting end invariants rather than plain geodesics
in C(S) connecting them.

If P+ is the set of pants decompositions of S composed of meridian curves in
H+ (and similarly P−) we could for example consider the combinatorial distance
d(P+, P−), by which we mean the distance in the “graph of pants decompositions”
as in [26]. This distance, by a triangulation argument, gives an upper bound for the
hyperbolic volume. Brock–Souto [31] have formulated a slightly different combi-
natorial distance (enlarging P± to include more pants decompositions) which gives
both upper and lower bounds.

Geometric models for handlebodies. One is naturally led from Heegaard splittings
into the related problem of describing hyperbolic structures on a single handlebody.
If one were to have a recipe for handlebodies one could attempt to glue them together
and obtain models for Heegaard splittings. Namazi carried this out in [106] for a
special family of splittings.

A partial answer was provided by the Ending Lamination construction, namely a
geometric model for the end of the manifold. As mentioned above, this model was
lacking in uniformity. In other words the work of [28] partitions a hyperbolic handle-
body N into a compact handlebody K and an end E homeomorphic to ∂K × (0, ∞).
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We provide a bilipschitz model for E of uniform quality, but give no information at
all about the geometry of K .

What sort of geometric pictures do we expect to find? Let us describe a motivating
list of examples, drawn from work of Namazi and Brock–Souto. When we say a subset
of a manifold has bounded geometry here, we mean that, within the family of examples
in question, it is drawn from a compact set of possibilities.

Capped-off products. One can construct hyperbolic handlebodies H for which
there is a decomposition H = E ∪ K , with K a compact handlebody with bounded
geometry and E bilipschitz-equivalent to an end of an S × R. Indeed, Namazi [106]
exhibited a family of such manifolds whose end invariants satisfy a bounded combi-
natorics condition, and which furthermore satisfy a lower bound on injectivity radius.

Small 1-handles. There are hyperbolic handlebodies H which admit a decompo-
sition H = E∪B ∪K1 ∪K2, where K1 and K2 are handlebodies of lower genus, each
Ki is bilipschitz equivalent to the convex hull of a “capped off product” as above, B

is a 1-handle of bounded geometry joining K1 to K2, and E is bilipschitz equivalent
to an end of an S × R, and is attached along its bottom boundary to the handlebody
K1 ∪ B ∪ K2.

Brock–Souto show that this (with variations in the number and arrangement of
the pieces and 1-handles) is the structure of a general hyperbolic handlebody with a
uniform lower bound on injectivity radius

Incompressible I -bundles. After representing a (closed) handlebody asF×[−1, 1]
where F is a compact surface with boundary, let γ be a copy of ∂F × {0} pushed
slightly into the interior H . One can find a hyperbolic structure on H \ γ which
makes the components of γ into cusps, and then after a geometric step known as
“Dehn filling” obtain a hyperbolic structure on H where γ is extremely short. This
can be done so that the geometry of H , outside the Margulis tubes of γ , is essentially
that of a surface group with cusps based on F , and hence is described by a model
manifold of the type used for the Ending Lamination Conjecture.

Tubes with 1-handles One can start with a finite number of Margulis tubes (solid
tori), and join them with 1-handles of bounded geometry.

These examples can be combined – for example the tubes with 1-handles can serve
as a core to which a standard product end is added, and the product structure example
can be attached to something else using a 1-handle, or a peripheral annulus. This can
be done geometrically via the Klein–Maskit combination theorem [90], the Ahlfors–
Bers deformation theory [11], and variations on Thurston’s Dehn filling construction
(see Bonahon–Otal [21], Bromberg [32], [35], Comar [45], Hodgson–Kerckhoff [70]).

We expect that any handlebody will have a decomposition into pieces of this type.
An interesting challenge is to predict from the topological data what pieces actually
occur. In other words, starting with a pair (D, μ) where D is a meridian set and μ

an end invariant on S, we would like to give such a decomposition, whose structure
and the shape of the pieces (e.g. boundary structure of the Margulis tubes, and end
invariants of the I-bundle pieces) can be read off from the input data.
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Geometry of D. A first step toward the goal of providing uniform geometric models
is to understand the structure of D and how it embeds in C(S). With Masur in [92]
we proved

Theorem 6.1. D is a quasi-convex subset of C(S).

This is analogous to Theorem 5.2 on quasiconvexity of the bounded-curve set in
the incompressible setting.

The next step might be to analyze projections of D into subsurfaces. Very roughly,
one expects surfaces W ⊂ S in which dW(D, μ) is very large to play a role in
the hyperbolic geometry associated to the end invariant μ – much as subsurfaces
where dW(ν+, ν+) is large played a role in the geometry of surface groups with end
invariants ν+ and ν−. For the purpose of understanding when this happens, those W

for which diamW(D) is bounded are somewhat easier to analyze. Masur–Schleimer
have studied the structure of D quite extensively in [93], and have shown in particular
that

Theorem 6.2 (Masur–Schleimer). Let S be the boundary of a handlebody H . If W

is an essential subsurface of S then diamW(D) is bounded by a number depending
on the genus of S, unless

1. there is a meridian in the complement of W ,

2. there is a meridian in W but not in its complement,

3. there is an essential I -bundle B in H with W a component of its horizontal
boundary, and at least one vertical annulus of B lying in S.

In cases 1 and 3, πW(D) is all of A(W) up to bounded gaps. In case 2, πW(D) is
within a bounded neighborhood of D ∩ C(W).

This is part of a larger analysis in which, in particular, they show that the Hempel
distance of a splitting can be estimated algorithmically.

There is an interplay between this classification of subsurfaces and the geometric
examples we listed above. To understand case 3, for example, note that in a product
F ×[−1, 1], where F is a surface with boundary, there are essential disks of the form
a × [−1, 1] where a is any essential arc in F . Hence (supposing F × [−1, 1] to be
embedded in the handlebody H as in part (3)) we see that πF×{1}(D) gives all arcs of
A(F ). This corresponds to the “incompressible I-bundle” case in the list of geometric
examples, and we expect in this case that the projections of μ to F ×{±1} should act
as end invariants for this incompressible surface group within H .

With these results as a starting point, one can hope that there is a model based, in
a way analogous to hierarchies, on the shortest path from a marking μ to the meridian
set D . The parts of the path far from D should give a portion of the model analogous
to the compressible products in the example list, whereas near D the construction
would need to give rise to a system of 1-handles and incompressible I -bundles. A
successful version of this would give us uniform bilipschitz models for handlebodies,
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and via some deformation and gluing could enable us to build models for closed
hyperbolic 3-manifolds as well. One would also like to apply our understanding of D
directly to the combinatorics of a Heegaard splitting, that is to the relative positioning
of a pair (D+, D−).
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A
1-algebraic topology

Fabien Morel

Abstract. We present some recent results in A
1-algebraic topology, which means both in

A
1-homotopy theory of schemes and its relationship with algebraic geometry. This refers to

the classical relationship between homotopy theory and (differential) topology. We explain
several examples of “motivic” versions of classical results: the theory of the Brouwer degree,
the classification of A

1-coverings through the A
1-fundamental group, the Hurewicz Theorem and

the A
1-homotopy of algebraic spheres, and the A

1-homotopy classification of vector bundles.
We also give some applications and perspectives.
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1. The Brouwer degree

Let n ≥ 1 be an integer and let X be a pointed topological space. We shall denote by
πn(X) the n-th homotopy group of X. A basic fact in homotopy theory is:

Theorem 1.1. Let n ≥ 1, d ≥ 1 be integers and denote by Sn the n-dimensional
sphere.

1) If d < n then πd(Sn) = 0;
2) If d = n then πn(S

n) = Z.

A classical proof uses the Hurewicz Theorem and the computation of the integral
singular homology of the sphere. Half of this paper is devoted to explain the analogue
of these results in A

1-homotopy theory [54], [38].
For our purpose we also recall a more geometric proof of 2) inspired by the

definition of Brouwer’s degree. Any continuous map Sn → Sn is homotopic to a
C∞-differentiable map f : Sn → Sn. By Sard’s theorem, f has at least one regular
value x ∈ Sn, so that f −1(x) is a finite set of points in Sn and for each y ∈ f −1(x), the
differential dfy : Ty(S

n) → Tx(S
n) of f at y is an isomorphism. The “sign” εy(f ) at y

is +1 if dfy preserves the orientation and −1 else. The integer δ(f ) := ∑
y �→x εy(f )

is the Brouwer degree of f and only depends on the homotopy class of f .
Now choose a small enough open n-ball B around x such that f −1(B) is a disjoint

union of an open n-balls By around each y’s. The quotient space Sn/(Sn −⋃
By) is

Proceedings of the International Congress
of Mathematicians, Madrid, Spain, 2006
© 2006 European Mathematical Society
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homeomorphic to the wedge of spheres∨yS
n and the quotient mapSn → Sn/(Sn−B)

is a homotopy equivalence. The induced commutative square

Sn
f

��

��

Sn

�
��

∨yS
n = Sn/(Sn − ⋃

By) ∨yfy

�� Sn/(Sn − B)

(1.1)

expresses the homotopy class of f as the sum of the homotopy classes of the fy’s,
each of which being the one point compactification of the differential map dfy . This
proves that the degree homomorphism πn(S

n) → Z is injective, thus an isomorphism.
We illustrate the algebraic situation by a simple close example. Let k be a field,

let f ∈ k(T ) be a rational fraction and denote still by f : P
1 → P

1 the k-morphism
from the projective line to itself corresponding to f . Assume, for simplicity, that f

admits a regular value x in the following strong sense (which is not the generic one):
x is a rational point in A

1 ⊂ P
1 such that f is étale over x, such that the finite étale

k-scheme f −1(x) consists of finitely many rational points y ∈ A
1 (none being ∞),

and that the differentials df
dt

(y) are each units αy . Observe that P
1 −{x} is isomorphic

to the affine line A
1 and thus the quotient morphism P

1 → P
1/A

1 := T a “weak
A

1-equivalence”. The commutative diagram (in some category of spaces over k, see
below)

P
1

f
��

��

P
1

�
��∨yT = P

1/(P1 − f −1(x)) ∨α̂y

�� T

analogous to (1.1), also expressesf , up to A
1-weak homotopy, as the sum of the classes

of the morphisms α̂y : T → T induced by the multiplication by αy . The idea is that in
algebraic geometry the analogue of the “sign” of a unit u ∈ k×, or the A

1-homotopy
class of û, is its class in k×/(k×)2. The set k×/(k×)2 should also be considered as the
set of orientations of the affine line over k. We observe that û is A

1-equivalent to the
“1-point compactification” of the multiplication by u : P

1 → P
1, [x, y] �→ [ux, y].

If u = v2, the latter is [x, y] �→ [ux, y] = [vx, v−1y] which is given by the action
of the matrix

(
v 0
0 v−1

)
of SL2(k) and thus, being a product of elementary matrices, is

A
1-homotopic to the identity.

Using the same procedure as in topology, we have “expressed” the A
1-homotopy

class of f as a sum of units modulo the squares and the Brouwer degree of a morphism
P

1 → P
1 in the A

1-homotopy category H(k) over k should have this flavor. Denote
by GW(k) the Grothendieck–Witt ring of non-degenerate symmetric bilinear forms
over k, that is to say the group completion of the monoid – for the direct sum – of
isomorphism classes of such forms over k, see [27]. It is a quotient of the free abelian
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group on units k×. We will find that the algebraic Brouwer degree over k takes it
values in GW(k) by constructing for n ≥ 2 an isomorphism

HomH(k)((P
1)∧n, (P1)∧n) ∼= HomH•(k)((P

1)∧n, (P1)∧n) ∼= GW(k)

where H•(k) is the pointed A
1-homotopy category over k and ∧ denotes the smash-

product [54], [38]. For n = 1 the epimorphism HomH•(k)(P
1, P

1) → GW(k) has a
kernel isomorphic to the subgroup of squares (k×)2.

The ring GW(k) is actually the cartesian product of Z and W(k) (the Witt ring of
isomorphism classes of anisotropic forms) over Z/2, fitting into the cartesian square

GW(k) ��

��

Z

��

W(k) �� Z/2 .

The possibility of defining the Brouwer degree with values1 in GW(k) and the above
cartesian square emphasizes one of our constant intuition in this paper and should be
kept in mind: from the degree point of view, the (top horizontal) rank homomorphism
corresponds to “taking care of the topology of the complex points” and the projection
GW(k) → W(k) corresponds to “taking care of the topology of the real points”.
Indeed, given a real embedding k → R, with associated signature W(k) → Z, the
signature of the degree of f is the degree of the associated map f (R) : P

1(R) →
P

1(R). This idea of taking care of these two topological intuitions at the same time
is essential in the present work.

We do not pretend to be exhaustive in such a short paper; we have mostly empha-
sized the progress in unstable A

1-homotopy theory and we will almost not address
stable A

1-homotopy theory.

Notations. We fix a base field k of any characteristic; Smk will denote the category
of smooth quasi-projective k-schemes. Given a presheaf of sets on Smk , that is to
say a functor F : (Smk)

op → Sets, and an essentially smooth k-algebra A, which
means that A is the filtering union of its sub-k-algebras Aα which are smooth and
finite type over k, we set F(A) := colimitαF (Spec(Aα)). For instance, for each
point x ∈ X ∈ Smk the local ring OX,x of X at x as well as its henselization Oh

X,x are
essentially smooth k-algebras.

Some history and acknowledgements. This work has its origin in my discussions
and collaboration withV.Voevodsky [38]; I thank him very much for these discussions.

I thank J. Lannes for his influence and interest on my first proof of the Milnor
conjecture on quadratic forms in [29], relying on Voevodsky’s results and on the use
of the Adams spectral sequence based on mod. 2 motivic cohomology. Since then I
considerably simplified the topological argument in [33].

1Barge and Lannes have defined and studied a related degree from the set of naive A
1-homotopy classes of

k-morphisms P
1 → P

1 to GW(k), unpublished.
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I also want to warmly thank M. Hopkins and M. Levine for their constant interest
in this work -as well as related works-, for discussions and comments which helped me
very much to simplify and improve some parts, and also for some nice collaborations
on and around this subject during the past years.

Finally, I want to thank very much the Mathematics Institute as well as my col-
leagues of the University of Munich for their welcome.

2. A quick recollection on A
1-homotopy

A convenient category of spaces. We will always consider that Smk is endowed with
the Nisnevich topology [40], [38]. We simply recall the following characterization
for a presheaf of sets on Smk to be a sheaf in this topology.

Proposition 2.1 ([38]). A functor F : (Smk)
op → Sets is a sheaf in the Nisnevich

topology if and only if for any cartesian square in Smk of the form

W

��

⊂ V

��

U ⊂ X

(2.1)

where U is an open subscheme in X, the morphism f : V → X is étale and the
induced morphism (f −1(X − U))red → (X − U)red is an isomorphism, the map

F(X) → F(U) ×F(W) F (V )

is a bijection.

Squares like (2.1) are call distinguished squares. We denote by �opShvk the
category of simplicial sheaves of sets over Smk (in the Nisnevich topology); these
objects will be just called “spaces” (this is slightly different from [54] where “space”
only means a sheaf of sets, with no simplicial structure). This category contains the
category Smk as the full subcategory of representable sheaves.

A
1-weak equivalence and A

1-homotopy category. Recall that a simplicial weak
equivalence is a morphism of spaces f : X → Y such that each of its stalks

X(Oh
X,x) → Y(Oh

X,x)

at x ∈ X ∈ Smk is a weak equivalence of simplicial sets. Inverting these morphisms in
�opShvk yields the classical simplicial homotopy category of sheaves [10], [21]. The
notion of A

1-weak equivalence is generated in some natural way by that of simplicial
weak equivalences and the projections X × A

1 → X for any space X. Inverting the
class of A

1-weak equivalence yields now the A
1-homotopy category H(k) [54], [38].

We denote by H•(k) the A
1-homotopy category of pointed spaces.
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The smash product with the simplicial circle S1 induces the simplicial suspension
functor � : H•(k) → H•(k), X �→ �(X). For a pointed morphism f : X → Y
we may define the A

1-homotopy fiber �(f ) together with an A
1-fibration sequence

�(f ) → X → Y, which moreover induces for any other pointed space Z a long
homotopy exact sequence (of pointed sets, groups, abelian groups as usual)

· · · → HomH•(k)(�(Z), X) → HomH•(k)(�(Z), Y) → HomH•(k)(Z, �(f ))

→ HomH•(k)(Z, X) → HomH•(k)(Z, Y).

In a dual way a distinguished square like (2.1) above is A
1-homotopy cocartesian

and induces corresponding Mayer–Vietoris type long exact sequences by mapping its
vertices to Z.

The geometric ideas on the Brouwer degree recalled in the introduction lead in
general (for d > n) to the interpretation, due to Pontryagin, of the stable homotopy
groups of spheres in terms of parallelized cobordism groups, and even more generally
to the Thom–Pontryagin construction used by Thom to compute most of the cobordism
rings. Recall that given a closed embedding i : Z ↪→ X between differentiable
manifolds (with Z compact for simplicity) and a tubular neighborhood Z ⊂ U ⊂ X

of Z in X there is a pointed continuous map (indeed homeomorphism)

X/(X − U) → Th(νi) (2.2)

to the Thom space (the one point compactification of the total space E(νi) ∼= U of
the normal bundle νi) which is independent up to pointed homotopy of the choices of
the tubular neighborhood.

The choice of the topology on Smk (see [38]) was very much inspired by the
this Thom–Pontryagin construction and the definition of the A

1-homotopy category
of smooth schemes over a base in [54], [38] allows to construct, for any closed
immersion i : Z → X between smooth k-schemes, a pointed A

1-weak equivalence
X/(X − Z) → Th(νi) [38], although no tubular neighborhood is available in general
in algebraic geometry. In that case we get an A

1-cofibration sequence

(X − Z) → X → Th(νi).

Let X be a space. We let πA
1

0 (X) denote the associated sheaf (of sets) on Smk to
the presheaf U �→ HomH(k)(U, X). If moreover X is pointed, and n ≥ 1 we denote

by πA
1

n (X) the sheaf on Smk associated to the presheaf U �→ HomH•(k)(�
n(U+), X)

(where U+ means U together with a base point added outside), a sheaf of groups for
n = 1, of abelian groups for n ≥ 2.

It is also very useful for the intuition to recall from [38] the existence of the
topological realization functors. When ρ : k → C (resp. k → R) is a complex
(resp. real) embedding there is a canonical functor H(k) → H to the usual homotopy
category of C.W.-complexes, induced by sending X ∈ Smk to the set of complex
points X(C) (resp. real points X(R)) with its classical topology.
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3. A
1-homotopy and A

1-homology: the basic theorems

We recall that everywhere in this paper the topology to be understood is the Nisnevich
topology.

Strictly A
1-invariant sheaves

Definition 3.1. 1) A presheaf of sets M on Smk is said to be A
1-invariant if for any

X ∈ Smk , the map M(X) → M(X × A
1) induced by the projection X × A

1 → X,
is a bijection.

2) A sheaf of groups M is said to be strongly A
1-invariant if for any X ∈ Smk

and any i ∈ {0, 1} the map Hi(X; M) → Hi(X × A
1; M) induced by the projection

X × A
1, is a bijection.

3)A sheaf of abelian groups M is said to be strictly A
1-invariant if for any X ∈ Smk

and any i ∈ N the map Hi(X; M) → Hi(X × A
1; M) induced by the projection

X × A
1 is a bijection.

These notions, except 2), appear inVoevodsky’s study of cohomological properties
of presheaves with transfers [55] and were extensively studied in [34] over a general
base, though very few is known except when the base is a field. Hopefully, given a
sheaf of abelian groups the a priori different properties 2) and 3) coincide.

Theorem 3.2 ([36]). A sheaf of abelian groups which is strongly A
1-invariant is

strictly A
1-invariant.

This result can be used to simplify some of the proofs of [55]. Let us denote by Abk

the abelian category of sheaves of abelian groups on Smk . Another easy application
is that the full sub-category AbA

1

k ⊂ Abk , consisting of strictly A
1-invariant sheaves,

is an abelian category for which the inclusion functor is exact. From Theorem 3.3
below, these strictly A

1-invariant sheaves and their cohomology play in A
1-algebraic

topology the role played in classical algebraic topology by the abelian groups and the
singular cohomology with coefficients in those.

The constant sheaf Z, the sheaf represented by an abelian variety over k are
examples of strictly A

1-invariant sheaves, in fact the higher cohomology groups,
Hi

Nis(X; −), i > 0, for these sheaves automatically vanish. Another well known
example is the multiplicative group Gm = A

1 − {0}. More elaborated examples
were produced by Voevodsky over a perfect field: for each A

1-homotopy invariant
presheaf with transfers F its associated sheaf FNis a strictly A

1-invariant sheaf [55].
In particular if F itself is an A

1-homotopy invariant sheaf with transfers, it is strictly
A

1-invariant. By [12] these sheaves are very closely related to Rost’s cycle modules
[46], which also produce strictly A

1-invariant sheaves, like the unramified Milnor
K-theory sheaves introduced in [19]. There are other types of strictly A

1-invariant
sheaves given for instance by the unramified Witt groups W as constructed in [42],
or [36], as well as their subsheaves of unramified power of the fundamental ideal In

used in [33].
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A
1-homotopy sheaves

Theorem 3.3 ([36]). Let X be a pointed space. Then the sheaf πA
1

1 (X) is strongly

A
1-invariant, and the sheaves πA

1

n , for n ≥ 2, are strictly A
1-invariant.

Curiously enough, we are unable to prove that the sheaf πA
1

0 (X) is A
1-invariant,

though it is true in all the cases we can compute.

Remark 3.4. One of the main tool used in the proof of the Theorem 3.3 is the
presentation Lemma of Gabber [14] as formalized in [11]. Then a “non-abelian”
variant of [11] and ideas from [46] lead to the result. In fact one can give a quite
concrete description of a sheaf of groups which is strongly A

1-invariant [36].

A pointed space X such that the sheaves πA
1

i (X) vanish for i ≤ n will be called
n-A1-connected. In case n = 0 we simply say A

1-connected.

Corollary 3.5 (Unstable A
1-connectivity theorem). Let X be a pointed space and n

be an integer ≥ 0 such that X is simplicially n-connected. Then it is n-A1-connected.

This result was only known in the case n = 0 in [38], over a general base. As a
consequence, the simplicial suspension of an (n − 1)-A1-connected pointed space is
n-A1-connected.

The main example of a simplicially n-connected space is the (n+ 1)-th simplicial
suspension of a pointed space.

For n and i two natural numbers we set Sn(i) = (S1)∧(n) ∧ (Gm)∧i where ∧
denotes the smash-product. Observe that these are actually mapped to spheres (up
to homotopy) through any topological realization functors (real or complex). Note
also the following isomorphisms in H•(k) : A

n − {0} ∼= S(n−1)(n) and (P1)∧n ∼=
S1 ∧ (An − {0}) ∼= Sn(n).

From the previous Corollary Sn(i) is (n − 1)-A1-connected. Actually we will see
below that it is exactly (n − 1)-A1-connected, as πA

1

n (Sn(i)) is always non trivial.
The A

1-connectivity corresponds to the connectivity of the space of real points.

A
1-fundamental group and universal A

1-covering. An A
1-trivial cofibration

A → B is a monomorphism between spaces which is also an A
1-weak equiva-

lence. The following definition is the obvious analogue of the definition of a covering
in topology:

Definition 3.6. An A
1-covering Y → X is a morphism of spaces which has the

unique right lifting property with respect to A
1-trivial cofibrations. This means that

given any commutative square of spaces

A

��

�� Y

��

B �� X
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in which A → B is an A
1-trivial cofibration, there exists one and exactly one mor-

phism B → Y which makes the whole diagram commutative.

Example 3.7. 1) Any finite étale covering Y → X between smooth k-varieties, in
characteristic 0, is an A

1-covering. Any Galois étale covering Y → X with Galois
group of order prime to the characteristic of k is an A

1-covering.
2) Any Gm-torsor Y → X is an A

1-covering. Remember to think about the real
points! A Gm-torsor gives (up to homotopy) a Z/2-covering.

Theorem 3.8. Any pointed A
1-connected space X admits a universal pointed A

1-
covering X̃ → X in the category of pointed coverings of X. The fiber of this
universal A

1-covering at the base point is isomorphic to πA
1

1 (X) and X̃ → X is
(up to canonical isomorphism) the unique pointed A

1-covering with X̃ being 1-A1-
connected.

Remark 3.9. A pointed A
1-connected smooth k-scheme (X, x) admits no non-trivial

étale pointed covering. Thus the πA
1

1 is in some sense orthogonal to the étale one
and gives a more combinatorial information, as shown by the example of the P

n’s
below. On the other hand the pointed étale coverings always come from the πA

1

0 : for

instance an abelian variety X is discreet, in the sense that πA
1

0 (X) = X, and have
huge étale π1. We did not try to further study the A

1-fundamental groupoid which
cares about both aspects, the combinatorial and the étale.

Lemma 3.10. Let n ≥ 2. The canonical Gm-torsor

(An+1 − {0}) → P
n

is the universal covering of P
n. As a consequence the morphism πA

1

1 (Pn) → Gm is
an isomorphism.

Indeed, A
n+1 − {0} is 1-A1-connected. For n = 1 the problem is that A

2 − {0} is
no longer 1-A1-connected. See the next section for more information.

A
1-derived category, A

1-homology and Hurewicz Theorem. Let us denote by
Z(X) the free abelian sheaf generated by a space X and by C∗(X) its the associated
chain complex; if moreover X is pointed, let us denote by Z•(X) = Z(X)/Z and
C̃∗(X) = C∗(X)/Z the reduced versions obtained by collapsing the base point to 0.

We may perform in the derived category of chain complexes in Abk exactly the
same process as for spaces and define the class of A

1-weak equivalences, rather
A

1-quasi isomorphisms; these are generated by quasi-isomorphisms and collapsing
Z•(A1) to 0. Formally inverting these morphisms yields the A

1-derived category
DA1(k) of k [34]. The functor X �→ C∗(X) obviously induces a functor H(k) →
DA1(k) which admits a right adjoint given by the usual Eilenberg–MacLane functor
K : DA1(k) → H(k).

As for spaces, one may define A
1-homology sheaves of a chain complex C∗. An

abelian version of Theorem 3.3 implies that for any complex C∗ these A
1-homology

sheaves are strictly A
1-invariant [36], [34].
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Definition 3.11. For a space X and for each integer n ∈ Z, we let H
A

1

n (X) denote

the n-th A
1-homology sheaf of C∗(X) and call H

A
1

∗ (X) the A
1-homology of X (with

integral coefficients). In case X is pointed, we let H̃
A

1

∗ (X) denote the reduced version
obtained by collapsing the base point to 0.

Observe that these A
1-homology sheaves are strictly A

1-invariant and that
H

A
1

i (X) = 0 for i < 0 by the abelian analogue of Corollary 3.5. As a consequence for

a space X the sheaf H
A

1

0 (X) is the free strictly A
1-invariant sheaf generated by X.

These sheaves play a fundamental role in A
1-algebraic topology. For instance we

have suspension isomorphisms H̃
A

1

∗ (Sn(i)) ∼= H̃
A

1

∗−n((Gm)∧i ) for our spheres Sn(i).

In particular the first a priori non trivial sheaf is H̃
A

1

n (Sn(i)) ∼= H̃
A

1

0 ((Gm)∧i ). We
will compute these sheaves in the next section in terms of Milnor–Witt K-theory.

The computation of the higher A
1-homology sheaves is at the moment highly non

trivial and mysterious2.

Remark 3.12. There exists a natural morphism of sheaves H
A

1

n (X; Z) → H
S
n(X)

where the right hand side denotes Suslin–Voevodsky singular homology sheaves [52],
[55]. In general, this is not an isomorphism. More generally let DM(k) beVoevodsky’s
triangulated category of motives [56]. Then there exists a canonical functor of “adding
transfers”

DA1(k) → DM(k).

It is not an equivalence. One explanation is given by the (pointed) algebraic Hopf
map:

η : A
2 − {0} → P

1.

The associated morphism on H
A

1

1 defines a morphism3:

η : H̃
A

1

0 (Gm) ⊗A1 H̃
A

1

0 (Gm) ∼= H
A

1

1 (A2 − {0}) → H
A

1

1 (P1) ∼= H̃
A

1

0 (Gm).

The latter is never nilpotent (use the same argument as in the proof of Theorem 4.7).
On the other hand, the computation of the motive of P

2, which is the cone of η, shows
that P

1 → P
2 admits a retraction in DM(k) and thus that the image of η in DM(k) is

the zero morphism.

Theorem 3.13 (Hurewicz Theorem, [36]). Let X be a pointed A
1-connected space.

Then the Hurewicz morphism

πA
1

1 (X) → H
A

1

1 (X)

2We do not know any example which does not use the Bloch–Kato conjecture.
3Here for sheaves M and N , we denote by M ⊗

A1 N the H
A

1

0 of the sheaf M ⊗ N , and call it the A
1-tensor

product.
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is the universal morphism from πA
1

1 (X) to a strictly A
1-invariant sheaf4. If more-

over X is (n − 1)-connected for some n ≥ 2 then the Hurewicz morphism

πA
1

i (X) → H
A

1

i (X)

is an isomorphism for i ≤ n and an epimorphism for i = (n + 1).

We now may partly realize our program of proving the analogue of Theorem 1.1.
Given a sphere Sn(i) with n ≥ 2, we have πA

1

m (Sn(i)) = 0 for m < n and

πA
1

n (Sn(i)) ∼= H̃
A

1

0 ((Gm)∧n) ∼= H̃
A

1

0 (Gm)⊗A1 (n).

In the next section we will describe those sheaves.

Remark 3.14. Of course, the Hurewicz Theorem has a lot of classical consequences.
We do not mention them here, see [36].

4. A
1-homotopy and A

1-homology: computations involving Milnor–
Witt K-theory

Milnor–Witt K-theory of fields. The following definition was obtained in collabo-
ration with Mike Hopkins.

Definition 4.1. Let F be a commutative field. The Milnor–Witt K-theory KMW∗ (F )

of F is the graded associative ring generated by the symbols [u], for each unit u ∈ F×,
of degree +1, and η of degree −1 subject to the following relations:

(1) (Steinberg relation) For each a ∈ F× − {1}, one has [a].[1 − a] = 0.

(2) For each pair (a, b) ∈ (F×)2 one has [ab] = [a] + [b] + η.[a].[b].
(3) For each a ∈ F×, one has [a].η = η.[a].
(4) One has η2.[−1] + 2η = 0.

This Milnor–Witt K-theory groups were introduced by the author in a different
complicated way. The previous one, is very simple and natural (but maybe the 4-th
relation which will be explained below): all the relations easily come from natural
A

1-homotopies, see Theorem 4.8.
The quotient KMW∗ (F )/η of the Milnor–Witt K-theory of F by η is the Milnor

K-theory KM∗ (F ) of F as defined in [26]; indeed after η is killed, the symbol [a]
becomes additive and there is only the Steinberg relation.

For any unit a ∈ F×, set 〈a〉 = η[a] + 1 ∈ KMW
0 (F ). One can show that

[1] = 0, 〈1〉 = 1 and 〈ab〉 = 〈a〉〈b〉. Set ε := −〈−1〉 and h = 1 + 〈−1〉. Observe
that h = η.[−1] + 2 and the fourth relation can be written ηε = η or equivalently
η . h = 0.

4it is not yet known whether this is the abelianization nor an epimorphism
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This η will be interpreted below in term of the algebraic Hopf map (see also
Remark 3.12 above). Observe that the relation η2.[−1] + 2η = 0 is compatible with
the complex points (where [−1] = 0 and stably 2.η = 0) and the real points (where
[−1] = −1, η = 2 and −22 + 2 × 2 = 0).

It is natural to call the quotient ring KMW∗ (F )/h the Witt K-theory of F and to
denote it by KW∗ (F ). The mod 2-Milnor K-theory k∗(F ) := KM∗ (F )/2 is thus also
the mod η Witt K-theory KW∗ (F )/η = KMW∗ (F )/(h, η).

It is not hard to check that KMW
0 (F ) admits the following presentation as an abelian

group: a generator 〈u〉 for each unit ofF× and the relations of the form: 〈u(v2)〉 = 〈u〉,
〈u〉 + 〈v〉 = 〈u + v〉 + 〈(u + v)uv〉 if (u + v) �= 0 and 〈u〉 + 〈−u〉 = 1 + 〈−1〉.
Moreover one checks that the morphism ηn : KMW

0 (F ) → KMW−n (F ) induces an
isomorphism KW

0 (F ) ∼= KMW−n (F ) for n > 0. Thus in particular KMW∗ (F )[η−1] →
KW

0 (F )[η, η−1] is an isomorphism.

Remark 4.2. In the above presentation of KMW
0 (F ) one recognizes the presentation

of the Grothendieck–Witt ring GW(F ), see [47] in the case of characteristic �= 2
and [27] in the general case. The element h becomes the hyperbolic plane. The
quotient group (actually a ring) KW

0 (F ) = GW(F )/h is exactly the Witt ring W(F)

of F .

Let us define the fundamental ideal I (F ) of KW
0 (F ) to be the kernel of the mod 2

rank homomorphism KW
0 (F ) → Z/2. Set I ∗(F ) = ⊕

n∈Z
In(F ) (with the con-

vention In(F ) = KW
0 (F ) for n ≤ 0). We observe that the obvious correspondence

[u] �→ 〈u〉 − 1 ∈ I (F ) induces an (epi)morphism

SF : KW∗ (F ) → I ∗(F )

where η acts through the inclusions In(F ) ⊂ In−1(F ). Killing η in this morphism
yields the Milnor morphism [26]:

sF : k∗(F ) → i∗(F ) (4.1)

where i∗(F ) denotes ⊕In(F )/I (n+1)(F ).

Theorem 4.3 ([32]). For any field F of characteristic �= 2 the homomorphism

SF : KW∗ (F ) → I ∗(F )

is an isomorphism.

This statement cannot be trivial as it implies the Milnor conjecture on quadratic
forms that morphism (4.1) is an isomorphism. This statement is a reformulation of
[1] and thus uses the proof of the Milnor conjecture on mod 2 Galois cohomology by
Voevodsky [57], [41].
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As a consequence we obtained in [32] that the commutative square of graded rings,

KMW∗ (F ) ��

��

KM∗ (F )

��

KW∗ (F ) �� k∗(F )

(4.2)

is cartesian (for a field of characteristic �= 2).

Remark 4.4. 1) Using Kato’s proof [20] of the analogue of the Milnor conjecture in
characteristic 2, we can also show the previous result holds in characteristic 2.

2) The fiber products of the form In(F ) ×in(F ) KM
n (F ) where considered in [5]

in characteristic not 2.

For n ≥ 1 we simply set

ZA1(n) := H̃
A

1

0 ((Gm)∧n)

for the free (reduced) strictly A
1-invariant sheaf on (Gm)∧n. The Hopf morphism

η : A
2 − {0} → P

1 induces on H̃
A

1

1 a morphism of the form η : ZA1(2) → ZA1(1).

Observe that H̃
A

1

0 ((Gm)∧0) = H
A

1

0 (Spec(k)) = Z but that we did not set ZA1(0) = Z.
We will in fact extend this family of sheaves ZA1(n)n≥1 to integers n ≤ 0 using a
construction of Voevodsky.

Given a presheaf of pointed sets M one defines the pointed Gm-loop space M−1
on M so that for X ∈ Smk , M−1(X) is the “Kernel” of the restriction through the unit
section M(X × Gm) → M(X). If M is a sheaf of abelian groups, so is M−1. We
may iterate this construction to get Mn for n < 0; we set, for n ≤ 0

ZA1(n) = ZA1(1)n−1.

The canonical morphism Z → ZA1(0) is far from being an isomorphism. The
tensor product (and internal Hom) defines natural pairings ZA1(n) ⊗ ZA1(m) →
ZA1(n + m) for any integers (n, m) ∈ Z

2. The element η becomes now an element
η ∈ ZA1(−1)(k). Any unit u ∈ F× in a separable field extension F |k, viewed as an
element in Gm(F ) defines an element [u] ∈ ZA1(1)(F ).

The following result own very much to the definition of the Milnor–Witt K-theory
found with Hopkins:

Theorem 4.5 ([28]). For any separable field extension F |k, the symbols [u] ∈
ZA1(1)(F ), for any u ∈ F×, and η ∈ ZA1(−1)(F ), satisfy the 4 relations of Defini-
tion 4.1 in the graded ring ZA1(∗)(F ). We thus obtain a canonical homomorphism
of graded rings


∗(F ) : KMW∗ (F ) → ZA1(∗)(F ).
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The Steinberg relation (1) is a consequence of the following nice result of P. Hu
and I. Kriz [17]. Consider the canonical closed immersion A

1 −{0, 1} ↪→ Gm ×Gm,
x �→ (x, 1−x). Then its (unreduced) suspension �̃1(A1 −{0, 1}) → �1(Gm ×Gm)

composed with �1(Gm × Gm) → �1(Gm ∧ Gm) is trivial in H•(k). Applying H
A

1

1
yields the Steinberg relation.

The last 3 relations are consequences of the following fact: let μ : Gm×Gm → Gm

denote the product morphism of the group scheme Gm, then the induced morphism
on H

A
1

1 , ZA1(1) ⊕ ZA1(1) ⊕ ZA1(2) → ZA1(1) is of the form IdZ
A1 (1) ⊕ IdZ

A1 (1) ⊕ η.
The relation (2) follows clearly form this fact. The relations (3) and (4) follow from
the commutativity of μ. �

Unramified Milnor–Witt K-theory and the main computation. We next define
for each n ∈ Z an explicit sheaf KMW

n called the sheaf of unramified Milnor–Witt
K-theory in weight n. To do this, let us give some recollection. For the Milnor K-
theory [26], for any discrete valuation v on a field F , with valuation ring Ov ⊂ F ,
residue field κ(v), one can define a unique homomorphism (of graded groups)

∂v : KM∗ (F ) → KM∗−1(κ(v))

called “residue” homomorphism, such that

∂v({π}{u2} . . . {un}) = {u2} . . . {un}
for any uniformizing element π (of v) and units ui ∈ O×

v , and where u denotes the
image of u ∈ Ov ∩ F× in κ(v).

In the same way, given a uniformizing element π , one can define a residue mor-
phism

∂π
v : KMW∗ (F ) → KMW∗−1(κ(v))

satisfying the formula:

∂π
v ([π ].[u2] . . . [un]) = [u2] . . . [un].

However, one important feature is that in the case of Milnor K-theory, these residues
do not depend on the choice of π , only on the valuation, but in the case of Milnor–Witt
K-theory, they do depend on the choice of π : for u ∈ O×, as one has ∂π

v ([u.π]) =
∂π
v ([π ]) + η.[u] = 1 + η.[u].

To make this residue homomorphism “canonical” (see [5], [6], [48] for instance),
one defines for a field κ and a one dimensional κ-vector space L, twisted Milnor–Witt
K-theory groups: KMW∗ (κ; L) = KMW∗ (κ) ⊗Z[κ×] Z[L − {0}], where the group ring
Z[κ×] acts through u �→ 〈u〉 on KMW∗ (κ) and through multiplication on Z[L − {0}].
The canonical residue homomorphism is of the following form

∂v : KMW∗ (F ) → KMW∗−1(κ(v); mv/(mv)
2)

with ∂v([π ].[u2] . . . [un]) = [u2] . . . [un]⊗π , where mv/(mv)
2 is the cotangent space

at v (a one dimensional κ(v)-vector space).
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Using these residue homomorphisms, one may define for any smooth k-scheme
X ∈ Smk , irreducible say, with function field K , and any n ∈ Z, the group KMW (X)

of unramified Milnor–Witt K-theory in weight n as the kernel of the (locally finite)
sum of the residues at points x of codimension 1, viewed as discrete valuations on K:

KMW
n (K)

�x∂x−−−→
⊕

x∈X(1)

KMW
n−1(κ(x); mx/(mx)

2)

and extends this to a sheaf X �→ KMW
n (X).

Example 4.6. 1) In [18] Kato considered first the sheaves of unramified Milnor K-
theory KM

n defined exactly in the same way on the Zariski site of X. It was turned
into a strictly A

1-invariant sheaf (on Smk) by Rost in [46].
2) One may also define unramified Witt K-theory KW

n , unramified mod 2 Milnor
K-theory kn in the same way, etc.

These types of cohomology theories easily give the non nilpotence of η:

Theorem 4.7. Let n ≥ 1 and i ≥ 1 be natural numbers. The n-th suspension in
H•(k)

�n(ηi) : Sn+1(i + 1) → Sn+1(1)

of the i-th iteration of the Hopf map η : S1(2) → S1(1), is never trivial. Thus the
algebraic Hopf map is not stably nilpotent.

This is trivial if one has a real embedding as η(R) is the degree 2 map. In general,
one uses the cohomology theory H ∗(−; KMW∗ [η−1]), in which η induces an isomor-
phism. To conclude remember that KMW∗ (k)[η−1] = KW

0 (k)[η, η−1] and that KW
0 (k)

is never 0 (for k algebraically closed it is Z/2).
We can now state our main computational result. Any strictly A

1-invariant sheaf M

has residue homomorphisms (see [34] for instance) and one proves that the homo-
morphism of Theorem 4.8


∗(F ) : KMW∗ (F ) → ZA1(∗)(F )

is compatible with residues. Thus (by [33, A.1] it induces a morphism of sheaves


∗ : KMW∗ → ZA1(∗). (4.3)

Theorem 4.8 ([28]). The above morphism (4.3) is an isomorphism.

We observe that the product Gm ∧ KMW
n → KMW

1 ∧ KMW
n → KMW

n+1 induces an
isomorphism KMW

n
∼= (KMW

n+1)−1. We deduce the existence for each n > 0, each
i > 0, of a canonical H•(k)-morphism

Sn(i) → K(KMW
i , n). (4.4)

Some consequences and applications. The previous result and the Hurewicz Theo-
rem imply:
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Theorem 4.9. For any n ≥ 2, any i > 0 :
1) The morphism (4.4) induces an isomorphism

πA
1

n (Sn(i)) ∼= KMW
i .

2) For any m ∈ N, any j ∈ N, the previous isomorphism induces canonical
isomorphisms

HomH(k)(S
m(j), Sn(i)) ∼=

{
0 if m < n,

KMW
i−j (k) if m = n.

In case i = 0, πA
1

n (Sn) = Z and HomH(k)(S
m(j), Sn) =

{
0 if m < n or j �= 0,

Z if m = n and j = 0.

In general, for n = 1 the question is much harder, and in fact unknown. We only
know πA

1

1 (S1(i)) in the cases i = 0, 1, 2. For i = 0, πA
1

1 (S1(i))(S1) = Z.
For i = 2, as SL2 → A

2 − {0} ∼= S1(2) is an A
1-weak equivalence, the sphere

S1(2) is an h-space and (by Hurewicz Theorem and Theorem 3.2) πA
1

1 (S1(2)) =
H

A
1

1 (S1(2)) = KMW
2 . In fact the universal A

1-covering given by Theorem 3.8 admits
a group structure and we thus get an extension of sheaves of groups (in fact in the
Zariski topology as well)

0 → KMW
2 → S̃L2 → SL2 → 1.

This is a central extension which also arises in the following way. Let B(SL2) de-
note the simplicial classifying space of SL2. Then the canonical cohomology class
�(SL2) ∼= S2(2) → K(KMW

2 , 2) can be uniquely extended to a H•(k)-morphism:

B(SL2) → K(KMW
2 , 2)

because the quotient B(SL2)/�(SL2) is 3-A1-connected. It is well-known that such
an element in H 2(B(SL2); KMW

2 ) corresponds to a central extension of sheaves as
above. It is the universal A

1-covering for SL2.

Remark 4.10. 1) In view of [13] it should be interesting to determine the possible
πA

1

1 of linear algebraic groups.
2) A. Suslin has computed in [49] the group H2(SL2(k)) for most field k and found

exactly KMW
2 (k) = I 2(k)×i2(k) KM

2 (k). This computation has clearly influenced our
work.

To understand πA
1

1 (P1) we use the A
1-fibration sequence

A
2 − {0} → P

1 → P
∞ (4.5)
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which, using the long exact sequence of A
1-homotopy sheaves, gives a short exact

sequence of the form:

1 → KMW
2 → πA

1

1 (P1) → Gm → 1

because KMW
2 = πA

1

1 (A2 − {0}) and because P
∞ ∼= B(Gm) has only non-trivial πA

1

1
equal to Gm. This extension of (sheaves of) groups can be completely explicited [36].
In particular πA

1

1 (P1) is non abelian!

The Brouwer degree. Now we can deduce as particular case of Theorem 4.9 what
we announced in the introduction.

Corollary 4.11. For any n ≥ 2, any i > 0, the degree morphism induced by the
morphism (4.4)

HomH(k)(S
n(i), Sn(i)) → KMW

0 (k)

is an isomorphism. As a consequence, the endomorphism ring of the P
1-sphere

spectrum S
0, which by definition is

πA
1

0 (S0) = colimn→∞ HomH(k)(S
n(n), Sn(n)),

is isomorphic to the Grothendieck–Witt ring GW(k) = KMW
0 (k) of k (see [31], [30]

for the case of a perfect field of characteristic �= 2).

When n = 1, i = 1, S1(1) ∼= P
1, using the A

1-fibration sequence (4.5) one
may entirely describe HomH(k)(P

1, P
1) [36]. One may check the morphism P

1 →
K(KMW

1 , 1) induces a degree morphism HomH•(k)(P
1, P

1) → KMW
0 (k), which co-

incides with the one sketched in the introduction, for an actual morphism P
1 → P

1

which has a regular value. However it is not an isomorphism in general: its kernel is
isomorphic to the subgroup of squares (k×)2 in k×.

Remark 4.12. 1) Transfers. It is well know that, given a finite separable field exten-
sion k ⊂ L together with a primitive element x ∈ L (which generates L|k), one can
define a transfer morphism in H•(k) of the form

trx : P
1 → P

1 ∧ (Spec(L)+).

This follows from the Purity Theorem of [38] (or the Thom–Pontryagin construction)
applied to the closed immersion Spec(L) → P

1 determined by x. Using our compu-
tations and methods, we have been able to show that the induced morphism on H

A
1

1
does not depend on the choice of x. As a consequence we obtain that for any strictly
A

1-invariant sheaf M the strictly A
1-invariant sheaf M−1 has canonical transfers mor-

phisms for finite separable extensions between separable extensions of k. This can
be used to simplify the construction of transfers in Milnor K-theory [18], [7].

Beware however that this notion of transfers for finite extension is slightly more
general than Voevodsky’s notion. The sheaf M−1 is automatically a sheaf of modules
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over KMW
0 . Given a finite separable extension k ⊂ L as above, the composition

M−1(k) → M−1(L)
tr→ M−1(k) is precisely the multiplication by the class of L in

KMW
0 (k) (which is its Euler characteristic by the remark below). In characteristic �= 2,

this is (up to an invertible element) the trace form of L|k in the Grothendieck–Witt
group. In the case of Voevodsky’s structure this composition is just the multiplication
by [L : k] ∈ N.

2) Using the previous computations as well as the classical ideas on Atiyah du-
ality [2] and [16] in A

1-algebraic topology5 one may define for any morphism f

(in fact in H(k)) from a smooth projective k-variety X to itself a Lefschetz number
λ(f ) ∈ KMW

0 (k) which satisfies all the usual properties (like the Lefschetz fixed point
formula). In particular the Euler characteristic of X lies in KMW

0 (k).
3) In view of the cartesian diagram (4.2) and our philosophy, the part coming

from the Milnor K-theory is the one compatible with the intuition coming from
the topology of complex points (or motives), and the part coming from the Witt
K-theory is the one compatible with the intuition on the topology of real points.
For any X ∈ Smk the graded ring

⊕
n Hn(X; KMW

n ) maps surjectively to the Chow
ring CH∗(X) = ⊕

n Hn(X; KM
n ) and to the graded ring

⊕
n Hn(X; KW

n ) (how-
ever it does not inject into the product in general: one has a Mayer–Vietoris type
long exact sequence). Given a real embedding there exists a morphism of rings⊕

n Hn(X; KW
n ) → H ∗(X(R); Z). Note that it is known that the Chow ring only

maps to H ∗(X(R); Z/2).

5. Some results on classifying spaces in A
1-homotopy theory

Serre’s splitting principle and H
A

1

0 of some classifying spaces. The Serre’s splitting
principle was stated in [15] only in terms of étale cohomology groups §24 or in terms
of Witt groups §29, but we may easily generalize it to our situation.

Let us briefly recall from [53] and also [38] the notion of geometric classifying
space Bgm(G) for a linear algebraic group G. Choose a closed immersion of k-groups
ρ : G ⊂ GLn. For each r > 0, denote by Ur ⊂ A

rn the open subset where G acts
freely (in the étale topology) in the direct sum of r copies of the representation ρ.
Bgm(G) is then the union over r of the quotient k-varieties Ur/G, which are smooth
k-varieties. We proved in [38] that for G a finite group of order prime to char(k)

and X a smooth k-variety:

HomH(k)(X, Bgm(G)) ∼= H 1
ét(X; G).

For n an integer, denote by m = [n
2 ] and by (Z/2)m ⊂ �n the natural embedding.

The following result is a variation on the Splitting principle [15, §24] (using the fact

5These ideas are also present in much more elaborated form in Voevodsky formalism of cross-functors [59],
see also [3].
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that strictly A
1-invariant sheaves have also residues [34] as well as [15, Appendix C,

A letter from B. Totaro to J.-P. Serre]):

Theorem 5.1 (Serre’s splitting principle). For any strictly A
1-invariant sheaf M the

restriction map
H 0(Bgm(�n); M) → H 0(Bgm((Z/2)m); M)

is injective.

Corollary 5.2. The homomorphism

H
A

1

0 (Bgm((Z/2)m) → H
A

1

0 (Bgm(�n))

is an epimorphism.

We observe that Bgm((Z/2)m) is A
1-equivalent to a point in characteristic 2, see

[38]. In that case we get H
A

1

0 (Bgm(�n)) = Z.

In characteristic �= 2, one has an exact sequence H̃
A

1

0 (Gm) → H̃
A

1

0 (Gm) →
H̃

A
1

0 (Bgm(Z/2)) → 0 where the left morphism is induced by the squaring map (this
comes from the fact that Bgm(Z/2) is the union of the quotients (An − {0})/(Z/2)).

Thus H̃
A

1

0 (Bgm(Z/2)) = KMW
1 /h = KW

1 and H
A

1

0 (Bgm(Z/2)) = Z ⊕ KW
1 .

Now the A
1-tensor product KW

n ⊗A1 KW
m is KW

n+m. Using this we may compute

H
A

1

0 (Bgm((Z/2)m)) by the Künneth formula and as the morphism of Theorem 5.1
is invariant under the action of �m we get in characteristic �= 2 an epimorphism of
sheaves ⊕

i∈{0,...,m}
KW

i � H
A

1

0 (Bgm(�n)). (5.1)

Theorem 5.3. In characteristic �= 2 the epimorphism (5.1) is an isomorphism.

The method is to construct refined Stiefel–Whitney classes Wi : KMW
0 (F ) →

KW
i (F ) lifting the usual ones wi in ki(F ) using the same method as in [26, §3].

The composition H
A

1

0 (Bgm(�n)) → H
A

1

0 (Bgm(On))
⊕Wi−−−→ ⊕

i∈{0,...,m} KW
i is the

required left inverse.

Remark 5.4. 1) This result implies the Baratt–Priddy–Quillen Theorem in dimen-
sion 0 (at least in characteristic �= 2), stating that the morphism induced by the stable
transfers

�n∈NBgm(�n) → QP1S
0

where QP1S
0 means the colimit of the iterated P

1-loop spaces6, is an A
1-stable group

completion7, see [37].

6colimnRHom•((P1)∧n, (P1)∧n)
7Voevodsky proved that it is not the usual group completion.
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2) The same computation holds for Suslin singular homology [52] of Bgm(�n):
one gets in characteristic �= 2: H

S
0 (Bgm(�n)) = ⊕

i∈{0,...,m} ki .
3) Using the refined Stiefel–Whitney classes Wi considered previously and [15]

we can also compute in characteristic �= 2: H
A

1

0 (Bgm(On)) = ⊕i∈{0,...,n}KW
i and

H
S
0 (Bgm(On)) = ⊕i∈{0,...,n}ki . We observe as a consequence that the natural map (of

sets)
H 1

ét(k; On) → H
A

1

0 (Bgm(On))(k)

is injective (but is not if one consider the Suslin H
S
0 instead !). It is a natural question

to ask for which algebraic k-groups the analogous map is injective. It is wrong for
finite groups in general (but the abelian ones). It could be however true for a general
class of algebraic groups G, in connection with a conjecture of Serre addressing the
injectivity of the extension map H 1

ét(k; G) → H 1
ét(L1; G) × H 1

ét(L2; G) when the
finite field extensions L1 and L2 have coprime degrees over k.

A
1-homotopy classification of algebraic vector bundles. Lindel has proven in [25]

that for any n and for any smooth affine k-scheme X the projection X × A
1 → X

induces a bijection

H 1
Zar(X; GLn) → H 1

Zar(X × A
1; GLn)

(after the fundamental cases obtained by Quillen [45] and Suslin [50] on the Serre
problem). As a consequence if one denotes by Grn the “infinite Grassmanian of
n-plans” the natural map Homk(X; Grn) → H 1

Zar(X; GLn) which to a morphism
assigns the pull-back of the universal rank n bundle, induces a map π(X; Grr ) →
H 1

Zar(X; GLn) (where the source means the set of morphisms modulo naive A
1-

homotopies); it is moreover easy to show this map is a bijection.

Theorem 5.5 ([35]). For any integer n ≥ 3 and any affine smooth k-scheme X the
obvious map

H 1
Zar(X; GLn) ∼= π(X; Grr ) → HomH(k)(X, Grr )

is a bijection.

For n = 1 this is well-known [38]. The proof of this result relies on the works of
Quillen, Suslin, Lindel cited above and also on the works of Suslin [51] and Vorst [60]
on the generalized Serre problem for the general linear group. In these latter works n

has to be assumed �= 2. We conjecture however that the statement of the previous
theorem should remain true also for n = 2.

One then observes that one has an A
1-fibration sequence of pointed spaces:

A
n − {0} → Grn−1 → Grn (5.2)

because the simplicial classifying space B(GLm) is A
1-equivalent to Grm, for any m,

and because GLn/GLn−1 → A
n−{0} is an A

1-weak equivalence. From Theorem 4.9



1054 Fabien Morel

we know that the space A
n −{0} is (n−2)-connected and that there exists a canonical

isomorphism of sheaves: πA
1

n−1(A
n − {0}) ∼= KMW

n .

Euler class and Stably free vector bundles. For a given smooth affine k-scheme X

and an integer n ≥ 4 we may now study the map:

H 1
Zar(X; GLn−1) → H 1

Zar(X; GLn)

of adding the trivial line bundle following the classical method of obstruction theory
in homotopy theory:

Theorem 5.6 (Theory of Euler class, [35]). Assume n ≥ 4. Let X be a smooth affine
k-scheme, together with an oriented algebraic vector bundle ξ of rank n (this means
a vector bundle of rank n and a trivialization of �n(ξ)). Define its Euler class

e(ξ) ∈ Hn(X; KMW
n ) = Hn(X; πA

1

n−1(A
n − {0}))

to be the obstruction class obtained from Theorem 5.5 and the A
1-fibration sequence

(5.2). If dimension X ≤ n we have the following equivalence:

ξ split off a trivial line bundle ⇔ e(ξ) = 0 ∈ Hn(X; KMW
n ).

Remark 5.7. 1) In case char(k) �= 2, the group Hn(X; KMW
n ) coincides with the

oriented Chow group C̃H
n
(X) as defined in [5] and our Euler class coincides also

with the one defined in loc. cit. There is an epimorphism from the Euler class group
of Nori [8] to ours but we do not know whether this is an isomorphism. We observe
that in [8] an analogous result is proven, and our result implies the result in [8]. If
char(k) �= 2, in [5] the case of rank n = 2 was settled by some other method.

2) If ξ is an algebraic vector bundle of rank n over X, let λξ = �n(ξ) ∈ Pic(X)

denotes its first Chern class. The obstruction class e(ξ) obtained by the A
1-fibration

sequence (5.2) lives now in the corresponding cohomology group Hn(X; KMW
n (λξ ))

obtained by twisting the sheaf KMW
n by λξ .

3) The obvious morphism

Hn(X; KMW
n ) → Hn(X; KM

n ) = CHn(X)

maps the Euler class to the top Chern class cn(ξ). When k is algebraically closed and
dim(X) ≤ n, this homomorphism is an isomorphism. This case of the Theory is due
to Murthy [39].

4) Given a real embedding of the base field k → R, the canonical morphism from
Remark 4.12 3): Hn(X; KMW

n ) → Hn(X(R); Z) maps the Euler class e(ξ) to the
Euler class of the real vector bundle ξ(R).

The long exact sequence in homotopy for the A
1-fibration sequence (5.2) (applied

to (n + 1)) also gives the following theorem (compare [9]):
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Theorem 5.8 (Stably free vector bundles, [35]). Assume n ≥ 3. Let X be a smooth
affine k-scheme. The canonical map

HomH(k)(X, A
n+1 − {0}) / HomH(k)(X, GLn+1) → HomH(k)(X, Grn)

is injective and its image �n(X) ⊂ H 1
Zar(X; GLn) = HomH(k)(X, Grn) consists

exactly of the set of isomorphism classes of algebraic vector bundles of rank n over
X such that ξ ⊕ θ1 is trivial.

Moreover if the dimension of X is ≤ n, the natural map

HomH(k)(X, A
n+1 − {0}) → Hn(X; KMW

n+1)

is a bijection and the natural action of HomH(k)(X, GLn+1) factors trough the de-
terminant as an action of O(X)×. In that case, we get a bijection

Hn(X; KMW
n+1)/O(X)× ∼= �n(X).

Remark 5.9. Using Popescu’s approximation result [43] it is possible, with some
care, to extend the results of this paragraph to affine regular schemes defined over a
field k.

6. Miscellaneous

Proofs of the Milnor conjecture on quadratic forms. UsingVoevodsky’s result [57]
we have produced two proofs of the Milnor conjecture on quadratic forms asserting
that for a field F of characteristic �= 2 the Milnor epimorphism sF : k∗(F ) → i∗(F )

is an isomorphism.
The first one is only sketched in [29], however it is very striking in the context of A

1-
algebraic topology. We consider theAdams spectral sequence based on mod 2 motivic
cohomology “converging” to πA

1

∗ (S0). Using an unpublished work of Voevodsky on
the computation of the mod 2 motivic Steenrod algebra we showed that E

s,u
2 =

ExtsAk
(H ∗(k; Z/2(∗)), H ∗(k; Z/2(∗))[s +u]) and could compute enough. First Es,u

2

vanishes for u < 0 which is compatible with the A
1-connectivity result 3.5, which

implies πA
1

u (S0) = 0 for u < 0. More striking is the computation of the column E
s,0
2

converging to πA
1

0 (S0) = GW(k) (in characteristic �= 2). We found that E
0,0
2 = Z/2

and that for s > 0
Es,0 = Z/2 ⊕ ks(k).

This is exactly the predicted form of the associated graded ring for GW(k) by the
Milnor conjecture. The terms Z/2 are detected (in the bar complex) by the tensor
powers of the Bockstein β⊗s and the mod 2 Milnor K-theory terms are detected by the
tensor powers of the Sq2-operation8 of Voevodsky (Sq2)⊗s . The proof of the Milnor

8This relationship is explained again by “taking” the real points: the operation Sq2 “induces” the Bockstein
operation on mod 2 singular cohomology of real points
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conjecture then amounts to showing that the Adams spectral sequence degenerates
from the E

∗,∗
2 -term on the column u = 0.

The degenerescence was obtained by a careful study of the column E
∗,1
2 from

which the potential differentials start to reach E
∗,0
2 , using the Milnor conjecture on

mod 2 Galois cohomology of fields of characteristic 2 established by Voevodsky
in [57]. The idea was to observe that the groups E

∗,1
2 are enough “divisible” by

some suitable mod 2-Milnor K-theory groups. We realized recently in [33] that this
argument could be made much simpler and that everything amounts to proving some
“P

1-cellularity” of the sheaves kn in the A
1-derived category, which again is given by

the main result of [57].

Global properties of the stable A
1-homotopy category. We have unfortunately no

room available to discuss much recent developments in the global properties of the sta-
ble A

1-homotopy category. Let us just mention briefly: our work (in preparation) on
the rational stable homotopy category and its close relationship with Voevodsky’s cat-
egory of rational mixed motives. The slice filtration and motivic Atiyah–Hirzebruch’s
type spectral sequence approach due to Voevodsky (see [58] for instance); we must
also mention Levine’s recent work in this direction, for instance [22]. There is also
a work in preparation by Hopkins and the author starting from the Thom spectrum
MGL, where is proven that the “homotopical quotient” MGL/(x1, . . . , xn, . . . ) ob-
tained by killing the generators of the Lazard ring is, in characteristic 0, the motivic
cohomology spectrum of Voevodsky. This gives an Atiyah–Hirzebruch spectral se-
quence for MGL (and also K-theory) and gives an other (purely homotopical) proof
of the general degree formula of [24], [23].

We must mention Voevodsky’s formalism of cross functors [59] and Ayoub’s
work [3] in which is established the analogue of the theory of vanishing cycles in
the context of Voevodsky’s triangulated category of motives.

From A
1-homotopy to algebraic geometry? We conclude this paper by an ob-

servation. All the tools and notions concerning the classical approach to surgery in
classical differential topology seem now available in A

1-algebraic topology: degree,
homology, fundamental groups, cobordism groups [24], [23], Poincaré complexes,
classification of vector bundles, etc. We also have natural candidates of surgery groups
using Balmer’s Witt groups [4] of some triangulated category of πA

1

1 -modules. Why
not then dreaming about a surgery approach also for smooth projective k-varieties? Of
course there is no obvious analogues for surgery. There is also a major new difficulty:
we have observed that even the simplest varieties like the projective spaces are never
simply connected. This fact obstructs any hope of “h-cobordism” theorem9, but now
we also understand the reason: the A

1-fundamental group of a pointed projective
smooth k-scheme is almost never trivial. A major advance would then be to find
the analogue of the “s-cobordism” theorem, the generalization of the h-cobordism
theorem in the presence of π1.

9Marc Levine indeed produced a counter-example
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Development in symplectic Floer theory

Kaoru Ono∗

Abstract. In the middle of the 1980s, Floer initiated a new theory, which is now called the
Floer theory. Since then the theory has been developed in various ways. In this article we report
some recent progress in Floer theory in symplectic geometry. For example, we give an outline
of a proof of the flux conjecture, which states that the Hamiltonian diffeomorphism group is
C1-closed in the group of symplectomorphisms for closed symplectic manifolds. We also give a
brief survey on the obstruction–deformation theory for Floer theory of Lagrangian submanifolds
and explain some of its applications.

Mathematics Subject Classification (2000). Primary 53D40; Secondary 53D35.

Keywords. Symplectic manifold, Hamiltonian systems, Lagrangian submanifolds, Floer coho-
mology, A∞-structure.

1. Introduction

In [9]–[14], Andreas Floer initiated “∞
2 -dimensional” (co)homology theory, which is

now called Floer theory. He invented this theory to proveArnold’s conjecture for fixed
points of Hamiltonian diffeomorphism and, under certain assumptions, its analogue
for Lagrangian intersections. Roughly speaking, the conjecture states that there is a
non-trivial topological lower bound for the number of fixed points of a Hamiltonian
diffeomorphism. It is one of his conjectures which stimulated recent developments
in symplectic geometry. This theory was soon adapted in Donaldson theory and he
constructed the instanton homology theory. A lot of work has been done since and
Floer theory has been developed in various directions. In this article, we will describe
some recent development of Floer theory in symplectic geometry.

In these decades, symplectic geometry has been much developed. In particu-
lar, Gromov revealed many significant phenomena based on his theory of pseudo-
holomorphic curves [18] and revolutionized the study in this area. Hamiltonian dy-
namics is one of main sources of symplectic geometry. The existence of periodic
trajectories is a basic problem and there are many works on this subject up to now. In
fact, the existence of periodic trajectories reflects so-called symplectic rigidity phe-
nomena. Since trajectories of a Hamiltonian system are characterized by the least
action principle, the variational method can be applied to the existence of periodic
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trajectories. Namely, closed trajectories are critical points of the action functional as-
sociated to the Hamiltonian system. Floer combined the variational framework with
the theory of pseudo-holomorphic curves to construct an analogue of Morse theory
for the action functional.

In the first part of this article, we discuss Floer theory for Hamiltonian systems
and present some applications including the flux conjecture. In the second part, we
discuss Floer theory for Lagrangian submanifolds. In general, Floer cohomology
may not be defined for a pair of Lagrangian submanifolds. We briefly describe the
obstruction to defining Floer cohomology as well as the filteredA∞-algebra associated
to a Lagrangian submanifold. We also present some applications, e.g., Lagrangian
intersections, non-triviality of the Maslov class, etc. Although there will be some
overlaps with Y. G. Oh’s contribution to this proceedings, we will try to put different
emphases on the theory in this lecture.

2. Floer theory for symplectomorphisms

2.1. Review on the construction. In this section, we briefly review the construction
of Floer cohomology for symplectomorphisms, especially Hamiltonian diffeomor-
phisms, which was initiated in [14] and developed in e.g., [21], [36], [16], [29]. Let
(M,ω) be a symplectic manifold. In this article, we assume thatM is compact with-
out boundary for simplicity. Denote by Xh the Hamiltonian vector field of h defined
by

i(Xh)ω = dh.

ForH = {ht }t∈R, we integrate the time-dependent vector fieldXht to obtain the one-
parameter family {ϕHt } of diffeomorphisms. We call such {ϕHt } a time-dependent
Hamiltonian flow. A diffeomorphism ϕ of M is called a Hamiltonian diffeomor-
phism, when ϕ is the time-one map of {ϕHt } for some H . We may assume that
ht+1 = ht . Denote by Ham(M,ω) resp. Symp(M,ω) the group of Hamiltonian dif-
feomorphisms resp. the group of symplectomorphisms which are diffeomorphisms
preserving ω. Clearly, Ham(M,ω) ⊂ Symp(M,ω). Hamiltonian diffeomorphisms
are fundamental in symplectic geometry and enjoy some distinguished properties,
e.g., existence of fixed points (see Arnold’s conjecture below), simplicity [1], exis-
tence of a biinvariant distance on (the universal covering group of) Ham(M,ω), called
Hofer’s distance, etc. Now we recall the following:

Conjecture 2.1 (Arnold’s conjecture). For ϕ ∈ Ham(M,ω) there are as many fixed
points ofϕ as the smallest number of critical points of smooth functions onM , namely,

# Fix(ϕ) ≥ min{#Crit(f ) | f ∈ C∞(M)}.
If all the fixed points of ϕ are non-degenerate, i.e. 1 is not an eigenvalue of dϕ at any
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fixed point, then

# Fix(ϕ) ≥ min{#Crit(f ) | f is a Morse function on M}.
This conjecture has been verified for closed oriented surfaces, the torus, complex

projective spaces, etc. A weaker version of the conjecture is formulated by replacing
the lower bounds with the cup-length and the sum of Betti numbers, respectively. We
call it homological Arnold conjecture.

Let ϕ be a symplectomorphism of (M,ω) such that all fixed points are non-
degenerate. Following [6], we introduce the twisted loop space

Pϕ = {σ : [0, 1] → M | ϕ(σ(1)) = σ(0)},
and define a closed 1-form, in a formal sense, on Pϕ by

αϕ(ξ) =
∫ 1

0
ω(ξ, σ̇ ) dt for ξ ∈ TσPϕ.

Clearly, fixed points of ϕ are in one-to-one correspondence with zeros of αϕ . We take
the smallest covering space π : P̃ϕ → Pϕ such that (1) π∗αϕ is exact, i.e., there exists
a primitive function Aϕ for αϕ , and (2) the integer valued Maslov index μ is well
defined on Crit(Aϕ) = π−1(Zero(αϕ)). From now on we call such a covering space
the Floer covering space. Pick an almost complex structure J = {Jt } compatible
with ω such that ϕ∗J1 = J0. Then the gradient of Aϕ is formally written as

grad Aϕ(σ ) = −J σ̇,
and gradient flow lines are regarded as solutions of the following equation

∂u

∂τ
+ Jt (u)

∂u

∂t
= 0

for

u = u(τ, t) : R × [0, 1] → M such that ϕ(u(τ, 1)) = u(τ, 0).

We set

CF∗(ϕ, J )=
{ ∑

i

ai σ̃i | ai ∈ Q, σ̃i ∈ Crit(Aϕ) satisfy the following condition:

#{i | ai �= 0, Aϕ(γ̃i) < c} is finite for any c ∈ R
}
.

The grading is given by the Maslov index μ on Crit(Aϕ). The coboundary operator
δ = δϕ,J is defined by counting gradient flow lines connecting the critical points
σ̃± of Aϕ such that μ(σ̃+) − μ(σ̃−) = 1. Note that the covering transformation
groupGM,ϕ of π : P̃ϕ → Pϕ naturally acts on the Floer complex. In fact, this action
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extends to the so-called Novikov ring associated to ϕ ∈ Symp(M,ω), which is a
certain completion of the group ring of GM,ϕ . To make this construction rigorous,
we need to study compactness properties, transversality, etc. for the moduli space of
solutions of the J -holomorphic curve equation above. We can achieve these points as
in [16], [29], see also [28], [41], [45] based on the notion of stable maps [23], [24]. The
resulting cohomology is the Floer cohomology HF∗(ϕ, J ), which is a module over the
Novikov ring associated to ϕ ∈ Symp(M,ω). We also find that Floer cohomology is
invariant under Hamiltonian deformations of ϕ. In the case that M is 2-dimensional,
Seidel noticed that the Floer cohomology is invariant under a class of deformations
which contains all Hamiltonian deformations [43].

When ϕ ∈ Symp0(M,ω), i.e., there is a path ϕt , 0 ≤ t ≤ 1, such that ϕ0 = id and
ϕ1 = ϕ, we can formulate the Floer theory on the loop space LM of M rather than
the twisted loop space Pϕ . (From now on, we call ϕt with ϕ0 = id a based path.)
Namely, we identify them by

σ(t) ∈ Pϕ 
→ γ (t) = (ϕt )
−1(σ (t)) ∈ LM.

In particular, whenϕ ∈ Ham(M,ω)we choose a based pathϕt in Ham(M,ω). Denote
byH the time-dependent Hamiltonian function which generates ϕt . Then fixed points
of ϕ are in one-to-one correspondence with 1-periodic orbits of the time-dependent
flow ϕt , which are characterized as zeros of the following closed 1-form αH on the
loop space LM of M:

αH (ξ) =
∫ 1

0
ω(ξ(t), γ̇ (t)−XHt (γ (t))) dt,

where γ ∈ LM and ξ ∈ TγLM , i.e., a section of γ ∗TM . Write J ′
t = (ϕt )∗Jt . (Note

that J ′
0 = J ′

1. ) Then gradient flow lines are solutions of the following equation:

∂u

∂τ
+ J ′(u)

(
∂u

∂t
−XHt (u)

)
= 0,

for u = u(τ, t) : R × S1 → M . Denote by p : L̃M → LM the Floer covering space
of LM and by AH : L̃M → R the action functional, i.e., dAH = p∗αH . Consider
the graded module generated by the critical points of AH with the grading given byμ,
which is known as the Conley–Zehnder index in this setting. Then take its completion
with respect to the filtration {γ̃ ∈ Crit(AH ) | AH (γ̃ ) > c} for c ∈ R. We denote it
by CF∗(H). The coboundary operator δ = δH,J is defined by counting the number
of connecting orbits joining critical points. In this case Floer cohomology can be
computed as follows:

HF∗(H, J ) ∼= H ∗+n(M; Q)⊗�ω,

where �ω is the Novikov ring of (M,ω).
As a corollary we have the following result ([16], [29]).
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Theorem 2.2. If ϕ ∈ Ham(M,ω) has only non-degenerate fixed points then

# Fix(ϕ) ≥
∑
k

rank Hk(M; Q).

More precisely, we can find that the number of fixed points which correspond
to contractible 1-periodic orbits of any based Hamiltonian path is at least the sum
of Betti numbers in this theorem. As a consequence, we also find that there always
exists a contractible 1-periodic orbit for any time-dependent periodic Hamiltonian
system. For a based path {ψt } in Symp0(M,ω) we can define the Floer cohomology,
which we may call the Floer–Novikov cohomology, in a way similar to the case of
Hamiltonian diffeomorphisms. Under the ±-monotonicity assumption we have a
similar computation for ϕ ∈ Symp0(M,ω) using Novikov cohomology of the flux
of ϕt in place of the ordinary cohomology of M , see [27].

2.2. Application to the flux conjecture. The flux of a based path {φt }0≤t≤1 in
Symp0(M,ω) is defined to be

F̃lux(φt ) =
∫ 1

0
[i(Xt )ω] dt ∈ H 1(M; R),

where Xt is the family of symplectic vector fields generating φt . The flux de-
pends only on the homotopy class of paths with fixed end points φ0 = id and φ1,

and induces a homomorphism from the universal covering group S̃ymp0(M,ω) of
Symp0(M,ω) toH 1(M; R). Denote by �ω, which is called the flux group, the image

of Ker
(

S̃ymp0(M;ω) → Symp0(M; R)
) ∼= π1(Symp0(M; R)) under F̃lux. It is

known that the path φt above can be homotoped to a path in Ham(M;ω) keeping
the end points fixed if and only if F̃lux(φt ) = 0. F̃lux descends to a homomorphism
Flux : Symp0(M;ω) → H 1(M; R)/�ω. The group Ham(M; R) is also known to
be the kernel of this homomorphism, see [1]. Hence, it is a basic question in order to
understand Ham(M,ω) ⊂ Symp0(M,ω) how �ω is embedded in H 1(M; R).

Conjecture 2.3 (Flux conjecture). �ω is discrete in H 1(M; R).

This conjecture is equivalent to that Ham(M,ω) is C1-closed in Symp0(M,ω).
There are various cases in which the flux conjecture is verified. For example, if
[ω] ∈ H 1(M; Q) the conjecture clearly holds. A less trivial case is that (M,ω) is
of Lefschetz type, i.e., ∧[ω]n−1 : H 1(M; R) → H 2n−1(M; R) is an isomorphism.
It was Lalonde, McDuff and Polterovich [25], [26] who noticed that the affirmative
answer to the homological Arnold conjecture can be used to prove the flux conjecture.
Among other things, they proved the following:

Theorem 2.4. If c1(M) : π2(M) → Z is trivial or its minimal positive value (the
minimal Chern number) is at least 2n = dimRM , then the flux conjecture holds.
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Theorem 2.5. The rank of the flux group �ω is at most the first Betti number b1(M)

of M . In particular, the flux conjecture holds if b1(M) = 1.

Remark 2.6. Note that Theorem 2.5 follows from the flux conjecture.

We give an outline of the proof of the flux conjecture. First of all, we collect some
notation and fundamental properties of the Floer–Novikov cohomology. For any based
path {ψt } in Symp0(M,ω), we can deform it by a homotopy so that i(Xt )ω does not
depend on t and is equal to θ = F̃lux(ψt ). HereXt is the family of symplectic vector
fields generatingψt . Denote byπ : M → M the covering space ofM associated to the
homomorphism Iθ : π1(M) → R obtained by integrating θ along loops. Then there
exists H̃ = {h̃t }, a smooth family of smooth functions on M such that π∗i(Xt )ω =
dh̃t . Denote by L̃θM the Floer covering space of LM for {ψt } which depends
only on its flux θ , and by Gω,θ its covering transformation group. Then we can
perform the Floer construction for AH̃ : L̃θM → R and obtain the cochain complex

(CFN∗(H̃ , J ), δ = δH̃ ,J ). The groupGω,θ naturally acts on this complex. Moreover,
the action extends to the Novikov completion�ω,θ of the group ring ofGω,θ . Denote
by HFN∗({ψt }) the resulting cohomology, which is the Floer–Novikov cohomology
of {ψt } and which is a finitely generated module over �ω,θ .

We collect its fundamental properties as follows.

Theorem 2.7. For based paths {ψ(1)t } and {ψ(2)t } with F̃lux({ψ(1)t }) = F̃lux({ψ(2)t })
we have a natural isomorphism

HFN∗({ψ(1)t }) ∼= HFN∗({ψ(2)t }).

Theorem 2.8. If F̃lux({ψt }) is sufficiently small we have

HFN∗({ψt }) ∼= HN∗+n(θ)⊗
�θ
�ω,θ .

Here HN∗(θ) is the Novikov cohomology of θ and �θ is its coefficient ring.

Secondly, we note that the Floer construction can be performed with coefficients
in a local system as in the ordinary cohomology theory, see e.g., [38], [39]. In
particular, when the flux vanishes, i.e. {ψt } is a Hamiltonian path, we obtain the Floer
cohomology for based Hamiltonian paths with coefficients in a local system. Let
L → M be a local system or a flat vector bundle. We denote by HFN∗({ψt };L)
the Floer–Novikov cohomology of {ψt } with coefficients in L. Then Theorems 2.7
and 2.8 holds with coefficients in L. We state them for reference.

Theorem 2.9. LetL → M be a flat vector bundle. For based paths {ψ(1)t } and {ψ(2)t }
with F̃lux({ψ(1)t }) = F̃lux({ψ(2)t }) we have a natural isomorphism

HFN∗({ψ(1)t };L) ∼= HFN∗({ψ(2)t };L).
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Theorem 2.10. If F̃lux({ψt }) is sufficiently small we have

HFN∗({ψt };L) ∼= HN∗+n(θ;L)⊗
�θ
�ω,θ

for any flat vector bundle L. Here HN∗(θ;L) is the Novikov cohomology of θ with
coefficients in L.

Based on the above preparation, we give an outline of the proof of the flux con-
jecture. Let U ⊂ H 1(M; R) be a neighborhood of the origin consisting of θ ∈ U ,
which is represented by a sufficientlyC1-small closed 1-form such that Theorems 2.8
and 2.10 holds for the flux [θ ]. We may assume that U is symmetric with respect to
the origin. It is enough to show the following.

Claim. �ω ∩ U = {0}.
If it is false, there is a based loop {ψt } in Symp0(M,ω) such that θ = F̃lux({ψt })

belongs to (�ω ∩U) \ {0}. Denote by {ψ−θ
t } the based symplectic isotopy generated

by the vector fieldX−θ which is the symplectic dual of −θ . Then {ψ ′
t = ψ−θ

t �ψt } is
a based symplectic isotopy, the flux of which vanishes. Hence, we can deform {ψ ′

t }
up to homotopy keeping end points fixed to a Hamiltonian path {φt }. Thus we obtain
a based Hamiltonian path {φt } and a based symplectic path {ψ−θ

t } with ψ−θ
1 = φ1.

Since ψθt = (ψ−θ
t )−1,�t = φt �ψθt is a based loop in Symp0(M,ω), which induces

an isomorphism � : γ (t) ∈ LM 
→ �t(γ (t)) ∈ LM . It is clear that � restricts to
one-to-one correspondence between 1-periodic orbits of {φ−θ

t } and 1-periodic orbits
of {φt }. Note that the former are constant loops at zeros of θ , since we assumed that θ
is sufficiently C1-small. On the other hand, Theorem 2.2 guarantees the existence
of contractible 1-periodic orbits of {φt } as we noted there. Hence, � preserves the
component of LM consisting of contractible loops. We have the following:

Lemma 2.11. �∗α{φt } = α{ψ−θ
t }.

As a consequence, we find that � : LM → LM admits a lift �̃ : L̃−θM →
L̃0M . Note also that �t preserves the homotopy class of almost complex structures
compatible with ω, hence c1(M)(u) = c1(M)[�#(u)]. Here u : S1 × S1 → M and
�#(u)(s, t) = �t(u(s, t)). Therefore �̃ induces an isomorphism between the Floer–
Novikov cohomology of {ψ−θ

t } and the Floer cohomology of {φt }. (� also induces
an isomorphism between the moduli spaces of gradient trajectories in the sense of
Kuranishi structures, after choosing almost compatible structures appropriately.) We
can also see that �̃ induces an isomorphism between the Novikov rings �ω,−θ and
�ω = �ω,0. Namely, we find

Proposition 2.12. Let L → M be an arbitrary flat vector bundle. Then there exists
c ∈ Z such that

�̃∗ : HFN∗({ψ−θ
t };L) ∼= HF∗+c({φt };L).
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Since −θ is sufficiently C1-small, Theorem 2.10 implies that

HFN∗({ψ−θ
t };L) ∼= HN∗+n(−θ;L)⊗

�−θ �ω,−θ .

On the other hand, we have

HF∗({φt };L) ∼= H ∗+n(M;L)⊗�ω.

Now we choose L → M as the flat real line bundle Lεθ associated to � ∈
π1(M) 
→ exp(ε

∫
�∗θ) ∈ R∗. Then the pull back π∗Lεθ of Lεθ by π : M → M ,

which is used to define the Novikov cohomology of ±θ , becomes trivial as a flat
bundle. Hence HN∗(−θ;Lεθ ) is isomorphic to HN∗(−θ; R) after forgetting the
module structure over the Novikov ring. On the other hand, for ordinary cohomol-
ogy, we have the jumping phenomenon at ε = 0, i.e., since θ is not an exact 1-form,
H 0(M;Lεθ ) = 0 for ε �= 0 while H 0(M; R) = R for ε = 0. Based on this observa-
tion, we can derive a contradiction. Hence the flux conjecture is proved.

Theorem 2.13. The flux conjecture holds for any closed symplectic manifolds.

Remark 2.14. The action of Hamiltonian loops on Floer cohomologies was studied
by Seidel [44]. Viterbo [47] developed the theory of generating functions and explored
applications to symplectic invariants. Y. G. Oh is the first to apply the Floer theoretical
framework to Hofer’s geometry [34], [35], partly inspired by the work of Chekanov [3]
to be mentioned later. Seidel’s work also stimulated progress in the study of Hofer’s
geometry, e.g., Entov’s work [7] and Schwarz [42]. Oh generalized Schwarz’s result
to closed symplectic manifolds which are not necessarily symplectically aspherical,
cf. Oh’s contribution to this proceedings. Based on this generalization, Entov and
Polterovich constructed in [8] an R-valued quasi-homomorphism from (the universal
covering group of) Ham(M,ω).

There are different kinds of development from those mentioned in this section.
For example, Viterbo applied the Floer cohomology to a problem in real algebraic
geometry and proved that hyperbolic manifolds cannot be realized as the real part of
“sufficiently positively curved” complex projective manifolds; cf. [22].

3. Floer theory for Lagrangian submanifolds

3.1. Fundamental construction. Let L0, L1 be closed embedded Lagrangian sub-
manifolds in a closed symplectic manifold (P,�). We assume that L0 and L1 in-
tersect transversely. Consider the path space P (L0, L1) = {γ : [0, 1] → P |
γ (0) ∈ L0, γ (1) ∈ L1} and define the action 1-form α = αL0,L1 by

αL0,L1(ξ) =
∫ 1

0
�(ξ(t), γ̇ (t)) dt for ξ = {ξ(t)} ∈ TγP (L0, L1).
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Then αL0,L1 is a “closed 1-form”. In fact, a local primitive function around γ0 is given
by

Aloc
L0,L1

(γ ) =
∫

[0,1]×[0,1]
w∗�,

where w : [0, 1] × [0, 1] → P such that w(s, i) ∈ Li for i = 0, 1, w(0, t) = γ0(t)

and w(1, t) = γ (t). As long as the image of w is contained in a small neighborhood
of γ0, Aloc

L0,L1
is well defined.

Before going further, we clarify the relation to the case of symplectomorphisms.
Let φ be a symplectomorphism of (M,ω). Then its graph �φ is a Lagrangian sub-
manifold in (M ×M,−ω⊕ω). Denote by� the diagonal subset, which is the graph
of the identity. Then we have the following identification:

G : LφM → P (�φ,�); σ(t) 
→
(
σ

(
1 − t

2

)
, σ

(
t

2

))
,

which satisfies G∗α�φ,� = αφ . In this way, the construction in this section is a
generalization of the one in the previous section.

Pick a compatible almost complex structure J to equip P (L0, L1)withL2-metric.
Then the locally gradient flow line for αL0,L1 is described by u : R×[0, 1] → P with
u(τ, i) ∈ Li for i = 0, 1, which satisfies

∂u

∂τ
+ J (u)

∂u

∂t
= 0.

Existence of the limits limτ→±∞ u(τ, t) ∈ L0 ∩L1 is equivalent to the condition that
the energy E(u) is finite. Note also that the zeros of αL0,L1 are exactly the constant
paths at L0 ∩ L1.

In [9]–[13], Floer realized the idea of constructing an analogue of Morse complex
for the action functional under the assumption that π2(P, Li) = 0 and that L1 is a
Hamiltonian deformation of L0. In this situation the action functional admits a prim-
itive function on P (L0, L1) and the grading of L0 ∩ L1, called the Maslov–Viterbo
index μ = μL0,L1 , is well defined with values in Z. Define CF∗(L1, L0) by the
Z/2Z-module freely generated by L0 ∩L1. Counting gradient flow lines connecting
critical points of AL0,L1 , we define the coboundary operator δ : CF∗(L1, L0) →
CF∗+1(L1, L0) by

δ〈p〉 =
∑

#M(p, q)〈q〉,
where q runs over L0 ∩ L1 such that μ(q) = μ(p) + 1, and M(p, q) is the moduli
space of gradient flow lines, which we call connecting orbits, of AL0,L1 from p to q.
Under the above assumption, for a generic choice of J , the moduli space M(p, q) is
shown to be compact if μ(q)−μ(p) = 1. If μ(q)−μ(p) = 2, M(p, q)may not be
compact, but its end is described as the union of M(p, r)×M(r, q) over r ∈ L0 ∩L1
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such that μ(r) − μ(p) = 1. Hence we find that δ � δ = 0 and obtain the Floer
complex (CF∗(L1, L0), δ). We denote by HF∗(L1, L0) the resulting cohomology. It
is also shown that the Floer cohomology is invariant under Hamiltonian deformation
of Lagrangian submanifolds. If L1 is a sufficiently small Hamiltonian deformation
of L0, L1 is regarded as the graph of a C2-small Morse function on L0 in T ∗L0. The
Morse gradient trajectories appear as Floer connecting orbits. Although, in general,
there may exist non-small Floer connecting orbits, the assumption that π2(P, Li) = 0
excludes such a possibility. Hence HF∗(L1, L0) is isomorphic to H ∗(L0; Z/2Z) up
to a shift in the grading. It is worth mentioning that Hofer [19], [20] developed an
idea similar to Floer’s and established the Lagrangian intersection property under the
assumption that π2(P, L) = 0.

Without the assumption that π2(P, Li) = 0, there arise some problems in the
above argument. As we explain below, δ � δ may not vanish1, in general. It was
Y. G. Oh [30], [31], [32] who extended Floer’s construction to the case that Li are
monotone and their minimal Maslov number is at least 3. (He also computed Floer
cohomology for some cases, e.g., RPn ⊂ CPn.) In general, the difficulties are caused
by J -holomorphic discs with boundary onLi as well as J -holomorphic spheres which
arise as “bubbles” from sequences of connecting orbits with bounded energies. As
in the case of symplectomorphisms, the bubbling-off of J -holomorphic spheres is
expected to occur in real codimension 2 and does not cause any essential difficulty,
which can be handled by Kuranishi structures. However, the bubbling-off of J -holo-
morphic discs occurs in real codimension 1 and we cannot avoid it, in general. If
we restrict ourselves to some portion of P (L0, L1), on which the range of the action
functional is sufficiently narrow, then there do not appear effects from J -holomorphic
discs and J -holomorphic spheres. In fact, Chekanov [3] gave an alternative proof for
the non-degeneracy of Hofer’s distance on Ham(M,ω) based on such an idea.

As we noticed, the bubbling-off of J -holomorphic discs is a codimension 1 phe-
nomenon, hence we cannot, in general, avoid such a bubbling-off phenomenon from
the moduli space M(p, q) even thoughμ(q)−μ(p) ≤ 2. In order to understand how
δ � δ = 0 fails to hold, we study all J -holomorphic discs systematically. From
now on we follow our joint work with K. Fukaya, Y. G. Oh and H. Ohta [15].
Firstly, we arrange elements of π2(P, L)

2, which are represented as the union of J -
holomorphic discsw : (D2, ∂D2) → (P, L) and J -holomorphic spheres v : S2 → P

as β0 = 0, β1, β2, . . . such that
∫
βi
� ≤ ∫

βi+1
� and

∫
βi
� → +∞ as i → +∞.

This can be done with the so-called Gromov weak compactness. Denote by μ(w) the
Maslov index of (w∗T P,w|∂D2)∗T L) → (D2, ∂D2). Denote by Mk+1(β) the mod-
uli space of J -holomorphic discs3 which represent class β, with k+ 1 marked points
on ∂D2. Then the moduli space Mk+1(β) is of dimension n+ μ(β)+ k − 2, where

1I heard from A. Sergeev that Floer himself had (certainly) noticed this fact. This phenomenon is not only a
bad news. We used this fact in [37].

2More precisely, we work with the image of π2(P, L) in H 2(P, L; Z).
3More precisely, we use the stable maps from the prestable Riemann surface with 1 boundary component of

genus 0.
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n = dimL. In general, the transversality, i.e., the surjectivity of the linearization of
the J -holomorphic curve equation, may not hold. In order to overcome this trouble,
we use the framework of Kuranishi structure. Since we use the multi-valued perturba-
tion technique, we need a compatible system of orientations on various moduli spaces.
However, the moduli space of J -holomorphic discs may not be orientable4, in gen-
eral. Therefore we assume the relative spin condition for Lagrangian submanifolds
as follows. Pick a triangulation of L and extend it to a triangulation of P .

Definition 3.1 (Relative spin structure). Let L be a Lagrangian submanifold. If there
is a cohomology class w ∈ H 2(P ; Z/2Z) such that w2(L) is the restriction of w to
L, we callL relatively spin. Under this condition, there is an orientable vector bundle
V on the 3-skeleton P (3) of P with w2(V ) = w. A relative spin structure for L is
the tuple of w, V and a spin structure on the restriction of T L ⊕ V to L ∩ P (2). A
relative spin structure on (L0, L1) is the above tuple which is chosen in common for
Li , i = 0, 1.

Then we have the following:

Theorem 3.2. (1) A relative spin structure onL determines a canonical orientation on
the moduli spaces Mk+1(β), which satisfies a certain compatibility condition under
the gluing operation.

(2) A relative spin structure on (L0, L1) determines a canonical orientation on the
moduli spaces M(p, q) of connecting orbits, which satisfies a certain compatibility
condition under the gluing operation.

From now on, we assume that a Lagrangian submanifold L or a pair (L0, L1) of
Lagrangian submanifolds are equipped with a relative spin structure. We work with
Q-coefficients rather than Z/2Z-coefficients. Clearly, a spin structure on L gives a
relative spin structure with a trivial bundle V .

We define obstruction classes forL to define Floer cohomology by inductive steps
as follows5. Start with β1, the first non-trivial case. Since the bubbling-off does
not happen in M1(β1), the evaluation map ev0 : M1(β1) → L is a cycle with Q-
coefficients. This cycle represents the first obstruction class6 o1 = o(β1). Suppose
that oi = o(βi) is defined for i = 1, . . . , k and there exist Q-chains Bi in L such
that oi = (−1)n∂Bi for i = 1, . . . , k. (We call such a system of Bi , i = 1, 2, . . .
a bounding chain.) We define the next obstruction class ok+1 = o(βk+1) as follows.
The moduli space Mk+1(β) may have codimension 1 boundary, hence may not be a
cycle. So we try to glue other (moduli) spaces along boundaries so that we finally
obtain a cycle. Consider the moduli space M�+1(β; Bi1, . . . ,Bi�) consisting of J -
holomorphic discs w representing the class β such that βk+1 = β + ∑�

j=1 βij and

intersecting Bi1, . . . ,Bi� along ∂D2. The moduli space M�+1(β; Bi1, . . . ,Bi�) is

4Vin de Silva independently studied this problem in [5].
5The idea of this construction was inspired by Kontsevich around 1997.
6In the next subsection we adopt cohomological convention. Thus we take the Poincaré dual of ok .



1072 Kaoru Ono

described as the fiber product of the spaces with Kuranishi structures:

M�+1(β) ev1,...,ev� ×
�∏

j=1

Bij .

We can assign to them an orientation so that the union M̂1(βk+1) of M1(βk+1) and
all possible M�+1(β; Bi1, . . . ,Bi�) becomes a Q-virtual cycle. Note that we have
the evaluation map ev0 : M�+1(β;Pi1, . . . , Pi�) → L at the remaining marked point
after taking the fiber product. Then ev0 : M̂1(βk+1) → L is a Q-cycle of L, which
represents the obstruction class ok+1 = o(βk+1). Then we can find the following:

Theorem 3.3. Suppose that a pair (L0, L1) of Lagrangian submanifolds is equipped
with a relative spin structure. If all the obstruction classes forLi , i = 0, 1 are defined
and vanish, then we can revise the definition of Floer’s coboundary operator to obtain
the Floer complex (CF∗(L1, L0), δ). Moreover, the Floer cohomology HF∗(L1, L0)

is invariant under Hamiltonian deformation of Li .

Our construction depends on the choice of bounding chains for Li, i = 0, 1. The
invariance under Hamiltonian deformations also requires a subtle argument. Namely,
we must describe the relation of bounding chains under Hamiltonian deformation.
These points are clarified in terms of the filteredA∞-algebras associated toLi , which
we discuss in the next subsection. We may weaken the assumption that the obstruction
classes vanish. One of them is the deformation using Q-cycles in P . It may also hap-
pen that the effects of J -holomorphic discs with boundary onLi , i = 0, 1 cancel each
other. When all non-vanishing obstruction classes for Li are of top dimension, i.e.,
dimL, then they are multiples of the fundamental class ofL. We call the coefficient of
the fundamental cycle as the potential function of Li . If the potential function of Li ,
i = 0, 1, coincide, they cancel each other in the construction of the Floer complex,
hence the Floer cohomology. This is an extension of Oh’s discovery that the Floer
complex can be constructed for monotone Lagrangian submanifolds with minimal
Maslov numbers are at least 2. Although we can define the Floer complex, hence the
Floer cohomology under the assumption that all obstruction classes vanish, it is very
difficult to compute it in general.

However, whenL1 is a Hamiltonian deformation ofL0, we can construct a certain
spectral sequence with E2-term being the ordinary cohomology with coefficients in
the Novikov ring, which converges to the Floer cohomology, see Theorem 3.10 below.

3.2. The filtered A∞-algebras associated to Lagrangian submanifolds. Based
on [15], we describe the framework of the Floer theory for Lagrangian submanifolds.
We generalize the idea of the construction of obstruction classes, which we men-
tioned in the previous subsection, and construct the filtered A∞-algebras associated
to Lagrangian submanifolds. We also include some applications at the end of this
subsection.
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We introduce the universal Novikov ring which we use from now on. Let R be
a commutative ring with the unit. In this note, we mostly use the case that R = Q.
Let T and e be formal generators of degree 0 and 2, respectively. Set

�nov =
{ ∞∑
i=0

aiT
λi eμi | ai ∈ R, λi ∈ R, μi ∈ Z, lim

i→∞ λi = ∞
}
.

If R is a field, the degree 0-part of �nov is also a field. We also set

�0,nov =
{ ∞∑
i=0

aiT
λi eμi ∈ �nov | λi ≥ 0

}
.

These rings �nov and �0,nov are complete with respect to the decreasing filtration
by λ for T λ. The Novikov rings, we mentioned before, are subrings of �nov.

Now we shall present a rough idea of the construction of the A∞-operations. Let
(fi : Pi → L), i = 1, . . . , k, be chains in L. We often abbreviate them as Pi . Take
the fiber product

Mk+1(β;P1, . . . , Pk) = Mk+1(β)ev1,...,evk ×f1,...,fk

k∏
j=1

Pj .

We can give an orientation to these spaces with Kuranishi structure in such a way that
the following construction works. Define a chain (Mk+1(β;P1, . . . , Pk), ev0) in L
by taking the remaining marked point, i.e., ev0 : Mk+1(β;P1, . . . , Pk) → L. For
k ≥ 2, we set

mk,β(P1, . . . , Pk) = (Mk+1(β;P1, . . . , Pk), ev0).

In the other cases, we set

m1,0(P ) = (−1)n∂P,

m1,β(P ) = (M2(β;P), ev0), when β �= 0

m0,β(1) = (M1(β), ev0), when β �= 0.

In the last line, 1 is the unit of R ⊂ �nov, which is regarded as an element in
B0C(L;�0,nov)[1] below. We also set m0,0(1) = 0. If we study the structure of
compactifications of the moduli spaces Mk+1(β;P1, . . . , Pk) in a heuristic way, we
expect to obtain certain algebraic relations among these operations, the so-called
A∞-relations. However, when we perform this construction in a rigorous way, we
encounter several problems, e.g., transversality of the moduli spaces, transversality
for taking the fiber product, etc. So we have to clarify which class of chains of L we
deal with and how to take the (multi-valued) perturbation for achieving transversality,
etc. Here, we give some flavor of the argument. For details see [15].
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First of all, we forget the effect of non-trivial J -holomorphic discs and consider
only the contribution from β = 0 (classical case). Naively, m2,0(P1, P2) should
be P1 ∩ P2 up to sign. However, when P1 = P2, the transversality does not hold.
Thus we are forced to perturb M3,0(0;P1, P2) to define m2,0(P1, P2). (It is also
necessary to take a suitable countable family of chains which spans a subcomplex of
the chain complex of L. We also assume that its cohomology is isomorphic to the
ordinary cohomology of L.) It causes a discrepancy between m2,0(m2,0(P1, P2), P3)

and m2,0(P1,m2,0(P2, P3)). Namely, m2,0 does not satisfy the associativity. Never-
theless, the above discrepancy is described using m3,0(P1, P2, P3), which is defined
by the perturbation of M4,0(0;P1, P2, P3), as follows.

m2,0(m2,0(P1, P2), P3)− (−1)degP1m2,0(P1,m2,0(P2, P3))

= −{m1,0 � m3,0(P1, P2, P3)+ m3,0(m1,0(P1), P2, P3)

− (−1)degP1m3,0(P1,m1,0(P2), P3)

+ (−1)degP1+degP2(m3,0(P1, P2,m1,0(P3))}.
Here we define the degree of P by degP = n − dim P and work with the coho-
mological framework rather than the homological framework from now on. A series
of similar formulae successively hold in higher order. We call these relations the
A∞-relations. We can show that this algebraic gadget, the A∞-algebra, obtained by
the chain level intersection theory is “equivalent” to the de Rham homotopy theory
in the realm of A∞-algebras.

Next we include the effect from non-trivial J -holomorphic discs. Then we first
take a suitable countably generated subcomplex C∗(L) of the (co)chain complex7

and (multi-valued) perturbations of the moduli spaces Mk+1(β;P1, . . . , Pk) to define
mk,β(P1, . . . , Pk). We assign the degree to P ⊗T λeμ ∈ C∗(L;�nov) by degP +2μ.
We shift the degree as C(L;�nov)[1]∗ = C∗+1(L;�nov). Then we can easily see
that

mk,β ⊗ T
∫
β �eμ(β)/2 :

k⊗
C(L;�nov)[1]∗ → C(L;�nov)[1]∗

shifts the degree by +1, in other words, they are operations of degree +1. Write

mk =
∑
β

mk,β ⊗ T
∫
β eμ(β)/2.

Write

BC[1]∗ =
∞⊕
k=0

BkC[1]∗

and

BkC[1]∗ = BkC(L;�0,nov)[1]∗ =
k⊗
C(L;�0,nov)[1]∗,

7More precisely, we consider the quotient complex by identifying chains, which give the same current.
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the bar construction of C∗ = C∗(L;�0,nov). It is a free tensor coalgebra generated
by the graded free module C[1]∗. We extend mk to m̂k : BC[1]∗ → BC[1]∗ as a
coderivation and define d̂ = ∑

m̂k . Then we find the following:

Theorem 3.4. d̂ � d̂ = 0.

The filtered A∞-relations are the formulae which express the above equality in
terms of mk . We call (BC(L;�0,nov)[1], d̂) the filteredA∞-algebra associated to the
Lagrangian submanifoldL. So far, this object depends on the choice of the compatible
almost complex structure, the countably generated subcomplexC(L), various (multi-
valued) perturbations, etc. We can define the notion of (gapped filtered) A∞-algebra
morphisms, homotopy equivalences, homotopy units, etc., and find the following:

Theorem 3.5. (1) The homotopy type of the filtered A∞-algebra

(BC(L;�0,nov)[1], d̂)
depends only on the embedding of the Lagrangian submanifold L ⊂ (P,�). The
fundamental cycle of L is a homotopy unit.

(2) A symplectomorphismψ of (P,�) induces a homotopy equivalence ψ̂ between
the filtered A∞-algebras associated to L and ψ(L).

In fact, by the algebraic theory of the (filtered) A∞-algebras, we can derive the
A∞-algebra structure, resp. the filtered A∞-algebra structure on H ∗(L), resp.
H ∗(L;�0,nov). One of the advantages to work in the framework of (filtered) A∞-
algebras is that quasi-isomorphisms have homotopy inverses8. This is not true in the
category of differential graded algebras.

In general, m0(1) may not vanish. From the A∞-relation we have

m1 � m1(P ) = −(m2(m0(1), P )+ (−1)degP+1m2(P,m0(1))),

which means that m1 � m1 does not necessarily vanish. This is the obstruction to
define the Floer cohomology, which we discussed in the previous subsection.

Let b ∈ C(L;�0,nov)[1]0 with positive energy, i.e, b contains only terms with T λ

with λ > 0 and set

mb
k(P1, . . . , Pk) =

∑
mk+�(b, . . . , b, P1, b, . . . , b, Pi, b, . . . , b, Pk, b, . . . , b),

where � is the number of b’s appearing above in all possible ways and the sum is taken
over all possibilities. We define d̂b using mb

k instead of mk . Then d̂b also satisfies the
A∞-relation d̂b � d̂b = 0. Write eb = 1 + b + b ⊗ b + b ⊗ b ⊗ b + · · · . Then we
find the following:

Theorem 3.6. If there exists b ∈ C(L;�0,nov)[1]0 which satisfies d̂(eb) = 0, then
we have mb

0(1) = 0, hence mb
1 � mb

1 = 0.

8We do not claim any priority in the unfiltered case.
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We call the equation d̂(eb) = 0 the Maurer–Cartan equation for the filtered
A∞-algebra. If there is a solution b for the Maurer–Cartan equation, the complex
(C(L;�0,nov),m

b
1) and its extension (C(L;�nov),m

b
1) are the Bott–Morse Floer

complex in the case that L = L0 = L1. We denote the resulting cohomology
groups by HF∗((L, b);�0,nov) and HF∗((L, b);�nov), respectively. For a bounding
chain Bi in the previous subsection we set

b =
∑

Bi ⊗ T
∫
β �eμ(β)/2.

Then b is a solution of the Maurer–Cartan equation. There is a notion of the gauge
equivalence relation among solutions of the Maurer–Cartan equation. We can see
that the Floer cohomologies are isomorphic for gauge equivalent b and b′. Note
that the filtered A∞-morphism maps a solution of the Maurer–Cartan equation for
the source to a solution of the Maurer–Cartan equation for the target. Hence, for a
symplectomorphism ψ of (P,�), ψ∗(b), the B1-component of ψ̂(eb) is a solution of
the Maurer–Cartan equation for ψ(L) if b is a solution for L. With respect to them
we have the following:

ψ̂ : HF∗((L, b);�0,nov) ∼= HF∗((ψ(L), ψ∗(b));�0,nov).

Now we consider a pair (L0, L1) of Lagrangian submanifolds. By counting Floer
connecting orbits intersecting k chains inL1 and � chains inL0, we define the operation

nk,� : BkC(L1;�0,nov)[1] ⊗ C(L1, L0;�0,nov)⊗ B�C(L0;�0,nov)[1]
−→ C(L1, L0;�0,nov).

Using the filtered A∞-algebra structures on L1 and L0 as well as nk,�, we obtain the
coderivation d̂(L1,L0) on

BC(L1;�0,nov)[1] ⊗ C(L1, L0;�0,nov)⊗ BC(L0;�0,nov)[1].

We have d̂(L1,L0) � d̂(L1,L0) = 0. We call (BC(L1;�0,nov)[1]⊗C(L1, L0;�0,nov)⊗
BC(L0;�0,nov)[1], d̂(L1,L0)) the filteredA∞-bimodule associated to the pair (L0, L1).
More precisely, we say that it is a left C(L1;�0,nov), right C(L0;�0,nov) filtered
A∞-bimodule. Similar to the case of the filtered A∞-algebras, we obtain the follow-
ing:

Theorem 3.7. (1) For a pair (L0, L1) of Lagrangian submanifold equipped with a
relative spin structure as a pair, the filtered A∞-bimodule is uniquely defined up to
homotopy equivalences.

(2) A pair of Hamiltonian diffeomorphisms φi , i = 0, 1, induces a homotopy
equivalence between the filtered A∞-bimodules with coefficients in�nov of (L0, L1)

and (φ0(L0), φ1(L1)).
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If there exists solutions bi of the Maurer–Cartan equations for Li , we can revise
the Floer coboundary operator as follows:

δb1,b0(p) =
∑

nk,�(b1, . . . b1, p, b0, . . . , b0).

Then we have the following:

Theorem 3.8. Let bi be solutions of the Maurer–Cartan equations for Li , i = 0, 1.
Then δb1,b0 � δb1,b0 = 0 holds.

We denote the resulting cohomology by HF∗((L1, b1), (L0, b0);�0,nov) and its
coefficient extension to �nov by HF∗((L1, b1), (L0, b0);�nov) Then we have the
following:

Corollary 3.9. Let bi be solutions of the Maurer–Cartan equation for Li and φi
Hamiltonian diffeomorphisms of (P .�). Then (φ1, φ0) induces an isomorphism

HF∗((L1.b1), (L0, b0);�nov) ∼= HF∗((φ1(L1), φ1∗(b1)), (φ0(L0), φ0∗(b0));�nov).

In a similar way to the case of filtered A∞-algebras, if bi is gauge equivalent
to b′

i , i = 0, 1, the corresponding Floer cohomologies are isomorphic. Suppose that
m0(1) = c[L] for some c ∈ �0,nov. We set c = PO(L), the potential function.
If PO(L0) = PO(L1) we can modify the above construction to obtain the Floer
complex. For example, if L0 is a Lagrangian submanifold such that m0(1) = c[L0]
andL1 is a Hamiltonian deformation ofL0, then we can obtain the Floer cohomology
for (L0, L1).

It is not easy to compute the Floer cohomology HF∗((L1, b1), (L0, b0)), even
when L1 = φ(L0) and b1 = φ∗(b0) for some Hamiltonian diffeomorphism φ.
In such a case we find that it is isomorphic to the Bott–Morse Floer cohomology
HF∗((L0, b0);�nov). Using the energy filtration, we have a spectral sequence as
follows.

Theorem 3.10. There is a spectral sequence with E2-term being H ∗(L;�0,nov) and
converging to HF∗((L0, b0);�0,nov).

We can also use a cycle in the ambient space P to deform the filtered A∞-algebra
associated to L. Pick a cycle b in P . Consider the moduli space of stable maps with
one boundary component. In addition to the k + 1 boundary marked points put �
interior marked points. Take the fiber product

Mk+1,�(β;P1, . . . , Pk) = Mk+1,�(β)×∏k L×∏� P

( k∏
i=1

Pi

)
×

( �∏
b
)
.

Summing up these moduli spaces for all �, we obtain the deformed operation mb
k . The

corresponding d̂b gives a deformation of the filtered A∞-algebra structure. We can
also discuss the Maurer–Cartan equation for the deformed structure, gauge equiva-
lences, etc. Thanks to this larger class of deformations, we have the following:
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Theorem 3.11. Let L be a relatively spin Lagrangian submanifold. If the embedding
L ⊂ P induces an injectionH ∗(L; Q) → H ∗(P ; Q), there is a�+

0,nov-cycle9 b of P

such that the deformed Maurer–Cartan solution d̂b(eb) = 0 has a solution.

The following theorem is a direct consequence.

Theorem 3.12. Let L be a relatively spin Lagrangian submanifold. Suppose that the
embeddingL ⊂ P induces an injection on homology with rational coefficients. Then,
for any Hamiltonian diffeomorphism φ of (P,�), we have

#L ∩ φ(L) ≥
∑
p

rank Hp(L; Q).

Note that the graph of a Hamiltonian diffeomorphism satisfies the above assump-
tion, hence Theorem 3.12 is a generalization of Theorem 2.2. Although the complete
computation is difficult, there are cases where we have the non-vanishing result.

Theorem 3.13. Let L be a relatively spin Lagrangian submanifold. Suppose that
there is a �+

0,nov-cycle b in P and b ∈ C(L;�0,nov)[1]0 such that d̂b(eb) = 0.
Suppose also that the Maslov index of any J -holomorphic disc with boundary on L
is non-positive. Then, after adding correction terms which are of positive energy,
the cycle [pt] and the cyle [L] become linearly independent, non-trivial cohomology
classes in HF∗((L, b);�nov).

Here we denote by b the pair (b, b). When the Maslov class μ vanishes for L, all
obstruction classes belong to H 2(L; Q). Hence we obtain the following:

Theorem 3.14. Let L be a relatively spin Lagrangian submanifold with vanishing
Maslov class such thatH 2(L; Q) = 0. Then, for any Hamiltonian diffeomorphism φ,
L ∩ φ(L) �= ∅. Moreover, there is p ∈ L ∩ φ(L) with Viterbo–Maslov index 0.

Thomas and Yau [46] used this theorem to establish the uniqueness of special
Lagrangian homology spheres. From an opposite viewpoint, if L is a relatively spin
Lagrangian submanifold with vanishing second rational cohomology and admits a
Hamiltonian diffeomorphism φ such that L ∩ φ(L) = 0, then the Maslov class μL
does not vanish. For instance, we have the following:

Theorem 3.15. Let L be a Lagrangian submanifold in the symplectic vector space
(R2n, ωcan). If H 2(L; Q) = 0 then μL �= 0. Moreover, its minimal Maslov number
is at most n+ 1.

Some results in a similar spirit were also obtained by Biran and Cieliebak [2].
Y. G. Oh obtained a more precise upper bound for the minimal Maslov number for
Lagrangian tori up to a certain dimension [33]. Once we know that there exists
a Hamiltonian diffeomorphism φ of (P,�) such that L ∩ φ(L) = ∅, either some

9�+
0,nov = { ∑

aiT
λi eμi ∈ �nov|λi > 0

}
.
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obstruction class does not vanish, or some differential in the spectral sequence in
Theorem 3.10 is non-trivial. In each case we obtain the existence of non-trivial J -
holomorphic discs with boundary on L. Thus, for example, we can find that any
Lagrangian submanifolds in symplectic vector spaces are not exact. Namely, the
restriction of the Liouville form λ = ∑

pidq
i to L is not an exact 1-form on L

(Gromov).
Finally we discuss an analogue of the flux conjecture for Lagrangian submanifolds.

Denote by Lag(L) the space of all Lagrangian submanifolds which are Lagrangian
isotopic to L with C1-topology. Consider the quotient Lag(L)/Ham(P,�) by the
obvious action of Ham(P,�). The question is whether Lag(L)/Ham(P,�) is Haus-
dorff or not. This is false in general. In fact, Chekanov’s example in [4] provides a
counterexample. In his example the Maslov class is non-zero. As an application of
our theory [15] we find the following result which is an analogue to Theorem 2.4 (the
case that the Chern number is 0).

Theorem 3.16. Let L be a relatively spin Lagrangian submanifold L with vanishing
Maslov class. Suppose that the (deformed) Maurer–Cartan equation for L has a
solution. If L′ = φ(L), for some φ ∈ Ham(P,�), is sufficiently C1-close to L,
then L′ is regarded as the graph of an exact 1-form on L via Weinstein’s tubular
neighborhood theorem.

We expect that Lag(L)/Ham(P,�) is Hausdorff under the above assumption.
Finally, we make a remark that if L is a so-called semi-positive Lagrangian sub-

manifold, we can work with Z/2Z-coefficients rather than Q-coefficients. We do not
need the relative spin condition in this case. There is also an approach to the Floer co-
homology with Z-coefficients [17]. There are also applications in relation to “mirror
symmetry” which we do not discuss here.

Acknowledgement. I would like to thank my collaborators, K. Fukaya, Y. G. Oh,
H. Ohta in [15] and H. V. Le in [27].
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Heegaard diagrams and Floer homology

Peter Ozsváth∗and Zoltán Szabó†

Abstract. We review the construction of Heegaard–Floer homology for closed three-manifolds
and also for knots and links in the three-sphere. We also discuss three applications of this
invariant to knot theory: studying the Thurston norm of a link complement, the slice genus of a
knot, and the unknotting number of a knot. We emphasize the application to the Thurston norm,
and illustrate the theory in the case of the Conway link.
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1. Heegaard–Floer homology of three-manifolds

Floer homology was initially introduced by Floer to study questions in Hamiltonian
dynamics [8]. The basic set-up for his theory involves a symplectic manifold (M, ω),
and a pair of Lagrangian submanifolds L0 and L1. His invariant, Lagrangian Floer
homology, is the homology group of a chain complex generated freely by intersec-
tion points between L0 and L1, endowed with a differential which counts pseudo-
holomorphic disks. This chain complex arises from a suitable interpretation of the
Morse complex in a certain infinite-dimensional setting.

Soon after formulating Lagrangian Floer homology, Floer realized that his basic
principles could also be used to construct a three-manifold invariant, instanton Floer
homology, closely related to Donaldson’s invariants for four-manifolds. In this ver-
sion, the basic set-up involves a closed, oriented three-manifold Y (satisfying suitable
other topological restrictions on Y ; for example, the theory is defined when Y has
trivial integral first homology). Again, one forms a chain complex, but this time
the generators are SU(2) representations of the fundamental group of Y (or some
suitable perturbation thereof), and the differentials count anti-self-dual Yang–Mills
connections on the product of Y with the real line. This invariant plays a crucial
role in Donaldson’s invariants for smooth four-manifolds: for a four-manifold-with-
boundary, the relative Donaldson invariant is a homology class in the instanton Floer
homology groups of its boundary [4].

In the present note, we will outline an adaptation of Lagrangian Floer homology,
Heegaard–Floer homology, which gives rise to a closed three-manifold invariant [33],
[32]. This invariant also fits into a four-dimensional framework [27]. There is a
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related invariant of smooth four-manifolds, and indeed relative invariants for this
four-manifold invariant take values in the Heegaard–Floer homology groups of its
boundary.

A Heegaard diagram is a triple consisting of a closed, oriented two-manifold �

of genus g, and a pair of g-tuples of embedded, disjoint, homologically linearly in-
dependent curves α = {α1, . . . , αg} and β = {β1, . . . , βg}. A Heegaard diagram
uniquely specifies a three-manifold, obtained as a union of two genus g handlebod-
ies Uα and Uβ . In Uα , the curves αi bound disks, while in Uβ , the curves βi bound
disks. We associate to this data a suitable version of Lagrangian Floer homology.

Our ambient manifold in this case is the g-fold symmetric product of �, the set
of unordered g-tuples of points in �. This space inherits a natural complex structure
from a complex structure over �. Inside this manifold, there is a pair of g-dimensional
real tori, Tα = α1 × · · · × αg and Tβ = β1 × · · · × βg . We fix also a reference point

w ∈ � − α1 − · · · − αg − β1 − · · · − βg.

This gives rise to a subvariety Vw = {w}×Symg−1(�) ⊂ Symg(�). We consider the
chain complex generated by intersection points Tα ∩ Tβ . Concretely, an intersection
point of Tα and Tβ corresponds to a permutation σ in the symmetric group on g

letters, together with a g-tuple of points x = (x1, . . . , xg) with xi ∈ αi ∩ βσ(i).
The differential again counts holomorphic disks; but some aspect of the homotopy

class of the disk is recorded. We make this precise presently. For fixed x, y ∈ Tα∩Tβ ,
let π2(x, y) denote the space of homotopy classes of Whitney disks connecting x to y,
i.e. continuous maps of the unit disk D ⊂ C into Symg(�), mapping the part of the
boundary of D with negative resp. positive real part to Tα resp. Tβ , and mapping i

resp. −i to x resp. y. The algebraic intersection number of φ ∈ π2(x, y) with the
subvariety Vw determines a well-defined map

nw : π2(x, y) −→ Z.

It is also useful to think of the two-chain D(φ), which is gotten as a formal sum
of regions in � − α1 − · · · − αg − β1 − · · · − βg , where a region is counted with
multiplicitynp(φ), where herep ∈ � is any point in this region. Given aWhitney disk,
we can consider its space of holomorphic representatives M(φ), using the induced
complex structure on Symg(�). If this space is non-empty for all choices of almost-
complex structure, then the associated two-chain D(φ) has only non-negative local
multiplicities. The group R acts on M(φ) by translation. The moduli space M(φ)

has an expected dimension μ(φ), which is obtained as the Fredholm index of the
linearized ∂-operator. This quantity, the Maslov index, is denoted μ(φ).

It is sometimes necessary to perturb the holomorphic condition to guarantee that
moduli spaces are manifolds of the expected dimension. It is useful (though slightly
imprecise) to think of a holomorphic disk in M(φ) as a pair consisting of a holo-
morphic surface F with marked boundary, together with a degree g holomorphic
projection map π from F to the standard disk, and also a map f from F into �.
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Here, f maps π−1 of the subarc of the boundary of D with negative resp. positive real
part into the subset α1 ∪ · · · ∪ αg resp β1 ∪ · · · ∪ βg .

We now consider the complex CF−(Y ) which is the free Z[U ]-module generated
by Tα ∩ Tβ , with differential given by

∂x =
∑

y∈Tα∩Tβ

∑
{φ∈π2(x,y)) | μ(φ)=1}

#
(

M(φ)

R

)
Unw(φ)y. (1)

In the case where Y is an integral homology sphere, the above sum is readily seen to
be finite. (In the case where the first Betti number is positive, some further constraints
must be placed on the Heegaard diagram.) With the help of Gromov’s compactification
of the space pseudo-holomorphic curves [14], one can see that ∂2 = 0.

According to [33], the homology groups HF−(Y ) of CF−(Y ) are a topological
invariant of Y . Indeed, the chain homotopy type of CF−(Y ) is a topological invariant,
and, since CF−(Y ) is a module over Z[U ], there are a number of other associated
constructions. For example, we can form the chain complex CF∞(Y ) obtained by
inverting U , i.e. a chain complex over Z[U, U−1], with differential as in Equation (1).
The quotient of CF∞(Y ) by CF−(Y ) is a complex CF+(Y ) which is often more
convenient to work with. The corresponding homology groups are denoted HF∞(Y )

and HF+(Y ) respectively. Also, there is a chain complex ĈF obtained by setting
U = 0; explicitly, it is generated freely over Z by Tα ∩ Tβ , and endowed with the
differential

∂̂x =
∑

y∈Tα∩Tβ

∑
{φ∈π2(x,y) | μ(φ)=1,nw(φ)=0}

#
(

M(φ)

R

)
y,

and its homology (also a topological invariant of Y ) is denoted ĤF(Y ).
The invariants HF−(Y ), HF∞(Y ), and HF+(Y ), together with the exact sequence

connecting them, are crucial ingredients in the construction of a Heegaard–Floer
invariant 
 for closed, smooth four-manifolds. We will say only little more about this
invariant here, referring the reader to [27] for its construction.

2. Heegaard–Floer homology of knots

Heegaard–Floer homology for three-manifolds has a refinement to an invariant for
null-homologous knots in a three-manifold, as defined in [31], and also independently
by Rasmussen in [38].

A knot K in a three-manifold Y is specified by a Heegaard diagram (�, α, β)

for Y , together with a pair w and z of basepoints in �. The knot K is given as follows.
Connect w and z by an arc ξ in � −α1 − · · ·−αg and an arc η in � −β1 − · · ·−βg .
The arcs ξ and η are then pushed into Uα and Uβ respectively, so that they both
meet � only at w and z, giving new arcs ξ ′ and η′. Our knot K , then, is given by
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ξ ′ − η′. For simplicity, we consider here the case where the ambient manifold Y is
the three-sphere S3.

The new basepoint z gives the Heegaard–Floer complex a filtration. Specifically,
we can construct a map

F : Tα ∩ Tβ −→ Z

by
F(x) − F(y) = nz(φ) − nw(φ), (2)

whereφ ∈ π2(x, y). It is easy to see that this quantity is independent of the choice ofφ,
depending only on x and y. Moreover, if y appears with non-zero multiplicity in ∂̂(x),
then F(x) ≥ F(y). This follows from the fact that there is a pseudo-holomorphic
disks φ ∈ π2(x, y) with nw(φ) = 0, and also nz(φ) ≥ 0, since a pseudo-holomorphic
disks meets the subvariety Vz with non-negative intersection number.

Equation (2) defines F uniquely up to an overall translation. This indeterminacy
will be removed presently.

The filtered chain homotopy type of this filtered chain complex is an invariant of
the knot K . For example, the homology of the associated graded object, the knot
Floer homology is an invariant of K ⊂ S3, defined by

ĤFK(S3, K) =
⊕
s∈Z

ĤFK(S3, K, s),

where ĤFK(S3, K, s) is the homology group of the chain complex generated by
intersection points x ∈ Tα ∩ Tβ with F(x) = s, endowed with differential

∂x =
∑

y∈Tα∩Tβ

∑
{
φ∈π2(x,y) | μ(φ) = 1,

nw(φ) = nz(φ) = 0

} #
(

M(φ)

R

)
y.

The graded Euler characteristic of this theory is the Alexander polynomial of K ,
in the sense that


K(T ) =
∑
s∈Z

χ(ĤFK∗(K, s)) · T s. (3)

This formula can be used to pin down the additive indeterminacy of F : we require
that F be chosen so that the graded Euler characteristic is the symmetrized Alexander
polynomial. In fact, this symmetry has a stronger formulation, as a relatively graded
isomorphism

ĤFK∗(K, s) ∼= ĤFK∗(K, −s). (4)

3. Heegaard–Floer homology for links

Heegaard–Floer homology groups of knots can be generalized to the case of links
in S3. For an �-component link, we consider a Heegaard diagram with genus g Hee-
gaard surface, and two (g + � − 1)-tuples attaching circles α = {α1, . . . , αg+�−1}
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and β = {β1, . . . , βg+�−1}. We require {α1, . . . , αg+�−1} to be disjoint and em-
bedded, and to span a g-dimensional lattice in H1(�; Z). The same is required of
the {β1, . . . , βg+�−1}. Clearly, � − α1 − · · · − αg+�−1 consists of � components
A1, . . . , A�. Similarly, � −β1 −· · ·−βg+�−1 consists of � components B1, . . . , B�.
We assume that this Heegaard diagram has the special property that Ai ∩ Bi is non-
empty. Indeed, for each i = 1, . . . , �, we choose basepoints wi and zi to lie inside
Ai ∩ Bi . We call the collection of data (�, α, β, {w1, . . . , w�}, {z1, . . . , z�}) a 2�-
pointed Heegaard diagram.

A link can now be constructed in the following manner. Connect wi and zi by an
arc ξi in Ai and an arc ηi in Bi . Again, the arc ξi resp. ηi is pushed into Uα resp.
Uβ to give rise to a pair of arcs ξ ′

i and η′
i . The link L is given by ∪�

i=1ξ
′
i − η′

i . For a
2�-pointed Heegaard diagram for S3 (�, α, β, {w1, . . . , w�}, {z1, . . . z�}), if L is the
link obtained in this manner, we say that the Heegaard diagram is compatible with
the link L.

We will need to make an additional assumption on the Heegaard diagram. A
periodic domain is a two-chain in � of the form∑

ci(Ai − Bi),

where ci ∈ Z. Our assumption is that all non-zero periodic domains have some
positive and some negative local multiplicities ci . This assumption on the pointed
Heegaard diagram is called admissibility.

Let L ⊂ S3 be an �-component link, suppose that L is embedded so that the
restriction of the height function to L has b local maxima, then we can construct a
compatible 2�-pointed Heegaard diagram with Heegaard genus g = b − �.

For example, consider the two-component “Conway link” pictured in Figure 1.
This is the (2, −3, −2, 3) pretzel link, also known as L10n59 in Thistlethwaite’s link
table [1]. For this link, b = 4, and hence we can draw it on a surface of genus

Figure 1. The Conway link.

g = 2, as illustrated in Figure 2. It is straightforward to verify that the space of
periodic domains is one-dimensional; drawing a picture of this generator, it is also
straightforward to see that the diagram is admissible.
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α1

β3

a1

a3

s2

X

w1

β1

s1

a2

a4

s3

X

z2

m1 m3

m2

α3

b2

b1

b6

b5

n2

Y

w2

Y

n1

z1

r2
b4

b3

r3

α2
β2

r1

Figure 2. Pointed Heegaard diagram for the Conway link. This picture takes place on the genus
two surface obtained by identifying the two disks labeled by X and the two disks labeled by Y .

Now, we work inside Symg+�−1(�), relative to the tori Tα = α1 × · · · × αg+�−1
and Tβ = β1 × · · · × βg+�−1, and consider intersection points of Tα and Tβ ; i.e.
g+�−1-tuples of points (x1, . . . , xg+�−1) with xi ∈ αi ∩βσ(i) for some permutation
σ in the symmetric group on g + � − 1 letters. We then form the chain complex
ĈFL(S3, L) generated freely by these intersection points.

For example, for the figure illustrated in Figure 2, the curves αi and βj intersect
according to the pattern

∩ α1 α2 α3

β1 {s1, s2, s3} ∅ {m1, m2, m3}
β2 ∅ {r1, r2, r3} {n1, n2}
β3 {a1, . . . , a4} {b1, . . . , b6} ∅

Now, there are exactly two permutations of {1, 2, 3} for which αi ∩ βσ(i) is non-
trivial for all i. This gives two types of intersection points of Tα ∩ Tβ , namely,
ai × mj × rk (with i = 1, . . . , 4, j = 1, . . . , 3, k = 1, . . . , 3) and also bi × nj × sk
(with i = 1, . . . , 6, j = 1, 2, k = 1, 2, 3). This gives a chain complex with a total
of 72 generators.
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The complex ĈFL has a grading, the Maslov grading, which is specified up to
overall translation by the convention

gr(x) − gr(y) = μ(φ) − 2
�∑

i=1

nwi
(φ),

where φ ∈ π2(x, y) is any Whitney disk connecting x and y. The parity of the Maslov
grading depends on the local sign of the intersection number of Tα and Tβ at x.

But ĈFL has an additional grading, the H-grading. To define this, we associate to
each φ ∈ π2(x, y) the pair of vectors

nw(φ) = (nw1(φ), . . . , nw�
(φ)) and nz(φ) = (nz1(φ), . . . , nz�

(φ)).

We have a function F : Tα ∩ Tβ −→ Z� ∼= H1(S
3 − L; Z) (where the latter identifi-

cation is given by the meridians of the link L) specified uniquely up to translation by
the formula

F(x) − F(y) = nz(φ) − nw(φ),

where φ is any choice of homotopy class in π2(x, y).
Endow ĈFL(S3, L) with the differential

∂x =
∑

y∈Tα∩Tβ

∑
{
φ∈π2(x,y) | μ(φ) = 1,

nw (φ) = nz(φ) = 0

} #
(

M(φ)

R

)
y.

It is easy to see that this differential drops Maslov grading by one. Moreover, the
complex naturally splits into summands indexed by elements of Z� ∼= H1(S

3 −L; Z)

specified by the function F . We find it natural to think of these summands, in fact,
as indexed by the affine lattice H ⊂ H1(S

3 − L; R) over H1(S
3 − L; Z), given by

elements
�∑

i=1

ai · [μi],

where ai ∈ Q satisfies the property that

2ai + lk(Li, L − Li)

is an even integer. The translational ambiguity of the map is then pinned down by the
following generalization of Equation (4):

ĤFL∗( 
L, h) ∼= ĤFL∗( 
L, −h). (5)

In practice, it is easy to calculate the difference in F for any two intersection of Tα

and Tβ which have the same type (i.e. same pattern of intersection αi ∩ βσ(i)). To
this end, it suffices to find for each pair of intersection points x, x′ ∈ αi ∩ βj , a disk
(or more generally a compact surface with a single boundary component) in � which
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meets αi along one arc in its boundary and βj along the complementary arc, carrying
the intersection points of the closures of the arcs to x and x′. We then define the
“relative difference” of x and x′, F i,j (x) − F i,j (x′), to be nz − nw for this disk (or
surface). It is easy to see then that if x and y ∈ Tα ∩ Tβ are two intersection points
with the same type (as specified by σ ), then

F(x) − F(y) =
g+�−1∑

i=1

F i,σ (i)(xi) − F i,σ (i)(yi),

where x = (x1, . . . , xg+�−1) and y = (y1, . . . , yg+�−1). This determines F(x) −
F(y) for x and y of the same type. Different types can then be compared by choosing
homotopy classes connecting them (and in suitable circumstances, the translational
ambiguity can be removed using Equation (5)).

We display the relative differences for the various intersection points for the dia-
gram from Figure 2.

a1

a3

a2

a4

b5

b3 b6

b1 b4

b2

m3 m2 m1

n1 n2

r3

r1

r2

s1

s2 s3

Figure 3. Generators for ĤFL of the Conway link. We illustrate the relative differences of
the various intersection points of αi and βj . A horizontal resp. vertical segment denotes two
intersection points whose relative difference is one in the first resp. second component; e.g. there
is a disk in Figure 2 φ from a2 to a1 with nz − nw given by (1, 0), while there is one from b5
to b3 with relative difference given by (0, 1). Finally, for the diagonal edges, we have a disk
from r3 to r1 with relative difference (−1, 1).

It is now straightforward to verify that the ranks of the chain groups in each value
of F is given as in Figure 4. It is more challenging to calculate the homology groups
of ĈFL.

Some aspects are immediate. For example, it follows by glancing at Figure 4, and
comparing Equation (5) that the homology in H-grading (−2, 2) is trivial (as there are
no generators in the H-grading (2, −2)), and that in H-gradings (−1, 2) and (−2, 1)

the groups ĤFL have rank one. This already suffices to determine the convex hull
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2             3             2           1

3             6             6           4           1

2             6             8           6           2

1             4             6           4           1

1             2           1

Figure 4. Generators for ĈFL of the Conway link. The 72 generators of ĈFL coming from
the diagram in Figure 2 are partitioned into various filtration levels. In this figure, each integer
represents the number of generators in the filtration level specified by its coordinates in the plane.

of h ∈ H for which ĤFL(L, h) is non-trivial, as required for the application to the
Thurston norm below (see esp. Equation (7)).

Also, the calculation of ĤFL(L, (x, y)) with (x, y) ∈ {(0, ±2), (±2, 0)} follows
from the fact that for each of these H-gradings, every generator has the same Maslov
grading.

Next, consider the part in H-grading (1, 1). There are four generators

a1 × m1 × r1, a2 × m2 × r1, a4 × r3 × m1, b5 × n1 × s3.

For the case where x = b5 × n1 × s3 and y ∈ {a1 × m1 × r1, a2 × m2 × r1}, there is
a homotopy class φ ∈ π2(x, y) whose associated two-chain D(φ) is a hexagon. For
the case where y = a2 × m2 × r1, we illustrate this in Figure 5.

A hexagon gives rise to a flow-line connecting x to y. To this end, we think of
a holomorphic disk in Sym3(�) as a branched triple-cover F of the standard disk,
together with a map of F into �. The given hexagonal domain in � can be realized
as a branched triple-cover of the disk D. Moreover, any other domain connecting x

to y has negative local multiplicity somewhere. Hence, we have that

∂b5 × n1 × s3 = a1 × m1 × r1 + a2 × m2 × r1.

It can also be seen that

gr(b5 × n1 × s3) = gr(a4 × m1 × r3),

but there are no non-negative domains from a4 × m1 × r3 to either of {a1 × m1 ×
r1, a2 × m2 × r1}. It follows at once that ĤFL(L, (1, 1)) has rank two.

With some additional work, one can verify that all the link Floer homology groups
of the Conway link are as displayed below in Figure 6.
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α1

β3

a1

a3

s2

X

w1

β1

s1

a2

a4

s3

X

z2

m1 m3

m2

α3

b2

b1

b6

b5

n2

Y

w2

Y

n1

z1

r2
b4

b3

r3

α2
β2

r1

Figure 5. A flowline. The complement of the shaded region gives a hexagon connecting
b5 × n1 × s3 to a2 × m2 × r1.

4. Basic properties

Perhaps the single most fundamental property of Heegaard–Floer homology is that it
satisfies an exact triangle for surgeries. More precisely, a triad of three-manifolds Y1,
Y2, Y3 is a cyclically ordered triple of three-manifolds obtained as follows. Let M

be a three-manifold with torus boundary, and fix three simple, closed curves in its
boundary γ1, γ2, γ3 any two of which intersect transversally in one point, and ordered
so that there are orientations on the three curves so that

#(γ1 ∩ γ2) = #(γ2 ∩ γ3) = #(γ3 ∩ γ1) = −1.

We let Yi be the three-manifold obtained by Dehn filling M along the curve γi .

Theorem 4.1. Let Y1, Y2, and Y3 be a triad of three-manifolds. Then, there is an long
exact sequence of the form

· · · −−−−→ ĤF(Y1) −−−−→ ĤF(Y2) −−−−→ ĤF(Y3) −−−−→ · · · .
The maps in the exact triangle are induced by the three natural two-handle cobor-

disms connecting Yi and Yi+1 (where we i as an integer modulo 3), in a manner made
precise in [27].

The above surgery exact sequence is similar to an exact sequence established by
Floer for instanton Floer homology (only using a restricted class of triads) [9], [2]. An



Heegaard diagrams and Floer homology 1093

1             2             2           2           1

2             2             2           2           2

1             2             2           2           1

1             2           1

1             2           1

Figure 6. Ranks of ĤFL for the Conway link. The ranks are displayed, along with their H
grading, thought of as coordinates in the plane.

analogous exact sequence has been established for Floer homology of Seiberg–Witten
monopoles, see [20]. There are also related exact sequences in symplectic geometry,
cf. [40].

Note that there are other variants of the exact triangle, and indeed, there are certain
other related calculational techniques for Heegaard–Floer homology. For example,
for a knot K in an integral homology sphere Y , the filtered chain homotopy type of
the induced knot invariant can be used to calculate the Floer homology groups of
arbitrary surgeries on K , [28].

5. Three applications

Heegaard–Floer homology is particularly well suited to problems in knot-theory and
three-manifold topology which can be formulated in terms of the existence of four-
dimensional cobordisms. We focus here on a few concrete problems which can be
formulated for knots and links in the three-sphere. For some other applications,
see [36], [34], [22], [37].

5.1. Thurston norm. Let K ⊂ S3 be a knot. The Seifert genus of K , denoted g(K),
is the minimal genus of any embedded surface F ⊂ S3 with boundary K . Clearly, if
g(K) = 0, then K is the unknot.

According to [30], knot Floer homology detects the Seifert genus of a knot, by the
property that

g(K) = max{s | ĤFK(K, s) �= 0}. (6)
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There is a natural generalization of the knot genus and indeed of Equation (6).
This is best formulated in terms of Thurston’s norm on second homology.

Recall that if F is a compact, oriented, but possibly disconnected surface-with-
boundary F = ⋃n

i=1 Fi , its complexity is given by

χ−(F ) =
∑

{Fi | χ(Fi)≤0}
−χ(Fi).

Given any homology class h ∈ H2(S
3, L), it is easy to see that there is a compact,

oriented surface-with-boundary embedded in S3 − nd(K) representing h. Consider
the function from H 1(S3 − L; Z) to the integers defined by

x(h) = min
{F↪→S3−nd(K) | [F ]=PD[h]}

χ−(F ).

Indeed, according to Thurston [41], this function x satisfies an inequality x(h1+h2) ≤
x(h1) + x(h2), and it is linear on rays, i.e. given h ∈ H2(S

3, L) and a non-negative
integer n, we have that x(n · h) = nx(h). Thus, x can be naturally extended to a
semi-norm on H 1(S3 − L; R), the Thurston semi-norm. In fact, this semi-norm is
uniquely specified by its unit ball

Bx = {h ∈ H 1(S3 − L; R) | x(h) ≤ 1},
which is a polytope H 1(S3−L; R) whose vertices lie at lattice points in H 1(S3−L; Z).

Equation (6) can now be generalized as follows. A trivial component of a link
L is a component K ⊂ L which is unknotted an geometrically unlinked from the
complement L−K . Suppose that L is a link with no trivial components. Then, given
s ∈ H 1(S3 − L),

x(h) +
�∑

i=1

|〈μi, h〉| = 2 · max
{s∈H | ĤFL(L,s)�=0}

〈h, s〉, (7)

where here 〈, 〉 denotes the Kronecker pairing of H1(S
3 −L; R) with H 1(S3 −L; R).

This formula can be thought of more geometrically from the following point of
view. Consider the dual norm x∗ : H1(S

3 − L; R) −→ R given by

x∗(s) = max{h∈Bx}〈s, h〉.

The unit ball Bx∗ is a (possibly degenerate) polytope in H1(S
3 −L; R) called the dual

Thurston polytope. Equation (7) states that for a link L with no trivial components, if
we take the convex hull of the set of s ∈ H with ĤFL(L, s), and rescale that polytope
by a factor of two, then we obtain the sum of the dual Thurston polytope with the
symmetric hypercube in H1(S

3 − L; R) with edge-length two.
Of course, the Thurston norm can be defined for closed three-manifolds, as well.

In fact, a result analogous to Equation (7) can be proved for closed three-manifolds Y ,
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instead of link complements. An analogous result has been shown to hold for Seiberg–
Witten monopole Floer homology [19] (but at present there is no analogue of knot
and link Floer homology in gauge-theoretic terms).

Although the statement of Equation (6) does not explicitly involve any four-
dimensional theory, the proof of this result does use the full force of Heegaard–Floer
homology, combined with Gabai’s theory of sutured manifolds, and recent results
in symplectic geometry. Specifically, according to a combination of theorems of
Gabai [11], [12], Eliashberg–Thurston [6], and a result of Eliashberg [5] and inde-
pendently Etnyre [7], if K ⊂ S3 is a knot of genus g, then its zero-surgery S3

0(K)

separates a symplectic manifold. Non-vanishing theorems for the Heegaard–Floer
invariant 
 for symplectic four-manifolds, which in turn are built on the symplectic
Lefshetz pencils of Donaldson [3], then give a non-vanishing result for the Heegaard–
Floer S3

0(K) from which Equation (6) follows.
These results can be further generalized to give Equation (7). Specifically, an

n-component link in S3 naturally gives rise to a connected knot in the (n − 1)-fold
connected sum of S2 ×S1. A genus bound analogous to Equation (6) has been shown
by Ni in [25], which in effect establishes Equation (7), in the case where h is one
of the 2� cohomology classes whose evaluation on each meridian for L has absolute
value equal to one. Equation (7) then follows from the manner in which the Thurston
norm and link Floer homology transform under cabling, see also [16].

As an illustration of Equation (6), consider the Conway link from Figure 1. Ac-
cording to the calculations displayed in Figure 6, together with this equation, we
conclude that the dual Thurston polytope of the Conway link is as illustrated in Fig-
ure 7.

Figure 7. Dual Thurston polytope for the Conway link. Lattice points in H1(S
3 − L; Z) are

indicated by solid circles.

Figure 7 suggests that there are surfaces F1 the complement of the Conway link L,
with ∂F1 consisting of a longitude belonging to a first component of L, and some
number of copies of the meridian of the second component, and also with χ−(F1) = 5.
In fact, such a surface can be easily obtained by puncturing a genus one Seifert surface
for one of the trefoil components in two additional points. A similar surface can be
found for the other component of L.
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Note that a verification of the dual Thurston polytope for the Conway link can be
easily obtained by more classical methods (cf. [23]); however, the computation given
here is fairly easy (and hopefully illustrates the theory).

5.2. Slice genus. A slice surface for a knot K is a smoothly embedded surface-with-
boundary F ⊂ B4 which meets S3 along its boundary, which is K . The slice genus
of a knot g∗(K) is the minimal genus of any slice surface for K . Heegaard–Floer
homology can be used to give information about this quantity, as follows.

Recall that knot Floer homology is the homology of an associated graded object
which is induced by the filtration of a chain complex which calculates ĤF(S3) ∼= Z.
But the entire filtered chain homotopy type of the complex is a knot invariant. Denote
the sequence of subcomplexes Fi ⊂ Fi+1, so that for all sufficiently small integers i,
Fi = 0, while for all sufficiently large integers, Fi = ĈF(S3). There is another natural
invariant which can be associated to a knot, which is the minimal i for which the map
H∗(Fi) −→ ĤF(S3) is non-trivial. According to [29] and independently [38],

|τ(K)| ≤ g∗(K).

Intriguingly, Rasmussen [39] has shown that a very similar algebraic construction
on Khovanov’s homology [17], [21], can be used to define a similar (but entirely
combinatorial) numerical invariant s(K). Although both τ(K) and s(K) share many
formal properties (and hence agree on many knots), Hedden and Ording have recently
shown [15] that these two invariants are in fact distinct. Their examples are certain
twisted Whitehead doubles of the trefoil.

5.3. Unknotting numbers. The unknotting number u(K) is the minimal number of
crossing changes required to transform K into an unknot. An n-step unknotting of
a knot K in effect gives an immersed disk in B4 with n double-points. Resolving
these double-points, we obtain a slice surface for K with genus n. This observation
immediately verifies the inequality

g∗(K) ≤ u(K).

For some classes of knots, these two quantities are equal. For example, for the
(p, q) torus knot, g∗(K) = u(K) = (p − 1)(q − 1)/2. This was first shown by Kro-
nheimer and Mrowka in [18] (though it has alternative proofs now using either τ [29]
or the Khovanov–Rasmussen invariant s [39]).

But there are Floer-theoretic bounds on u(K) which go beyond the slice genus,
cf. [35], [26].

Suppose that K has u(K) = 1. Then, Montesinos observed [24] that the branched
double-cover of S3 with branching locus K , denoted �(K), can be realized as ±d/2-
surgery on a different knot C ⊂ S3, where here d = |
K(−1)|. Obstructions to this
can sometimes be given using Heegaard–Floer homology.
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To do this in a useful manner, we must understand first ĤF(�(K)). For some
knots, this is a straightforward matter. For example, when K is a knot which admits
an alternating projection, an easy induction using Theorem 4.1 shows that ĤF(�(K))

is a free Z-module of rank |
K(−1)|. This means that the Heegaard–Floer homology
groups of these three-manifolds is as simple as possible. For any rational homology
three-sphere Y (i.e. closed three-manifold with H1(Y ; Q) = 0), the Euler characteris-
tic of ĤF(Y ) is |H1(Y ; Z)|, the number of elements in H1(Y ; Z). A rational homology
three-sphere whose homology group ĤF(Y ) is a free module of rank |H1(Y ; Z)| is
called an L-space. Thus, if K is a knot with alternating projection, then �(K) is an
L-space.

There are obstructions to realizing an L-space as surgery on a knot in S3, These
obstructions are phrased in terms of an additional Q-grading on the Heegaard–Floer
homology [35], analogous to an invariant defined by Frøyshov [10] in the context
of Seiberg–Witten theory. Moreover, this Q-grading can be explicitly calculated for
�(K) for an alternating knot K from its Goeritz matrix. Rather than stating these
results precisely, we content ourself here with including a picture of an eight-crossing
alternating knot (810, see Figure 8) whose unknotting number can be shown to equal
two via these (and presently, no other known) techniques.

Figure 8. A knot with u = 2.

Combining these obstructions with recent work of Gordon and Luecke [13], one
can classify all knots with 10 and fewer crossings which have unknotting number equal
to one. Indeed, a different application of Heegaard–Floer homology along similar
lines discovered by Owens [26] can be used to complete the unknotting number table
for prime knots with nine or fewer crossings.
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The cohomology of automorphism groups of free groups

Karen Vogtmann∗

Abstract. There are intriguing analogies between automorphism groups of finitely generated
free groups and mapping class groups of surfaces on the one hand, and arithmetic groups such
as GL(n, Z) on the other. We explore aspects of these analogies, focusing on cohomological
properties. Each cohomological feature is studied with the aid of topological and geometric con-
structions closely related to the groups. These constructions often reveal unexpected connections
with other areas of mathematics.
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1. Introduction

In the 1920s and 30s Jakob Nielsen, J. H. C. Whitehead and Wilhelm Magnus invented
many beautiful combinatorial and topological techniques in their efforts to understand
groups of automorphisms of finitely-generated free groups, a tradition which was
supplemented by new ideas of J. Stallings in the 1970s and early 1980s. Over the
last 20 years mathematicians have been combining these ideas with others motivated
by both the theory of arithmetic groups and that of surface mapping class groups.
The result has been a surge of activity which has greatly expanded our understanding
of these groups and of their relation to many areas of mathematics, from number
theory to homotopy theory, Lie algebras to bio-mathematics, mathematical physics
to low-dimensional topology and geometric group theory.

In this article I will focus on progress which has been made in determining co-
homological properties of automorphism groups of free groups, and try to indicate
how this work is connected to some of the areas mentioned above. The concept of
assigning cohomology groups to an abstract group was originally motivated by work
of Hurewicz in topology. Hurewicz proved that the homotopy type of a space with
no higher homotopy groups (an aspherical space) is determined by the fundamental
group of the space, so the homology groups of the space are in fact invariants of the
group. Low-dimensional homology groups were then found to have interpretations in
terms of algebraic invariants such as group extensions and derivations which had long
been studied by algebraists, and a purely algebraic definition of group cohomology
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was also introduced. These were the beginning steps of a rich and fruitful interaction
between topology and algebra via cohomological methods.

Borel and Serre studied the cohomology of arithmetic and S-arithmetic groups
by considering their actions on homogeneous spaces and buildings. Thurston studied
surface mapping class groups by considering their action on the Teichmüller space of
a surface, and this same action was used later by Harer to determine cohomological
properties of mapping class groups. Outer automorphism groups of free groups are
neither arithmetic groups nor surface mapping class groups, but they have proved
to share many algebraic features with both classes of groups, including many co-
homological properties. The analogy is continually strengthened as more and more
techniques from the arithmetic groups and mapping class groups settings are adapted
to the study of automorphism groups of free groups. The adaptation is rarely straight-
forward, and often serves more as a philosophy than a blueprint. The connection is
more than strictly empirical and philosophical, however, due to the natural maps

Out(Fn) → GL(n, Z)

and
�g,s → Out(F2g+s−1).

The first map is induced by the abelianization map Fn → Zn; it is always surjective
and is an isomorphism for n = 2. In the second map, the group �g,s is the mapping
class group of a surface of genus g with s > 0 punctures, which may be permuted.
The map is defined using the observation that a homeomorphism of a surface induces
a map on the (free) fundamental group of the surface; it is always injective and is an
isomorphism for g = s = 1.

2. Outer space and homological finiteness results

In order to adapt techniques Borel and Serre used for arithmetic groups, and those
Thurston and Harer used for mapping class groups to the context of automorphism
groups of free groups, the first thing one needs is a replacement for the homogeneous
or Teichmüller space. A suitable space On, now called Outer space, was introduced by
Culler and Vogtmann in 1986 [12]. The most succinct definition of Outer space is that
it is the space of homothety classes of minimal free simplicial actions of Out(Fn) on
R-trees. (Here an R-tree is a metric space with a unique arc, isometric to an interval
of R, joining any two points and actions are by isometries; an action is simplicial if
every orbit is discreet and minimal if there is no proper invariant subtree.) The topology
on the space can be taken to be the equivariant Gromov–Hausdorff topology, or it can
be topologized as a space of projective length functions on Fn. Pre-composing an
action with an element of Out(Fn) gives a new action, and this defines the action of
Out(Fn) on the space. This description is efficient, but it is often easier to visualize
and to work with Outer space when it is presented instead in terms of marked graphs.
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2.1. Marked graphs. The quotient of a free action of Fn on a simplicial R-tree is
a finite graph with fundamental group Fn and a metric determined by the lengths of
the edges. The action is minimal if and only if the quotient graph has no univalent
or bivalent vertices. If we have a specific identification of Fn with the fundamental
group of the graph then the tree, with its Fn-action, can be recovered as the universal
cover of the graph. Thus another way to describe a point in Outer space is to fix a
graph Rn and identification Fn = π1(Rn); a point is then an equivalence class of pairs
(g, G), where

• G is a finite connected metric graph with no univalent or bivalent vertices,

• g : Rn → G is a homotopy equivalence.

We normalize the metric so that the sum of the lengths of the edges in G is equal to one;
then two pairs (g, G) and (g′, G′) are equivalent if there is an isometry h : G → G′
with h � g � g′. An equivalence class of pairs is called a marked graph.

Varying the lengths of edges in a marked graph with k edges and total length one
allows one to sweep out an open (k −1)-simplex of points in Outer space. Collapsing
an edge which is not a loop determines a new open simplex which is a face of the
original simplex. We topologize Outer space as the union of these open simplices,
modulo these face identifications. A picture of Outer space for n = 2 is given in
Figure 1.

Figure 1. Outer space in rank 2.

2.2. Virtual cohomological dimension. The first cohomological results about au-
tomorphism groups of free groups were finiteness results, which followed directly by
considering the topology and combinatorial structure of Outer space. Unlike homoge-
neous spaces and Teichmüller spaces, Outer space and its quotient are not manifolds,
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as can be seen already for n = 2. However, observed through the prism of cohomol-
ogy they resemble manifolds in several important ways, including satisfying various
finiteness properties and a type of duality between homology and cohomology. As a
start, we have

Theorem 2.1 ([12]). Outer space is contractible of dimension 3n − 4, and Out(Fn)

acts with finite stabilizers.

Out(Fn) has torsion-free subgroups of finite index, which by the above theorem
must act freely on On. The quotient of On by such a subgroup � is thus an aspherical
space with fundamental group �, and the following corollary follows immediately:

Corollary 2.2. The cohomological dimension of any torsion-free subgroup of finite
index in Out(Fn) is at most 3n − 4.

Serre proved that in fact the cohomological dimension of a torsion-free subgroup
of finite index in any group is independent of the choice of subgroup; this is called the
virtual cohomological dimension, or VCD, of the group. As in the case of GL(n, Z)

and mapping class groups, the quotient of On by Out(Fn) is not compact, and the
dimension of the homogeneous space does not give the best upper bound on the
virtual cohomological dimension. A solution to this problem for Out(Fn) is given by
considering an equivariant deformation retract of On, called the spine of Outer space.
This spine can be described as the geometric realization of the partially ordered set
of open simplices of On, so has one vertex for every homeomorphism type of marked
graph with fundamental group Fn and one k-simplex for every sequence of k forest
collapses.

Theorem 2.3 ([12]). The spine of Outer space is an equivariant deformation retract
of Outer space. It has dimension 2n − 3 and the quotient is compact.

This theorem allows one to compute the virtual cohomological dimension of
Out(Fn) precisely:

Corollary 2.4. The virtual cohomological dimension of Out(Fn) is equal to 2n − 3.

Proof. For i > 1, let λi be the automorphism of Fn = F 〈x1, . . . , xn〉 which mul-
tiplies xi by x1 on the left and fixes all other xj . Similarly, define ρi to be the
automorphism which multiplies xi by x1 on the right. The subgroup of Out(Fn) gen-
erated by the λi and ρi is a free abelian subgroup of Out(Fn) of dimension 2n − 3,
giving a lower bound on the virtual cohomological dimension. The upper bound is
given by the dimension of the spine. �

2.3. Finite generation of homology. The fact that the quotient of the spine by
Out(Fn) is compact implies immediately that any torsion-free finite-index subgroup
is the fundamental group of an acyclic space with only finitely many cells in each
dimension, and in particular its homology is finitely generated in all dimensions. This
implies the same result for the entire group Out(Fn):
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Corollary 2.5. The homology of Out(Fn) is finitely-generated in all dimensions.

The focus of this article is cohomology, but we would like to point out that Outer
space and its spine can also be used to prove properties of Out(Fn) which are not
strictly cohomological. As an example, we note that any finite subgroup of Out(Fn)

can be realized as automorphisms of a finite graph with fundamental group Fn (see,
e.g. [11]). This is equivalent to saying that any finite subgroup of Out(Fn) fixes some
vertex of the spine of Outer space, so compactness of the quotient immediately gives
the following information about the subgroup structure of Out(Fn).

Corollary 2.6. Out(Fn) has only finitely many conjugacy classes of finite subgroups.

Going even farther afield, we remark that the very concrete description of the spine
in terms of graphs and forest collapses allows one to determine the local structure quite
precisely. In particular, a neighborhood of a rose, i.e. a graph with one vertex and n

edges, is easily identified with the space of trees with 2n labeled leaves, and can be
used as a model for the space of phylogenetic trees in biology. This neighborhood
can be given a metric of non-positive curvature, which has a computational advantage
for applications to biology (see [3]).

3. The bordification and duality

There is another approach to resolving difficulties arising from the fact that the action
of Out(Fn) on Outer space is not cocompact. Instead of finding a spine inside Outer
space, one can extend Outer space and the action of Out(Fn) by adding cells “at infin-
ity” to produce a larger space whose quotient is compact. This was the approach taken
by Borel and Serre in their work on arithmetic groups. They defined a bordification of
the homogeneous space and used Poincaré–Lefschetz duality for this “manifold with
corners” to prove that arithmetic groups satisfy a form of duality between homology
and cohomology. Specifically, a group � is said to be a duality group if there is
a module D, integer d and isomorphisms Hi(�; M) → Hd−i (�; M ⊗ D) for any
integer i and �-module M . If � is a duality group, then the integer d is equal to
the virtual cohomological dimension, and this is how Borel and Serre determined the
(virtual) cohomological dimension of arithmetic groups.

Although Outer space is not a manifold, Bestvina and Feighn showed that torsion-
free finite index subgroups of Out(Fn) are duality groups, i.e. Out(Fn) is a virtual
duality group. They accomplished this by defining a bordification Ôn of Outer space
and studying its topology at infinity. This bordification has the structure of a locally
finite cell complex on which Out(Fn) acts with finite stabilizers.

3.1. Cells in the bordification. There are only a finite number of orbit classes of
open simplices in On, leading one to expect that the quotient should be compact. The
reason it is not is that we are leaving out some of the faces of simplices; we go to a
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face by collapsing edges in the graph, but we are not allowed to reduce the rank of the
graph. One might think of simply adding the missing faces to achieve cocompactness,
but this destroys essential features of the action: in particular, the result is not locally
finite, and simplex stabilizers are infinite. Bestvina and Feighn found a way around
this by keeping track of exactly how subgraphs degenerate as you approach a missing
face. Thus there is a cell “at infinity” for each marked metric graph G and sequence
of nested subgraphs G = G0 ⊃ G1 ⊃ · · · ⊃ Gk . Each subgraph Gi comes with
its own metric of volume 1, and Gi+1 is spanned by the edges of length zero in Gi .
The idea is that the sequence consists of subgraphs which are collapsing to zero faster
and faster, and the metrics keep track of the direction one is going as one approaches
infinity.

3.2. Virtual duality. Bieri and Eckman showed that a group is a virtual duality group
if and only if the cohomology of the group with coefficients in its integral group ring
vanishes in all but one dimension, where it is free. The cohomology of Out(Fn) with
coefficients in its integral group ring is isomorphic to the cohomology with compact
supports of the bordification Ôn, and this in turn can be shown to satisfy Bieri and
Eckmann’s criteria by showing that Ôn is sufficiently connected at infinity. This is
what Bestvina and Feighn prove, using Morse theory techniques:

Theorem 3.1 ([2]). The bordification Ôn of Outer space is (2n − 3)-connected at
infinity.

Corollary 3.2 ([2]). Out(Fn) is a virtual duality group.

4. The Degree Theorem and rational homology stability

We now turn attention to the group Aut(Fn). An advantage that Aut(Fn) has over
Out(Fn) is that it comes equipped with natural inclusions Aut(Fn) → Aut(Fn+1).
The analogous inclusions in the general linear case induce maps Hk(GL(n, Z)) →
Hk(GL(n+1, Z)) which were shown by Charney to be isomorphisms for n sufficiently
large with respect to k [6]. The fact that the homology of GL(n, Z) stabilizes in
this way serves to considerably simplify the problem of computing the homology.
For example, one may determine Hk(GL(n, Z)) for any large n by performing the
computations with relatively small values of n, where the size of the computation is
more manageable. A more subtle and more powerful advantage is that one may work
instead with the stable groups GL∞(Z) = limn→∞ GL(n, Z) which carry additional
multiplicative structure and are amenable to homotopy theoretic methods such as the
plus construction.

There is a construction completely analogous to the construction of Outer space
using basepointed graphs, where the basepoint may be at a vertex or in the interior
of an edge. This space An is also contractible [16], has a cocompact spine, and acts
as a homogeneous space for Aut(Fn), which acts with finite stabilizers. (A French
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colleague suggested that the space An should be called “Autre espace,” but the name
“Auter space” seems to have taken hold instead.) An advantage to this space is that
the basepoint determines a natural Morse function on a marked metric graph, and we
can use parameterized Morse theory methods to study the space. The basepoint also
allows us to define a filtration of An by highly connected subspaces which, as we will
see, are very useful in homology calculations and in particular for proving homology
stability theorems.

4.1. The Degree Theorem. We will filter An by the degree of a marked graph, where
the degree is defined as the number of vertices away from the basepoint counted with
multiplicity (multiplicity is the valence of the vertex minus 2). The degree of a graph
with fundamental group Fn is then equal to 2n minus the valence of the basepoint.
Thus a rose has degree zero, a graph with one trivalent vertex away from the basepoint
has degree one, and any graph with basepoint in the interior of an edge has degree
2n − 2. The fact that Aut(Fn) is generated by Nielsen automorphisms, which can be
modeled by a homotopy equivalence which wraps one leaf of a rose around another,
implies that the degree 1 subspace of An is connected. An analogous statement is
true for higher degrees:

Theorem 4.1 (Degree Theorem, [18]). The subspace An,k of Auter space consisting
of marked graphs of degree at most k is (k − 1)-connected.

Thus An,k acts as a kind of k-skeleton for Auter space. The action of Aut(Fn)

on An changes the marking on a graph but not the homeomorphism type, so that it
preserves the degree, i.e. restricts to an action on An,k . Since An,k is (k−1)-connected
and Aut(Fn) acts with finite stabilizers, the homology of Aut(Fn) with trivial rational
coefficients can be identified with the rational homology of the quotient in dimensions
less than k.

Because a degree k graph has only k vertices away from the basepoint (counted
with multiplicity), if we ignore loops at the basepoint there are only a finite number of
possibilities for such a graph. Thus the map from An,k to An+1,k given by attaching
an extra loop at the basepoint is a homeomorphism for n large. As an immediate con-
sequence, we see that the map Hk−1(Aut(Fn); Q) → Hk−1(Aut(Fn+1); Q) induced
by inclusion is an isomorphism on homology n for n large.

For computational purposes, it is obviously advantageous to know exactly how
large n has to be, i.e. to have the best possible bound on the stability range. An
easy Euler characteristic argument shows that the map from An,k to An+1,k is a
homeomorphism for n ≥ 2k; for example for any n ≥ 4, the degree 2 subcomplex
of the spine has a contractible quotient consisting of 7 triangles glued together as
in Figure 2. As a consequence we can say that Aut(Fn) satisfies homology stability
with slope 2. The slope can in fact be improved to 3/2 fairly easily by showing
that the quotients in this range, though not actually homeomorphic, are nevertheless
homotopy equivalent [18]; further improvement is possible using some calculations
in rank 3. The best known result at this time is the following.
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Figure 2. The degree 2 quotient.

Theorem 4.2 ([19]). The map Hk−1(Aut(Fn); Q) → Hk−1(Aut(Fn+1); Q) induced
by inclusion is an isomorphism on homology n for n ≥ 5(k + 1)/4.

Homology stability is a property also shared by surface mapping class [15], with
appropriate inclusions. The exact slope, for trivial rational coefficients, is known for
both GL(n, Z) and for mapping class groups of bounded surfaces, but the question
remains open for automorphism groups of free groups.

5. Sphere complexes and integral homology stability

5.1. Presentations of Aut(Fn) and stability for H1. The first integral homology
of Aut(Fn) is isomorphic to Z/2 for all n ≥ 3, as can be seen by abelianizing a pre-
sentation. There are several different presentations of Aut(Fn) available, including
presentations due to J. Nielsen, B. Neumann, and J. McCool. A new way of obtaining
a presentation is supplied by the Degree Theorem, which tells us that the degree 2
subcomplex of Auter space is simply-connected. The method of K. Brown [5] for cal-
culating a presentation from the action of a group on a simply-connected CW-complex
can then be used to find a presentation. This was carried out in [1]. The generators,
for any n ≥ 4, are the stabilizers of the seven graphs pictured in Figure 2, with ap-
propriate numbers of loops added at the basepoint. The relations are the relations in
these stabilizers, together with relations given by inclusions of edge stabilizers into
vertex stabilizers and by inclusions composed with conjugations.

5.2. Quillen’s method. More delicate techniques are needed to show that the k-
th homology of Aut(Fn) with trivial integral coefficients stabilizes for n large. The
general idea is borrowed from Quillen’s work on homology stability for general linear
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groups of fields. The simplest possible setup for using this method to prove homology
stability for a sequence of groups {Gn} is provided by having contractible simplicial
complexes Xn and actions of Gn on Xn which are transitive on p-simplices for all p.
The stabilizer of a p-simplex should be isomorphic to Gn−p−1 and the quotient of Xn

by the action should be highly connected. Given these conditions, one looks at the
equivariant homology spectral sequence for this action, which has

E1
p,q =

{⊕
σp

Hq(stab(σp)) p ≥ 0,

Hq(Gn) p = −1,

where the direct sum is over all orbits ofp-simplices. This spectral sequence converges
to 0, and the map Hk(Gn−1) → Hk(Gn) induced by inclusion appears as the map
d1 : E1

0,k → E1−1,k . By induction, we may assume that we understand what happens
below the k-th row of the spectral sequence, specifically that the E2 page vanishes
below that row. Since the entire spectral sequence converges to zero, this implies
that the d1 map in question must be onto. Further argument is needed to show that
d1 is injective; this can either be done by increasing the dimension n and applying
induction again or by carefully analyzing the next d1 map, d1 : E1

k,1 → E1
k,0 and

showing that this is the zero map.
In practice, conditions are usually not quite this nice: the space Xn may not be

contractible, the stabilizers may not be precisely Gn−p−1, the action may not be
transitive on simplices, etc. These difficulties can sometimes be overcome at the
cost of introducing further spectral sequence arguments and/or settling for a weaker
stability range.

For Gn =Aut(Fn), homology stability was first proved by Hatcher and Vogtmann
in [18] using a complex of free factorizations of the free group Fn. They reproved
this theorem in [20] using a different complex, which we describe below. The second
paper (together with the erratum [21]) also contains a proof that the map from Aut(Fn)

to Out(Fn) induces isomorphisms on k-th homology for n large.
The complexes used in [20] involve isotopy classes of 2-spheres embedded in a

connected sum of n copies of S2 ×S1, with a small ball removed. This 3-manifold Mn

has fundamental group Fn, and Laudenbach proved that the natural map from the
mapping class group of Mn to Aut(Fn) is surjective, with kernel a 2-torsion subgroup
generated by Dehn twists along 2-spheres. This kernel acts trivially on the set of
isotopy classes of 2-spheres in Mn, so we obtain an action of Aut(Fn) on the complex
formed by taking a k-simplex for every set of k + 1 isotopy classes which can be
represented by disjoint spheres. The idea of using the complex of isotopy classes of
2-spheres in Mn originated in [16], where Hatcher established many of the basic tools
needed for working with such complexes.

A vertex in the complex used in [20] is a non-separating sphere together with an
extra, “enveloping” sphere which cuts the sphere and the boundary of Mn off from
the rest of the manifold. An alternate description of such a vertex is obtained by using
embedded arcs to tether each side of the sphere to the boundary of Mn. A set of
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k + 1 isotopy classes of tethered 2-spheres forms a k-simplex if representatives can
be found so that all spheres and tethers are disjoint. The stabilizer of a vertex is then
isomorphic to Aut(Fn−1), and the following theorem allows us to apply Quillen’s
method:

Theorem 5.1 ([20]). The complex of isotopy classes of tethered 2-spheres in Mn is
(n − 3)/2-connected.

As a result, we obtain the following homology stability theorem:

Theorem 5.2 ([20]). The map i∗ : Hk(Aut(Fn)) → Hk(Aut(Fn+1)) induced by the
natural inclusion is an isomorphism for n ≥ 2k + 2.

We are also interested in showing that the map p∗ : Hk(Aut(Fn)) → Hk(Out(Fn))

induced by the natural projection is an isomorphism for n large. In the course of
proving this, we are forced to consider the mapping class group of a connected sum
of n copies of S1 × S2 with s ≥ 0 balls removed, modulo Dehn twists on 2-spheres.
For s = 0 this is Out(Fn). We prove the homology in dimension k is independent
of n and s for n and s sufficiently large. In particular, we obtain

Theorem 5.3 ([20], [21]). The map p∗ : Hk(Aut(Fn)) → Hk(Out(Fn)) is an isomor-
phism for n ≥ 2k + 4.

The idea of using “tethers” to tie geometric objects to a basepoint turns out to
be useful in other contexts. The extra structure obtained from the tethers has the
effect that the conditions for applying Quillen’s method are close to ideal, so that the
spectral sequence arguments needed to prove homology stability are relatively simple.
In particular, tethers have led to simplified proofs of homology stability for mapping
class groups of surfaces and braid groups, as well as to new proofs that several related
series of groups have homology stability [17].

5.3. Galatius’theorem. Since we know that the homology of Aut(Fn) stabilizes, the
next problem is then to compute the stable homology. Computations in dimensions
less than 7 were done in [19], and produced no stable rational homology classes.
Igusa showed that the map from the stable rational homology of Aut(Fn) to that of
GL(n, Z) is the zero map [22]. This evidence led to the conjecture that the stable
rational homology is trivial. On the other hand, Hatcher showed that the stable
homology contains the stable homology of the symmetric group �n as a direct factor,
so there are lots of torsion classes [16]. The entire situation has recently been resolved
by S. Galatius [13] using methods adapted from Madsen and Weiss’work on the stable
homology of mapping class groups.

The commutator subgroup of Aut(F∞) is a perfect normal subgroup, so that
Quillen’s plus construction can be applied to the classifying space B Aut(F∞). The
resulting space B Aut(F∞)+ is an infinite loop space whose homology is equal to
the stable homology of Aut(Fn). The natural inclusions of the symmetric groups �n
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into Aut(Fn) induce an infinite loop space map B�+∞ → B Aut+∞, and a theorem
of Barratt–Priddy and Quillen says that B�+∞ is homotopy equivalent to �∞S∞.
The space �∞S∞ is the most fundamental example of an infinite loop space; its
homotopy groups are the stable homotopy groups of spheres. In [13] Galatius proves
that B Aut(F∞)+ is also homotopy equivalent to �∞S∞, showing in particular that
the symmetric group and the automorphism group of a free group have the same stable
homology. The proof relies on the contractibility of Outer space and the homology
stability results of [20] and [21]. Galatius proceeds by defining maps of B Out(Fn)

to a certain “graph spectrum” E, whose n-th space is the space of all graphs in Rn.
He proves that after passing to infinite loop spaces this map becomes a homotopy
equivalence, and then that �∞E is in fact homotopy equivalent to �∞S∞. The
homology of �∞S∞ is torsion, so that the stable rational homology of Aut(Fn) is
trivial as conjectured.

6. Graph complexes and unstable homology

Though the stable homology of Aut(Fn) and Out(Fn)has been completely determined,
at this writing the unstable homology is still largely mysterious. In this section we
consider the unstable rational homology.

6.1. Low-dimensional calculations. The simplices in the spines of Outer space and
Auter space naturally group themselves into cubes, giving these spines the structure of
cube complexes. Specifically, an m-dimensional cube corresponds to a marked graph
(g, G) together with a subforest 	 of G with m edges, since the set of simplices
which can be obtained by collapsing the edges in the subforest in any one of the 2m−1

possible orders fit together to form a cube.
The quotient of a cube by a linear map is a rational homology cell, so that the

cube complex structure on the spine descends to a “cell structure” on the quotient,
which can be used to compute the rational homology of Out(Fn) and Aut(Fn). For
Aut(Fn), the Degree Theorem can be used to reduce the number of cubes one must
consider when computing the kth homology, and further reductions are possible by
examining the structure of the quotient. In the end it is possible for k = 2, 3 and
even 4 to do the computations by hand. For k > 4, however, the aid of a computer
becomes essential. Computations for both Aut(Fn) and Out(Fn) for k ≤ 7 were
carried out by Hatcher and Vogtmann, Jensen and Gerlits. They showed that that
Hk(Aut(Fn); Q) = Hk(Out(Fn); Q) = 0 for k ≤ 7 except that H4(Aut(F4); Q) =
H4(Out(F4); Q) ∼= Q [19]. This agrees with Galatius’ theorem in the stable range,
and gives a tantalizing glimpse into the unstable homology. We now understand this
very interesting non-trivial unstable homology class in a much more general context,
as we will see below.

6.2. Graph homology of a cyclic operad. In [23], [24] Kontsevich found a re-
markable correspondence between the cohomology of certain infinite-dimensional
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symplectic Lie algebras and the homology of outer automorphism groups of free
groups. This Lie algebra cohomology can be computed using the subcomplex of
the Chevalley–Eilenberg complex spanned by symplectic invariants. The connection
with Out(Fn) is made via Weyl’s invariant theory, which allows one to interpret the
complex of symplectic invariants as a chain complex indexed by finite graphs, where
the vertices of these graphs are decorated by elements of the Lie operad. The ho-
mology of this graph complex can then be interpreted in terms of Outer space; this is
carried out explicitly in [8].

The same formalism using the associative operad in place of the Lie operad gives a
chain complex of “ribbon graphs”, which computes the homology of surface mapping
class groups. The commutative operad gives rise to a type of graph homology which
includes information about diffeomorphism groups of odd-dimensional homology
spheres. Kontsevich’s construction in fact makes sense using any cyclic operad to
decorate the vertices of graphs (see [8]), and it would be interesting to study the
functorial properties of the resulting homology theories.

The connection with Lie algebra homology reveals new structure on the level of
chain complexes. Specifically, the graph homology chain complex for any cyclic op-
erad supports a Lie bracket and cobracket, which were studied in [10]; the Lie bracket
can be shown to correspond to the classical Schouten bracket on the Lie algebra. The
bracket and cobracket do not in general form a compatible Lie bialgebra structure, but
do on the subcomplex spanned by connected graphs with no separating edges. For the
associative and Lie operads, this subcomplex is quasi-isomorphic to the whole com-
plex, so in particular has the same homology. For the commutative operad, this is not
true, but the Lie bracket and cobracket do induce a bracket and cobracket on an appro-
priate quotient complex which is quasi-isomorphic to the whole complex [8]. These
brackets come from a second boundary operator on the graph complex, and measure
the deviation of this boundary operator from being a derivation (resp. coderivation).
This second boundary operator anti-commutes with the standard boundary operator,
so induces a map on graph homology. The Lie bracket and cobracket vanish on the
level of homology, making graph homology together with this induced map into a
differential graded algebra.

6.3. Morita cycles. Kontsevich’s work also led to new discoveries by S. Morita,
who had been studying some of the same Lie algebras in his work on surface mapping
class groups. In particular, Morita found an infinite sequence of cocycles for these
Lie algebras based on his “trace” map and showed that the first of these cocycles is
non-trivial on cohomology [28]. Via Kontsevich’s theorem, this cocycle produces a
nontrivial homology class in H4(Out(F4); Q). Since we know the rational homol-
ogy H4(Out(F4); Q) is one-dimensional, this class in fact completely computes the
homology in this dimension.

Conant and Vogtmann translated Morita’s cocycles into cocycles on the complex
of Lie graphs. They then showed that the combinatorial information contained in an
oriented graph with vertices decorated by basic elements of the Lie operad is captured
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more simply by a trivalent graph together with a subforest whose edges are ordered.
This allows one to reinterpret the Morita cocycles directly in terms of such forested
graphs, and to give a quick proof that the first of Morita’s cocycles is non-trivial. With
a little more work it can be used to show that second one is also non-trivial, giving
a rational homology class in H8(Out(F6); Q) [9]. Morita reports that R. Ohashi has
recently shown that in fact H8(Out(F6); Q) ∼= Q, so that this class gives all of the
homology [27].

There is a Morita cocycle corresponding to every graph consisting of two vertices
joined by an odd number of edges. Both Morita and Conant-Vogtmann found gener-
alizations which give a class in H2k+r−2(Out(Fk+r )) for every odd-valent graph of
rank r with k vertices. One expects that all of these should be non-trivial classes, and
it is possible that they determine all of the unstable rational homology of Out(Fn).
We would therefore like to understand these cocycles as well as possible. Since they
determine rational homology classes in the homology of Out(Fn), we should be able
to find representatives in the quotient of the spine of Outer space and in the quotient
of the bordification of Outer space, both of which are rationally acyclic spaces for
Out(Fn). This is indeed possible, as is shown in [7]. In the case of the bordification,
the cycles are found “at infinity.” Recall that a cell at infinity is given by a marked
filtered graph (see section 3). The action of Out(Fn) is transitive on markings, so that
they disappear in the quotient. The first Morita cycle is the quotient of the single cell
shown in Figure 3.

Figure 3. Generator of H4(Out(F4); Q) in the bordification.

For the description of this class in terms of the spine, recall that the spine of Outer
space has the structure of a cube complex, where a cube is given by a marked graph
together with a subforest. Again, the action of Out(Fn) is transitive on the markings,
and the first Morita cycle is the union of the quotient of the three cubes shown in
Figure 4.

Conant and Vogtmann use these descriptions in [7] to show that all of the Morita
classes are unstable in the strongest possible sense: they vanish when the rank of the
free group increases by one.

6.4. Rational Euler characteristic. A homological invariant of infinite groups G

which is often easier to compute than the complete cohomology is the rational Euler
characteristic χ(G). This is defined as the usual alternating sum of the Betti numbers
for any torsion-free subgroup of finite index, divided by the index of the subgroup,
and was shown by Serre to be independent of the choice of the subgroup.



1114 Karen Vogtmann

Figure 4. Generator of H4(Out(F4); Q) in the spine.

For GL(n, Z) Harder showed that the rational Euler characteristic vanishes for all
n ≥ 3, and in general the rational Euler characteristics of arithmetic groups are closely
related to values of zeta functions. For mapping class groups of closed surfaces the
rational Euler characteristic vanishes for surfaces of odd genus, but for even genus it
alternates in sign and is basically given by the classical Bernoulli numbers, as was
shown by Harer and Zagier in [14].

The rational Euler characteristic of a group can be computed by finding a con-
tractible complex on which the group acts cocompactly with finite stabilizers, and
calculating the alternating sum, over all orbits of cells σ , of the terms

(−1)dim(σ )

| stab(σ )| .

This was done for Out(Fn) in [29] using the spine of outer space. The result was
a generating function for χ(Out(Fn)) built from standard generating functions for
counting graphs and forests in graphs. Using this generating function, χ(Out(Fn))

was computed explicitly for values of n up to 100. It is strictly negative in all cases
computed and seems to grow in absolute value faster than exponentially. Smillie
and Vogtmann proved that χ(Out(Fn)) is non-zero for all even n, and computed the
p-power of the denominator for many primes p.

A different approach to the problem of counting graphs and forests was given by
Kontsevich, who produced an integral formula for the rational Euler characteristic of
Out(Fn) using techniques of perturbative series and Feynman diagrams. He also pro-
duced integral formulas for the rational Euler characteristic of mapping class groups
which recapture the relation with Bernoulli numbers found by Harer and Zagier. In
the case of Out(Fn), neither the generating function nor the integral formula make it
clear what the asymptotic growth rate of χ(Out(Fn)) might be, or even whether it is
non-zero for all n. A non-zero, quickly growing Euler characteristic would indicate
the presence of a large amount of unstable homology.

7. IA automorphisms and the IA quotient of Outer space

At the beginning of this article we noted the existence of a natural map from Out(Fn)

onto GL(n, Z). The kernel of this map is called the subgroup of IA automorphisms
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because it consists of automorphisms which induce the identity on the abelianization
of Fn. It is clearly a natural object to study if one is trying to understand the relation
between Out(Fn) and GL(n, Z). Magnus found a finite generating set for IAn in
1934, and asked at the same time whether IAn was finitely presentable [26].

There is an interesting application of the non-vanishing of the rational Euler char-
acteristic of Out(Fn) to the study of IAn. If the homology of IAn were finitely
generated then the rational Euler characteristic of IAn would be defined, and the
short exact sequence

1 → IAn → Out(Fn) → GL(n, Z) → 1

would result in the equation χ(IAn)χ(Out(Fn)) = χ(GL(n, Z)). However, we know
that χ(GL(n, Z)) = 0 for n ≥ 3, while χ(Out(Fn)) is non-zero, at least for n even.
Thus we can conclude that the homology of IAn is not finitely generated in some
dimension.

If IAn was finitely presentable, that would imply that the second homology is
finitely generated. The argument in the previous paragraph shows that the homology
is not finitely generated in some dimension, but gives no definite conclusion about
dimension 2. McCool and Krstic finally answered Magnus’ question for n = 3 in
1997, by showing that IA3 is not finitely presentable [25]. Recently Bestvina, Bux
and Margalit have shown that the top-dimensional homology of IAn vanishes, while
the codimension one homology is infinitely generated. They prove this by using
Morse theory to study the topology of the quotient of Outer space by IAn, which is an
aspherical space with fundamental group IAn. This work implies the McCool–Krstic
result, since it says that H3(IA3) = 0 and H2(IA3) is infinitely generated, but still
leaves open the question of finite presentability for n ≥ 4.

8. Further reading

In this article I have focused on cohomological properties of automorphism groups of
free groups, but there are many other areas in which our knowledge of these groups is
rapidly expanding. These include, for example, the subgroup structure, metric theory
and rigidity properties. I wrote two other survey articles which address some of these
advances. The first paper [30] gives a more detailed introduction to Outer space and
related spaces and mentions other powerful techniques such as Bestvina–Handel’s
train tracks, as well as many applications to the study of Out(Fn) and Aut(Fn). It
also contains a fairly extensive bibliography and more thorough references for work
on automorphisms of free groups. The focus of the more recent paper [4], which is
joint with Martin Bridson, is a discussion of open problems in the field.
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Noncommutative counterparts of the Springer resolution

Roman Bezrukavnikov∗

Abstract. Springer resolution of the set of nilpotent elements in a semisimple Lie algebra
plays a central role in geometric representation theory. A new structure on this variety has
arisen in several representation theoretic constructions, such as the (local) geometric Langlands
duality and modular representation theory. It is also related to some algebro-geometric problems,
such as the derived equivalence conjecture and description of T. Bridgeland’s space of stability
conditions. The structure can be described as a noncommutative counterpart of the resolution,
or as a t-structure on the derived category of the resolution. The intriguing fact that the same
t-structure appears in these seemingly disparate subjects has strong technical consequences for
modular representation theory.

Mathematics Subject Classification (2000). Primary 17B50, 18F99, 20G05; Secondary 20G42,
22E67.

Keywords. Derived categories of sheaves and modules, modular Lie algebras, local geometric
Langlands duality.

1. Introduction

Springer resolution of the variety of nilpotent elements in a semi-simple Lie algebra
is ubiquitous in geometric representation theory. In this article we show that, besides
this well-known resolution of singularities, the variety of nilpotents, as well as some
other closely related varieties, admits a particular noncommutative resolution of sin-
gularities, which arises in different representation theoretic and algebro-geometric
constructions. Here by a noncommutative resolution of a singular variety Y we mean,
following, e.g., [11], a coherent sheaf of associative OY algebras satisfying certain
natural conditions, and defined up to a Morita equivalence.

The constructions are related to such subjects as: the (local) geometric Langlands
duality program and categorification of representation theory of affine Hecke algebras,
representation theory of modular Lie algebras and quantum enveloping algebras at
roots of unity, Bridgeland’s theory of stability conditions on triangulated categories,
and categorical McKay correspondence and generalizations.

Let G be a semi-simple adjoint algebraic group, g be its Lie algebra and N ⊂ g

be the variety of nilpotent elements. Let B be the variety of Borel subalgebras in g,
also known as the flag variety of G, and Ñ = T ∗(B) be the cotangent bundle to B.
The Springer resolution is the moment map π : Ñ → N .
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Our noncommutative resolution A of N comes with an equivalence between the
derived category D(A) of modules over A and the derived category D(Ñ ) of coherent
sheaves on Ñ . Thus A is determined uniquely up to Morita equivalence by the t-
structure on D(Ñ ) induced by the equivalence, i.e., by the image of the subcategory
of A modules in D(A) under the equivalence. We will call this t-structure the exotic
t-structure and objects of its heart exotic sheaves. Thus an exotic sheaf is a complex
of coherent sheaves on Ñ which corresponds to an A-module under the equivalence
D(A) ∼= D(Ñ ).

Closely related data first appeared in [2], which can be considered as a contribution
to a local version of the geometric Langlands duality program [8], [37], [34]. A
typical result of geometric Langlands duality is an equivalence between some derived
category of constructible sheaves on a variety related to LG bundles on a curve C and
derived category of coherent sheaves on a variety related to G local systems on C;
here G and LG are reductive groups, which are dual in the sense of Langlands. In
the local version of the theory the curve C is a punctured formal disc D. The role of
the moduli stack of LG bundles is played by a homogeneous space for the group LG,
where LG((t)) stands for the group of maps from D to LG (also known as the formal
loop group). An example of such a homogeneous space is the affine flag variety Fl
of LG. For an appropriate choice of the category of constructible sheaves, the variety
related to G local systems turns out to be Ñ , or rather the quotient stack Ñ /G of
Ñ by the natural action of G. An equivalence between the derived category of G-
equivariant coherent sheaves on Ñ and a certain triangulated category of constructible
sheaves on Fl is proved in [2]. The image of the subcategory of perverse sheaves on
Fl under this equivalence turns out to consist of equivariant exotic sheaves, which
are closely related to exotic sheaves (see Section 2.2 below).

Another construction leading to exotic sheaves is related to modular representation
theory.

In the second half of the 20th century various geometric methods for representation
theory of semi-simple Lie algebras over characteristic zero fields have been devel-
oped. One of the culminating points is the Localization Theorem [5], [30], motivated
by a conjecture by Kazhdan and Lusztig, which provides an equivalence between the
category of modules over a semi-simple Lie algebra g with a fixed (integral regular)
central character and the category of D-modules on the flag variety B. In the pa-
per [19], motivated by Lusztig’s extension [45] of Kazhdan–Lusztig conjectures to
the modular setting, we provide a similar result for semi-simple Lie algebras over
algebraically closed fields of positive characteristic. More precisely, we establish a
derived localization theorem, which is an equivalence between the derived category
of appropriately defined D-modules (called crystalline, or PD D-modules) on a flag
variety and the derived category of Lie algebra modules, where a part of the center,
the so-called Harish-Chandra center, acts by a fixed character.

Furthermore, in the case of positive characteristic there is a close relationship
between crystalline D-modules on a smooth variety X and coherent sheaves on the
cotangent space T ∗X [19], [48]. The algebra of crystalline differential operators has a
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huge center provided by invariant polynomials of the p-curvature of a D-module. This
allows one to view the differential operators as a sheaf of algebras on the cotangent
bundle. This algebra turns out to be anAzumaya algebra. In the case of the flag variety
this Azumaya algebra splits on the formal neighborhood of each Springer fiber. Thus
the derived localization theorem yields a full embedding from the category of finite
dimensional g-modules with a fixed (integral regular) action of the Harish-Chandra
center into the derived category of coherent sheaves on Ñ . It turns out that the image
of this embedding consists precisely of exotic sheaves with proper support. A similar
relation is expected between exotic sheaves over a field of characteristic zero and
representations of the quantum Kac–De Concini enveloping algebra at a root of unity
[32], and also with some class of L̂g modules at the critical level (cf. [4] and [35]

respectively); here L̂g stands for the affine Kac-Moody algebra corresponding to the
Langlands dual algebra Lg.

Thus exotic sheaves are related, on the one hand, to perverse sheaves on the
affine flag variety for the dual group, and on the other hand, to modular Lie algebra
representations. Comparison of these two connections allows one to apply the known
deep results about weights of Frobenius acting on Ext’s between irreducible perverse
sheaves to numerical questions about modular representations, thereby providing a
strategy for a proof of Lusztig’s conjectures from [45]. The conjectures relate the
classes of irreducible g-modules to elements of the canonical basis in the Borel–
Moore homology of a Springer fiber; thus our work provides a categorification of the
canonical bases in (co)homology of Springer fibers. See also Remark 2.21 for an
application to representations of quantum groups.

I also would like to point out some parallels between exotic sheaves and objects
arising in the work of algebraic geometers studying derived categories of coherent
sheaves on algebraic varieties. Exotic sheaves can be described in terms of a certain
action of the affine braid group Baff of LG on D(Ñ ). This description can be re-
formulated in terms of a map from the set of alcoves (connected components of the
complement to affine coroot hyperplanes in the dual space to the Cartan algebra of g

over R) to the set of t-structures on D(Ñ ). Similar data have been used by Bridgeland
in [25]–[27] to construct a component in the space of stability conditions [24], on the
derived categories of coherent sheaves on certain varieties. See also Examples 2.8,
2.9 below.

The appearance of the affine braid group, which can be interpreted as the fun-
damental group of the set of regular semisimple conjugacy classes in the dual group
LG(C), suggests a possibility that the structures described above admit a natural inter-
pretation via homological mirror duality, which would identify our derived category
of coherent sheaves with a certain Fukaya type category, where the action of the
affine braid group arises from monodromy of some family over the space of regular
semisimple conjugacy classes in LG(C).

Another connection to algebraic geometry is provided by [17] and [41]. As has
been noted above, the derived localization theorem can be interpreted as a construction
of a noncommutative resolution of the nilpotent cone N using crystalline differential
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operators in positive characteristic. It turns out that for more general resolutions of
singularities, which carry an algebraic symplectic form, a non-commutative resolution
can be constructed by a similar procedure. The construction involves quantizing
the algebraic symplectic variety in characteristic p, and relating modules over the
quantization to coherent sheaves. It has been carried out in [17] for crepant resolutions
of quotients V/�, where V is a vector space equipped with a symplectic form, and �

is a finite subgroup in Sp(V ); this yields a particular case of the so-called categorical
McKay correspondence. The particular case when � is the symmetric group on n

letters acting on V = (A2)n is related to representations of the rational Cherednik
algebra [16]. In Kaledin’s work [41] the construction is generalized to more general
symplectic resolutions of singularities.

In the remainder of the text we explain some of these contexts (in the order which
is roughly inverse to the above) in some detail.

This text is a mixture of an exposition of published results and announcement of
yet unpublished ones; statements for which no reference is provided, and which are
not well-known, are to appear in a future publication.

Notations and conventions. Throughout the text we work over an algebraically
closed field k; when a semi-simple group G is involved, we assume that the charac-
teristic of k is zero or exceeds the Coxeter number of G.

For an algebraic variety X we let OX denote the structure sheaf, and D(X) =
Db(CohX) be the bounded derived category of coherent sheaves on X. Given an
action of an algebraic group H on X we write CohH (X) for the category of H -
equivariant coherent sheaves; given a coherent sheaf of associative OX algebras we let
Coh(X, A) be the category of sheaves of coherent A modules; if A is H -equivariant
for an algebraic group H acting on X, we let CohH (X, A) be the category of H -
equivariant sheaves of coherent A-modules. We write D(X), DH(X), D(A), DH(A)

for the bounded derived category of Coh(X), CohH (X), Coh(X, A), CohH (X, A)

respectively, and K(X), KH(X), K(A), KH(A) for the corresponding Grothendieck
groups. In particular, there notations apply for an algebra A finite over the center of
finite type.

The functors of pull-back, push-forward etc. between categories of sheaves are
understood to be the derived functors.

Acknowledgements. I thank my coauthors S. Arkhipov, V. Ginzburg, D. Kaledin,
I. Mirković, V. Ostrik and D. Rumynin for their contribution to the joint results,
without which they would have never been accomplished. The project described
here was conceived during IAS Special Year in Representation Theory (98/99) led
by G. Lusztig. Most of the results have been obtained by unraveling the formulas in
Lusztig’s papers, thus they owe their existence to him. I have learned Lusztig’s results
and many other things from M. Finkelberg. I have also benefitted a lot from ideas of
I. Mirković and his generosity in sharing them. Conversation with many people were
very helpful, the incomplete list includes A. Beilinson, V. Drinfeld, D. Gaitsgory,
V. Ginzburg, V. Ostrik. I am very grateful to all these people. Finally, I thank
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M. Finkelberg, J. Humphreys, D. Kazhdan and I. Mirković for reading a preliminary
version of this text and making helpful comments and suggestions.

2. Noncommutative resolutions and braid group actions

2.1. Braid group actions and noncommutative Springer resolution. Though the
motivation for the study of our main object comes from applications to representation
theory, we first describe it in the language of algebraic geometry. We briefly recall
some ideas from [22], [23], [11].

Let Z be a singular algebraic variety. We refer, e.g., to [11] for the notion of a
crepant resolution; it is easy to see that resolutions π , π̃ described above are crepant.

By a noncommutative resolution [11]1 one means a coherent torsion free sheaf A

of associative OZ algebras, which is generically a sheaf of matrix algebras and has fi-
nite homological dimension. There exists also a notion of a noncommutative crepant
resolution, see [11]. It has been conjectured in loc. cit. that any two crepant res-
olutions, commutative or not, are derived equivalent, in particular, for any crepant
resolution X → Z and any noncommutative resolution A of Y we have an equiva-
lence D(X) ∼= D(A).

2.1.1. The set-up. The notations G, g, B, π : Ñ → N have been defined in the
Introduction. Recall that Ñ = T ∗(B) parametrizes pairs (b, x), where b ∈ B is a
Borel subalgebra, and x is the element in the nilpotent radical of b. The Springer
map π : Ñ → N is given by π : (b, x) �→ x. It is embedded in the Grothendieck
simultaneous resolution π̃ : g̃ → g, where g̃ is the variety of pairs (b, x), b ∈ B,
x ∈ b, and π̃ : (b, x) �→ x. The variety g̃ is smooth, and the map π̃ is proper
and generically finite of degree |W |, where W is the Weyl group. It factors as the
composition of a resolution of singularities π̃ ′ : g̃ → g×h/W h and the finite projection
g ×h/W h → g; here h is the Cartan algebra of g. Let greg ⊂ g denote the subspace
of regular (not necessarily semi-simple) elements, and g̃ reg be the preimage of greg

in g̃; then π̃ ′ induces an isomorphism g̃ reg ∼= greg ×h/W h.
Much of the representation theory of G or g is in one way or another related to

the geometry of these spaces and maps.

2.1.2. Affine braid group action. For a characterization of our noncommutative
resolution we need to introduce some more notation.

Let � be the root lattice of G. For λ ∈ � we will write O(λ) for the corresponding
G-equivariant line bundle on B, and we set F (λ) = F ⊗OB O(λ) if F ∈ D(X) for
some X mapping to B.

Let W be the Weyl group, and set Waff = W � �. Then W , Waff are Coxeter
groups. Notice that Waff is the affine Weyl group of the Langlands dual group LG.

1The definition in loc. cit. is wider, we use a version convenient for our exposition.
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It was mentioned above that g̃ reg ∼= g ×h/W h; thus W acts on this space via its
action on the second factor. The formulas � 
 λ : F �→ F (λ), W 
 w : F �→
w∗(F ) are easily shown to define an action2 of Waff on the category of coherent
sheaves on g̃ reg.

The characterization of our “noncommutative Springer resolution” relies on the
possibility to extend this action to a weaker structure on the whole of g̃. To describe
this weaker structure recall that to each Coxeter group one can associate an Artin
braid group; let Baff denote the group corresponding to Waff . It admits a topological
interpretation, as the fundamental group of the space of regular semi-simple conjugacy
classes in the universal cover of the dual group LG(C). For w ∈ Waff consider the
minimal decomposition of w as a product of simple reflection, and take the product
of corresponding generators of Baff . This product is well known to be independent
of the choice of the decomposition of w, thus we get a map Waff → Baff which is a
one-sided inverse to the canonical surjection Baff → Waff . We denote this map by
w �→ w̃. The map is not a homomorphism, however, we have ũv = ũ · ṽ for any
u, v ∈ Waff such that �(uv) = �(u) + �(v), where �(w) denotes the length of the
minimal decomposition of w. Let B+

aff ⊂ Baff be the sub-monoid generated by w̃,
w ∈ Waff .

For a simple reflection sα ∈ W let Sα ⊂ g̃2 be the closure of the graph of sα
acting on g̃ reg. We let Sα denote the intersection of Sα with Ñ 2. Let prα

i : S → g̃,
prαi : S → Ñ , where i = 1, 2, be the projections.

Let �+ ⊂ � be the set of dominant weights in �.
For a scheme Y over g we set Ỹ = Ñ ×g Y , Ỹ = g̃ ×g Y .

Theorem 2.1. (a) There exists an (obviously unique) action of B ′
aff on D( g̃), D(Ñ )

such that for λ ∈ �+ ⊂ � ⊂ W ′
aff we have λ̃ : F �→ F (λ) and for a simple reflection

sα ∈ W we have s̃α : F �→ (prα
1 )∗(prα

2 )∗F (respectively, s̃α : F �→ (prα1 )∗(prα2 )∗F ).
(b) This action induces an action on D(Ỹ ), D(Ỹ ) for any scheme Y over g such

that Tor
Og

i (Og̃, OY ) = 0, respectively Tor
Og

i (OÑ , OY ) = 0, for i > 0.

Comment on the proof. The theorem can be deduced from material of either Section 3
or 4 below.

Remark 2.2. An example of Y satisfying the assumptions of the theorem is given
by a transversal slice to a nilpotent orbit. In particular, if Y is a transversal slice to a
subregular orbit, then Ñ ×g Y is well known to be the minimal resolution of a simple
surface singularity. The affine braid group action in this case coincides with the one
constructed by Bridgeland in [27].

Remark 2.3. The induced action of Baff on the Grothendieck group K(Ñ ) factors
through Waff . If one passes to the category of sheaves equivariant with respect to

2Throughout the paper by an action of a group on a category I mean a weak action, i.e., a homomorphism
to the group of isomorphism classes of autoequivalences. I believe that in all the examples in this text a finer
structure can be established, though I have not studied this question.
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the multiplicative group, acting by dilations in the fibers of the projection Ñ → B,
then the induced action factors through the affine Hecke algebra H , cf. discussion
after Theorem 4.2. Furthermore, this construction yields an action of H on the
Grothendieck group K(π−1(e)) for each e ∈ N ; these H modules are called the
standard H-modules. Thus the theorem provides a categorification of the standard
modules for the affine Hecke algebra.

The next result, which plays an important technical role in the proofs, is a categor-
ical counterpart of the quadratic relation in the affine Hecke algebra, see discussion
after Theorem 4.2.

Proposition 2.4. For every simple reflection sα ∈ Waff and every F ∈ D we have a
(canonical) isomorphism in the quotient category D/〈F 〉

s̃α(F ) ∼= s̃−1
α (F ) mod 〈F 〉.

Here 〈F 〉 denotes the full triangulated subcategory generated by F .

2.1.3. The t-structure and the noncommutative resolution. We will describe cer-
tain noncommutative resolutions A, A of N , g ×h/W h respectively, together with
equivalences D(A) ∼= D(Ñ ), D(A) ∼= D( g̃), and show how they appear in represen-
tation theory. Such data is uniquely determined by the t-structures on D(Ñ ), D( g̃),
which are the images of the tautological t-structures on D(A), D(A).

Definition 2.5. Let D be a triangulated category equipped with an action of Baff . A
t-structure (D<0, D≥0) on D will be called braid right exact if any b ∈ B+

aff sends
D<0 to D<0.

Theorem 2.6. (a) Let X be either Ỹ or Ỹ , where Y → g is as in Theorem 2.1.
The category D(X) admits a unique t-structure which is
(i) braid right exact, and
(ii) compatible with the standard t-structure on the derived category of vector

spaces under the functor of derived global sections R�.
(b)There exists a vector bundleEX onX, such that the functorF �→ R Hom(E , F )

is an equivalence between D(X) and D(AX), sending the t-structure described in (a)
to the tautological t-structure on D(AX); here AX = End(EX)op, where the upper
index denotes the opposite ring.

Moreover, there exists a vector bundle E = Ẽg on g̃, such that for any X we can
take EX to be the pull-back of E to X.

Remark 2.7. It is clear from the definitions that if X is smooth, then AX is a noncom-
mutative resolution of Y ×g N or Y ×h/W h. In particular, for Y = g we get A = AÑ ,
A = Ag̃, which are the promised noncommutative resolutions of N , g ×h/W h.

We will call the t-structures described in Theorem 2.6 the exotic t-structures, the
objects of their heart will be called exotic sheaves.
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Example 2.8. Let G = SL(2), thus Ñ is the total space of the line bundle O(−2)

on P1, and g̃ is the total space of the vector bundle OP1(−1) ⊕ OP1(−1). In this case
we can set E ∼= Og̃ ⊕ Og̃(1).

This t-structure onD( g̃) appeared in Bridgeland’s proof of the derived equivalence
conjecture for varieties of dimension three [28]. More precisely, for a flop of three-
folds X, X′ �→ Y Bridgeland constructs some noncommutative resolution of Y which
is derived equivalent to both X and X′. The simplest example of a three-fold flop is
as follows: X = X′ = g̃, Y = g ×h/W h and the two maps X, X′ → Y are π̃ ′ and
π̃ ′′ = ι � π̃ ′, where ι is an involution of g ×h/W h given by (x, h) �→ (x, −h). The
t-structure on D( g̃) given by Bridgeland’s construction applied to this flop turns out
to coincide with the t-structure provided by Theorem 2.6.

Example 2.9. Let Y be a transversal slice to the subregular orbit. Thus Y is isomorphic
to the quotient A2/� for some finite subgroup � ⊂ SL(2). The fiber product X =
Ñ ×g Y is the minimal resolution of Y . It is well known that there exists a natural
equivalence D(X) ∼= D�(A2). The exotic t-structure coincides with the one induced
from the tautological t-structure on D�(A2). Thus AX is Morita equivalent to the
smash product algebra � # O(A2). This t-structure appears also in [26].

2.1.4. Parabolic version. One can also consider the partial flag varieties P = G/P ,
where P ⊂ G is a parabolic subgroup; thus P parametrizes parabolic subalgebras p ⊂
g of a given type. There exist parabolic versions of the Grothendieck–Springer spaces:
g̃P = {p ∈ P , x ∈ p} and ÑP = T ∗(P ). We have a proper map πP : g̃ → g̃P ,
(gB, x) �→ (gP, x). Also, the projection G/B → G/P induces a closed embedding
ιP : B ×P ÑP ↪→ Ñ ; we let prPB denote the projection B ×P ÑP → ÑP .

The following result easily follows from the results of [20].

Theorem 2.10. (a) There exists a unique t-structure on D( g̃P ), whose heart contains
the image of exotic sheaves under the functor RπP∗ : D( g̃) → D( g̃P ).

(b) There exists a unique t-structure on D(ÑP ), such that for any object F in its
heart the object (ιP∗(prBP )∗F )(ρ) is an exotic sheaf.

One also has induced nice t-structures on D(Y ×g g̃P ), D(Y ×g ÑP ) for Y

satisfying a Tor vanishing condition; we omit the details to save space.

Example 2.11. Let G = SL(n + 1) and P = Pn. The heart of the t-structure on
ÑP = T ∗Pn has a projective generator

⊕n
i=0 OT ∗Pn(−i). The heart of the t-structure

on g̃Pn has a projective generator
⊕n

i=0 Og̃P (i).

2.1.5. Reformulation in terms of t-structure assigned to alcoves. A connected
component of the complement to the coroot hyperplanes Hα in the dual space to the
real Cartan algebra h∗

R is called an alcove; in particular, the fundamental alcove A0 is
the locus of points where all positive coroots take value between zero and one. Let Alc
be the set of alcoves. For A1, A2 ∈ Alc we will say that A1 lies above A2 if for any
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positive coroot α̌ and n ∈ Z, such that the affine hyperplane Hα̌,n = {λ | 〈α̌, λ〉 = n}
separates A1 and A2, A1 lies above Hα,n, while A2 lies below Hα,n, i.e. for μ ∈ A2,
λ ∈ A1 we have 〈α, μ〉 < n < 〈α, λ〉 .

Lemma 2.12. There exists a unique map Alc × Alc → Baff , (A1, A2) �→ bA1,A2 ,
such that

(i) bA2,A3bA1,A2 = bA1A3 for any A1, A2, A3 ∈ Alc;
(ii) bA1,A2 = w̃, provided that A2 lies above A1. Here w ∈ Waff is such that

w(A1) = A2.

The following result is equivalent to Theorem 2.6.

Theorem 2.13. Let X = Ỹ or Ỹ , where Y is as in Theorem 2.1. There exists a unique
collection of t-structures indexed by alcoves, (D

≤0
A (X), D>0

A (X)) such that:
(1) (Normalization) The derived global sections functor R� is t-exact with respect

to the t-structure corresponding to A0.
(2) (Compatibility with the braid action) The action of the element bA1,A2 sends

the t-structure corresponding to A1 to the t-structure corresponding to A2.
(3) (Monotonicity) If A1 lies above A2, then D>0

A1
(X) ⊃ D>0

A2
(X).

Remark 2.14. The exotic t-structure described in Theorem 2.6 is the one attached to
the fundamental alcove A0 by the construction of Theorem 2.13.

Remark 2.15. The data described in Theorem 2.13 resemble the ones obtained by
Bridgeland in the course of description of the manifold of stability conditions on some
derived categories of coherent sheaves. To enhance this point we mention a positivity
property of the t-structure (D

≤0
A (X), D>0

A (X)); such properties play a role in the
definition of stability conditions [24].

It is easy to show that each of the above t-structures induces a t-structure on the full
subcategory Df (X) ⊂ D(X) consisting of complexes whose cohomology sheaves
have proper support. Let AA = D

≤0
A (X) ∩ D

≥0
A (X) be the heart of the t-structure,

and set A
f
A = AA ∩ Df (X). It is easy to show that A

f
A consists of objects of finite

length in AA.
Assume that k = C and X is smooth. Recall that for a smooth complex variety X

we have the Chern character map K(Df (X)) → HBM∗ (X), where HBM∗ stands for
the Borel–Moore homology of the corresponding complex variety endowed with the
classical topology. We have a perfect pairing between cohomology and Borel–Moore
homology.

We have a well-known identification h∗ = H 2(B).

Proposition 2.16. For A ∈ Alc, F ∈ A
f
A, F �= 0 and x ∈ A ⊂ h∗

R ⊂ H 2(B) we
have

〈ch(F ), pr∗(exp(x))〉 > 0,

where exp(x) = 1+x + x2

2 +· · ·+ xdim B

(dim B)! , and pr stands for the projection X → B.
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Finally, we describe compatibility of our t-structures with duality.
Let S denote the Grothendieck–Serre duality functor.

Proposition 2.17. S sends A
f
A to A

f
−A, where −A denotes the alcove opposite to A.

2.2. Equivariant category and mutations of exceptional sets. The categories
D(Ñ ), D( g̃) have equivariant versions DG(Ñ ), DG( g̃). It turns out that these
equivariant categories carry t-structures which are, on the one hand, closely related
to the above t-structures on non-equivariant categories, and, on the other hand, admit
a direct description in terms of generating exceptional sets in a triangulated category.

Until the end of 2.3.2 we assume that char(k) = 0.

2.2.1. Exceptional sets and mutations. Recall that an ordered set of objects
∇ = {∇i , i ∈ I } in a triangulated category is called exceptional if we have
Hom•(∇i , ∇j ) = 0 for i < j ; Homn(∇i , ∇i ) = 0 for n �= 0, and End(∇i ) = k.
A set � = {�i, i ∈ I } of objects is called dual to ∇ if Hom•(�i, ∇i ) = k, and
Hom•(�i, ∇j ) = 0 for i �= j ; it is exceptional provided ∇ is, where the order on
� is defined to be opposite to that on ∇. Let ∇, � be two dual exceptional sets
which generate a triangulated category D; assume that {j | j ≤ i} is finite for every
i ∈ I . Then there exists a unique t-structure (D≥0, D<0) on D, such that ∇ ⊂ D≥0;
� ⊂ D≤0. This construction is closely related to the definition of a perverse sheaf,
see [14] for details.

Let (I, �) be an ordered set, and ∇i ∈ D, i ∈ I be an exceptional set. Let ≤ be
another order on I ; we assume that {j | j ≤ i} is finite for every i ∈ I . We let D≤i

be the full triangulated subcategory generated by ∇j , j ≤ i, and similarly for D<i .
Then for i ∈ I there exists a unique (up to a unique isomorphism) object ∇i

mut such
that ∇i

mut ∈ D≤i ∩ D⊥
<i , and ∇i

mut
∼= ∇i mod D<i (see e.g. [14]). The objects ∇i

mut
form an exceptional set indexed by (I, ≤).

We will say that the exceptional set (∇i
mut) is the ≤ mutation of (∇i ). This

construction is related, cf. [14], to the action of the braid group on the set of exceptional
sets in a given triangulated category constructed in [21], this action is also called the
action by mutations.

2.2.2. Exceptional sets in DG( ˜N ). Recall the standard partial order � on the set
� of weights of G, which is given by: λ � μ if μ − λ is a sum of positive roots.
Then line bundles OÑ (λ) generate DG(Ñ ), and we have Hom•(O(λ), O(μ)) = 0
unless μ � λ and Hom•(O(λ), O(λ)) = k [14]. Thus for any complete order on �

compatible with the partial order �, the set of objects O(λ) indexed by � with this
order is an exceptional set generating DG(Ñ ).

We now introduce another partial ordering ≤ on �. To this end, recall the 2-sided
Bruhat partial order on the affine Weyl group Waff . For λ ∈ � let wλ be the minimal
length representative of the coset Wλ ⊂ Waff . We set μ ≤ λ if wμ precedes wλ in
the Bruhat order.
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We fix a complete order ≤compl on � compatible with ≤; we assume that
{μ | μ ≤compl λ} is finite for any λ. We define the exceptional set ∇λ to be the
≤compl mutation of the set O(λ). It follows from the above that ∇λ is an excep-
tional set generating DG(Ñ ). We define the equivariant exotic t-structure to be the
t-structure of the exceptional set ∇λ, the objects in the heart will be called equivariant
exotic sheaves.

We now state compatibility between exotic and equivariant exotic t-structures.
Roughly speaking, over an orbit in N of codimension 2d they differ by a shift by d. To
state this property more precisely, we need to recall the perverse coherent t-structure
[13]. Let H be an algebraic group (assumed for simplicity of statements connected)
acting on an algebraic variety X. Let p be a function, called the perversity function,
from the set of H -invariant points of the scheme X to Z. We assume that p is strictly
monotone and comonotone, i.e. for points x, y, such that x lies in the closure of y we
have p(y) < p(x) < p(y) + dim(y) − dim(x). Then one can define the perverse
t-structure on DH(X), which shares some properties with perverse t-structure on the
derived category of constructible sheaves [7]. For example, each perverse coherent
sheaf (i.e., object in the heart of the t-structure) has finite length, and irreducible
objects are in bijection with pairs (O, L), where O ⊂ X is an H -orbit, and L is an
irreducible H -equivariant vector bundle on O. In particular, if the action is such that
all orbits have even dimension, then the perversity function p(x) = co dim x

2 , called
the middle perversity, is strictly monotone and comonotone. It is well-known that
the adjoint action of a semi-simple group G on the nil-cone N has even dimensional
orbits.

This construction works also for the category DH(A), where A is a coherent sheaf
of associative OX algebras equivariant under H .

Proposition 2.18. There exists a G-equivariant vector bundle E on Ñ , such that E ,
with the G-equivariant structure forgotten, is a projective generator for the heart of
the exotic t-structure.

We have an equivalence F �→ R Hom(E , F ) between DG(Ñ ) and DG(A), where
A = End(E)op. Under this equivalence the equivariant exotic t-structure corresponds
to the perverse coherent t-structure of the middle perversity.

2.3. Grading on exotic sheaves and canonical bases

2.3.1. Graded equivariant category and positivity by Frobenius weights. We
proceed to state a deep property of exotic sheaves related to an additional grading on
the Ext spaces between them. Recall the current assumption that char(k) = 0.

Consider the category DG×Gm(Ñ ), where Gm acts on Ñ by t : x �→ t2x. For
d ∈ Z let F �→ F (d) denote twisting by the d-th power of the tautological character
of Gm. We refer to [14] for an elementary description of a canonical lifting �̃λ, ∇̃λ of
�λ, ∇λ to DG×Gm . This also fixes a lifting L̃ of each irreducible equivariant exotic
sheaf L to DG×Gm .
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Theorem 2.19. For irreducible exotic equivariant sheaves L1, L2 we have

Exti (L̃1, L̃2(d)) = 0

for d ≤ 0 and all i.

Remark 2.20. The theorem follows from results of [12] on relation between exotic
sheaves and perverse sheaves on the affine flag manifold of the dual group, see also
Proposition 4.5 below. They allow to deduce the theorem from Gabber’s Theorem [7]
on positivity of weights of Frobenius action on Ext’s between pure perverse sheaves
of the same weight. Thus it is the least elementary of the results mentioned so far in
this text.

The motivation for the theorem is its consequence below, which shows (in most
cases) that classes of exotic sheaves form a canonical basis in the Grothendieck
group. This is parallel to the proof of the Kazhdan–Lusztig conjecture: according to
Soergel, cf. [50], the latter is equivalent to the statement that for a certain explicitly
defined graded version of Bernstein–Gel’fand–Gel’fand category O the grading on
Ext1 between irreducible objects has vanishing components of non-positive degrees.
The only known way to prove this vanishing is to identify category O with a category
of perverse sheaves or Hodge D-modules, and use deep information about purity of
Frobenius or Hodge weights.

Remark 2.21. Another application of Theorem 2.19 is explained in [14]. Together
with the Koszul duality formalism of [9] it allows one to show that equivariant exotic
sheaves control cohomology of quantum groups at a root of unity with coefficients in
a tilting module.

2.3.2. Non-equivariant graded category and canonical bases. We fix X = Ñ .
Recall the category Af = A

f
A0

⊂ A of exotic sheaves of finite length. It is easy

to see that Af = ⊕
e∈N Ae, where Ae = A ∩ De, and De ⊂ D(Ñ ) is the full

subcategory of complexes whose cohomology sheaves are set-theoretically supported
on Be = π−1(e). We have K(Ae) ∼= K(Be). Furthermore, the Chern character map
provides an isomorphism K(Be)F ∼= HBM∗ (Be)F , where F denotes a coefficient
field of characteristic zero (C or Ql), see, e.g, [19].

The classes of irreducible objects form a basis in K(Ae). We proceed to explain
the properties of the category, which are needed to relate this basis to the canonical
bases in HBM∗ (Be). The definition of the latter is due to Lusztig [45], and follows
the example of Kashiwara’s characterization of crystal bases [42]. More precisely,
Lusztig suggested a way to characterize a basis in HBM∗ (Be), and conjectured that a
basis satisfying his axioms exists; he showed that it is then unique (up to a sign). We
will not recall Lusztig’s characterization in detail; instead we describe its structure
and explain the properties of exotic sheaves, which imply (modulo a technicality,
which is easy to check in many cases) that Lusztig’s axioms are satisfied by the basis
of irreducible exotic sheaves.
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One can find a homomorphism ϕ : SL(2) → G, such that dϕ sends the standard
upper triangular generator of sl(2) to e. Then we get an action aϕ of the multiplicative
group Gm on g given aϕ(t) : x �→ t2 · ad(ϕ(diag(t−1, t)))x. This action fixes e.

We let D
Gm
e ⊂ DGm(Ñ ) be the full subcategory of complexes, which are set

theoretically supported on π−1(e). Twisting by the tautological character of Gm

defines an auto-equivalence of this category, which we denote by F �→ F (1). The
exotic t-structure is inherited by the Gm-equivariant category; we let A

gr
e denote the

heart of the latter. It is easy to see that the forgetful functor D
Gm
e → De sends

Irr(Agr
e ) to Irr(Ae), where Irr stands for the set of isomorphism classes of irreducible

objects. This gives a bijection Irr(Agr
e )/Z ∼= Irr(Ae), where Z acts on Irr(Agr

e )

by F �→ F (n). We also have K(A
gr
e ) ∼= KGm(Be) ∼= K(Be)[v, v−1], where

multiplication by v corresponds to twisting by the tautological character of Gm.
The canonical basis in K(Be)[v, v−1] is characterized (up to a sign) by two prop-

erties: invariance under an involution and asymptotic orthogonality [45]. These are
reflected, respectively, in categorical properties (i) and (ii) in the next theorem.

Notice that the action of Baff on De is inherited by D
Gm
e . Recall that S is the

Grothendieck–Serre duality.
In view of Theorem 2.13 and Proposition 2.17, the contravariant auto-equivalence

w̃0 � S is t-exact with respect to the t-structure corresponding to the fundamental
alcove A0, hence it permutes irreducible objects of AA0 ; here w0 ∈ W is the long
element.

Theorem 2.22. There exists a canonical section of the map Irr(Agr
e ) → Irr(Ae),

L �→ L̃, such that
(i) The image of the section is invariant under every automorphism of G which is

identity on the image of ϕe, and also under w̃0 � S.
(ii) Ext1

A
gr
e

(L̃1, L̃2(i)) = 0 for i ≤ 0 and any L1, L2 ∈ Irr(Ae); here A
gr
e ⊂ Ae

is the full subcategory of objects where the ideal of the point e in O(g) acts by zero.

Comments on the proof. The theorem can be deduced formally from Theorem 2.19
and Proposition 2.18. Thus its proof relies on ideas of geometric Langlands duality
used in [2], and on Gabber’s Theorem (see comments after Theorem 2.19).

Corollary 2.23. Suppose that the involution β̃ defined in [45], §5.11 induces identity
on the specialization at q = 1. Then Conjecture 5.12 of loc. cit., except, possibly,
5.12 (g), holds; moreover, the signed basis B±

Be
, whose existence is conjectured in loc.

cit., is formed by the classes of the objects L̃, where L runs over irreducible objects
in Ae.

Remark 2.24. The assumptions of the corollary are easy to check in many cases,
e.g., if the nilpotent element e is regular in a Levi subalgebra.

Remark 2.25. In fact, in [45] Lusztig works with sheaves which are also equivariant
under a maximal torus in the centralizer of e. We omit this version here to simplify
notations, treating this set-up does not involve new ideas.
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Remark 2.26. Validity of Conjecture 5.12 (g) of [45] is related to the following
question. Let Y ⊂ g be a (Slodowy) transversal slice to a G orbit in N , and X =
Ñ ×g Y . Let AX be as in Theorem 2.6. One can show that A can be endowed with
a natural grading; moreover, Theorem 2.22 is equivalent to the fact that this grading
can be chosen so that the graded components of negative degree vanish, while the
component of degree zero is semi-simple. The question is whether the resulting
graded algebra is Koszul. If e is subregular, then the positive answer is easy to prove.

2.3.3. Independence of the (large) prime. It is not hard to show that (co)homology
of the Springer fiber is independent of the ground field k, i.e. we have canonical
isomorphisms HBM• (Bk

e ) ∼= HBM• (BC
e ), where the upper index denotes the ground

field, and HBM• stands for l-adic Borel–Moore homology, l �= char(k).
The definition of the exotic t-structure is not specific to a particular ground field.

This allows one to prove the following.

Proposition 2.27. For all but finitely many prime numbers p the following is true.
The classes in HBM• (Bk

e ) = HBM• (BC
e ) of irreducible exotic sheaves over k of char-

acteristic p coincide with the classes of irreducible exotic sheaves over C.

3. D-modules in positive characteristic and localization theorem

3.1. Generalities on crystalline D-modules in positive characteristic

3.1.1. Definition and description of the center. Let X be a smooth variety over the
field k.

The sheaf D = DX of crystalline differential operators (or differential operators
without divided powers, or PD differential operators) on X is defined as the enveloping
of the tangent Lie algebroid, i.e., for an affine open U ⊂ X the algebra D(U) contains
the subalgebra O of functions, has an O-submodule identified with the Lie algebra of
vector fields Vect(U) on U , and these subspaces generate D(U) subject to relations
ξ1ξ2 − ξ2ξ1 = [ξ1, ξ2] ∈ Vect(U) for ξ1, ξ2 ∈ Vect(U), and ξ · f − f · ξ = ξ(f ) for
ξ ∈ Vect(U) and f ∈ O(U).

If char(k) = 0, then DX is the familiar sheaf of differential operators. From now
on assume that k is of characteristic p > 0. Then DX shares some features with the
characteristic zero case; for example, DX carries an increasing filtration “by order of
a differential operator”, and the associated graded gr(DX) ∼= OT ∗X canonically. On
the other hand, some phenomena are special to the characteristic p setting. We have an
action map DX → End(OX), which is not injective, unlike in the case of characteristic
zero. For example, if X = A1 = Spec(k[x]), the section ∂

p
x �= 0 of DX acts by zero

on O. Also, DX has a huge center; for example, if X = An = Spec(k[x1, . . . , xn]),
then x

p
i and ∂

p
xi

are readily seen to generate the center Z(DAn) freely. More generally,
for any X the center Z(DX) is freely generated by elements of the form f p, f ∈ OX
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and ξp − ξ [p], ξ ∈ VectX, where ξ [p] is the restricted power of the vector field ξ ; it
is characterized by Lieξ [p](f ) = Liep

ξ (f ) for f ∈ OX, where Lie stands for the Lie
derivative. The center Z(DX) is canonically isomorphic to the sheaf of rings OT ∗X(1)

where the super-index (1) stands for Frobenius twist.3 Thus DX can be considered
as a quasi-coherent sheaf of algebras on T ∗X(1).

3.1.2. Azumaya property. Recall that an Azumaya algebra on a scheme X is a
locally free sheaf A of associative OX algebras, such that the fiber of A at every
geometric point is isomorphic to a matrix algebra. The following fundamental obser-
vation is due to Mirković and Rumynin, though a weak form of it can be traced to an
earlier work [40].

Theorem 3.1 ([19]). DX is an Azumaya algebra of rank p2 dim(X) on T ∗X(1).

See [48], [10] for generalizations and applications.
Recall that two Azumaya algebras A, A′ are called equivalent (we then write

A ∼ A′) if they are Morita equivalent, i.e. if there exists a coherent locally projective
sheaf M of A − A′ bimodules, such that A′ ∼−→ End(M)op; we will then say that
M provides an equivalence between A and A′. In particular, an Azumaya algebra
A is split if A ∼ OX; this happens iff A ∼= End(E) for a vector bundle E . For two
equivalent Azumaya algebras A, A′ we have an equivalence of categories of modules
Coh(X, A) ∼= Coh(X, A′), depending on the choice of a bimodule providing the
equivalence between A and A′; in particular, for a split Azumaya algebra we have
Coh(X, A) ∼= Coh(X).

For a smooth variety X over a positive characteristic field, the Azumaya algebra
DX is not split unless dim(X) = 0. However, it is split on the zero section, see [48]
for more information.

We will also need a twisted version of differential operators. If L is a line bundle
on X, then one can consider the sheaf DL = DL

X of differential operators in L. A
similar argument shows that this is also an Azumaya algebra over T ∗X(1); moreover,
we have a canonical equivalence

DX ∼ DL
X, (1)

given by the bimodule DX ⊗O(X) L−1.

Remark 3.2. Notice that if L = L
p
0 = Fr∗(L0) for some line bundle L0, then we

have a canonical isomorphism DL
X

∼= DX; however, the above equivalence DL
X

∼=
DX is not identity, but rather tensor product over the ring O

p
X = OX(1) with the line

bundle L0
(1).

3Recall that Frobenius twist of a variety X over a perfect field k is defined to be isomorphic to X as an abstract
scheme, with the k-linear structure twisted by Frobenius. Not only X ∼= X(1) as abstract schemes, but also
X ∼= X(1) as k-schemes, provided that X is defined over Fp . For this reason we will sometimes identify X with
X(1) and omit Frobenius twist from notation.
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3.2. Crystalline operators on B. We now consider X = B. We abbreviate
DO(λ)

B = Dλ.

3.2.1. Splitting the Azumaya algebra. It was mentioned above that DB splits on
the zero section. In fact, we have the following stronger statement.

Theorem 3.3. (a) There exists an Azumaya algebra A on N (1), such that D−ρ ∼=
π∗(A).

(b) For anyλwe have an equivalence of Azumaya algebras onN (1) : Dλ ∼ π∗(A).
(c) Dλ(B) is split on the formal neighborhood of every fiber of π .

Sketch of proof. (a) reduces to irreducibility of baby Verma modules with highest
weight −ρ, which follows from [29]. It implies, moreover, that the statement holds for
A being the quotient of the enveloping algebra U(g) by the central ideal corresponding
to −ρ. (b) follows from (a) in view of the equivalence (1). Finally, (c) follows from
(b), since every Azumaya algebra over a complete local ring with an algebraically
closed residue field splits. �

Let Dλ-modf ⊂ Coh(Ñ (1), Dλ) the full subcategory of sheaves, whose support
(which is a subvariety in Ñ (1)) is proper. Let Cohf (Ñ ) ⊂ Coh(Ñ ) be the full
subcategory of sheaves with proper support.

Corollary 3.4. For every λ ∈ � we have an equivalence Dλ-modf ∼= Cohf (Ñ ).

Proof. Since the target of π is affine, a subscheme Z in Ñ (1) is proper iff it lies in
a finite union of nilpotent neighborhoods of Springer fibers. Thus the claim follows
from Theorem 3.3(b). �

For each λ ∈ � and e ∈ N we fix the splitting bundle Eλ
e for Dλ on the formal

neighborhood of π−1(e) as follows. For λ = −ρ we let Eλ
e be the pull-back under π

of a splitting bundle for the Azumaya algebra A on the formal neighborhood of e in
N (1). For a general λ we get Eλ from E−ρ by applying the canonical equivalence (1)
between D−ρ and Dλ; thus Eλ = E−ρ ⊗OB O(λ + ρ).

We let Fλ denote the resulting equivalence between Dλ-modf and Cohf (Ñ ).
Notice that for λ′ = λ + pμ the sheaves of algebras Dλ and Dλ′

are canonically
identified; however, the equivalences Fλ and Fλ′ are different, cf. Remark 3.2.

3.2.2. Derived localization in positive characteristic. Let U = U(g) be the en-
veloping algebra.

Assume first that char(k) = 0. Recall the famous Localization Theorem [5],
[30], which provides an equivalence Uλ-mod ∼= Dλ-mod(B), where λ is a dominant
integral weight, Dλ-mod denotes the corresponding twisted D-modules category, and
Uλ-mod is the category of g-modules with central character corresponding to λ. For
two integral weights λ, μ the categories Dμ-mod and Dλ-mod can be identified by
means of the equivalence T λ

μ : F �→ F ⊗ O(λ − μ). If λ, μ are dominant, then
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the global sections functors intertwine this equivalence with the translation functor,
which provides an equivalence Uλ-mod ∼= Uμ-mod.

Assume now that μ is integral regular, thus μ = w(λ + ρ) − ρ for some
dominant integral λ, w ∈ W . Then the functor of global sections on Dμ-mod
is no longer exact; however, it follows from [6] that the derived functor R� =
R�μ : Db(Dμ-mod) → Db(Uλ-mod) is still an equivalence. The triangle formed
by the three equivalences R�μ, T λ

μ , R�λ does not commute. Thus we get an auto-

equivalence Rw of Db(Dλ-mod), Rw = R�−1
λ �R�μ �T

μ
λ . In [6] it is shown that Rw

can be described by an explicit correspondence, which makes it natural to call Rw the
Radon transform, or the intertwining functor. Moreover, the assignment w̃ �→ Rw

extends to an action of the Artin braid group B attached to G on Db(Uλ-mod).
A part of this picture can be generalized to characteristic p.
The obvious characteristic p analogue of the above equivalence of abelian cate-

gories does not hold for any integral λ. Indeed, it is well known that for any coherent
sheaf F on the (Frobenius twist of) a smooth variety the sheaf Fr∗(F ) carries a flat
connection; in particular, so does the sheaf Fr∗(L) = L⊗p, where L is a line bundle.
Thus for F ∈ Dλ-mod we have F ⊗ Lp ∈ Dλ-mod. If L is anti-ample and the
support of F is projective of positive dimension, then some of the higher derived
functors Ri�(F ⊗ Ldp) �= 0 for large d.

However, we do have an analogue of the “derived” localization theorem. From
now on assume that char(k) = p > 0.

The center Z of U contains the subalgebra ZHC = UG ∼= Sym(h)W , which we
call the Harish-Chandra center. We have a natural map �/p� → h∗/W , λ �→ dλ

mod W . Thus every λ ∈ � defines a maximal ideal of ZHC. We let Uλ = U ⊗ZHC k

denote the corresponding central reduction. Notice that the set of weights μ ∈ �,
such that the quotients Uλ and Uμ of U coincide, is precisely the Waff -orbit of λ with
respect to the action w • λ = p w

(
λ+ρ
p

) − ρ. We will say that λ ∈ � is p-regular if
the stabilizer in W of λ + p� ∈ �/p� is trivial.

We also have another central subalgebra ZFr ⊂ U , called the Frobenius center. It
is generated by expressions of the form xp − x[p], x ∈ g, where the restricted power
map x �→ x[p] is characterized by ad(x[p]) = ad(x)p. Thus maximal ideals of ZFr
are in bijection with points of g∗ ∼= g.

Let Uλ-mod denote the category of finitely generated Uλ-modules, and let
Uλ-modf ⊂ Uλ-mod be the full subcategory of finite length modules.

For a pair λ ∈ �, e ∈ g∗ let Uλ
ê

-mod be the category of finitely generated Uλ-
modules, which are killed by some power of the maximal ideal of e in ZFr. This
category is zero unless e ∈ N . We also have Uλ-modf = ⊕

e∈N Uλ
ê

-mod.
Let Dλ

ê
-mod ⊂ Dλ-mod be the full subcategory of objects which are supported

on a nilpotent neighborhood of π−1(e); here we think of Dλ modules as sheaves on
Ñ (1) with an additional structure.

Theorem 3.5 ([19]). (a) We have a natural isomorphism �(Dλ) ∼= Uλ for every
λ ∈ �.
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(b) If λ ∈ � is p-regular, then the derived global sections functor provides an
equivalence R�λ : D(Dλ)

∼−→D(Uλ). It restricts to equivalences Db(Dλ-modf ) ∼=
Db(Uλ-modf ), Db(Dλ

ê
-mod) ∼= Db(Uλ

ê
-mod).

Remark 3.6. This theorem has several versions and generalization. One can work
with the more general categories of twisted D-modules, thereby obtaining a category
of modules over an Azumaya algebra on the formal neighborhood of Ñ in g̃, or more
general subschemes or formal completions of g̃. For singular weights λ there is a
version of the theorem that relates derived categories of modules to sheaves on (the
neighborhoods of) parabolic Springer fibers [20]. Another construction works with
differential operators on a partial flag variety G/P for a parabolic subgroup P ⊂ G,
loc. cit., cf. also subSection 2.1.4 above.

For a scheme Y mapping to g and satisfying the Tor vanishing conditions of
Theorem 2.1 we have an equivalence between the derived category of modules over
Azumaya algebras on Ỹ , Ỹ obtained as pull-back of the algebra of (twisted) differential
operators and derived category of modules over the algebra of global sections.

If Y is a transversal slice to a nilpotent orbit, then the algebra of global sections of
the Azumaya algebra on Ỹ is probably related to Premet’s quantization of Slodowy
slices and generalized Whittaker D-modules, see [49], [38].

There exists a generalization of this result for Y not satisfying the Tor vanishing
condition. It involves coherent sheaves on the differential graded scheme, which is the
derived fiber product of Y and g̃ over g. The particular case Y = {0} is closely related
to the description of the derived category of the principal block in representations of
a quantum group at a root of unity provided by [3].

Proposition 3.7. (a) A weight λ ∈ � is p-regular iff λ+ρ
p

lies in some alcove.

(b) The t-structure on D0-mod induced by the equivalence R�λ � T λ
0 for a p-

regular λ depends only on the alcove of λ+ρ
p

(see the beginning of Section 3.2.2 for
notation).

Thus we get a collection of t-structure on D0-mod indexed by alcoves; we denote
the t-structure attached to A ∈ Alc by D<0

A (D), D
≥0
A (D). The following properties

of the collection follow from [19], [20].

Theorem 3.8. (a) Let A1, A2 be two alcoves. If A1 lies above A2, then D>0
A1

(D) ⊃
D>0

A2
(D).

(b) There exists an action of Baff on D(D), such that the following holds. Let
λ ∈ �, λ+ρ

p
= w

(
ρ
p

)
for w ∈ Waff , and let A be the alcove of λ+ρ

p
. Then R�λ

∼=
R�0 � bA0,A1 . Thus bA0,A1 sends the t-structure D<0

A0
(D), D≥0

A0
(D) to the t-structure

D<0
A (D), D

≥0
A (D).

(c) The restriction of the Baff action to Db(Dλ − modf ) ∼= Db(Cohf (Ñ )) coin-
cides with the restriction of the action from Theorem 2.1.
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(d) The derived global sections functor R� on Db(Cohf (Ñ )) is t-exact with
respect to the t-structure induced from (D<0

A0
(D), D

≥0
A0

(D)) via the equivalence F0
(see the end of Section 3.2.1 for notation).

Corollary 3.9. The t-structure on Cohf (Ñ ) induced by the exotic t-structure coin-
cides with the one induced from (D<0

A0
(D), D

≥0
A0

(D)) via the equivalence F0 (see the
end of 3.2.1).

In particular, we have a Morita equivalence Ae ∼ U -modλ
ê

for every p-regular
λ ∈ �.

The corollary follows by comparing Theorem 3.8 with Theorem 2.13.

Corollary 3.10. (a) Let Uλ
e denote the specialization of the enveloping algebra U(g)

at the central character corresponding to e ∈ N and a regular integral weight λ.
Then we have a canonical isomorphism K(Uλ

e )F ∼= HBM• (Be)F , where F is a field
of characteristic zero.

(b) The image of the set of classes of irreducible modules under this isomorphism
is independent of the base field k, except for a finite number of values of the charac-
teristic.

Part (a) of the corollary follows directly from Theorem 3.5 (cf. the discussion
preceding Proposition 2.16), while part (b) follows from Corollary 3.9 and Proposi-
tion 2.27.

Remark 3.11. For e = 0 part (a) of the proposition is standard, and part (b) can be
deduced from [1]. Our method uses the principal tool of [1], namely, the reflection
functors, in the disguise of the braid group action; geometry of the Springer map is
the new ingredient.

In fact, we have the following stronger, though more difficult statement. We will
say that a basis in HBM• (Be) is canonical if it is the image of a basis in the equivariant
Grothendieck group KGm(Be), satisfying Lusztig’s axioms [45], under forgetting the
equivariance composed with the Chern character map. According to a result of [45]
such a basis is unique up to multiplication of some of its elements by −1, if it exists.

Corollary 3.12. Enforce the assumption of Corollary 2.23. Then for almost all p =
char(k) the isomorphism K0(U -mod0

e)F
∼= HBM∗ (Be)F of Corollary 3.10 (a) sends

classes of irreducible objects to elements of a canonical basis. Thus Conjecture 17.2
of [45] holds in this case.

This corollary is immediate from Corollary 2.23 together with Theorem 3.8(d).
Thus its proof, unlike the proof of Corollary 3.10, relies on Gabber’s Theorem [7] and
ideas of local geometric Langlands duality, on which the results of [2] are based.

Remark 3.13. For large p the particular case e = 0 of the Conjecture 17.2 of [45] is
well known to imply the previous Lusztig conjectures [46], which describe characters
of algebraic groups in finite characteristics. Lusztig’s program for a proof of these
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conjectures for indefinitely large p has been carried out by several authors. An
alternative proof is given in [3].

None of the available methods gives a proof of the conjectures for some particular
fixed value of p.

Notice that the strategy of proof of this conjecture (for indefinitely large p) outlined
above does not use quantum groups.

4. Perverse sheaves on affine flags of the dual group (local geometric
Langlands)

4.1. Generalities on geometric Langlands duality. Recall that LG is the group
dual to G in the sense of Langlands. Several good surveys of geometric Langlands
duality program has appeared recently [33], [34], [37], so I will only briefly recall the
set-up.

The geometric Langlands duality is a categorification of the classical Langlands
duality for function fields. The latter seeks to attach an automorphic form to a homo-
morphism from a version of the Galois group to LG. In other words, the problem is
to provide a spectral decomposition for Hecke operators acting in the space of auto-
morphic functions, and relate the space of spectral parameters to homomorphisms of
the Galois group to the dual group. As was probably first observed by A. Weil, in the
case of a function field the automorphic space in question is the set of isomorphism
classes of G-bundles, possibly with an additional level structure, on an algebraic curve
over Fq . Thus it is the set of Fq points of the corresponding moduli space (stack).

Passage to the geometric duality theory is based on the following variation of
Grothendieck’s sheaf-function correspondence principle. The variation says that for
an algebraic variety (or stack) over Fq a natural categorification of the space of func-
tions on the set X(Fq) is the derived category of l-adic sheaves on X. Thus the
objective of the geometric duality theory is a spectral decomposition of the derived
category of l-adic sheaves on a moduli space of G-bundles, where the space of spectral
parameters is identified with the space of LG local systems. It is a non-trivial, and
not completely solved, problem to assign a formal meaning to the previous sentence;
however, in some cases it amounts to an equivalence between the l-adic derived cat-
egory of the moduli stack and the derived category of coherent sheaves on a stack
mapping to the stack of local systems.

The above formulations referred to a more developed global version of the theory.
However, the classical Langlands conjectures have both a global and a local version.
The global one provides a conjectural classification of automorphic representations of
the group of adele points of a reductive group over a global field, i.e. either a number
field, or the field of rational functions on a curve over a finite field. The local one
describes all irreducible representations of a reductive group over a local field; recall
that a local function field is a field of formal Laurent series Fq((t)). The geometric
theory studies the derived category of l-adic sheaves on homogeneous spaces of the
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formal loop group LG((t)) of the dual group LG. It is a group ind-scheme over Fq ,
whose group of Fq points is identified with LG(Fq((t))). The results are expected to
link such l-adic derived categories to coherent sheaves on spaces related to G-local
systems on the punctured formal disc, cf. [35].

4.2. Results of [2], [12], [15]. Some particular results of this type have been achieved
in loc. cit.

4.2.1. Statement of a result. Recall that the Iwahori subgroup I ⊂ LG((Fq(t)))

consists of those maps from the punctured formal disc to LG, which can be extended
to a map from the whole disc, so that the image of the closed point is contained in a
fixed Borel subgroup LB ⊂ LG.

We have a group subscheme (pro-algebraic group) I ⊂ LG((t)), such that I (Fq) =
I . The affine flag space Fl of LG is the homogeneous space LG((t))/I . It is an ind-
algebraic variety such that Fl(Fq) = LG(Fq((t)))/I . The group I acts on Fl. The
orbits of this action, called affine Schubert cells, are in bijection with the affine Weyl
group Waff .

Let P denote the category of perverse sheaves on Fl, which are equivariant with
respect to the prounipotent radical of I . Let P I ⊂ P be the full subcategory of I

equivariant sheaves.
Let nfP I ⊂ P I be the Serre subcategory generated by irreducible objects, cor-

responding to those w ∈ Waff , which are not the minimal length representatives of a
left W coset. Let fP = P / nfP be the Serre quotient category.

Remark 4.1. To clarify the definition of fP we remark that this category can be also
described as the category of Iwahori–Whittaker sheaves [2]. Thus it is related to the
Whittaker model, which is one of the main tools in representation theory of reductive
groups over local and global fields.

Theorem 4.2. (a) ([15]) We have a canonical equivalence Db(P ) ∼= DG( g̃ ×g Ñ ).
(b) ([2]) We have a canonical equivalence Db( fP ) ∼= DG(Ñ ). The image of fP

under this equivalence consists of equivariant exotic sheaves.

The theorem is motivated by the known isomorphisms of Grothendieck groups;
the question of possibility of such (or similar) equivalence has been raised, e.g., by
V. Ginzburg, see Introduction to [31]. More precisely, the Grothendieck groups of
the two categories appearing in Theorem 4.2 (a) are isomorphic to the group algebra
of the affine Weyl group of LG. A more interesting version of the isomorphism is
obtained by replacing the categories by their graded version: DG( g̃×g Ñ ) is replaced
by DG×Gm( g̃ × Ñ ), while the definition of the graded version of P is more subtle
(cf. Proposition 4.5 below and also [9]). The corresponding Grothendieck groups turn
out to be isomorphic to the affine Hecke algebra, see [31], [44].

Similarly, the Grothendieck groups of both categories appearing inTheorem 4.2 (b)
are identified with the anti-spherical module over the extended affine Weyl group,
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while in the graded version of the theory we get the anti-spherical module over the
affine Hecke algebra. Here by the anti-spherical module we mean the induction of
the sign representation from the finite Weyl group (respectively, Hecke algebra) to the
affine one.

I would like to emphasize that this isomorphism of the two realizations of the affine
Hecke algebra is the key step in the proof of classification of its representations due
to Kazhdan and Lusztig [43] (see also [31]), which establishes a particular case of the
local Langlands conjecture. This is another illustration of the relation of Theorem 4.2
to local Langlands duality.

The proof of Theorem 4.2 builds on previously known constructions of categories
related to G in terms of perverse sheaves on homogeneous spaces for LG((t)). The
first important result is the geometric Satake isomorphism [39], [47], [8], which
identifies the tensor category Rep(G) of algebraic representations with the category
of perverse sheaves on the affine Grassmannian Gr = LG((t))/LGO equivariant with
respect to LGO . Here LGO ⊂ LG((t)) is the group subscheme, such that LGO(Fq)

consists of maps which extend to the non-punctured disc. Furthermore, Gaitsgory
[36] used this result to provide a categorification of the description of the center of the
affine Hecke algebra. Using some ideas of I. Mirković we observe that the so-called
Wakimoto sheaves provide a categorification of the maximal abelian subalgebra in the
affine Hecke algebra due to Bernstein, see, e.g., [31], [44]. The maximal projective
object in the category of sheaves on the finite dimensional flag variety of LG smooth
along the Schubert stratification, which plays a central role in Soergel’s description
of category O, cf. [50], is a categorification of the q anti-symmetrizer (an element of
the finite Hecke algebra, which acts by zero in all irreducible representation except
for the sign representation). Under the equivalence of Theorem 4.2 (a) it corresponds
to the structure sheaf of g̃ ×g Ñ . A combination of these ingredients yields a proof
of the theorem.

4.2.2. Possible generalizations. It is natural to ask if the multiplication in the affine
Hecke algebra corresponds to a monoidal structure on the derived categories of coher-
ent sheaves and constructible sheaves appearing in Theorem 4.2 (a). In order to get
such a monoidal structure, we need to replace the categories defined above by closely
related ones with the same Grothendieck group. One way to do it is as follows. Let I ′
be the pro-unipotent radical of I . Let P ′ be the category of perverse sheaves on “the
basic affine space” LG((t))/I ′, which are I -monodromic with unipotent monodromy.
Then convolution provides the derived category Db(P ′) with a monoidal structure.
Notice that this monoidal category does not have a unit object, though this can be
repaired by adding some pro-objects to the category, the unit object is then the free
pro-unipotent local system on I/I ′ ⊂ LG((t))/I ′.

On the dual side we consider the category DG( g̃ ×g g̃). One can show that
convolution provides this category with a monoidal structure. Let CohG( g̃ ×g g̃)′ ⊂
CohG( g̃ ×g g̃) denote the full subcategory of complexes, whose cohomology
sheaves are set-theoretically supported on the preimage of N ⊂ g. A standard



Noncommutative counterparts of the Springer resolution 1141

argument shows that it yields a full embedding of derived categories DG( g̃×g g̃)′ :=
Db(CohG( g̃×g̃g)′) intoDG( g̃×g̃g). The full subcategoryDG( g̃×g̃g)′ ⊂ DG( g̃×g̃g)

is closed under the convolution product, though it does not contain the unit object
δ∗(O), where δ : g̃ → g̃ ×g g̃ is the diagonal embedding.

It is easy to see that the push-forward (respectively, pull-back) functors
CohG( g̃ ×g Ñ ) → CohG( g̃ ×g g̃)′, P → P ′ induce isomorphisms of Grothendieck
groups.

Theorem 4.3 ([15]). We have a natural monoidal equivalence D(P ′) ∼= DG( g̃×g g̃)′.

Remark 4.4. Another version of Theorem 4.2 links the monoidal I equivariant de-
rived category to the monoidal derived category of G-equivariant coherent sheaves on
the fiber square of Ñ over g. An additional subtlety in this case is related to nonva-

nishing of Tor
Og

>0(OÑ , OÑ ). One actually has to take these Tor groups into account
by working with the derived fiber product, which is a differential-graded scheme,
rather than an ordinary scheme. This issue does not arise in the other settings men-

tioned above, because Tor
Og

>0(Og̃, Og̃) = 0 = Tor
Og

>0(Og̃, OÑ ). However, one has to
work with differential graded schemes in order to define the convolution product on
DG( g̃ ×g g̃).

4.2.3. Relation to the material of Section 2. Many of the constructions from Sec-
tion 2 are motivated by the equivalences of Theorem 4.2.

For example, the categories D(P ), D(P ′) carry a natural Baff action by Radon
transforms, cf. beginning of Section 3.2.2, where a similar structure for a finite di-
mensional flag variety is mentioned. To define the action we recall that the LG((t))

orbits on Fl2 are indexed by the affine Weyl group. If Fl2
w is the orbit corresponding

to w ∈ Waff , and prwi : Fl2
w → Fl are the projections, where i = 1, 2 then we

define a functor Rw : D(P ) → D(P ) by Rw(F ) = prw2∗prw∗
1 (F ). Then we have

an action of Baff on D(P ), D(f P ), such that w̃ �→ Rw. Under the equivalences of
Theorem 4.2 (b) this action corresponds to the action described in Section 2.

Finally, I would like to quote the statement that allows to link the grading on Ext
spaces appearing in Theorem 2.19 to Frobenius weights, thus providing a way to prove
Theorem 2.19. To state it we introduce the following notation. Let � be either of
the two equivalences appearing in Theorem 4.2. Let Fr be the autoequivalence of the
corresponding category of constructible sheaf, sending a sheaf to its pull-back under
the Frobenius morphism. Let q be an automorphism of either Ñ or g̃ ×g Ñ given
by (b, x) �→ (b, qx) or (b1, b2, x) �→ (b1, b2, qx) respectively; here q stands for the
cardinality of the base finite field Fq .

Proposition 4.5 (cf. [2]). We have a canonical isomorphism � � q∗ ∼= Fr � �.
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Spaces of quasi-maps into the flag varieties and their
applications

Alexander Braverman

Abstract. Given a projective variety X and a smooth projective curve C one may consider the
moduli space of maps C → X. This space admits certain compactification whose points are
called quasi-maps. In the last decade it has been discovered that in the case when X is a (partial)
flag variety of a semi-simple algebraic group G (or, more generally, of any symmetrizable Kac–
Moody Lie algebra) these compactifications play an important role in such fields as geometric
representation theory, geometric Langlands correspondence, geometry and topology of moduli
spaces of G-bundles on algebraic surfaces, 4-dimensional super-symmetric gauge theory (and
probably many others). This paper is a survey of the recent results about quasi-maps as well as
their applications in different branches of representation theory and algebraic geometry.

Mathematics Subject Classification (2000). Primary 22E46; Secondary 14J60, 14J81.

Keywords. Quasi-maps, Schubert varieties, geometric Langlands duality, supersymmetric
gauge theory.

1. Introduction

The spaces of quasi-maps into the flag varieties were introduced by V. Drinfeld about
10 years ago and since then proved to play an important role in various parts of
geometric representation theory; more recently it was discovered that some related
constructions are useful also in more classical algebraic geometry as well as in some
questions coming from mathematical physics.

This paper constitutes at attempt to give a more or less self-contained presentation
of the results related to such spaces. The origin of quasi-maps is as follows: let C

be a smooth projective algebraic curve (over an algebraically closed field k) and let
X ⊂ P

N be a projective variety over k. One can look at the space Mapsd(C, X) of
maps C → X such that the composite map C → X → P

N has degree d ∈ Z+. These
are quasi-projective schemes of finite type; in many problems of both representation
theory and algebraic geometry it is important to have a natural compactification of this
scheme; one compactification of this sort is provided by the space QMapsd(C, X) of
quasi-maps from C to X (cf. Section 2 for the precise definition). The main property
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of the scheme QMapsd(C, X) is that it possesses a stratification of the form

QMapsd(C, X) =
d⋃

d ′=0

Mapsd ′
(C, X) × Symd−d ′

(C)

where Syma(C) denote the a-th symmetric power of the curve C. In other words, in
order to specify a point of QMapsd(C, X) one must specify an honest map C → X

of degree d ′ ≤ d together with d − d ′ unordered points of C.
We must warn the reader from the very beginning that the scheme QMapsd(C, X)

depends on the embedding X ⊂ P
N . However, in many cases such an embedding is

given to us in the original problem. More generally, when X is a closed subscheme
of a product P

N1 ×· · ·×P
Nl we may speak about QMapsd1,...,dl (C, X). For example,

if X is the complete flag variety of a semi-simple algebraic group G then X has a
canonical embedding as above (in this case l is the rank of G). We discuss the details
in Section 2.

We then turn to applications of quasi-maps. In Section 3 we explain the relation
between quasi-maps spaces and the so-called semi-infinite Schubert varieties. In
particular, we explain the calculation of the Intersection Cohomology sheaf of the
quasi-maps spaces and relate it to Lusztig’s periodic polynomials. We also mention
that quasi-maps could be used to construct some version of the category of perverse
sheaves on the (still not rigorously defined) semi-infinite flag variety and relate this
category with the category of representations of the so-called small quantum group.

In Section 4 we discuss the results of [10] where the stacks BunB are used in
order to construct the so-called geometric Eisenstein series (thus the contents of
[10] have to do with application of the stacks BunB (which are close relatives of
the scheme QMaps(C, X)) to geometric Langands correspondence; the rest of the
paper is independent of this section and therefore and can be easily skipped by a
non-interested reader).

In Section 5 we discuss quasi-maps into affine (partial) flag varieties and their
relation to the Uhlenbeck compactifications of moduli spaces of G-bundles on alge-
braic surfaces. In Section 6 we explain how to apply these constructions to certain
enumerative questions related to quantum cohomology of the flag manifolds as well
as to N = 2 super-symmetric 4-dimensional gauge theory. Section 7 is devoted to
the discussion of some open questions related to the above subjects.

Acknowledgements. This paper is mostly based on the author’s joint papers with
various people including S. Arkhipov, R. Bezrukavnikov, P. Etingof, M. Finkelberg,
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2. Definition of quasi-maps

In this section we introduce quasi-maps’spaces and some of their relatives. The reader
may skip the details for most applications.

2.1. Maps and quasi-maps into a projective variety. Let X be a closed subvariety
of the projective space P

N and let C be a smooth projective curve. For any integer
d ≥ 0 we may consider the space Mapsd(C, X) consisting of maps C → X such
that the composition C → X → P

N has degree d. This space has a natural scheme
structure and it is in fact quasi-projective. However, it is well known that in general
it does not have to projective (in fact it is almost never projective).

Example. Let X = P
N . In this case Mapsd(C, X) classifies the following data:

• A line bundle L on C of degree −d.
• An embedding of vector bundles L ↪→ ON+1

C .
The reason is that every such embedding defines a one-dimensional subspace in

C
N+1 for every point c ∈ C and thus we get a map C → P

N .
Consider, for example, the case when C = P

1. In that case L must be isomorphic
to the line bundle OP1(−d) (note that such an isomorphism is defined uniquely up
to a scalar) and thus Mapsd(P1, P

N) becomes an open subset in the projectivization
of the vector space Hom(OP1(−d), ON+1

P1 ) � C
(N+1)(d+1), i.e. Mapsd(P1, P

N) is an

open subset of P
(N+1)(d+1)−1. The reason that it does not coincide with it is that not

every non-zero map OP1(−d) → ON+1
P1 gives rise a map P

1 → P
N – we need to

consider only those maps which do not vanish in every fiber.

The above example suggests the following compactification of Mapsd(C, X).
Namely, we define the space of quasi-maps from C to X of degree d (denoted by
QMapsd(C, X)) to be the scheme classifying the following data:

1) A line bundle L on C of degree −d.
2) A non-zero map κ : L → ON+1

C .
3) Note that κ defines an honest map U → P

N where U is an open subset of C.
We require that the image of this map lies in X.

For example it is easy to see that if X = P
N and C = P

1 then QMapsd(C, X) �
P

(N+1)(d+1)−1.
In general QMapsd(C, X) is projective. Also, set-theoretically it can be explicitly

described in the following way. Assume that we are given a quasi-map (L, κ) as above.
Then κ might have zeros at points c1, . . . , ck of C of order a1, . . . , ak respectively.
On the other hand, it follows from 3) above that κ defines an honest map from the
complement to the points c1, . . . , ck to X. Since X is projective this map can be
extended to the whole of C. Let us call this map κ ′. It is easy to see that κ ′ has degree
d − ∑

ai . Also one can recover κ from κ ′ and the collection (c1, a1), . . . , (ck, ak).
Thus it follows that QMapsd(C, X) is equal to the disjoint union of locally closed
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subvarieties of the following form:

QMapsd(C, X) =
⋃

0≤d ′≤d

Mapsd ′
(C, X) × Symd−d ′

(C). (2.1)

Here Symd−d ′
(C) denotes the corresponding symmetric power of C.

Here is a generalization of the above construction. Assume that X is embedded
into a product P

N1 × · · · × P
Nk of projective spaces. Then, in a similar fashion one

can talk about Mapsd1,...,dl (C, X) (here all di ≥ 0) and QMapsd1,...,dl (C, X).

2.2. The case of complete flag varieties. Let now G be a semi-simple simply con-
nected algebraic group over k and let g denote its Lie algebra. We want to take X

to be the complete flag variety of G. If we choose a Borel subgroup B of G then
X = G/B. We shall sometimes denote this variety by XG,B (later we shall also
consider the partial flag varieties G/P associated with a parabolic subgroup P ⊂ G;
this variety will be denoted by XG,P ).

Let V1, . . . , Vl denote the fundamental representations of G. It is well known that
XG,B has a canonical (Plücker) embedding into

∏l
i=1 P(V ∗

i ). This enables us to talk
about quasi-maps into X.

We can describe the set of parameters (d1, . . . , dl) in a little bit more invariant
terms. First, let us denote by T the Cartan group of G and let �G denote the coweight
lattice of G; by definition �G = Hom(C∗, T ) (in the case k = C). We have the
natural well-known identification �G = H2(X, Z). This allows us to talk about maps
C → X of degree θ ∈ �G. Also if we let (ω1, . . . , ωl) denote the fundamental
weights of G then we can also identify �G with Z

l by sending a coweight θ to
d1 = (θ, ω1), . . . dl = (λ, θl). Under these identification Mapsθ (C, X) is the same
as Mapsd1,...,dl (C, X) in the sense of the previous subsection. It is also clear that this
space may be non-empty only if all di ≥ 0. We say that θ is positive if all di ≥ 0 and
denote the semigroup of all positive θ ’s by �+

G.
In the case C = P

1 we shall denote the space Mapsθ (C, XG,B) by Mθ
G,B and the

space QMapsθ (C, XG,B) by QMθ
G,B .

2.3. Laumon’s resolution. Consider the case G = SL(n) (thus l = n − 1). In this
case XG,B is just the variety of complete flags 0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vn = C

n,
dim Vi = i. Thus, a map C → XG,B is the same as a complete flag of subbundles

0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vn = On
C.

where the rank of Vi is equal to i. Also we have di = − deg Vi .
Define now the space QMapsL,θ (C, XG,B) to consist of all flags as above where Vi

is an arbitrary subsheaf of On
C of degree −di . The space was considered by G. Laumon

in [32]. It is known (cf. [30]) that the natural open embedding of Mapsθ (C, XG,B)

into both QMapsθ (C, XG,B) and QMapsL,θ (C, XG,B) extends to a projective mor-
phism QMapsL,θ (C, XG,B) → QMapsθ (C, XG,B). In the case C = P

1 the space
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QMapsL,θ (P1, XG,B) is smooth and provides in fact a small resolution of singularities
of QMapsθ (P1, XG,B).

2.4. The stacks BunB . Let us fix a curve C as above and let G again be a semi-simple
simply connected algebraic group with a Borel subgroup B (more generally, one can
assume that G is any reductive group whose derived group is simply connected; e.g.
one may also consider the case G = GL(n)). We may consider the algebraic stack
BunG = BunG(C) classifying principal algebraic G-bundles on C. Similarly we may
consider the stack BunB which classifies B-bundles. The embedding B → G gives
rise to a the natural morphism p : BunB → BunG. In the case G = GL(n) the stack
BunG classifies vector bundles of rank n on C and the stack BunB classifies flags of
the forms

0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vn

where each Vi is a vector bundle of rank i on C and the embedding Vi → Vi+1 are
embeddings of vector bundles.

We have the natural projection B → T (where T as before denotes the Cartan
group of G). Hence we also have the natural map q : BunB → BunT . In the case
G = GL(n) considered above the group T can be thought of as the group of diagonal
matrices; hence T is naturally isomorphic to G

n
m. 1 Thus BunT classifies n-tuples

(L1, . . . , Ln) of line bundles on C. In terms of the above description of BunB the
map q sends any flag 0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vn to (V1, V2/V1, . . . , Vn/Vn−1).

It is easy to see that in general the connected components of BunT are classified
by elements of the lattice �G = �T . For each θ ∈ �G we set Bunθ

B = q−1(Bunθ
T ).

It is easy to see that the assignment θ 
→ Bunθ
B also defines a bijection between �G

and the set of connected components of BunB .
For each θ ∈ �G the map p : Bunθ

B → BunG is representable. Moreover, it is
clear that the fiber of this map over the trivial bundle in BunG is exactly our space
Mapsθ (C, XG,B) (note that the stack Bunθ

B exists for any θ ∈ �G but its fiber over the
trivial bundle is non-empty only if θ ∈ �+

G). In general, the fibers of p (for fixed θ )
are quasi-projective (but not projective) varieties; for various purposes (discussed, in
particular, in other parts of this paper) it is useful to have a relative compactification

Bun
θ

B → BunG such that its fiber over the trivial bundle in BunG will be exactly
QMapsθ (C, XG,B). Such a compactification indeed can be constructed; let us give
its explicit description (in particular, this will give a slightly different (but equivalent)
definition of QMapsθ (C, XG,B).

We want to define BunB as a solution to some moduli problem. Since BunB is
going to be an algebraic stack we must define the groupoid of S-points of BunB for
any scheme S over C.

Let �̌G be the dual lattice of �G. This is the weight lattice of the group G 2 We

1Here Gm denotes the multiplicative group
2The reader may find this notation a bit bizarre, since usually one uses the -̌notation for coweights and not for

weights. However, it turns out that here it is much more convenient to use our notation; the main reason for this
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define an S-point of BunB to be a triple (FG, FT , κλ̌, ∀λ̌ ∈ �̌+
G), where FG and FT

are as above, and κλ̌ is a map of coherent sheaves

Lλ̌
FT

↪→ V λ̌
FG

,

such that for every geometric point s ∈ S the restriction κλ̌|X×s is an injection. The

last condition is equivalent to saying that κλ̌ is an injection such that the quotient

V λ̌
FG

/ Im(κλ̌) is S-flat.

The system of embeddings κλ̌ must satisfy the so-called Plücker relations which
can be formulated as follows.

First, for λ̌ = 0, κ0 must be the identity map O � L0
FT

→ V0
FG

� O. Secondly,

for two dominant integral weights λ̌ and μ̌, the map

Lλ̌
FT

⊗ L
μ̌
FT

κλ̌⊗κμ̌−−−−→ V λ̌
FG

⊗ V
μ̌
FG

� (V λ̌ ⊗ Vμ̌)FG

must coincide with the composition

Lλ̌
FT

⊗ L
μ̌
FT

� L
λ̌+μ̌
FT

κλ̌+μ̌−−−−→ V
λ̌+μ̌
FG

→ (V λ̌ ⊗ Vμ̌)FG
.

It is easy to see that if all the maps κλ̌ are embeddings of subbundles (i.e. κλ̌ does
not vanish on any fiber over any c ∈ C then the collection (FG, FT ) together with all

κλ̌ defines a point of BunB .
Here is another (somewhat more geometric) definition of BunB (note that restrict-

ing to the fiber over the trivial bundle we get yet another definition of QMapsθ (C, X).
Let us denote by U ⊂ B the unipotent radical of B. Since we have the natural

isomorphism G/U = T it follows that the variety G/U is endowed with a natural
right action of T (of course, it also has a natural left G-action).

It is now easy to see that the stack BunB classifies the following data:

(FG; FT ; κ : FG → G/U
T×FT ),

where FG is a G-bundle, FT is a T -bundle and κ is a G-equivariant map.
Recall that G/U is a quasi-affine variety and let G/U denote its affine closure.

The groups G and T act on G/U and therefore also on G/U . The basic example of
these varieties that one should keep in mind is the case G = SL(2). In this case G/U

can be naturally identified with A
2\{0} and G/U = A

2 (here A
2 denotes the affine

plane).
We claim now that an S-point of BunB is the same as a triple (FG, FT , κ), where

FG (resp., FT ) is an S-point of BunG (resp., of BunT ) and κ is a G-equivariant map

FG → G/U
T×FT ,

comes from the fact that many results will be formulated in terms of the Langlands dual group Ǧ whose weight
lattice is �G!
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such that for every geometric point s ∈ S there is a Zariski-open subset C0 ⊂ C × s

such that the map

κ|C0 : FG|C0 → G/U
T×FT |C0

factors through G/U
T×FT |C0 ⊂ G/U

T×FT |C0 .

2.5. Quasi-maps into partial flag varieties. Let now P ⊂ G be an arbitrary
parabolic subgroup of G. Then as before we may consider the stack BunP of principal
P -bundles on C; this stack is again naturally mapped to BunG and we would like to
find some natural relative compactification of it. It turns out that in this case there
exist two different natural compactifications BunP and B̃unP such that the embedding
of BunP into both of them extends to a projective morphism B̃unP → BunP . We
refer the reader to [10] for the corresponding definitions. Here we shall only explain
the geometric source for the existence of two such compactifications.

As was explained above the stacks BunB are closely related with the varieties
G/U and their affine closures G/U ; it is of crucial importance that G/U has a free
T -action such that (G/U)/T = G/B.

Given a parabolic subgroup P as above one can attach two quasi-affine G-varieties
to it: the first one is G/[P, P ] and the second one is G/UP (here UP denotes the
unipotent radical of P ; note that if P is a Borel subgroup of G then [P, P ] = UP ).
Let M denote the Levi group of P ; by definition M = P/UP . Also, one has the
natural isomorphism P/[P, P ] = M/[M, M]. Thus the first variety has a natural
free action of M/[M, M] and the second has an action of M; moreover, one has
(G/[P, P ])/(M/[M, M]) = G/P = (G/UP )/M . Thus one can use the quasi-
affine closures of G/[P, P ] and of G/UP to construct two relative compactifications
BunP and B̃unP of the stack BunP in the way similar to what was explained above
for P = B.

Taking the fibers of the above stacks over the trivial bundle in BunG we get two
different versions of quasi-maps from C to G/P = XG,P . In what follows we shall
denote by QMθ

G,P the space of quasi-maps P
1 → XG,P coming from BunP (the

compactification having to do with the variety G/P ). Here θ should be a positive
element of the lattice �G,M which is the lattice of cocharacters of M/[M, M].

It turns out that many of the above definitions may be given also when g is replaced
by an affine Kac–Moody Lie algebra; the corresponding spaces of maps and quasi-
maps are closely related to moduli spaces of G-bundles on a rational algebraic surface.
This will be discussed in Section 5 (for more details the reader should consult [8]).

3. Quasi-maps into flag varieties and semi-infinite Schubert varieties

3.1. Ordinary Schubert varieties and their singularities. Let G as a before be a
semi-simple simply connected algebraic group and let B be a Borel subgroup of it.
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Recall that we denote XG,B = G/B. It is well known that the set of B-orbits on
XG,B is in one-to-one correspondence with the elements of the Weyl group W of G.
For each w ∈ W we denote the corresponding orbit by Xw

G,B . It is also known that

each Xw
G,B is isomorphic to the affine space A

�(w) where � : W → Z+ is the length
function.

The closure X
w

G,B ⊂ XG,B of Xw
G,B is usually called the Schubert variety attached

to W . The singularities of these varieties play a very important role in various branches
of representation theory. It is known (cf. [14] and references therein) that these
varieties are normal and have rational singularities. Let ICw

G,B denote the intersection
cohomology sheaf of Xw

G,B . It is also well known that the stalks of ICw
G,B can be

described in terms of the Kazhdan–Lusztig polynomials attached to W (cf. [29]).
More generally, given two parabolic subgroups P, Q ⊂ G one may study the

closures of Q-orbits on G/P ; these are the most general parabolic Schubert vari-
eties. The stalks of their IC-sheaves are computed by parabolic Kazhdan–Lusztig
polynomials.

One can generalize the above construction to the loop (or affine) groups associated
with G. Namely, given a parabolic subgroup P as above one may construct two
different affine flag varieties Xaff

G,P and Xaff
G,P associated with the pair G, P . We shall

refer to the first one as the corresponding thin flag affine partial flag variety and to
the second one as the thick partial affine flag variety (in principle, there exist more
general partial affine flag varieties but we shall never consider them in this paper).
Set-theoretically, we can describe Xaff

G,P and Xaff
G,P as follows.

Let K = C((t)) be the field of formal Laurent power series; let O ⊂ K be
the ring of Taylor series. Consider the “loop” group G(K) of K-points of G. Let
IP ⊂ G(K) denote the subgroup of G(O) ⊂ G(K) consisting of those Taylor series
whose value at t = 0 lies in P ⊂ G. When P = B is a Borel subgroup we shall write
just I instead of IB and call it the Iwahori subgroup of G((t)). We shall also denote
by I 0 ⊂ I its pro-unipotent radical (it consists of those Taylor series as above whose
value at t = 0 lies in the unipotent radical U of B). Note also that when P = G we
have IG = G(O).

Similarly, we can define the group IP ⊂ G[t−1] consisting of those polynomials
in t−1 whose value at t = ∞ lies in P . Thus on level of C-points we have

Xaff
G,P = G(K)/IP ; Xaff

G,P = G(K)/IP .

We shall be mostly talking about Schubert varieties in Xaff
G,P (the flag varieties

Xaff
G,P will also appear in Section 5 of this paper). By definition, these are closures of

IQ-orbits in some Xaff
G,P . These are known to be finite-dimensional normal projective

varieties having rational singularities (cf. [14]). In the case when P = Q = B (i.e.
when we are dealing with I -orbits on Xaff

G,B ) the orbits are classified by elements of the
affine Weyl group Waff (by definition, this is the semi-direct product of the Weyl group
W of G and the lattice �G). At the other extreme, when P = Q = G we are dealing
with G(O)-orbits on G(K)/G(O); these orbits are in one-to-one correspondence
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with �G/W . The latter set can be identified with the set of dominant weights of the
Langlands dual group Ǧ.

One of the reasons that the complete flag variety XG,B plays a distinguished role in
representation theory is the Beilinson–Bernstein localization theorem (cf. [4]) which
allows one to realize representations of the Lie algebra g (with fixed central character
of the universal enveloping algebra U(g)) in terms of algebraic D-modules on XG,B .
In this way the category of B-equivariant (or, more generally, U -equivariant) modules
corresponds to the regular block of the so-called category O. Similar (but much less
understood) statements hold in the affine case too. Namely let gaff denote the affine
Lie algebra corresponding to g. By definition this algebra is a central extension of the
loop algebra g((t)):

0 → C → gaff → g((t)) → 0.

Then one gets a geometric realization (of some part of) the category for the corre-
sponding affine Lie algebra gaff ; the variety Xaff

G,B allows to realize gaff -modules at

the negative level and the variety Xaff
G,B has to do with gaff -modules on the positive

level. We refer the reader to [27] and references therein for more details.

3.2. The semi-infinite flag manifold. The semi-infinite flag manifold X
∞
2

G,B is usu-
ally defined as the quotient G(K)/T (O) · U(K). In terms of algebraic geometry
this “space” seems to be widely infinite-dimensional. However, one still would like
to think of it as some kind of geometric object; this should have many applications to
representation theory.

More specifically, we would like to mention the following two problems:

1) Construct the category of D-modules (or perverse sheaves) on X
∞
2

G,B and relate
it to some other abelian categories coming from representation theory of affine Lie
algebras and quantum groups.

2) It is easy to see that the orbits of the Iwahori group I on X
∞
2

G,B are classified by

elements of the affine Weyl group Waff attached to G. We shall denote by X
w,∞

2
G,B the

orbit corresponding to w ∈ Waff . Then the problem reads as follows: explain in what

sense the singularities of the closures of X
w,∞

2
G,B are finite-dimensional and “under-

stand” those singularities. In particular, one should be able to compute the stalks of
the IC-sheaves associated to those singularities and relate them to the periodic poly-

nomials defined in [36]. More generally, one can study IP -orbits on X
∞
2

G,B together
with their closures. We shall refer to them as the (not yet constructed) semi-infinite
Schubert varieties.

In particular, the G(O)-orbits on X
∞
2

G,B are classified by elements of �G; for each
μ ∈ �G we shall denote the corresponding orbit simply by Sμ. It is easy to see that
if the closure S

μ
of Sμ makes any reasonable sense then it must be equal to the union

of all Sν’s with ν − μ ∈ �+
G. Also, the lattice �G = T (K)/T (O) acts on X

∞
2

G,B on

the right and every γ ∈ �G maps the orbit Sμ to Sμ+γ . Hence the singularity of S
μ
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in the neighborhood of a point of Sν depends only on ν − μ ∈ �+
G. In particular, if

the intersection cohomology sheaf IC(S
μ
) makes sense, then its stalk at a point of Sν

should only depend on ν−μ = θ . In fact, from the results of [35], [36] and references
therein it is natural to expect that this stalk comes from the graded vector space Uθ

computed as follows: let ǧ denote the Langlands dual Lie algebra whose root system
is dual to that of g. We have its triangular decomposition ǧ = ň− ⊕ ť ⊕ ň+. Also
ť = t∗ and we may identify �G with the root lattice ǧ. Consider the symmetric algebra
Sym(n+) with the natural even grading on it (defined by the requiring that the subspace
ň+ ⊂ Sym(n+) has degree 2). The dual Cartan torus Ť acts on this algebra (since it
acts on n+); for each θ ∈ �+

G we may consider the subspace Sym(n+)θ ⊂ Sym(n+)

on which Ť acts by the character θ . This space inherits the grading from Sym(n+).
Let also ρ̌ ∈ �̌G denote the half-sum of the positive roots of G. Then, guided by the
results of loc. cit. one expects to have

Uθ � Sym(n+)θ [2〈θ, ρ̌〉]. (3.1)

The general principle (due to Drinfeld) says that one should be able to use the
quasi-maps spaces QMθ

G,B (or, the stacks BunB for any smooth projective curve C)
as “finite-dimensional models” for the semi-infinite flag manifolds and the semi-
infinite Schubert varieties. In particular, one expects to be able construct the correct
category of D-modules using quasi-maps as well as to turn (3.1) into a mathematical
theorem. This has indeed been performed in the works [1], [15] and [9]. Let us give
a brief sketch of the results of loc. cit.

3.3. Localization theorem for the small quantum group. Let us turn to some
illustrations of the above principle. First of all, in [1] we propose a definition of

the category Perv(X
∞
2

G,B) in terms of the stacks BunB . We give a representation-

theoretic interpretation of the corresponding subcategory PervI 0(X
∞
2

G,B) consisting of
I 0-equivariant perverse sheaves; it turns out to be equivalent to the regular block of
category of graded representations of the so-called small quantum group u� attached
to the Lie algebra g; here � denotes a root of unity satisfying some mild assumptions
(cf. [1] for more details). This result was conjectured by B. Feigin in the early 90s.
Another representation-theoretic interpretation of the same category (in terms of rep-
resentations of the affine Lie algebra gaff ) should appear soon in the works of Frenkel
and Gaitsgory.

3.4. Computation of the IC-sheaf. Another check of the above principle will be
to compute the stalks of the IC-sheaves of the spaces QMθ

G,B (or the stacks BunB )
and compare it with (3.1). This was done in [15]; also in [9] this was generalized
to arbitrary parabolic P ⊂ G. More specifically, the space QMθ

G,B possesses the
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following stratification (similar to (2.1)):

QMθ
G,B =

⋃
μ∈�+

G

M
θ−μ
G,B × Symμ(P1). (3.2)

Here by Symμ(P1) we mean the space of all colored divisors
∑

μixi where μi ∈
�+

G, xi ∈ P
1 and

∑
μi = μ. Then we have

Theorem 3.1. The stalk of ICQMθ
G,B

at a point of QMθ
G,B corresponding to a colored

divisor
∑

μixi as above is equal to ⊗i Sym(ň+)μi
[2〈μi, ρ̌〉]. In particular, the stalk

of ICQMθ
G,B

at the “most singular” points of QMθ
G,B corresponding to the divisor of

the form θ · x (for some x ∈ P
1) is equal to Uθ = Sym(n+)θ [2〈θ, ρ̌〉].

The proof of Theorem 3.1 relies on many things, in particular the results of [37]
about semi-infinite orbits in the affine Grassmannian of G.

3.5. Geometric construction of the universal Verma module. We have seen that
one can read off some information related to the Langlands dual Lie algebra from the
singularities of the quasi-maps’ spaces. It is natural to ask if one could push this a
little further and get a geometric construction of ǧ-modules (in Section 5 we are going
to generalize it to affine Lie algebras).

Of course, the most interesting modules that one would like to get in this way are the
finite-dimensional modules. This, however, has not been done yet. In this section we
explain how to use the spaces of quasi-maps in order to construct the “universal Verma
module” for the Lie algebra ǧ. We also give geometric interpretation of the Shapovalov
form and the Whittaker vectors (cf. the definitions below). We shall generalize this
in Subsection 5.3 to the case of affine Lie algebras. These constructions will play
the crucial role in Section 6 where we discuss applications of our techniques to some
questions of enumerative algebraic geometry.

First, let Y be a scheme endowed with an action of a reductive algebraic group L (in
most applications L will actually be a torus). We denote by IHL(Y ) the intersection
cohomology of Y with complex coefficients. This is a module over the algebra
AL = H ∗

L(pt)which is known to be isomorphic to the algebra of polynomial functions
on the Lie algebra l of L which are invariant under the adjoint action of L. We let KL

denote the field of fractions of AL.
We now take Y to be the space bQMθ

G,B of based quasi-maps P
1 → XG,B . By

definition, this is the locally closed subscheme of QMθ
G,B corresponding to those

quasi-maps which are first of all well-defined as maps around ∞ ∈ P
1 and such that

their value at ∞ is equal to the point eG,B ∈ XG,B corresponding to the unit element
of G under the identification XG,B = G/B. This scheme is endowed with a natural
action of the torus T × C

∗ (here T acts on XG,B preserving eG,B and C
∗ acts on P

1
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preserving ∞). Define

IHθ
G,B = IH∗

T ×C∗(bQMθ
G,B) ⊗

AT ×C∗
KT ×C∗, IHG,B =

⊕
θ∈�+

G,B

IHθ
G,B .

Each IHθ
G,B is a finite-dimensional vector space over the field KT ×C∗ which can be

thought of as the field of rational functions of the variables a ∈ t and h̄ ∈ C. Moreover,
IHθ

G,B is endowed with a (non-degenerate) Poincaré pairing 〈 · , ·〉θG,P taking values

in KT ×C∗ (one has to explain why the Poincaré pairing is well defined since bQMθ
G,B

is not projective; this is a corollary of (some version of) the localization theorem in
equivariant cohomology – cf. [5] for more details).

In [5] we construct a natural action of the Lie algebra ǧ on the space IHG,B .
Moreover, this action has the following properties. First of all, let us denote by
〈 · , ·〉G,B the direct sum of the pairings (−1)〈θ,ρ̌〉〈 · , ·〉θG,B .

Recall that the Lie algebra ǧ has its triangular decomposition ǧ = ň+ ⊕ ť ⊕ ň−.
Let κ : ǧ → ǧ denote the Cartan anti-involution which interchanges ň+ and ň− and
acts as identity on ť. For each λ ∈ t = (ť)∗ we denote by M(λ) the corresponding
Verma module with lowest weight λ; this is a module generated by a vector vλ with
(the only) relations

t (vλ) = λ(t)vλ for t ∈ ť and n(vλ) = 0 for n ∈ ň−.

Then:
1) IHG,B (with the above action) becomes isomorphic to M(λ) where λ = a

h̄
+ ρ.

2) IHθ
G,B ⊂ IHG,B is the a

h̄
+ ρ + θ -weight space of IHG,B .

3) For each g ∈ ǧ and v, w ∈ IHG,B we have

〈g(v), w〉G,B = 〈v, κ(g)w〉G,B.

4) The vector
∑

θ 1θ
G,B (lying in the corresponding completion of IHG,B ) is a

Whittaker vector (i.e. an n−-eigen-vector) for the above action.
We are not going to explain the construction of the action in this survey paper.

Let us only make a few remarks about it. In the case G = SL(n) the smallness result
of [30] allows to replace the intersection cohomology of bQMθ

G,B by the ordinary

cohomology of the corresponding based version of the Laumon resolution bQML,θ
G,B ;

on the latter (equivariant localized) cohomology the action of the Chevalley generators
of ǧ = sl(n) can be defined by means of some explicit correspondences (this is
similar to the main construction of [17]; also in [7] we generalize this to the case
when equivariant cohomology is replaced by equivariant K-theory. In this case the
action of the Lie algebra sl(n) is replaced by the action of the corresponding quantum
group Uq(sl(n))). Also for any G the fact, that the dimension of IHθ

G,B can be easily
deduced from Theorem 3.1. Our construction of the ǧ-action on IHG,B is very close
to the construction in Section 4 of [15].
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4. The stack BunB and geometric Eisenstein series

This section is devoted to an application of the stacks BunB to some questions of
geometric Langlands correspondence. A reader who is not interested in the subject
may skip this section since it will never be used in the future. In fact we are going to
discuss only one such application (which was the first one historically) – the construc-
tion of geometric Eisenstein series. Let us note, though, that the stacks BunB have
appeared in many other works on the subject. For example they play the crucial role
in the geometric proof of Casselman–Shalika formula by E. Frenkel, D. Gaitsgory
and K. Vilonen (cf. [18]) as well as in D. Gaitsgory’s work (cf. [20]) on the so-called
“vanishing conjecture” which implies (the main portion of) the geometric Langlands
conjecture for GL(n), as well as de Jong’s conjecture about representations of Galois
groups of functional fields (cf. [22]). A good review of these results may be found
in [21].

All the results discussed below are taken from [10].

4.1. The usual Eisenstein series. Let X be a curve over Fq and let G be a reductive
group. The classical theory of automorphic forms is concerned with the space of
functions on the quotient GA/GK , where K (resp., A) is the field or rational functions
onX (resp., the ring of adèles ofK). In this paper, we will consider only the unramified
situation, i.e. we will study functions (and afterwards perverse sheaves) on the double
quotient GO\GA/GK .

Let T be a Cartan subgroup of G. There is a well-known construction, called
the Eisenstein series operator that attaches to a compactly supported function on
TO\TA/TK a function on GO\GA/GK :

Consider the diagram

BO\BA/BK
q−−−−→ TO\TA/TK

p

⏐⏐�
GO\GA/GK ,

where B is a Borel subgroup of G. Up to a normalization factor, the Eisenstein series
of a function S on TO\TA/TK is p!(q∗(S)), where q∗ denotes pull-back and p! is
integration along the fiber.

Our goal is to study a geometric analog of this construction.
Let BunG denote the stack of G–bundles on X. One may regard the derived

category of constructible sheaves on BunG (denoted Sh(BunG)) as a geometric analog
of the space of functions on GO\GA/GK . Then, by geometrizing the Eisenstein series
operator, we obtain an Eisenstein series functor Eis′ similar to the above one, where
the intermediate stack is BunB – the stack of B – bundles on X.

However, this construction has an immediate drawback – it is not sufficiently
functorial (for example it does not commute with Verdier duality), the reason being
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that the projection p : BunB → BunG has non-compact fibers. Therefore, it is natural
to look for a relative compactification of BunB along the fibers of the projection p.

It turns out that the compactification BunB discussed indeed does the job, i.e.
we can use it to define the corrected functor Eis : Sh(BunT ) → Sh(BunG). The
paper [10] is devoted to the investigation of various properties of this functor.

In fact, all the technical results about the functor Eis essentially reduce to questions
about the geometry of BunB and the behaviour of the intersection cohomology sheaf
on it.

We should say right away that the pioneering work in this direction was done by
G. Laumon in [32], who considered the case of G = GL(n) using his own compactifi-

cation Bun
L

B of the stack BunB . In the sequel we will explain how the two approaches
are related.

4.2. Survey of the main results of [10]. Once the stack BunB is constructed, one can
try to use it to define the “compactified” Eisenstein series functor Eis : Sh(BunT ) →
Sh(BunG). Let p and q denote the natural projections from BunB to BunG and
BunT , respectively. The first idea would be to consider the functor S ∈ Sh(BunT ) 
→
p!(q∗(S)) ∈ BunG. However, this is too naive, since if we want our functor to
commute with Verdier duality, we need to take into account the singularities of BunB .
Therefore, one introduces a kernel on BunB given by its intersection cohomology
sheaf. I.e., we define the functor Eis by

S 
→ p!(q∗(S) ⊗ ICBunB
),

up to a cohomological shift and Tate’s twist. Similarly, one defines the functor
EisG

M : Sh(BunM) → Sh(BunG), where M is the Levi quotient of a parabolic P .
The first test whether our definition of the functor Eis is “the right one” would be

the assertion that Eis (or more generally EisG
M ) indeed commutes with Verdier duality.

It can be shown that our Eis indeed passes this test.
Let us again add a comment of how the functor Eis is connected to Laumon’s

work. One can define functors EisL : Sh(BunT ) → Sh(BunG) using Laumon’s com-
pactification. (In the original work [32], Laumon did not consider EisL as a functor,
but rather applied it to specific sheaves on BunT .) However, from the smallness result
of [30] it follows that the functors EisL and Eis are canonically isomorphic.

Once we defined the functors Eis = EisG
T : Sh(BunT ) → Sh(BunG),

EisG
M : Sh(BunM) → Sh(BunG) and a similar functor for M , EisM

T : Sh(BunT ) →
Sh(BunM), it is by all means natural to expect that these functors compose nicely,
i.e. that EisG

T � EisG
M � EisM

T .
For example, if instead of Eis we used the naive (uncompactified) functor Eis′, the

analogous assertion would be a triviality, since BunB � BunP ×
BunM

BunB(M), where
B(M) is the Borel subgroup of M .

The problem with our definition of EisG
M is that there is no map between the

relevant compactifications, i.e. from BunB to B̃unP . Nevertheless, the assertion that
EisG

T � EisG
M � EisM

T does hold. This in fact is a non-trivial theorem proved in [10].
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Here are the main properties of the Eisenstein series functor.

4.3. Behaviour with respect to the Hecke functors. Classically, on the space of
functions on the double quotient GO\GA/GK we have the action of ⊗x∈XHx(G),
where x runs over the set of places of K , and for each x ∈ X, Hx(G) denotes the
corresponding spherical Hecke algebra of the group G.

Similarly, ⊗x∈XHx(T ) acts on the space of functions on TO\TA/TK . In addition,
for every x as above, there is a canonical homomorphism Hx(G) → Hx(T ) described
as follows:

Recall that there is a canonical isomorphism (due to Satake) between Hx(G)

and the Grothendieck ring of the category of finite-dimensional representations of
the Langlands dual group Ǧ. We have the natural restriction functor Rep(Ǧ) →
Rep(Ť ), and our homomorphism Hx(G) → Hx(T ) corresponds to the induced
homomorphism K(Rep(Ǧ)) → K(Rep(Ť )) between Grothendieck rings.

The basic property of the Eisenstein series operators is that it intertwines the
Hx(G)-action on GO\GA/GK and the Hx(T )-action on TO\TA/TK via the above
homomorphism.

Our result below is a reflection of this phenomenon in the geometric setting. Now,
instead of the Hecke algebras, we have the action of the Hecke functors on Sh(BunG).
Namely, for x ∈ X and an object V ∈ Rep(Ǧ), one defines the Hecke functor

S 
→ xHG(V, S)

from Sh(BunG) to itself. The existence of such functors comes from the so-called
geometric Satake isomorphism – cf. [37] and references therein.

We claim that for any S ∈ Sh(BunT ) we have

xHG(V, Eis(S)) � Eis(xHT (ResG
T (V ), S)).

This result is more or less equivalent to one of the main results of [37]. A similar
statement holds for the non-principal Eisenstein series functor EisG

M .
As a corollary, we obtain that if E

M̌
is an M̌-local system on X and AutE

M̌
is a

perverse sheaf (or a complex of sheaves) on BunM , corresponding to it in the sense of
the geometric Langlands correspondence, then the complex EisG

M(AutE
M̌

) on BunG

is a Hecke eigen-sheaf with respect to the induced Ǧ-local system.
In particular, we construct Hecke eigen-sheaves for those homomorphisms

π1(X) → Ǧ, whose image is contained in a maximal torus of Ǧ.

4.4. The functional equation. It is well known that the classical Eisenstein series
satisfy the functional equation. Namely, let χ be a character of the group TO\TA/TK

and let w ∈ W be an element of the Weyl group. We can translate χ by means of w
and obtain a new (Grössen)-character χw.

The functional equation is the assertion that the Eisenstein series corresponding
to χ and χw are equal, up to a ratio of the corresponding L-functions.
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Now let S be an arbitrary complex of sheaves on BunT and let w · S be its w-
translate. One may wonder whether there is any relation between Eis(S) and Eis(w·S).

We single out a subcategory in Sh(BunT ), corresponding to sheaves which we
call “regular”, for which we answer the above question. We show that for a regular
sheaf S we have

Eis(S) � Eis(w · S).

(It is easy to see that one should not expect the functional equation to hold for
non-regular sheaves.)

A remarkable feature of this assertion is that the L-factors that enter the classical
functional equation have disappeared. An explanation of this fact is provided by the
corresponding result from [10] which says that the definition of Eis via the intersection
cohomology sheaf on BunB already incorporates the L-function.

We remark that an assertion similar to the above functional equation should hold
also for non-principal Eisenstein series. Unfortunately, this seems to be beyond the
access of our methods.

Using the above results we obtain a proof of the following very special case of
the Langlands conjecture. Namely, we prove that if we start with an unramified
irreducible representation of π1(X) into Ǧ, such that π1(X)geom 3 maps to Ť ⊂ Ǧ,
then there exists an unramified automorphic form on GA which corresponds to this
representation in the sense of Langlands.

This may be considered as an application of the machinery developed in [10] to
the classical theory of automorphic forms.

5. Quasi-maps into affine flag varieties and Uhlenbeck compactifica-
tions

In this section we take the base field to be C.

5.1. The problem. Let G be an almost simple simply connected group over C, with
Lie algebra g, and let S be a smooth projective surface.

Let us denote by Bund
G(S) the moduli space (stack) of principal G-bundles on S of

second Chern class d ∈ Z. It is easy to see that Bund
G(S) cannot be compact and for

many reasons it is natural to expect that there exists a compactification of Bund
G(S)

which looks like a union ⋃
b∈N

Bund−b
G (S) × Symb(S). (5.1)

Note the striking similarity between (5.1) and (2.1).

3Here π1(X)geom denotes the geometric fundamental group of X – i.e. the fundamental group of X over the
algebraic closure of Fq
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In the differential-geometric framework of moduli spaces of K-instantons on Rie-
mannian 4-manifolds (where K is the maximal compact subgroup of G) such a com-
pactification was introduced in the pioneering work [45]. Therefore, we shall call its
algebro-geometric version the Uhlenbeck space, and denote it by Ud

G(S).
Unfortunately, one still does not know how to construct the spaces Ud

G(S) for
a general group G and an arbitrary surface S. More precisely, one would like to
formulate a moduli problem, to which Ud

G(S) would be the answer, and so far this is
not known. In this formulation the question of constructing the Uhlenbeck spaces has
been posed (to the best of our knowledge) by V. Ginzburg. He and V. Baranovsky (cf.
[3]) have made the first attempts to solve it, as well as indicated the approach adopted in
this paper. The reader may also consult [2] for a different algebro-geometric approach
to Uhlenbeck spaces.

A significant simplification occurs for G = SLn. Let us note that when G = SLn,
there exists another natural compactification of the stack Bund

n(S) := Bund
SLn

(S)

(called the Gieseker compactification), by torsion-free sheaves of generic rank n and of
second Chern class a, called the Gieseker compactification, which in this paper we will
denote by Ñd

n(S). One expects that there exists a proper map f : Ñd
n(S) → Ud

SLn
(S),

described as follows:
A torsion-free sheaf M embeds into a short exact sequence

0 → M → M′ → M0 → 0,

where M′ is a vector bundle (called the saturation of M), and M0 is a finite-length
sheaf. The map should send a point of Ñd

n(S) corresponding to M to the pair
(M′, cycle(M0)) ∈ Bund−b

n (S) × Symb(S), where b is the length of M0, and
cycle(M0) is the cycle of M0. In other words, the map must “collapse” the in-
formation of the quotient M′ → M0 to just the information of the length of M0 at
various points of S.

Since the spaces Ñd
n(S), being a solution of a moduli problem, are easy to con-

struct, one may attempt to construct the Uhlenbeck spaces Ud
SLn

(S) by constructing

an explicit blow down of the Gieseker spaces Ñd
n(S). This has indeed been performed

in the works of J. Li (cf. [33]) and J. W. Morgan (cf. [38]).
The problem simplifies even further, when we put S = P

2, the projective plane,
and consider bundles trivialized along a fixed line P

1 ⊂ P
2. In this case, the sought-

for space Ud
n(S) has been constructed by S. Donaldson and thoroughly studied by

H. Nakajima (cf. e.g. [39]) in his works on quiver varieties.
In [8] we consider the case of an arbitrary group G, but the surface equal to P

2

(and we will be interested in bundles trivialized along P
1 ⊂ P

2, i.e., we will work in
the Donaldson–Nakajima set-up.)

In fact we are able to construct the Uhlenbeck spaces Ud
G, but only up to nilpotents.

I.e., we will have several definitions, two of which admit modular descriptions, and
which produce the same answer on the level of reduced schemes. We do not know,
whether the resulting schemes actually coincide when we take the nilpotents into
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account. And neither do we know whether the resulting reduced scheme is normal.
We should say that the problem of constructing the Uhlenbeck spaces can be posed

over a base field of any characteristic. However, the proof of one the main results
of [10], which insures that our spaces Ud

G are invariantly defined, uses the char = 0
assumption. It is quite possible that in order to treat the char = p case, one needs a
finer analysis.

5.2. A sketch of the construction. The construction of Ud
G used in [8] is a sim-

plification of a suggestion of Drinfeld’s (the latter potentially works for an arbitrary
surfaceS). We are trying to express points ofUd

G (one may call them quasi-bundles) by
replacing the original problem for the surface P

2 by another problem for the curve P
1.

Let us first generalize the problem to the case of G-bundles with a parabolic structure
along a fixed straight line.

Namely, let S = P
2 and let P

1∞ ⊂ S be the “infinite line” (so that S\P
1∞ = C

2).
Let also Let C � P

1 ⊂ S denote the horizontal line in S. Choose a parabolic subgroup
P ⊂ G. Let BunG,P denote the moduli space of the following objects:

1) A principal G-bundle HG on S;
2) A trivialization of HG on P

1∞ ⊂ S;
3) A reduction of HG to P on C compatible with the trivialization of HG on C.
Let us describe the connected components of BunG,P . Let M be the Levi group

of P . Denote by M̌ the Langlands dual group of M and let Z(M̌) be its center. We
denote by �G,P the lattice of characters of Z(M̌). Let also �aff

G,P = �G,P × Z be

the lattice of characters of Z(M̌) × C
∗. Note that �aff

G,G = Z.

The lattice �aff
G,P contains canonical semi-group �

aff,+
G,P of positive elements. It

is not difficult to see that the connected components of BunG,P are parameterized by
the elements of �

aff,+
G,P :

BunG,P =
⋃

θaff∈�
aff,+
G,P

Bunθaff
G,P .

Typically, for θaff ∈ �aff
G,P we shall write θaff = (θ, d) where θ ∈ �G,P and

d ∈ Z.
One would also like to construct the corresponding “Uhlenbeck scheme” Uθaff

G,P

stratified in the following way (the reader should compare it with (3.2)):

Uθ
G,P =

⋃
μaff∈�

aff,+
G,P

Bunθaff−μaff
G,P × Symμaff (C2). (5.2)

The idea of the construction is as follows. Let us consider the scheme classifying
triples (FG, β, γ ), where

1) FG is a principal G-bundle on P
1;

2) β is a trivialization of FG on the formal neighborhood of ∞ ∈ P
1;
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3) γ is a reduction to P of the fiber of FG at 0 ∈ P
1.

It is easy to see that this scheme is canonically isomorphic to the thick partial
flag variety Xaff

G,P = G(K)/IP . Under this identification the point eaff
G,P ∈ Xaff

G,P

corresponding to the unit element of G corresponds to the trivial FG with the trivial
trivialization.

It is explained in [8] that the variety BunG,P is canonically isomorphic to the
scheme classifying based maps from (C, ∞C) to (Xaff

G,P , eaff
G,P ) (i.e. maps from C to

Xaff
G,P sending ∞C to eaff

G,P ).
One of the main results of [8] gives an explicit description of the Intersection

Cohomology sheaf of all Uθaff
G,P . We shall not reproduce the full answer here; we

shall only say that this answer is formulated in terms of the Lie algebra ǧaff – the
affine Lie algebra whose Dynkin diagram is dual to that of gaff . Note that in general
ǧaff �= (ǧ)aff ; in fact ǧaff may result to be a twisted affine Lie algebra (thus it is not
isomorphic to the affinization of any finite-dimensional g). We regard it as one of the
first glimpses to (not yet formulated) Langlands duality for affine Lie algebras.

The proof of our computation of the IC-sheaves is also of independent interest.
Namely, since in the affine case the results of [37] are not available we must have a
different way to see the algebra ǧaff from the above geometry. In [8] we first do on
the combinatorial level; namely we realize the canonical Kashiwara crystal discussed
in [28] in terms of the varieties Bunθaff

G,B (the idea of this realization is based on the
earlier work [11]). We then use this geometric construction of crystals to compute the
IC-sheaves of Uθaff

G,B (the answer is very similar to Theorem 3.1) which subsequently

allows us to do it also for all Uθaff
G,P using techniques similar to those developed in

[9] (in particular, we compute the IC-sheaf for P = G which is probably the most
interesting case).

5.3. The universal Verma module for ǧaff . The scheme Uθaff
G,B is endowed with a

natural action of T × (C∗)2 (here T ⊂ G acts by changing the trivialization of HG

(cf. the previous subsection) at P
1∞ and (C∗)2 acts on S = P

2 preserving P
1∞ and C).

Note that the field KT ×(C∗)2 can be thought of as a field of rational functions of the
variables a ∈ t, ε1, ε2 ∈ C. Define

IHθaff
G,B = IH∗

T ×(C∗)2(U
θaff
G,B) ⊗

A
T ×(C∗)2

KT ×(C∗)2, IHaff
G,B =

⊕
θ∈�

aff,+
G,B

IHθaff
G,B .

Thus IHθaff
G,B is a vector space over KT ×(C∗)2 which is endowed with an intersection

pairing 〈 · , ·〉θaff taking values in KT ×(C∗)2 . Also, for each θaff as above we have the

canonical element 1θaff
G,B ∈ IHθaff

G,B corresponding to the unit cohomology class.

In [5] we show that the Lie algebra ǧaff acts naturally on IHθaff
G,B ; the corre-

sponding ǧaff -module is naturally isomorphic to the Verma module M(λaff) where
λaff = (a,ε2)

ε1
+ ρaff (cf. [5] for more details). Note that this is very similar to state-

ment 1) from Subsection 3.5; we also have analogs of the statements 2), 3), 4).
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6. Applications to gauge theory and quantum cohomology of (affine)
flag manifolds

6.1. The partition function. Recall that in the previous section we considered the
moduli space Bund

G of G-bundles on S = P
2 trivialized at P

1∞ ⊂ S and having 2nd
Chern class equal to d. We also have the scheme Ud

G containing Bund
G as an open

subset. The group G × GL(2) acts naturally on Ud
G where G acts by changing the

trivialization at P
1∞ and GL(2) acts on S preserving P

1∞.
Thus we may consider (cf. [5] [41], [40] for precise definitions) the equivariant

integral ∫
Ud

G

1d

of the unit G × GL(2)-equivariant cohomology class (which we denote by 1d ) over
Ud

G; the integral takes values in the field K which is the field of fractions of the
algebra A = H ∗

G×GL(2)(pt). Note that A is canonically isomorphic to the algebra of
polynomial functions on the Lie algebra g × gl(2) which are invariant with respect to
the adjoint action. Thus each

∫
Ud

G
1d may naturally be regarded as a rational function

of a ∈ t and (ε1, ε2) ∈ C
2; this function must be invariant with respect to the natural

action of W on t and with respect to interchanging ε1 and ε2.
Consider now the generating function

Z =
∞∑

d=0

Qd

∫
Ud

G

1d .

It can (and should) be thought of as a function of the variables q and a, ε1, ε2 as
before. In [41] it was conjectured that the first term of the asymptotic in the limit
limε1,ε2→0 ln Z is closely related to Seiberg–Witten prepotential of G.4 This can be
thought of as a rigorous mathematical formulation of the results of Seiberg and Witten
from 1994. For G = SL(n) this conjecture has been proved in [42] and [40]. Also in
[41] an explicit combinatorial expression for Z has been found. We are going to give
a sketch of the proof of this conjecture for arbitrary G.

6.2. Parabolic generalization of the partition function. Recall from the previous
section that for any parabolic P ⊂ G we have the varieties Bunθaff

G,P and Uθ
G,P . The

latter contains the former as a dense open subset. Is is easy to see that Uθ
G,P has a

natural action of the group M ×(C∗)2 where M denotes the Levi subgroup of P . Also

4In fact, in [41] this conjecture is only formulated for G = SL(n) but the generalization to other groups is
pretty straightforward. Also, one can reformulate everything in the language of moduli spaces of anti-selfdual
connections of the 4-sphere S4 rather than in terms of holomorphic (= algebraic) G-bundles on P

2; this, perhaps,
is closer to the physical origins of the problem.
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we have the field KM×(C∗)2 which is isomorphic to the field of rational functions on
m × C

2 which are invariant with respect to the adjoint action.
Let T ⊂ M be a maximal torus. Then one can show that (Uθaff

G,P )T ×(C∗)2
consists

of one point. This guarantees that we may consider the integral
∫
U

θaff
G,P

1θaff
G,P where

1θaff
G,P denotes the unit class in H ∗

M×(C∗)2(U
θaff
G,P , C). The result can be thought of as a

rational function on m×C
2 which is invariant with respect to the adjoint action of M .

Define

Zaff
G,P =

∑
θ∈�aff

G,P

q
θaff
aff

∫
U

θaff
G,P

1θaff
G,P . (6.1)

One should think of Zaff
G,P as a formal power series in qaff ∈ Z(M̌) × C

∗ with values
in the space of ad-invariant rational functions on m × C

2. Typically, we shall write
qaff = (q, Q) where q ∈ Z(M̌) and Q ∈ C

∗. Also we shall denote an element of
m×C

2 by (a, ε1, ε2) or (sometimes it will be more convenient) by (a, h̄, ε) (note that
for general P (unlike in the case P = G) the function Zaff

G,P is not symmetric with
respect to switching ε1 and ε2).

6.3. The “finite-dimensional” analog. Recall that the space Uθaff
G,P is closely related

to the space of based quasi-maps C = P
1 → Xaff

G,P of degree θaff . Since the scheme

Xaff
G,P may (and should) be thought of as a partial flag variety for gaff it is natural to

consider the following “finite-dimensional” analog of the above problem. Recall that
we denote by bMθ

G,P the moduli space of based maps from (C, ∞C) to (XG,P , eG,P )

of degree θ , i.e. the moduli space of maps C → XG,P which send ∞C to eG,P . This
space is acted on by the group M × C

∗.
We now introduce the “finite-dimensional” analog of the partition function (6.1).

As before let
AM×C∗ = H ∗

M×C∗(pt, C)

and denote by KM×C∗ its field of fractions. Let also 1θ
G,P denote the unit class in the

M × C
∗-equivariant cohomology of bQMθ

G,P . Then we define

ZG,P =
∑

θ∈�θ
G,P

qθ

∫
bQMθ

G,P

1θ
G,P . (6.2)

This is a formal series in q ∈ Z(M̌) with values in the field KM×C∗ of M-invariant
rational functions on m × C.

In fact the function ZG,P is a familiar object in Gromov–Witten theory: in [5]
we show that up to a simple factor ZG,P is the so-called equivariant J -function
of XG,P ; this function is in some sense responsible for the (small) quantum coho-
mology of XG,P . Thus the problem of computation of the function Zaff

G,P may be



1166 Alexander Braverman

thought of as the problem of computation of the (not yet rigorously defined) quantum
cohomology of the affine flag manifolds Xaff

G,P . Note that in the case G = SL(n) and
P = B a heuristic computation of the latter ring in terms of the so-called periodic
Toda lattice was done in [25]; our results discussed presented in the next subsection
are compatible with this computation.

6.4. Computation of the partition functions in the Borel case. We believe that it
should be possible to express the function ZG,P (resp. the function Zaff

G,P ) in terms of
representation theory of the Lie algebra ǧ (resp. ǧaff ) – by the definition this is a Lie
algebra whose root system is dual to that of g (resp. to that of gaff ). One of the main
results of [5] gives such a calculation of the functions ZG,B and Zaff

G,B where B ⊂ G is

a Borel subgroup of G. Roughly speaking we show that ZG,B (resp. Zaff
G,B ) is equal to

Whittaker matrix coefficient of the Verma module over ǧ (resp. over ǧaff ) whose lowest
weight given by a

h̄
+ρ (resp. (a,ε1)

ε2
+ρaff where a, h̄, ε1 and ε2 are as in Subsection 5.3

(here we regard (a, ε1) as a weight for the dual affine algebra ǧaff ; this is explained
carefully in Section 3 of [5]). These statements in fact follow immediately from the
results of Subsections 3.5 and 5.3 after one formulates the definition of equivariant
integration using intersection cohomology (this is done is [5]).

The above description of the partition function allows one to produce certain
differential equations which are satisfied by the functions ZG,B and Zaff

G,B . More

precisely, we show that the function q
a
h̄ ZG,B is an eigen-function of the quantum

Toda hamiltonians associated with ǧ with eigen-values determined (in the natural
way) by a (we refer the reader to [13] for the definition of (affine) Toda integrable
system and its relation with Whittaker functions). In this way we reprove the results
of [24] and [31] about (equivariant) quantum cohomology of the flag varieties XG,P .
In the affine case one can also show that q

a
h̄ Zaff

G,B is an eigen-function of a certain
differential operator which has order 2 (“non-stationary analog” of the affine quadratic
Toda hamiltonian). In [6] we explain how this allows to compute the asymptotics of
all the functions Zaff

G,P when ε1, ε2 → 0 in another publication. We also show in [6]
that this implies the Nekrasov conjecture mentioned above for arbitrary G.

7. Some open problems

In this section we present a list of open problems that related to the subjects in the
preceding sections of the paper.

7.1. Normality and rational singularities. We conjecture that the schemes QMθ
G,P

and Uθaff
G,P are normal and have rational singularities. From purely technical point of

view one needs to know this in order to attack problem 2. On the other hand, this
statement seems to be important for the following reason. It is explained in [9]
and [14] that one should think about the singularities of the schemes QMθ

G,P as a
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finite-dimensional model for the singularities of the so-called semi-infinite Schubert
varieties (cf. [14] for a more detailed discussion of this). On the other hand, one
knows (cf. [13] and references therein) that usual (both finite and affine) Schubert
varieties are normal and have rational singularities. Hence in the case of QMθ

G,P

our conjectures can be thought of as a generalization of this result to the semi-infinite
Schubert varieties. In some special case these conjectures were proved in [43].

7.2. Computation of parabolic partition functions. It would be very interesting
to express the functions ZG,P (resp. Zaff

G,P ) in terms of representation theory of the
algebra ǧ (resp. ǧaff ). Let us note that a combinatorial expression for all these functions
in the case G = SL(n) was found in [34], but we do not know how to interpret this
answer in terms of representation theory.

7.3. Other cohomology theories. The functions ZG,P and Zaff
G,P have their K-

theoretic counterparts ZK
G,P and ZK,aff

G,P (to define those one needs to replace the
equivariant integrals considered in (6.1) and (6.2) by the corresponding integrals in
equivariant K-theory). The function ZK

G,P is exactly the K-theoretic J -function
of GG,P as defined in [22]. We would like to express these functions using the
representation theory of the quantum group Uq(ǧ) (resp. Uq(ǧaff)). Presumably, in
order to do this one should be able to construct geometrically some representations
of these quantum groups. For P = B and G = SL(n) this is done in [7]. For
P = G = SL(n) the K-theoretic partition function ZK,aff

G was also studied in [28].
Let us also recall that in [6] the authors use the results described in Section 6.4

in order to connect certain asymptotic of the function Zaff
G,P with the Seiberg–Witten

prepotential corresponding to the classical Toda integrable system associated with the
Lie algebra ǧaff . We would like to generalize this to theK-theoretic partition functions.
This should involve some interesting interplay between quantum affine algebras and
certain difference equations (which should be thought of non-stationary deformations
of known integrable difference equations of Toda type). The corresponding classical
integrable system describing the asymptotic should be the so-called relativistic Toda
system associated with the Lie algebra ǧaff .

It would also be interesting to generalize this to the case when K-theory is replaced
by any elliptic cohomology theory. Again, for P = G = SL(n) (in the affine case)
this is done in [26].

7.4. Chern classes of the tangent bundle and the Calogero–Moser system. As
was mentioned above the partitions functions Zaff

G,P are related to the pure N = 2
super-symmetric gauge theory in 4 dimensions. One should also have an extension of
the above result for gauge theory with matter. This means that instead of considering
equivariant integrals of the unit cohomology class we should consider integrals of
the Chern classes of various natural bundles on the moduli spaces in question. For
example in the case of adjoint matter one should integrate the Chern polynomial of
the tangent bundle of Uθaff

G,P (this, of course, has to be properly interpreted since the
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variety in question is singular). For P = G = SL(n) such functions are studied in [28]
and the corresponding asymptotic of the partition function is shown there to be related
with the prepotential of the classical elliptic Calogero–Moser integrable system. We
expect that for P = B (and for general G) the corresponding partition function
should be closely related with the universal eigen-function of the corresponding non-
stationary deformation of the quantum Calogero–Moser hamiltonian associated with
the Lie algebra ǧaff . Similar statement should also hold in the finite case (i.e. when
we integrate over QMθ

G,B ’s and not over Uθaff
G,B ’s). In particular, in the finite case we

should get a geometric interpretation of the universal eigen-function of the quantum
Calogero–Moser system associated with the Lie algebra ǧ.

7.5. Functional equation for parabolic Eisenstein series. It will be very important
to generalize the functional equation for geometric Eisenstein series discussed in
Subsection 4.4 to the case of parabolic Eisenstein series. More precisely, given a
parabolic subgroup P ⊂ G with the Levi subgroup M in Section 4 we discussed the
Eisenstein series functor EisG

M . In fact this notation is slightly misleading since this
functor actually depends not just on M but also on P . Let us now use the notation
EisG

M,P for it. With this notation the “functional equation” problem reads as follows:
given two parabolic subgroups P, Q ⊂ G containing the same Levi subgroup M ,
construct as isomorphism between the functors EisG

M,P and EisG
M,Q restricted to some

large subcategory of “regular” sheaves inside Sh(M).
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[37] Mirković, I., Vilonen, K., Perverse sheaves on affine Grassmannians and Langlands duality.
Math. Res. Lett. 7 (1) (2000), 13–24

[38] Morgan, J. W., Comparison of the Donaldson polynomial invariants with their algebro-
geometric analogues. Topology 32 (1993), 449–488.

[39] Nakajima, H., Lectures on Hilbert schemes of points on surfaces. Univ. Lecture Ser. 18,
Amer. Math. Soc., Providence, R.I., 1999.

[40] Nakajima, H., Yoshioka, K., Lectures on instanton counting. In Algebraic structures and
moduli spaces, CRM Proc. Lecture Notes 38, Amer. Math. Soc., Providence, R.I., 2004,
31–101.

[41] Nekrasov, N., Seiberg-Witten prepotential from instanton counting. Adv. Theor. Math. Phys.
7 (5) (2003), 831–864.

[42] Nekrasov, N., Okoun’kov, A., Seiberg-Witten theory and random partitions. In The unity
of mathematics (In honor of the ninetieth birthday of I. M. Gelfand), Progr. Math. 244,
Birkhäuser, Boston, MA, 2006, 525–596.

[43] Sottile, F., Sturmfels, B.,A sagbi basis for the quantum Grassmannian. J. Pure Appl. Algebra
158 (2–3) (2001), 347–366.

[44] Sevostyanov, A., Quantum deformation of Whittaker modules and the Toda lattice. Duke
Math. J. 105 (2000), 211–238.

[45] Uhlenbeck, K., Connections with Lp bounds on curvature, Comm. Math. Phys. 83 (1982),
31–42.

Department of Mathematics, Brown University, Providence, RI, U.S.A.
E-mail: braval@math.brown.edu



On the local Langlands and Jacquet–Langlands
correspondences

Guy Henniart

Abstract. Let F be a locally compact non Archimedean field, and D a division algebra with
centre F and finite dimension d2 over F . Fix an integer r � 1, and let G = GLn(F ), G′ =
GLr (D), where n = rd. Smooth irreducible representations of G′ are related to those of G
via the Jacquet–Langlands correspondence, whereas the Langlands correspondence relates such
representations of G to degree n representations of the absolute Galois group of F . We review
some recent results on those correspondences, in particular on their explicit description.

Résumé. Soient F un corps commutatif localement compact non archimédien, et D un corps
gauche de centre F et de dimension finie d2 sur F . Fixons un entier r � 1 et posons n = rd,
G′ = GLr (D),G = GLn(F ). Les représentations lisses irréductibles deG′ sont reliées à celles
de G par la correspondance de Jacquet–Langlands, tandis que la correspondance de Langlands
relie celles de G aux représentations de dimension n du groupe de Galois absolu de F . Nous
passons en revue quelques résultats récents concernant ces correspondances, et en particulier
leur description explicite.

Mathematics Subject Classification (2000). Primary 22E50.

Keywords. Local field, smooth representations, Jacquet–Langlands correspondence, Langlands
correspondence.

1. Smooth representations

Let F be a locally compact non-Archimedean field, and p its residue characteristic.
So F is a finite extension of the field Qp of p-adic numbers, or of the field of Laurent
power series Fp((X)) in one variable X.

If H is a reductive linear algebraic over F , then the group H = H(F ), with its
natural topology coming from F , is locally profinite: there is a basis of neighbour-
hoods of identity consisting of open compact subgroups. We shall be interested only
in the following special cases. We letD be a division algebra with centre F and finite
dimension over F ; that dimension is necessarily a square d2, d � 1. We fix an integer
r � 1, put n = rd, and write G′

r or simply G′ for GLr (D) and Gn or simply G for
GLn(F ). Both are examples of groups H as above, and G is the special case of G′
where d = 1, n = r .

A representation of a locally profinite group H , on a complex vector space V , is
smooth if every vector v in V has open stabilizer in H . With obvious morphisms
smooth representations of H form an abelian category.
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Simple objects in that category are called irreducible: a smooth representation
(π, V ) ofH is irreducible ifV is non-zero and contains no subspace invariant underH ,
other than {0} andV . We write A(H) for the set of isomorphism classes of irreducible
smooth representations of H .

A character ofH is a group homomorphism into C×, with open kernel. Characters
of H parametrize isomorphism classes of smooth 1-dimensional representations.

We consider only locally profinite groups H such that for one – and hence for
all – open compact subgroups K , H/K is countable. In that case Schur’s lemma
is valid for an irreducible smooth representation (π, V ) of H , and in particular the
centre Z(H) of H acts on V via a character ωπ called the central character of π . In
our case the centre of G′ or G is made out of scalar matrices, and will be identified
with F×.

2. Coefficients

If (π, V ) is a smooth representation of a locally profinite group H , the group H
acts on V ∗ = Hom(V ,C) by g �→ tπ(g−1). The subspace V ∨ of V ∗ of linear
functionals which are smooth, i.e. stabilized by an open subgroup of H , carries a
smooth representation (π∨, V ∨) of V , called the contragredient of (π, V ). The
natural embedding V → V ∨∨ is an isomorphism if and only if (π, V ) is admissible,
which means that for all open compact subgroups K of H , the subspace VK of fixed
points underK is finite-dimensional; in that case (π∨, V ∨) is also admissible. When
H is reductive over F , a smooth representation of H of finite length is admissible.

A coefficient of (π, V ) is a function c on H of the form c(g) = λ(π(g)v) where
v ∈ V , λ ∈ V ∨. If (π, V ) has a central character ωπ , then c(zg) = ωπ(z)c(g) for
z ∈ Z(H), g ∈ H .

Let (π, V ) be irreducible. We say that it is cuspidal if the support of any coefficient
is compact modulo Z(H); we say it is square integrable (L2) if ωπ is unitary and for
any coefficient c of π , its absolute value |c| is square integrable onH/Z(H), for any
Haar measure on that quotient group. We let Ao(H) (resp. A2(H)) be the subset of
A(H) made out of cuspidal (resp. L2) representations.

3. The Jacquet–Langlands correspondence

That correspondence is a special case of Langlands’ functoriality principle, which
very roughly speaking says that two groups sharing many conjugacy classes should
share a large part of their representation theory. That is precisely the case for our
groups G′ and G.

An element g′ of G′ has a reduced characteristic polynomial P(g′), which is a
monic polynomial of degree n = rd in F [T ]. We say that g′ is regular semisimple if
P(g′) has no repeated root in an algebraic closure of F , and that g′ is regular elliptic
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if moreover P(g′) is irreducible in F [T ]. Two regular semisimple elements ofG′ are
conjugate in G′ if and only if they have the same characteristic polynomial. The set
G′s of regular semisimple elements inG′ is open and dense, and the setG′e of regular
elliptic elements is open.

All that applies to G as a special case. For g′ ∈ G′s , there is g ∈ Gs , unique up
to conjugation, such that P(g) = P(g′). For g ∈ Gs , there is a g′ ∈ G′s such that
P(g) = P(g′) if and only if all irreducible factors of P(g) have degree a multiple
of d; that is obviously the case for g ∈ Ge.

To express how G and G′ can share some of their representation theory, recall
that if we fix a Haar measure dg′ on G′, the convolution algebra H(G′) of locally
constant compactly supported functions on G′ acts in any smooth representation
(π ′, V ′) of G′ via π ′(f )v′ = ∫

G′ f (g′)π(g′) dg′, for v′ in V ′ and f in H(G′).
If (π ′, V ′) is admissible (in particular when π ′ has finite length), π(f ) has finite
dimensional range hence has a trace.

Theorem 1. Let (π ′, V ′) be a finite length smooth representation of G′. There is a
unique locally constant function χπ ′ on G′s , locally integrable on G′, such that for
f ∈ H(G′) we have tr π ′(f ) = ∫

G′ χπ ′(g′)f (g′) dg′.

Note that by uniquenessχπ ′ is invariant under conjugation. Also it does not depend
on the choice of Haar measure dg′ on G′. If f has support in G′s , the result is due
to Harish Chandra [27], [28], as is the general case when F has characteristic 0 [27].
When F has positive characteristic, it is more difficult and is due to B. Lemaire, first
for G [46] and recently for G′ [47].

Corollary. Let π ′
1, . . . , π

′
s be inequivalent smooth irreducible representations ofG′.

Then the functions χπ ′
1
, . . . , χπ ′

s
are linearly independent.

The Jacquet–Langlands correspondence is expressed by the following result.

Theorem 2. There is a unique bijection π ↔ π ′ between A2(G) and A2(G′) such
that χπ(g) = (−1)n−rχπ ′(g′) whenever g ∈ Ge, g′ ∈ G′e, P(g) = P(g′).

When n = 2, where G′ is D×, D the quaternion division algebra over F , the
result is due to Jacquet and Langlands [39], hence the name. For n = 3 it is due to
Flath [22] when F has characteristic 0 and to the author [33] in general. When n > 3,
r = 1, it was established by Rogawski [50] in characteristic 0 and Badulescu [2] in
positive characteristic.

Finally the general case n > 3, r > 1 was obtained by Deligne, Kazhdan and
Vignéras [21] in characteristic 0 and Badulescu [3] in positive characteristic. Note
that the method is global, it uses automorphic forms and trace formulas. Only when
n = 2 a purely local proof is known [24], see also [14].

Remarks. 1) If π ↔ π ′ as above, then ωπ = ωπ ′ and π∨ ↔ π ′∨.
2) For π ′ a smooth representation of G′ and χ a character of F×, we let χπ ′ be

the smooth representation g′ �→ χ 	 Nrd(g′)π ′(g′), where Nrd is the reduced norm



1174 Guy Henniart

(the determinant in the special case ofG). For π ↔ π ′ as above, and χ unitary, then
χπ ∈ A2(G), χπ ′ ∈ A2(G′) and χπ ↔ χπ ′.

4. Extending the Jacquet–Langlands correspondence

When r > 1, the groups G and G′ share more conjugacy classes than just elliptic
ones.

Theorem 3 ([4]). If π ∈ A2(G) and π ′ ∈ A2(G′) correspond as above, then

χπ(g) = (−1)n−rχπ ′(g′) whenever g ∈ Gs, g′ ∈ G′s, P (g) = P(g′).

It is natural to expect thatG andG′ also share more of their representation theory
than just discrete series.

From Remark 2 of § 3, we readily extend the Jacquet–Langlands correspondence
a bit, as follows.

A smooth representation π ′ of G′ is called essentially L2 if it is of the form χπ ′
0,

where π ′
0 is L2 and χ is a character of F×. Writing Ad(G′) for the essentially L2

elements in A(G′), we get a unique bijection π ↔ π ′ between Ad(G) and Ad(G′),
for which the assertion of Theorem 3 is still valid, and then χπ ↔ χπ ′ for all
characters χ of F×, if π ↔ π ′.

To go further, we have to use parabolic induction. For i = 1, 2, let ri be a positive
integer, and (π ′

i , Vi) a smooth representation of G′
ri

. We consider the space F of

functions f : G′
r1+r2 → V1 ⊗ V2 which satisfy

f (mu g) = δ(m)1/2(π ′
1(g1)⊗ π ′

2(g2)(f (g))

for any g ∈ G′
r1+r2 , any diagonal block matrix m in G′

r1+r2 with diagonal blocks
g1 ∈ G′

r1
and g2 ∈ G′

r2
, and any upper unipotent block matrix uwith diagonal blocks

1r1 and 1r2 . Here δ is a specific character of G′
r1

× G′
r2

with positive real values,
called the modulus character. The group G′

r1+r2 acts on F by right translations and
the subspace F ∞ of functions stabilized by an open subgroup of G′

r1+r2 carries a
smooth representation i(π ′

1, π
′
2) of G′

r1+r2 .

Note. The rôle of the modulus character is that if π ′
1 and π ′

2 are unitary – i.e. there is
aG′

ri
-invariant hermitian positive definite form on the space Vi – then so is i(π ′

1, π
′
2).

If π ′
1 and π ′

2 have finite length, the same is true of i(π ′
1, π

′
2). Writing R′

r for
the Grothendieck group of the category of finite length smooth representations of
G′
r – this is a free Z-module with basis A(G′

r ) – we get a Z-linear multiplication
R′
r1

× R′
r2

→ R′
r1+r2 such that [π ′

1] × [π ′
2] = [i(π ′

1, π
′
2] where [π ′] is the class

in the Grothendieck group of the smooth representation π ′ of finite length. Putting
R′ = ⊕

r�1 R′
r , we get a graded ring ([61] for d = 1, [58]) which is commutative;

as a special we get a graded ring R = ⊕
k�1 Rk for the groups Gk .
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Theorem (Badulescu, [4]). a) There is a unique Z-linear map JL : R → R′ sending
Rk to 0 if d � k and to R′

k/d if d || k, such that for π ∈ R and π ′ = JL(π) we have

χπ(g) = (−1)n−rχπ ′(g′) whenever g ∈ Gsrd, g′ ∈ G′s
r , P (g) = P(g′).

b) The map JL is the unique ring homomorphism which is trivial on Rk when d � k

and extends the Jacquet–Langlands correspondence on Ad(Grd) for any integer r�1.

In fact R and R′ are even Hopf algebras with a canonical involution, the Aubert–
Bernstein–Zelevinsky involution [1], [61], and JL is a Hopf-algebra homomorphism,
which preserves the involutions, up to predictable signs. The kernel of JL is the ideal
generated by the Rk for d � k.

It is expected that when π is a unitary smooth irreducible representation of Gk ,
then JL([π ]) is either 0 – in particular if d � k – or plus or minus the class of a unitary
smooth irreducible representation of G′

k/d . Badulescu [5] has proved that when π is
a local component of some discrete series representation of GLk(AE), where E is a
number field with completion F at some finite place.

Remark. The unitary elements in A(Gk) have been classified by Tadić [57], and a
similar classification is expected for A(G′

r ) [58]. By recent work of Tadić, Badulescu
and Renard [4], [5], [6], it is enough to prove the following conjecture, a result due
to Bernstein [7] for Gk .

Conjecture. Let πi ∈ A(G′
ri
), i = 1, 2, be unitary. Then π1 × π2 is irreducible.

5. The Langlands correspondence

Let F be a separable algebraic closure of F . The group Gal(F/F ) is then profinite,
and class field theory gives a canonical bijection between characters of Gal(F/F ) and
finite order characters of F×. Replacing Gal(F/F ) by a variant, the Weil group WF

[60, Appendix II], even gives a bijection between characters ofWF and characters of
F× = GL1(F ).

It was Langlands’ fundamental intuition that irreducible smooth representations
ofGn, n � 2, are intimately related to degree n smooth representations ofWF , cusp-
idal representations ofGn corresponding to irreducible representations ofWF . Write
Go(n) for the set of isomorphism classes of irreducible degree n smooth representa-
tions of WF .

Theorem. There is a unique family of bijective maps Go(n) → Ao(Gn), σ �→ π(σ),
such that

1) for n = 1, it is given by class field theory;

2) for n, m � 1, σ ∈ Go(n), τ ∈ Go(m) we have

L(σ ⊗ τ, s) = L(π(σ)× π(τ), s) and ε(σ ⊗ τ, s, ψ) = ε(π(σ )× π(τ), s, ψ)

for all non-trivial characters ψ of F .
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Here the L-factors are of the form P(p−s)−1, P ∈ C[X], P(0) = 1, and the ε
factors are monomials inp−s . TheL-factor on the left isArtin’s, whereas the ε-factors
on the left have been defined by Langlands and Deligne [20], generalizing Tate’s thesis
[59] which concerns characters of F×, i.e. one dimensional representations of WF .
TheL-factors and ε-factors on the left are those defined by Jacquet, Piatetski–Shapiro,
and Shalika [40], or equivalently Shahidi [54], [55], a very different generalization
of Tate’s thesis. It is wonderfully ironic that both generalizations turn out to be “the
same”.

Remark. The central character of π(σ), for σ ∈ Go(n), corresponds to the character
det σ of WF via class field theory. Also π(σ∨) = π(σ)∨.

The theorem is due to Laumon, Rapoport and Stuhler [45] when F has positive
characteristic, and to M. Harris and R. Taylor [32], see also [30], [31] forp-adic fields.
Both proofs are global and geometric, using automorphic forms, trace formulas and
the geometry of Drinfeld or Shimura modular varieties. They also rely on counting
arguments due to the author [34].

The proof in positive characteristic is easier because one can exploit then the
functional equation for the L function of an �-adic representation of global Galois
groups. Of course the theorem is now also a consequence of L. Lafforgue’s result
[43] establishing the Langlands conjecture for global fields of positive characteristic.
In characteristic zero, the set of Galois L-functions for which one can prove a func-
tional equation is much more restricted, and one has to use Harris’ approach [29].
The method in [32] uses heavily the geometry of Shimura varieties at places of bad
reduction, which has the advantage of yielding a geometric model for the Langlands
correspondence – that is also the case for [45]. The author has given a simpler proof
[36], which uses the same Shimura varieties but only at places of good reduction,
where it is much easier to get – but one does not get the geometric model that way.

It is highly desirable to find a proof not relying on geometry, and ideally a purely
local proof. However the program of C. J. Bushnell and the author [9 and references
therein] faces obstacles in establishing the necessary properties of the ε-factors for
pairs above. In the simplest cases n = 2, 3 the following can be proved ([41] for
n = 2, [33] for n = 3) without geometry.

Theorem. Let n be 2 or 3. There is a unique bijective map Go(n) → Ao(Gn),
σ �→ π(σ), such that ε(χσ, s, ψ) = ε(χπ(σ), s, ψ) for all non-trivial additive
characters ψ of F and all characters χ of F×.

Here χσ denotes the representation g �→ χ̃(g)σ (g) of WF , where χ̃ is the char-
acter of WF corresponding to χ via class field theory.

The proof uses automorphic forms on global fields and trace formulas, even for
n = 2. It is only recently that Bushnell and the author found a proof for n = 2,
essentially local, which does not use automorphic forms [14].

Remark. The Langlands correspondence preserves more than the L and ε factors
considered in the theorem. For example, the author shows in [37] that if σ ∈ Go(n)
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then

L(�2σ, s) = L(τ(σ ),�2, s) and

L(S2σ, s) = L(τ(σ ), S2, s)

where theL-factors on the right are those defined by Shahidi [55]. The corresponding
ε-factors are also preserved, at least up to a non-zero constant (depending on σ ).

6. Explicit Langlands correspondence in the tame case

All elements of Ao(Gn) have been constructed explicitly by Bushnell and Kutzko
[15], see also [8]: for each π ∈ Ao(Gn) they describe an open subgroup J of Gn,
which contains the centre Z and is compact mod Z, and a finite dimensional smooth
irreducible representation λ of J such that π is obtained from λ by smooth induction
(a simpler variant of the construction in § 4). When n is prime to p, the so-called tame
case, the construction goes back to R. Howe [38], and when n = p to Carayol [19],
but the general case is much harder.

It is natural to ask for an explicit description of the Langlands correspondence in
terms of such a construction. When p divides n it is out of reach at present: only the
case n = p = 2 is reasonably settled [42], [14]. In the tame case Howe parametrized
both Go(n) and Ao(Gn) in terms of admissible pairs (E/F, θ), whereE/F is a degree
n extension, θ a character of E× not factorizing through an intermediate normNF/E′
F ⊂ E′ ⊂ E,E′ 
= E, and such that if θ restricted to principal units ofE does factor-
ize, thenE/E′ is unramified. There is then a canonical map (E/F, θ) �→ π(E/F, θ)

giving a bijection between admissible pairs up to isomorphism and Ao(Gn); see [49]
for a precise construction, or [12].

On the other hand, if (E/F, θ) is an admissible pair, θ can be seen as a character of
the Weil groupWE , which is an open subgroup of index n of the Weil groupWF . We
can then form σ(E/F, θ), the degree n smooth representation of WF induced from
the character θ of WE . The map (E/F, θ) �→ σ(E/F, θ) gives a bijection between
admissible pairs, up to isomorphism, and Go(n).

However, the determinant of σ(E/F, θ), seen as a character of F×, differs in gen-
eral from the central character of π(E/F, θ), so π(E/F, θ) cannot be π(σ(E/F, θ)).
Recently C.J. Bushnell and the author obtained the following result, in the more gen-
eral essentially tame situation where n is not necessarily prime to p but E/F is still
tamely ramified of degree n.

Theorem ([12]). Let (E/F, θ) be an admissible pair with E/F tamely ramified of
degree n. Then there is a unique tamely ramified character μ = μ(E/F, θ) of E×
such that π(σ(E/F, θ)) = π(E/F,μθ).

The twisting characterμ has been computed, at least whenE/F is totally ramified
[13]. The answer is easy to state only when n is odd; moreover when n is even, the
answer does not coincide in general with the recipe conjectured in [49].
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7. Explicit Jacquet–Langlands correspondence, r = 1

An explicit construction of A(G′
r ) or even its cuspidal part Ao(G′

r ), is not known in
general (see § 8). However, when r = 1, the group G′

1 = D× is compact modulo
its centre Z and all its irreducible smooth representations are cuspidal and finite-
dimensional. They have been constructed by E.-W. Zink [62] and, in terms closer
to [15], by P. Broussous [16]. In the tame case, when d is prime to p, the construc-
tion goes back to R. Howe [38], see also [48], [49]: there is a natural construction
(E/F, θ) �→ π ′(E/F, θ) which parametrizes A(G′

1) = A(D×) via isomorphism
classes of admissible pairs of degree [E : F ] dividing d.

In the case where E/F is totally ramified of degree n, there is an unramified
quadratic character η of E× such that π(E/F, θ) corresponds to π ′(E/F, ηθ) via
the Jacquet–Langlands correspondence [35, when n is prime]. A similar answer is
expected in general but does not seem to be available yet.

More interesting, because the construction is much more involved, is the totally
wild case, when n is power of p and we consider π ∈ Ao(Gn) such that there is no
unramified character χ of F× for which χπ is isomorphic to π . In that case [15]
π is constructed from a so-called “simple” pair (β, θ) where β is an element of G
generating a totally ramified extension E/F of degree n; to such an element β are
attached two open subgroups J = J (β) and H 1 = H 1(β), θ is a character of H 1 of
a very specific shape, and π is induced from a representation λ of J with restriction
to H 1 isotypic of type θ . There certainly exists β ′ ∈ G′ with P(β) = P(β ′) and
there is a natural procedure to deduce from θ a similar character θ ′ of some open
compact subgroup H 1(β ′) of D× and then from λ a similar representation λ′ of an
open compact subgroup J (β ′) which induces to π ′ ∈ A(D×). The main result of
[11] (see [10] when n = p) states that, at least when p is odd, π corresponds to π ′
under the Jacquet–Langlands correspondence.

8. Construction and explicit Jacquet–Langlands correspondence,
1 < r < n

Generalizing the above constructions to intermediate cases 1 < r < n is not easy,
even when restricting to tame or totally wild situations! Moreover one wants to deal
with L2 representations and not only with cuspidal ones.

This is already visible in the so-called “level-zero” case, where one considers
the Jacquet–Langlands correspondence π ↔ π ′ for π corresponding to a tamely
ramified representation ofWF : inG′

r = GLr (D), this translates into the property that
in the space of π ′ there is a non-zero vector fixed under the compact open subgroup
1 + PDMr(OD) where OD is the ring of integers of D and PD its maximal ideal.
We say that such π ′ ∈ Ad(G′

r ) have level zero. Level zero elements of Ad(G′
r )

or Ad(Gn), n = rd, are parametrized by admissible pairs (E/F, θ), where E/F is
unramified of degree dividing n, and θ is a tamely ramified character ofE×. However
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it is hard to label exactly the representation corresponding to (E/F, θ), and even more
difficult to get the Jacquet–Langlands correspondence explicit in that level zero case.
That was recently accomplished by Grabitz, Silberger and Zink [26], [56].

The higher level case is even more difficult, and has been subject to investiga-
tions of P. Broussous and M. Grabitz [17], [18], [25] and V. Sécherre [51], [52], [53].
By analogy with [61] and [15], they construct “simple” pairs (β, θ) as above in G′

r .
Sécherre then follows the procedure of [15], and constructs [51], [52] from a simple
pair (β, θ) a simple type (J, λ) inG′

r as in § 7, and controls its intertwining, so that in
particular it is known when λ gives rise by induction to cuspidal smooth irreducible
representations of G′

r ; in the contrary case, Sécherre computes the intertwining al-
gebra, which in particular tells how many elements in Ad(G′

r ) one can get from λ

[53]. It remains to prove that all of Ad(G′
r ) has been obtained: this is the problem of

exhaustion. Grabitz has obtained some partial results in that direction [25].
This is only for the explicit construction of Ad(G′

r ) in the higher level case:
describing the Jacquet–Langlands correspondence explicitly is harder.

As a final remark, let me mention that once exhaustion is proved, Sécherre’s result
on the intertwining algebra will imply the conjecture of Tadić mentioned in § 4.
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Abstract. A selection of aspects of the theory of bounded cohomology is presented. The empha-
sis is on questions motivating the use of that theory as well as on some concrete issues suggested
by its study. Specific topics include rigidity, bounds on characteristic classes, quasification, orbit
equivalence, amenability.
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1. Introduction

This lecture is an invitation to explore bounded cohomology. It is not an attempt to
collect all recent advances in that topic, much less an ex cathedra exposition of the
theory. I will try to illustrate how problems from diverse origins can be translated
into the framework of bounded cohomology, and how in return this theory prompts a
few concrete problems. A number of questions are suggested, ranging from teasers
to the ill-defined.

The terminology bounded cohomology proposed by M. Gromov [67] refers to
the following concrete definition. Recall that the ordinary (singular) cohomology
H∗(M, R) of a manifold M can be defined by the complex of all singular cochains
on M , which are just all real-valued functions on the set of singular simplices. The
subspace of bounded functions yields a subcomplex and hence cohomology groups
H∗

b(M, R). Moreover, the inclusion map of this subcomplex determines a natural
transformation H∗

b(M, R) → H∗(M, R) called the comparison map.
This definition can be imitated for groups. One of the definitions of Eilenberg–

MacLane cohomology H∗(G, V ) of a group G with coefficients in some module V is
given by the complex of all G-equivariant V -valued functions on Gn+1. Considering
only those functions that are bounded one obtains a complex

0 −→ Cb(G, V )G −→ Cb(G
2, V )G −→ Cb(G

3, V )G −→ · · ·
whose cohomology is the bounded cohomology H∗

b(G, V ) and comes again with a
comparison map H∗

b(G, V ) → H∗(G, V ). One needs here to make sense of bound-
edness for V -valued maps; for instance, V could be a Banach space with isometric
G-representation. We will usually assume that this coefficient module is dual (e.g.
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V = R or a unitary representation on Hilbert space). More generally, when G is
a locally compact group we (ab)use the same notations H∗, H∗

b for the continuous
(bounded) cohomology; for present purposes, it is simply defined by requiring that
all cochains be continuous1.

I will mainly concentrate on the group case; a theorem of M. Gromov of funda-
mental importance states that the morphism H∗

b(π1(M), R) → H∗
b(M, R) induced by

the classifying map is an isomorphism (Corollary p. 40 in [67]; see also [11]).
The above definitions, especially in the group case, might seem artificial. The

next section is an attempt to challenge this perception. Nevertheless, I should point
out that there is not a single countable group G for which H∗

b(G, R) is known, unless
it is known to vanish in all degrees. For instance, here is what is known for the free
group F2 and trivial coefficients: H1

b(F2, R) vanishes, H2
b(F2, R) and H3

b(F2, R) are
infinite-dimensional [11, §3], [66], [139].

However, in the case of connected groups, all known results seem to indicate that
bounded cohomology with trivial coefficients is much better behaved than for discrete
groups. The connected case can be reduced to semi-simple Lie groups, prompting
the following question.

Problem A. Let G be a connected semisimple Lie group with finite centre. Is the
comparison map

H∗
b(G, R) −→ H∗(G, R)

an isomorphism?

At this time, it seems that the question of injectivity and surjectivity of this compar-
ison map are two quite different issues; existing proofs are of a very different nature.
Perhaps this will change with a better understanding of the bounded cohomology of
Lie groups. But for the time being, I would like to single out the subquestion below
because it is the aspect most relevant for several questions discussed in this text.

Problem A′. Is the comparison map of Problem A surjective?

A related conjecture was proposed by J. Dupont [43]; compare also the introduction
of [14] and 9.3.8, 9.3.9 in [112]. One can also ask the same questions more generally
for products of semisimple algebraic groups over local fields. For more general
coefficient modules, even if only irreducible unitary representations are considered,
both injectivity and surjectivity fail [25].

2. Three ways to stumble upon H∗
b

I will now sketch briefly three circumstances leading naturally to study bounded
cohomology: (1) group algebras; (2) bounds and refinements of classical invariants;
(3) quasification.

1I emphasise that when G is not discrete, this is not the same as the cohomology of the classifying space BG.
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2.1. Cohomology of group algebras. The usual Eilenberg–MacLane cohomology
of a discrete group � can be seen as a particular case of the cohomology of algebras;
namely, it is isomorphic to the cohomology of the group algebra A = R�.2 Here A is
the free R-vector space on � endowed with the convolution product. In other words,
it is the universal object obtained by forcing upon the group � an R-linear structure
extending the multiplication in �. Recall that the cohomology of A is defined by
Ext-functors, which means that one considers complexes of linear morphisms

A ⊗ · · · ⊗ A −→ R

to R or more generally to suitable coefficient modules.
Now, this free vector space A brings along its “free norm”, that it, the �1-norm; the

latter extends as the projective tensor norm on the above tensor products [72, I§1.1].
Why not, then, take this topology into account and compute the cohomology of the
topological algebra A? This amounts to considering complexes of continuous linear
morphisms

A ⊗π · · · ⊗π A −→ R,

where ⊗π is the notation indicating the choice of the projective tensor norm. The point
is that this cohomology is nothing else than the bounded cohomology of �, as follows
readily from the properties of ⊗π . Once we deal with this continuous cohomology
of A, we may of course replace A by its completion �1(�) without affecting the
outcome. In conclusion, the bounded cohomology of groups is a particular case of
the cohomology of Banach algebras as exposed in B. Johnson’s 1972 memoir [89]
(see also A.Ya. Helemskiı̆ [76]). I would like to point out that the group algebra
case (that is, bounded cohomology) was indeed prominent in B. Johnson’s memoir.
One can find therein several aspects that became intensively studied later, such as
quasimorphisms, amenability and the problem of the existence of outer derivations.
Nevertheless, it is M. Gromov’s paper (which also refers to ideas of W. Thurston) that
gave all its impetus to the theory.

Here are two questions to conclude this outline. First, we point out that for C

*-algebras and specifically von Neumann algebras, other cohomologies have been
studied, such as completely bounded cohomology, where the notion of boundedness
is quite different from our setting; see Christensen–Effros–Sinclair [33]. Consider
the von Neumann algebra L(�) associated to a countable group �, which is the
completion of A for a much weaker topology than above. Then, there is not anymore a
straightforward correlation between �-modules and L(�)-bimodules as there was for
�1(�). However, there is a precise analogy instead: the theory of correspondences (see
A. Connes [36] and S. Popa [130]). Whilst this will not provide a precise dictionary
from the Eilenberg–MacLane cohomology of � to some cohomology of L(�), it still

2For exact statements, one needs to give more details on how to handle the coefficients involved; for instance, A
is suitable for coefficients that are real vector spaces. Moreover, Hochschild cohomology of algebras involves A-
bimodules as coefficients, whilst a priori the cohomology of � is defined for modules. Not taking this into account
would identify the Hochschild cohomology with a sum of Eilenberg–MacLane cohomology of centralisers of
representatives of the conjugacy classes of �. We will omit all details here.
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raises the interesting possibility to define for L(�) an analogue of the L2-cohomology
of � in the sense of M. Atiyah [4], Cheeger–Gromov [31] and W. Lück [101]. Such
an analogue has been proposed by A. Connes and D. Shlyakhtenko in [38].

Here is how this programme connects to the topic of our discussion. For present
purposes, let us think of the L2-cohomology of � as the Eilenberg–MacLane coho-
mology H∗(�, �2(�)), where �2(�) is endowed with the regular representation3. The
bounded cohomology H∗

b(�, �2(�)) has also proved very useful in degree two (see
Sections 4.1 and 4.2), even though one cannot measure its size as is done by means
of the von Neumann dimension in the case of H∗(�, �2(�)).

Problem B. Perform a construction analogous to Connes–Shlyakhtenko [38] but
corresponding to H∗

b(�, �2(�)) instead of H∗(�, �2(�)). Provide non-triviality results,
at least in degree two.

The second question is more indeterminate:

Problem C. Consider the cyclic cohomology of locally convex algebras A as in §II.5
of A. Connes’ [37]. What can be said for A = �1(�)?

The cyclic homology of the group algebra A = R� (devoid of any topology) has
been studied notably by D. Burghelea [29]. For an example with a locally convex
completion of A, smaller than �1(�) and closer to the spirit of [37], see R. Ji [87].

2.2. Refinements of ordinary cohomology and numerical bounds. Certain clas-
sical cohomology classes are given by explicit cocyles that happen to be bounded.
This is of particular interest for characteristic classes, since explicit bounds on char-
acteristic numbers of flat bundles carry important geometric information, such as in
the Milnor–Wood inequality; we refer to J. Dupont [43] for more on such bounds.

Here is an example of this situation: The Euler number of a flat oriented n-vector
bundle over a compact manifold M measures the obstruction to finding a non-van-
ishing section. It can be computed by triangulating M , choosing generic “affine”
sections over the resulting simplices and then adding up obstruction signs ±1 for
each simplex – see D. Sullivan [141] and J. Smillie [138]; compare also [7, F.4]. The
resulting number is clearly bounded in terms of the number of simplices, though this
bound is mysterious. One obtains a nice conceptual bound by observing that the Euler
class of GL+

n (R) has an explicit cocycle representative which is bounded, e.g. as in
Ivanov–Turaev [86] (GL+

n refers to the group of matrices with positive determinant).

Problem D. Let π = (B → M) be a flat oriented n-vector bundle over a com-
pact manifold M . Given additional structure on π , define a natural class Eb(π) in
Hn

b(M, R) whose image in Hn(M, R) is the Euler class E(π) of π .

3This is correct under the finiteness assumption Fn, where n is the degree of the cohomology considered. For
the general case, one should follow W. Lück [101].
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In particular, given a compact orientable n-manifold M with additional structure,
find a natural definition of Eb(M)

def= Eb(T M → M).
I should certainly be a bit more specific here, since after all one way to see the

Milnor–Wood inequality is to consider an explicit cocycle for the Euler class E that
witnesses its boundedness. However, this is quite different from having a natural
invariant in Hn

b(M, R), already because the map Hn
b(M, R) → Hn(M, R) can be far

from injective. The fact that additional structure on M should be required to rigid-
ify the situation is suggested by the fact that Hn

b(M, R) is canonically isometrically
isomorphic to the bounded cohomology of the fundamental group � = π1(M) [67,
p. 40]. By contrast, the Euler class as class of BGL+

n (R) is unbounded (compare also
footnote 1); thus the idea would be to transit via the group cohomology:

Consider for instance the setting of compact orientable manifolds supporting an
affine structure. In that case the Euler class E(M) will come from the structure
group GL+

n (R) by pull-back through the holonomy representation of π1(M) via
Hn(π1(M), R) and the classifying map. In that case one would have a completely
canonical choice for Eb(M) if, as suggested by Problem A, one proves

H∗
b(PSLn(R), R) ∼= H∗(PSLn(R), R).

Indeed, an easy argument shows that this would imply

Hn
b(GL+

n (R), R) ∼= Hn(GL+
n (R), R), n �= 1.

A motivation for Problem D is the following.

Problem D′. Use a natural definition of Eb(M) to prove that, for any compact ori-
entable manifold M supporting an affine structure, Eb(M) vanishes.

This would settle the Chern–Sullivan problem of the vanishing of the Euler-
Poincaré number of such manifolds M .

The example of the boundedness of the Euler class can be considerably gener-
alised: M. Gromov proves in [67] that all primary4 characteristic classes are bounded,
at least when viewed as classes of the structure group made discrete. A different
proof avoiding the use of H. Hironaka’s resolution of singularities was provided by
M. Bucher-Karlsson in her thesis [14]; it is also shown in [14, p. 60] how it follows
that these primary characteristic classes are bounded already when viewed as classes
of the topological group G. In other words, they lie in the image of the comparison
map H∗

b(G, R) → H∗(G, R).

Problem E. Prove the same statement for secondary characteristic classes5.

As pointed out in [14], this would then solve Problem A′. Indeed, J. Dupont and
F. Kamber proved in [44] that, as an algebra, H∗(G, R) is generated by primary and

4More precisely, the characteristic classes of flat G-bundles, where G is an algebraic subgroup of GLn(R).
5See Cheeger–Simons [32] and M. Bucher-Karlsson [14] for the definition of secondary classes.
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secondary classes when G is a connected semisimple Lie group with finite centre.
(The product is easily seen to preserve boundedness of cohomology classes.)

Once a natural bounded representative has been identified for a classical cohomo-
logical invariant, this opens the door to a refined invariant: Indeed, the bounded class
of that bounded cocycle contains a priori much more information than the class one
started with. This is because it is easier for cocycles to be cohomologous than to be
“boundedly cohomologous”, that is, equivalent modulo bounded coboundaries.

A beautiful illustration of this phenomenon has been given by É. Ghys in [63] and
goes as follows. Recall that if a group � acts by orientation-preserving homeomor-
phisms on the circle, it inherits an Euler class in H2(�, Z). This class has a canonical
representative taking only values {0, 1}, thus determining a bounded class. Whilst the
original class determines only the obstruction to lifting the �-action to an action on
the line, É. Ghys proves that the bounded class completely characterises the action up
to semi-conjugacy.

Another important benefit of identifying an ordinary cohomology class as being
bounded is the Gromov seminorm. Since homology classes are given by cycles,
i.e. formal finite linear combinations of simplices (singular or otherwise), there is a
numerical invariant attached to every homological class, the Gromov seminorm, which
is by definition the infimum of the total mass of all linear combinations representing
that class. This is a method of assigning a numerical invariant to cohomological
invariants. For instance, this number is computed for the Kähler class by Domic–
Toledo [42] and Clerc–Ørsted [34].

In particular, M. Gromov [67] defines the simplicial volume of a closed (connected,
orientable) manifold M to be the seminorm of its fundamental class (for the relative
case, see also [99]). This invariant, besides its own interest, provides bounds for
the minimal volume of M over all (suitably normalised) Riemannian structures, as
explained by M. Gromov in [67]. The relevance of bounded cohomology is that any
upper bound on a cocycle with non-trivial homological pairing on the given cycle
provides a non-trivial lower bound on the Gromov seminorm of the cycle.

W. Thurston and M. Gromov (see the 1978 notes [142] and [67]) have shown
how to use negative curvature to prove the boundedness of fundamental classes –
equivalently, the positivity of the simplicial volume. The case of symmetric spaces
has been solved only quite recently, with J.-F. Lafont and B. Schmidt proving in [100]
that the simplicial volume of any closed locally symmetric space of non-compact
type is positive. (A crucial ingredient of their proof is the work of C. Connell and
B. Farb [35].) Actually, the case of the symmetric space of SL3(R) is not covered
by [100]; it was claimed in [134], but the proof therein is incomplete. However
a proof is provided by M. Bucher-Karlsson in [13]. M. Gromov has conjectured
more generally that closed manifolds with non-positive curvature and negative Ricci
curvature have positive simplicial volume.

2.3. Quasification. The word quasification is meant to refer to the process whereby
a geometric or algebraic notion is modified to an approximate variant; typically, a
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defining equality or inequality is relaxed by imposing that it hold up to some constants
only. Here are a few examples of this overly vague principle.

(i) Quasi-isometries. Whereas a map f : X → Y between metric spaces X, Y is
called isometric if dY (f (x), f (x′)) equals dX(x, x′) for all x, x′ ∈ X, it is said to be
quasi-isometric if there is some constant C �= 0 such that

C−1dX(x, x′) − C ≤ dY (f (x), f (x′)) ≤ CdX(x, x′) + C for all x, x′ ∈ X.

A quasi-isometry is a quasi-isometric map whose image has finite codiameter. Here
are two important motivations for this notion: (1) Geometric rigidity questions such
as Mostow’s strong rigidity [119] lead to consider quasi-isometries of symmetric
spaces arising from a homotopy equivalence between two of its compact quotients;
(2) Geometric group theory has had considerable success, following M. Gromov, in
viewing finitely generated groups as metric spaces and studying their geometry [68],
[71]; however, this point of view is well-defined only up to quasi-isometry.

As a matter of terminology, a rough isometry shall be a quasi-isometry where
additive constants only are allowed:

dX(x, x′) − C ≤ dY (f (x), f (x′)) ≤ dX(x, x′) + C.

(ii) Gromov-hyperbolicity. In the context of point (2) in (i) above, one calls
a geodesic metric space Gromov-hyperbolic if any finite configuration of points is
roughly isometric to a configuration in a tree; the additive constant is allowed to
depend on the space and the number of points only. (For comparison with more
usual definitions, see 2 §2, Theorem 12 (ii) in [64].) This notion is a quasi-isometry
invariant even though it is a priori defined by rough isometries.

The theory of those finitely generated groups that are Gromov-hyperbolic as metric
spaces is one of the major contribution to modern group theory; we refer to M. Gro-
mov [69].

(iii) Hyers–Ulam stability. D. Hyers observed in [80] that whenever a mapping f

between Banach spaces satisfies the additive equation upon some constant δ, then f

is at finite distance (at most δ) of a truly additive mapping. A subsequent joint paper
with S. Ulam [81] proposed the more delicate question of the stability of the equation
defining isometries; more precisely: If f is a rough isometry, is it close to an isometry?
After many partial results spanning half a century (starting with the Hilbertian case
in [81]), the general case was solved affirmatively by P. Gruber [73] and J. Gevirtz [62]
and the sharp constant provided by M. Omladič and P. Šemrl [122] in 1995.

The stability question was broadened to other contexts by Hyers–Ulam [82], [83]
and a great many other authors. Within the context of isometries, three examples are:
quaternionic hyperbolic spaces (P. Pansu [125]), higher rank symmetric spaces and
buildings (Eskin–Farb [47] and Kleiner–Leeb [97]), hyperbolic buildings (Bourdon–
Pajot [10]).

The connection between quasification and bounded cohomology appears when one
considers the stability of cocycles. Indeed, suppose that f is “almost an n-cocycle”
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for a group G in the Hyers–Ulam sense, say for a Banach G-module V . Specifically,
in the model of the inhomogeneous bar-resolution, f is a map Gn → V with the
property that

g1f (g2, . . . , gn+1)+
n∑

j=1

(−1)jf (g1, . . . , gjgj+1, . . . gn+1)+(−1)n+1f (g1, . . . , gn)

is bounded independently of g1, . . . gn+1 ∈ G. The map δf : Gn+1 → V defined by
the above expression is therefore a bounded (n + 1)-cocycle; indeed it is certainly
a cocycle since it is defined as a coboundary. The latter observation means that δf

represents a trivial class in usual cohomology Hn+1(G, V ). But is it trivial as bounded
cohomology class in Hn+1

b (G, V )? The definition of bounded cohomology gives us
the answer: this class is trivial if and only if f is at finite distance of an actual n-
cocycle Gn → V . In conclusion, the Hyers–Ulam stability problem for Hn(G, V ) is
exactly captured by the kernel of the comparison map

EHn+1
b (G, V )

def= Ker
(
Hn+1

b (G, V ) −→ Hn+1(G, V )
)

in one degree higher: EHn+1
b describes “n-quasicocycles”. This could be made formal

by introducing suitably complexes of quasicocycles and defining the corresponding
cohomology groups H∗

quasi(G, V ). It is then straightforward to verify that one has an
infinite exact sequence

· · · → Hn−1
quasi(G, V ) → Hn

b(G, V ) → Hn(G, V )

→ Hn
quasi(G, V ) → Hn+1

b (G, V ) → · · ·
Consider the simplest case, namely n = 1 and V = R:

Definition 2.1. A quasimorphism is a map f : G → R such that

sup
g,h∈G

|f (g) − f (gh) + f (h)| < ∞.

A quasimorphism is non-trivial if it is not a bounded perturbation of a homomorphism,
or equivalently if it determines a non-zero class in H2

b(G, R).

B. Johnson proves already in [89, 2.8] that the free group F2 admits a non-
trivial quasimorphism. This was considerably generalised and it is now known that
EH2

b(G, R) is infinite-dimensional for (non-elementary) free groups, surface groups,
Gromov-hyperbolic groups, free products (R. Brooks [11], Brooks-Series [12],
Y. Mitsumatsu [111], Barge–Ghys [5], Epstein–Fujiwara [46], K. Fujiwara [49], [50],
R. Grigorchuk [66]); generalising all the previous cases, for all groups acting on a
Gromov-hyperbolic metric space in a weakly proper way (Bestvina–Fujiwara [8]; see
also U. Hamenstädt [74]). Moreover, J. Manning [102, 4.29] shows that if there is
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any quasimorphism that is what he calls bushy, then, already H2
b(G, R) is infinite-

dimensional. (Contrary to what has sometimes been suggested, EH2
b(G, R) may

however be of finite non-zero dimension [115]; thus not every quasimorphism is
bushy.) Very interesting quasimorphism of a completely different nature have been
constructed by Entov–Polterovich [45], Biran–Entov–Polterovich [9], Gambaudo–
Ghys [58] and P. Py [131]. There, quasification is the additional freedom that allows
to extend the Calabi homomorphism as a quasimorphism to larger groups that do not
admit any non-zero homomorphism.

One checks that amenable groups do not have non-trivial quasimorphisms. In a
completely opposed direction, it was proved in [23], [24] that irreducible lattices in
semisimple Lie groups of higher rank have no non-trivial quasimorphisms. Interest-
ingly, this property is not quasi-isometry invariant [23, 1.7].

Increasing the generality, let us consider unitary representations V . Since
H1(G, V ) classifies affine isometric actions on the Hilbert space V , it follows that
EH2

b(G, V ) contains information about rough G-actions on V , namely maps � from G

to the affine isometry group of V such that

sup
g,h∈G

sup
v∈V

‖ �(g)(�(h)v) − �(gh)v ‖ < ∞

(this forces the linear part of � to be an actual representation).The results of [23],
[24] show that any such rough action of a higher rank lattice has bounded “orbits”.
Using Hyers–Ulam stability [81], we deduce the following corollary for higher rank
lattices: Every action by rough isometries (of a given constant) on a Hilbert space
has bounded orbits.

Another natural problem is to consider ε-representations (or near representations)
of the group G on a Hilbert space V , that is, maps π : G → U(V ) to the unitary
group U such that

sup
g,h∈G

‖ π(g)π(h) − π(gh) ‖op < ε,

wherein the norm is now the operator norm. The corresponding stability question is
now: How close is π to an actual unitary representation? (In operator norm.)

When G is finite or more generally compact (with appropriate continuity ad-
denda), la Harpe–Karoubi proved that for every δ > 0 there is ε > 0 such that every
ε-representation of � is δ-close to a unitary representation [40]. This was then es-
tablished for amenable groups by D. Kazhdan in [95] using an ingenious notion of
ε-cocycles. This device is however not obviously related to bounded cohomology.

Problem F. Can one reformulate in terms of bounded cohomology the problem of
the stability of unitary representations?

D. Kazhdan also gives an example showing that for surface groups the phenomenon
of stability of unitary representations fails to hold (Theorem 2 in [95]).
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Problem F′. Prove (or disprove): Let � be a lattice in a connected simple Lie group
of real rank at least two, e.g. � = SL3(Z). Then for every δ > 0 there is ε > 0 such
that every ε-representation of � is δ-close to a unitary representation.

Notice that this conjectural stability does not follow from Kazhdan’s property (T);
just as for bounded cohomology, a stronger rigidity property of higher rank groups
needs to be used. Indeed, any group G with a non-trivial quasimorphism f : G → R
lacks the stability of unitary representations: Consider for η ∈ R the map π : G →
U(C) for which π(g) is the multiplication by eiηf (g). This is an ε-representations
when η is small enough, but will not be quite close to a representation. Now recall
that any non-elementary hyperbolic group admits non-trivial quasimorphisms and that
there are many hyperbolic groups with property (T).

3. The rôle of amenability

The relevance of amenability to bounded cohomology has been patent ever since
B. Johnson’s memoir [89], where it is shown that a locally compact group G is
amenable if and only if Hn

b(G, V ) vanishes for all n > 0 and all dual Banach modules
V (compare also G. Noskov [120]). Since Hn

b(G, V ) appears in [89] as the Banach
algebra cohomology of the group algebra of G, B. Johnson uses this characterisation
to define the amenability of general Banach algebras. This suggests to consider the
“bounded-cohomology dimension” of a group (or Banach algebra); more precisely:

Definition 3.1. (i) Let dim	
b(G) ∈ N ∪ {∞} denote the smallest integer such that

Hn
b(G, V ) vanishes for all n > dim	

b(G) and all dual Banach modules V .

(ii) Let dimb(G) ∈ N ∪ {∞} denote the smallest integer such that Hn
b(G, V )

vanishes for all n > dimb(G) and all Banach modules V .

Thus G is amenable if and only if dim	
b(G) = 0. There is a priori a hierar-

chy of increasingly weak generalisations of amenability given by dim	
b(G) = n,

n ∈ N (compare [89], §10.10; standard homological techniques reduce the property
dim	

b(G) ≤ n to showing vanishing in degree n + 1 only). It is not clear whether this
hierarchy is really non-trivial; we refer to Section 5.4, where it is shown for instance
that dim	

b �= 1, 2. The dimension dimb(G) seems more mysterious; see [88] for some
results.

3.1. Amenable actions. Just as proper G-spaces are relevant to compute the usual
cohomology of a group G, there is a notion of amenable G-spaces relevant for bounded
cohomology. Recall that properness is reflected in the possibility to perform finite
(or compact) averaging, at least when the coefficient modules are topological vector
spaces. The notion of averaging is the naïve one when the proper G-space is a
homogeneous space G/K with finite or compact isotropy K < G, and can be carried
out e.g. using Bruhat functions in the more general case.
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The idea now is that bounded cocycles should allow averaging under more general
circumstances: after all, the definition of amenable groups is that they permit equivari-
ant averaging of bounded functions. The analogue of properness should accordingly
generalise homogeneous G-spaces G/K with amenable isotropy group K < G. This
is precisely the notion introduced by R. Zimmer [145], [146]: A Lebesgue space
(S, ν) with non-singular G-action is called amenable if (i) the stabiliser of ν-almost
every point is an amenable subgroup of G, (ii) the equivalence relation on S induced
by the action is amenable. (This, however, is not Zimmer’s original formulation.)

An important feature of this approach is that one has to work within the measurable
category, because the general averaging process arising from amenability does not
preserve continuity.

As suggested by the analogy with properness, one has the following result: The
G-space S is amenable if and only if the G-module L∞(S) is relatively injective in
a sense suitably adapted to bounded cohomology [24], [112]. It then follows from
functorial machinery that the bounded cohomology H∗

b(G, V ) of a locally compact
group G in a coefficient module V is canonically realised by the complex

0 −→ L∞(S, V )G −→ L∞(S2, V )G −→ L∞(S3, V )G −→ · · · .

Such a statement does require a functorial theory for the bounded cohomology of
groups. Even though H2

b lacks the basic properties of cohomological functors, such a
machinery has been developed; see R. Brooks [11], N. Ivanov [85], G. Noskov [120],
[121] for discrete groups and [24], [112] for locally compact groups and for the
connection with amenable spaces.

All this would not be very useful without interesting examples of amenable spaces;
the foremost example is provided by Poisson boundaries of random walks. Recall that
a random walk on G is given by a probability μ on G, which for simplicity we assume
full, that is: (i) μ is absolutely continuous with respect to Haar measures, (ii) the
support of μ generates G as a semi-group. To such a random walk one associates a
non-singular G-space S = ∂μG, the Poisson boundary; see H. Furstenberg [53], [54],
[55], Kaı̆manovich–Vershik [94], V. Kaı̆manovich [90], A. Furman [52]. R. Zimmer
proved that this G-space is amenable [144], [145]. (For another proof, see [92].)

One reason why the Poisson boundary S = ∂μG is a useful example of amenable
space is that it is much “smaller” than the only obvious amenable G-space, G itself.
Specifically, for μ symmetric, the diagonal action on S2 is ergodic, as shown by
L. Garnett [60, Remark p. 301] (generalising an argument which goes back to a 1939
paper of E. Hopf [79]). In fact, it satisfies even a much stronger double ergodicity
property introduced in [24], [112]: Every G-equivariant measurable map on S2 to
every continuous separable Banach G-module is constant. (The existence of random
walks with this property was established in [24], whilst the general – and nicer – proof
was later provided by V. Kaı̆manovich in [91].) If we consider the above complex,
we deduce that in this situation we have a canonical identification

H2
b(G, V ) ∼= {

cocycles in L∞(S3, V )G
}
/{constants}.
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This concrete realisation is one of the most useful facts for studying bounded coho-
mology, as it allows to control explicitly whether or not a cocycle represents a non-
vanishing class. Not only is this crucial to prove vanishing as well as non-vanishing
theorems; it is also the main ingredient to prove cohomological statements such as
the splitting

H2
b(G1 × G2, V ) ∼= H2

b(G1, V
G2) ⊕ H2

b(G2, V
G1)

for product groups G = G1 × G2, see [24]. I emphasise that the occurrence of the
space of Gi-invariants V Gi is what distinguishes this statement from a mere Künneth
formula and makes it consequential for rigidity applications (just as Y. Shalom’s
splitting formula for usual cohomology implies rigidity statements in [136]).

3.2. Amenability degree. The remarkable properties of the Poisson boundary sug-
gest the following notion.

Definition 3.2. Let G be a countable group (or more generally a locally compact σ -
compact group). Define the amenability degree a(G) ∈ N ∪{∞} to be the supremum
of all integers n for which there is some amenable G-space (X, μ) such that the
diagonal G-action on Xn has finitely many ergodic components.

For an amenable group G, the amenability degree is a(G) = ∞ since one can
take X to be a point. On the other hand, the properties of Poisson boundaries show
that a(G) ≥ 2 for any G. We claim: Every non-elementary Gromov-hyperbolic
group G satisfies a(G) = 2. Indeed, this holds more generally6 for all groups G with
infinite-dimensional H2

b(G, R) in view of the discussion in Section 3.1:

Proposition 3.3. If G has infinite-dimensional Hn
b(G, R), then a(G) ≤ n.

Problem G. What are the possible values of a(G)? Can one have 3 < a(G) < ∞?

Note that G = PSL2(R) satisfies a(G) ≥ 3 in view of its canonical action on the
projective line. I have no example ready of a countable group G with 2 < a(G) < ∞.

Problem H. Does a(G) = ∞ imply that G is amenable?

The latter question has a connection to an old question7 about R. Thompson’s
group F , namely: is it is or is it ain’t amenable? A positive answer to Problem H
would prove that F is non-amenable.

Proof. Recall first that F can be defined as the group of all piecewise affine homeo-
morphisms of the interval [0, 1] with finitely many breakpoints at dyadic rationals and
whose slopes are all powers of two [30]. The similar definition with X = R/Z instead
of [0, 1] yields a group T whose diagonal action on Xn is ergodic for all n (indeed, its

6But the hyperbolic case can also be treated by a more geometric argument.
7Reportedly already considered by R. Thompson in the sixties, and then independently asked by R. Geoghegan

in 1979.
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action on dyadic rationals is oligomorphic). The stabiliser of any dyadic point of X is
isomorphic to F , whilst the stabiliser of a non-dyadic point is an increasing union of
groups isomorphic to F . Thus, if F is amenable, every stabiliser is amenable. On the
other hand, the equivalence relation of the T -action on X can be seen to be hyperfinite
in the Borel sense. It follows that the T -action on X would be amenable with respect
to any quasi-invariant measure, and a(T ) = ∞ would follow. On the other hand, it is
well-known and easy to verify that T contains non-Abelian free subgroups, hence is
non-amenable. (The above line of reasoning would actually imply that the T -action
on R/Z is amenable in the topological sense of [3].) �

A first step towards Problems G and H could be the following question.

Problem I. Let B be the Poisson boundary of a symmetric (full) random walk on the
group G. Suppose that the diagonal G-action on B4 is ergodic. Does it follow that G

is amenable?

One can perhaps investigate this question by considering the space of pairs of
bi-infinite random paths on G, where a bi-infinite random path refers to a random
sequence

( . . . , x−2, x−1, x0, x1, . . . , xn, . . . ), xi ∈ G, i ∈ Z,

where all increments x−1
n xn+1 are i.i.d. according to the random walk (and, say,

x0 follows Haar measure class). The diagonal G-action commutes with the shift of
indices and one can try to construct invariants of pairs of such paths under some
assumption similar to non-recurrence of the random walk. For instance, consider the
length in N, or location in G, of the shortest segment in a Cayley graph connecting
two paths; even equivariant G-valued “invariants” prevent higher ergodicity. Whilst
there is a natural map from pairs of bi-infinite paths to B4, it is not clear whether
Problem I can be solved in this way.

4. Rigidity

Bounded cohomology has proved to be very useful to establish rigidity results. One
can distinguish roughly three settings: obstructions, invariants, superrigidity.

(i) Obstructions. The idea here is simply to play off vanishing against non-
vanishing; that is, to prove that for certain groups �, H there can be no non-trivial
homomorphism � → H because (a) � has a vanishing property for H∗

b and (b) H and
certain of its subgroups have non-zero classes in H∗

b. Of course, the sense in which
homomorphisms are non-trivial need to be precised and will affect which subgroups
of H are considered. Interestingly, parts (a) and (b) are in general of a completely dif-
ferent nature and are proved by very different means (and often by different authors).

Example 4.1. This rather coarse strategy can be quite effective. For instance, if
� is a higher rank lattice, it can be used to re-prove the following result of Farb–
Kaı̆manovich–Masur [93], [48]: Every representation of � into any mapping class
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group has finite image. Indeed, � has no non-trivial quasimorphisms [23], [24]. On
the other hand, by [8] any non virtually Abelian subgroup of mapping class groups
has an infinite-dimensional space of quasimorphisms. It follows that any image of �

in a mapping class group is virtually Abelian and hence finite. (Notice that this proof
does not use Margulis’ normal subgroup theorem.)

(ii) Invariants. Sometimes one particular invariant in H∗
b classifies homomor-

phisms. A first example appeared in Section 2.2 with É. Ghys’ study of actions on
the circle up to semi-conjugacy. Another is A. Iozzi’s proof [84] of Matsumoto’s
theorem [106]. Here is a further instance due to Burger–Iozzi [18] and Burger–Iozzi–
Wienhard [20]:

Example 4.2. Let X be an irreducible Hermitian symmetric space not of tube type,
and let H = Is0(X) be (the connected component of) its isometry group. By [23],
H2

b(H, R) is generated by a bounded representative ω of the Kähler class of X. It is
proved in [20] that for any finitely generated group �, the Zariski-dense representa-
tions π : � → H are classified up to conjugacy by the invariant π∗ω in H2

b(�, R).
(The case H = SU(p, q) was previously proved in [18].)

A more refined analysis is possible for representations of surface groups by consid-
ering the Toledo number associated to the pull-back of the Kähler class; see the study
of maximal representations presented by Burger–Iozzi–Wienhard [22] and some of
its consequences [19]. Of particular importance in this context are tight homomor-
phisms, namely those representations π for which π∗ preserves the norm of the Kähler
class [21], [143].

(iii) Superrigidity. The use of richer coefficient modules, specifically of the regular
representation V = �2(�), allows in some cases to encode the entire geometric
situation into H2

b(�, V ). This is described in the next two sections.
Non-trivial coefficients of L∞ type have been used in [113] to establish coho-

mological stabilization of the general linear groups. They have also been used by
Burger–Iozzi to study representations that are maximal for yet another invariant,
the generalized Toledo number, establishing deformation rigidity for representations
into SU(m, 1) of lattices in SU(n, 1) (m ≥ n ≥ 2), extending the famous result of
Goldman–Millson [65] to non-uniform lattices [15], [16], [17].

4.1. Negative curvature made cohomological. M. Gromov suggests in [71, 7.E1]
how to turn the thin triangle property of negatively curved manifolds into a cohomolog-
ical invariant (and refers to Z. Sela [135]); in his construction, Kazhdan’s property (T)
is used to ensure non-triviality. Building on similar ideas and using the multiple er-
godicity of Poisson boundaries (Section 3.1), it is shown in [117], [110] that one has
H2

b(�, �2(�)) �= 0 for a large class of “negatively curved” groups � (see also [75]).
This result can be combined with rigidity techniques (such as Furstenberg maps)

and cohomological results from [24], [112] in order to obtain superrigidity theorems.
Specifically, it can be fed into the splitting formula at the end of Section 3.1 to obtain
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geometric information. As a first illustration, consider the result below; here H2
b is

used as a tool to control completely all existing homomorphisms, rather than just
provide an obstruction when no homomorphism exists.

Let � < G = G1 × G2 be a lattice in a product of arbitrary locally compact
groups that is irreducible in the sense that its projection to each Gi is dense. Let
H = Isom(X) be the isometry group of a metric space X that is negatively curved
in the sense that it is either a proper CAT(-1) space or a Gromov-hyperbolic graph of
bounded valency.

Theorem ([116, 1.5]). Any non-elementary homomorphism � → H extends to a
continuous homomorphism G → H (which must factor through some Gi), possibly
after factoring out a compact normal subgroup of H .

A similar statement holds more generally for cocycles in the sense of R. Zim-
mer [146].

(Compare [117], [110].) For previous results concerning algebraic groups, see
Margulis [103], [104], Burger–Mozes [26], S. Adams [1] and Y. Gao [59]; for results
in the setting of CAT(0) spaces, see [114]. The theorem above applies e.g. when G is
a semisimple group, or when � is a Burger–Mozes group [27], [28], or when � is a
Kac–Moody group [132], [133].

Problem J. Does there exist a geometric characterisation of the non-vanishing of
H2

b(�, �2(�))? Is it a quasi-isometry invariant amongst finitely generated groups?

If this property could be reformulated e.g. in terms of quasi-actions on suitable
negatively curved spaces, then such a reformulation could be construed as an analogue
of J. Stalling’s famous splitting theorem [140]. Indeed, in all known cases our classes
in H2

b(�, �2(�)) are in the kernel of the comparison map. Therefore, they appear as
quasifications of the space H1(�, R�) relevant to Stalling’s theorem.

Remark 4.3. In a different direction, there is indeed a characterisation of Gromov-
hyperbolic groups due to I. Mineyev [109]; the main ingredient therein is the sur-
jectivity of the comparison map in degree two, see M. Gromov [69, 8.3.T] and
I. Mineyev [108]. It is unclear whether one could obtain interesting definitions of
a rank by postulating surjectivity in a given higher degree. Using another type of ex-
otic cohomology, namely �∞ cohomology, S. Gersten also provided a characterisation
of hyperbolicity (see [61] and compare [2]).

4.2. Orbit equivalence. Consider ergodic free measure-preserving actions of a
countable group � on a probability space (X, μ). The quotient space X/� is com-
pletely singular, but can nevertheless be investigated by shifting the focus to the type
II1 measured equivalence relation R ⊆ X × X induced by the action. Accordingly,
one calls two actions (by possibly different groups) orbit equivalent (OE) if the re-
sulting relations are isomorphic. The Ornstein–Weiss theorem [123] implies that all
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such action of all amenable countable groups are OE. It is therefore of interest to find
obstructions to OE or better yet rigidity results.

The context of Section 4.1 comes into play as follows. Let � = �1 ×�2 be a prod-
uct of torsion-free groups with H2

b(�i, �
2(�i)) �= 0, e.g. non-elementary hyperbolic

groups. Consider a �-space (X, μ) that is irreducible in the sense that each �i-action
is ergodic.

Theorem ([118, 1.6]). Any �-space that is OE to X is actually conjugated to X,
possibly twisting the action by an automorphism of �.

Theorem ([118, 1.9]). If any mildly mixing action of any torsion-free group � is OE
to X, then � is isomorphic to � and the actions are conjugated.

Compare with Hjorth–Kechris [78]. One can also use our techniques to show
[118, 1.14]: There exists a continuum of mutually non weakly isomorphic relations
of type II1 with trivial outer automorphism group.

5. Randomorphisms

The notion of randomorphism between two groups is proposed below. It is closely
connected to orbit equivalence and related ideas; thus, not much originality is claimed,
except perhaps for the language proposed, which I believe has its own appeal.

5.1. Random maps. The space GH of all maps f : H → G between the countable
groups H, G has a natural structure of Polish space, given by the product uniform
structure (with G viewed discrete). Therefore, it makes sense to think of “random
maps” f : H → G simply as probability measures on this nice Polish space. To avoid
redundancy coming from the free G-action(s), we define the Polish space

[H, G] def= {f : H → G : f (e) = e}
(a closed subspace of GH ). There is a natural H -action on [H, G] defined by

(h.f )(x)
def= f (xh)f (h)−1 for f ∈ [H, G], h, x ∈ H.

The basic observation is that a homomorphism H → G is nothing but an H -fixed
point for this action.

Definition 5.1. A randomorphism from H to G is an H -invariant probability measure
on [H, G].

Notice that the subset of injective maps is closed in [H, G]. This suggest a naïve
notion of injectivity for randomorphisms:

Definition 5.2. A randomorphism is a randembedding if it is supported on the injective
maps. We say that H is a random subgroup of G if it admits a randembedding into G.
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Compare with the notion of placement proposed by M. Gromov [70, 4.5] and
with Y. Shalom’s related viewpoint on uniform embeddings [137]. One can verify
that a point in [H, G] is almost periodic (i.e. its H -orbit relatively compact) if the
corresponding map is Lipschitz in the appropriate sense.

Definition 5.3. A randomorphism, randembedding or random subgroup is geometric
if the corresponding measure is compactly supported in [H, G].
Problem K. Which groups admit the non-Abelian free group F2 as a geometric
random subgroup?

The following has been proved by D. Gaboriau and independently R. Lyons (pri-
vate communication); Gaboriau’s proof uses percolation techniques, relying among
other things on [124] and [77].

Theorem 5.4. Every non-amenable group admits F2 as a random subgroup.

5.2. Back to orbit equivalence. If the two countable groups G, H have OE actions
as in Section 4.2 on (X, μ) and (Y, ν) respectively, then there is a measure space
isomorphism F : X → Y such that F(H.x) = G.F(x) almost everywhere. One can
also consider the more general situation where F(H.x) ⊆ G.F(x); for instance, H

could be a subgroup of a group having an action orbit equivalent to the G-action. By
freeness, there is a measurable map

α : H × X −→ G

defined almost everywhere by F(h.x) = α(h, x).F (x). This map is a cocycle in that
is satisfies

α(hk, x) = α(h, k.x)α(k, x) for h, k ∈ H, μ − a.e. x ∈ X.

The cocycle α yields a measurable map α̂ : X → [H, G] defined by α̂(x)(h) =
α(h, x). This map is H -equivariant, and therefore the measure α̂∗μ is a randomor-
phism from H to G.

Observe that regardless of any measure, there is a tautological cocycle E : H ×
[H, G] → G with respect to the H -action on [H, G] defined by E(h, f ) = f (h). In
the above construction, the map α̂ intertwines the cocycle α to the tautological cocycle.
Therefore, [H, G] together with its tautological cocycle has a way to reflecting all OE
cocycles within the space of all invariant probability measures on [H, G].

The Ornstein–Weiss theorem [123] shows in particular that every amenable group
is a random subgroup of Z. Therefore, one has the following striking “Random Tits
Alternative”:

Any countable group is either a random subgroup8 of Z or has F2 as a random
subgroup.

8actually, measure equivalent to Z; compare Section 5.5.
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The viewpoint of measured relations and OE allows to formulate a related question:
Does any non-amenable type II1 relation contains the orbits of a F2-action? (See
Kechris–Miller [96, 28.14] and D. Gaboriau [57, 5.16]). This is only known to hold
for relations of non-trivial cost (M. Pichot [126], Kechris–Miller [96, 28.8]; see [56]
for the notion of cost).

5.3. Modules. Just as a homomorphism H → G yields a pull-back functor from
G-modules to H -modules, we can define pull-backs through randomorphisms:

Definition 5.5. Let V be a coefficient G-module, μ a randomorphism from H to G

and 1 ≤ p ≤ ∞. The Lp-pull-back of V through μ is the Banach space Lp(μ, V )

endowed with the H -action

(h.ϕ)(f )
def= f (h−1)−1ϕ(h−1.f ), h ∈ H, ϕ ∈ Lp(μ, V ), f ∈ [H, G].

We are mostly interested in p = 2, ∞. For instance, analysing the case V = �2(G)

shows:

Lemma 5.6. A random subgroup of an amenable group is itself amenable.

Recall that in the case of injective homomorphisms, the pull-back has an adjoined
functor called (co-)induction. There is again an analogue for randembeddings. Con-
sider GH with precomposition by right H -translation and postcomposition by right
G-translation. This is isomorphic to the E-twisted (cf. [146, p .65]) product H -space
[H, G]×G endowed with an additional G-action by right multiplication. Therefore,
it inherits an invariant σ -finite regular Borel measure μ̃ defined as the product of μ

with the counting measure. The following generalises induction (compare [70, 4.5.C]
and [118, 4.1]).

Definition 5.7. Let V be a coefficient H -module, μ a randembedding from H to
G and 1 ≤ p ≤ ∞. The Lp-induced module of V through μ is the Banach space
Lp(μ̃, V )H of H -equivariant maps endowed with the G-action by right translations.

5.4. Application to bounded cohomology. The induction methods used in [118]
can be seen to yield the following.

Proposition 5.8. Let H be a random subgroup of G and V a coefficient H -module.
Let W be the L∞-induced module. For every n ≥ 0 there is an injection Hn

b(H, V ) ↪→
Hn

b(G, W).

(Due to the unwieldy nature of L∞ spaces, it is essential in [118] to have a similar
injectivity statement for the Lp-induced module with p < ∞, e.g. p = 2. However,
the latter is only known to hold when n ≤ 2.)

Corollary 5.9. If H is a random subgroup of G, then dim	
b(H) ≤ dim	

b(G).

Appealing to Theorem 5.4, we conclude:
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Corollary 5.10. No group can have dim	
b = 1, 2.

Problem L. Is dim	
b(F2) infinite? If so, is even Hn

b(F2, R) non-zero for all n ≥ 2?

If dim	
b(F2) = ∞, then it follows that the hierarchy proposed by B. Johnson (cf.

beginning of Section 3) collapses completely, since we then have dim	
b(G) = 0 or ∞

for every group G, according to whether it is amenable or not.

5.5. Categorical approach. As we have seen, orbit equivalences yield randomor-
phisms. However orbit equivalence is symmetrical; the intuition is that these ran-
domorphism should more precisely be “isomorphisms” in an appropriate category
whose morphisms are represented by randomorphisms. A related problem is that
the notion of randembedding of Definition 5.2 does not follow the usual categorical
pattern that should define mono-randomorphisms. A third issue is that it is unclear
when a randomorphism should be considered to be an epimorphism.

In order to address these points, it is necessary to define the composition of two
randomorphisms. It seems that there are (at least) two natural composition products:

(i) The independent product. Let G, H, L be countable groups. The composition
map

[L, H ] × [H, G] −→ [L, G], (f, f ′) �−→ f ′ � f

is continuous. Given probability measures μ, ν on [L, H ] respectively [H, G], denote
by ν�μ the image of the product measure μ×ν under this map. Thus ν�μ is the product
of independently chosen random maps. If both μ, ν are randomorphisms, then so is
ν � μ. The main defect of the independent product is the scarcity of randomorphisms
that are invertible for this product.

(ii) The fibred product. Another product has the flavour of groupoids and is defined
as follows. Two randomorphisms μ from L to H and ν from H to G are composable
if there is an isomorphism of Lebesgue spaces

F : ([L, H ], μ) ∼=−−→ ([H, G], ν)

which is equivariant with respect to the tautological cocycle L × [L, H ] → H ; that
is, F(�.f ) = f (�).F (f ) μ-a.e. In that case we define the fibred product ν ·

F
μ as the

image of μ under the map

[L, H ] −→ [L, G], f �−→ F(f ) � f.

Both products are a particular case of the construction that associates a randomorphism
from L to G to the data of a randomorphism from L to H together with a measurable
map from [L, H ] to probability measures on [H, G] that is equivariant with respect
to the tautological cocycle. In all cases the verification follows from the formula
�.(f ′ � f ) = (f (�).f ′) � (�.f ).
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Problem M. (i) Subsume both product in one categorical construction, for instance
by defining a suitable equivalence relation on randomorphisms. (ii) Produce an in-
teresting definition of a group of auto-randomorphisms of a given group G. (iii) Re-
formulate A. Furman’s results [51] as a determination of this group for higher rank
lattices.

5.6. Random forests. Let G be a countable group and A ⊆ G a non-empty finite
subset. Define the compact G-space of unoriented9, labelled 4-regular graphs as

GA
def= {

(xi,g) ∈ ∏
g∈G(gA)Z/4Z : xh,i+2 = g when h = xg,i

}
.

The topology is the product topology and k ∈ G acts by (kx)g,i = k(xk−1g,i).

Definition 5.11. The space FA of 4-forests is the closed G-invariant subspace FA ⊆
GA of those elements (xi,g) for which every connected component is acyclic.

An immediate application of Tarski’s theorem on paradoxical decompositions (or
of appropriate proofs of it) yields:

Proposition 5.12. The group G is non-amenable if and only if FA �= ∅ for A large
enough.

Problem K′. For which groups does there exists an invariant probability measure on
FA for some A?

Notice that there is a canonical continuous map FA −→ [F2, G] which is F2-
equivariant when the left hand side is endowed with the natural F2-action defined
by the labelling of the forests. Moreover, this map ranges in the space of injections.
Therefore, groups with a measure as in Problem K′ will have a geometric random free
subgroup as in Problem K.

6. Additional questions

Here is the motivation that prompted me to consider randomorphisms to begin with.
It is an old observation of J. Dixmier [41] and M. Day [39] that every uniformly
bounded representation of an amenable group is unitarizable, i.e. conjugated to a
unitary representation. The problem of the converse to this statement proposed in
J. Dixmier’s 1950 article [41] is still open, despite remarkable work most notably by
G. Pisier (see [128], [129] and [127]).

It is nevertheless possible to show very explicitly that any group containing F2 has
uniformly bounded representations that are not unitarizable (see e.g. Theorem 2.1 and
Lemma 2.7 in [128]). On the other hand, one can also induce such representations
from random subgroups exactly as explained above and still obtain uniformly bounded
representations.

9We make the usual convention that an unoriented edge consists of two opposed oriented edges.
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Problem N. (i) Is the uniformly bounded representation induced as above non-
unitarizable? (ii) Is this true at least for randembeddings of F2 arising from an
invariant measure on the space of forests?

We have seen that the vanishing of H∗
b with general dual coefficients characterises

amenability; however, it is not enough to consider trivial coefficients R even in all
degrees. Indeed, refining the method of J. Mather [105], Matsumoto–Morita [107]
have proved that the (non-amenable) group of compactly supported homeomorphisms
of Rn has vanishing H∗

b with trivial coefficients. Is the situation nicer for linear groups?

Problem O. (i) Let � < GLd(C) be a subgroup that is not virtually soluble (equiva-
lently, � is non-amenable). Is Hn

b(�, R) non-zero for some 1 < n < d2? (ii) If not, is
there at least a separable dual Banach �-module V with Hn

b(�, V ) non-zero for some
n ≥ 2?

One way to approach the problem would be to prove first the conjecture proposed
as Problem A′. This done, one needs to deduce geometric finiteness properties from
the annihilation of the pull-back H∗

b(G, R) → H∗
b(�, R). The latter step is not at all

hopeless, especially in view of the results of B. Klingler for usual cohomology in [98].
One hint to the difficulties that could arise (in addition to Problem A′) is the fact

that B. Klingler needs non-trivial coefficient modules. However, as mentioned in the
introduction, the analogous statement to Problems A and A′ fails already for unitary
representations. Therefore, either one needs to construct cohomology classes for such
representations that are genuinely new (as in [25]) and prove results similar to those
of [98] for such classes, or one needs to argue that even trivial coefficients suffice
because pull-back in bounded cohomology tends to be injective in cases where the
usual pull-back is not. (For example, the volume form of the hyperbolic plane restricts
non-trivially in H2

b to free lattice subgroups of PSL2(R), whilst it vanishes when sent
to usual cohomology.)

An alternative approach for linear groups could be to consider more generally
polynomially bounded cocycles.

Problem P. Let G = G(k) be a simple group of k-rank r > 0 over a local field k.
Quasify B. Klingler’s cocycles [98] in order to obtain new classes in degree r + 1 for
cohomology with polynomial growth degree r − 1 (in a suitable module).

I suspect that (r + 1)-cohomology with polynomial growth degree r − 1 is indeed
the right place to look for “rank r phenomena”.

Ch. Bavard proves [6] that a group has non-trivial quasimorphisms if and only if
its stable commutator length is non-zero.

Problem Q (M. Abért). Let k be a countable field of infinite transcendence degree
over its prime field. Does the group SL3(k[X]) have non-trivial quasi-morphisms?

The interest of SL3(k[X]) in connection with Ch. Bavard’s result is that for fields k

as above this group is known to have infinite commutator width, which is a priori not
enough to control the stable length.
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Finally a question from [113]. For a prime p, denote by vp : Q \ {0} → Z
the p-adic valuation (normalised by vp(pn) = −n). If q is another prime, define
Dp,q : Q \ {0, 1} → Z by

Dp,q(x) = vp(x)vq(1 − x) − vq(x)vp(1 − x).

This function is obviously unbounded; on the other hand, one can form arbitrary linear
combinations of such Dp,q by varying the primes p, q.

Problem R. Is the function
∑

p<q αp,qDp,q unbounded on Q\{0, 1} for every family
of real numbers {αp,q} (unless they are all zero)?

It was observed in [113] that a positive answer would imply H3
b(GL2(Q), R) = 0.

Moreover, it follows from the stabilisation results of [113] that the latter vanishing
would imply H3

b(GLn(Qp), R) = 0 for all n ∈ N and all primes p.
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Fibration de Hitchin et structure endoscopique de la
formule des traces

Bao-Châu Ngô

Abstract. The Hitchin fibration is a well suited tool to study the geometric side of the trace
formula for Lie algebra from the point of view of moduli spaces of vector bundles over a curve.
The endoscopy groups appear naturally when we decompose the cohomology of the Hitchin
fibration by its natural symmetries. Following this dictionary, we can formulate a global and
geometric version of Langlands–Shelstad’s fundamental lemma. This conjecture has been proved
in the case of unitary groups in a joint work with G. Laumon.

Résumé. La fibration de Hitchin fournit un outil adapté pour explorer le côté géométrique
de la formule des traces pour l’algèbre de Lie du point de vue des espaces de module des
fibrés sur une courbe. Les groupes d’endoscopie apparaissent naturellement quand on cherche à
décomposer la cohomologie de la fibration de Hitchin par ses symétries naturelles. En poursuivant
ce dictionnaire, on peut formuler une version globale et géométrique du lemme fondamental de
Langlands et Shelstad. Cette conjecture a été démontrée dans le cas particulier des groupes
unitaires dans un travail en commun avec G. Laumon.

Mathematics Subject Classification (2000). Primary 14H60, 11F72 ; Secondary 22E35.

Keywords. Trace formula, endoscopy groups, fundamental lemma, moduli spaces of vector
bundles.

Mots-clés. Formule des traces, groupes endoscopiques, lemme fondamental, espace de module
des fibrés.

1. Commentaires historiques

La stabilisation de la formule des traces est l’un des objectifs de la théorie des
représentations automorphes. On ne saurait mieux l’introduire que Langlands l’a fait
dans les premières lignes de [15] :

En principe la formule des traces exprime la trace comme une somme sur les
classes de conjugaison d’un groupe G(F), F étant un corps global et G un groupe
réductif. Donc si l’on veut par exemple comparer la trace pour un groupe quasi-
déployé G∗ et une forme intérieure G comme on l’a fait dans [13] il faut trouver une
application naturelle de l’ensemble des classes de conjugaison de G(F) dans celui
des classes de G∗(F ), ce qui est en général impossible. En revanche, si on passe
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aux classes de conjugaison stable une telle application existe et facile à définir. Par
conséquent pour imiter les méthodes de [13] il faut d’abord trouver une formule des
traces qui s’exprime comme somme sur les classes de conjugaison stable . . .

Les travaux de Langlands et Kottwitz ont fait surgir les groupes endoscopiques de
la structure interne de la somme sur les classes de conjugaison elliptiques de G(F).
Pour stabiliser la partie elliptique de la formule des traces, il reste à démontrer la
conjecture de transfert et le lemme fondamental. Ces conjectures consistent en gros
en une comparaison d’intégrales orbitales sur G et sur un groupe endoscopique H .
Les travaux de Langlands et Kottwitz sur la partie elliptique ont été considérablement
généralisés par Arthur à toute la formule des traces [1].

Les méthodes dites élémentaires ont permis d’établir ces conjectures dans les cas
suivants : SL(2) par Labesse et Langlands [14], U(3) par Rogawski [23], Sp(4) par
Hales [9], Weissauer [28] et SL(n) par Waldspurger [24]. De plus, Waldspurger a
démontré que dans le cas des algèbres de Lie, le lemme fondamental implique la
conjecture de transfert [26].

Plus récemment, les travaux de Goresky, Kottwitz et MacPherson [7], de Laumon
[17], [18], de Laumon et moi-même [20] donnent un espoir qu’on pourrait démontrer
le lemme fondamental en général par des méthodes géométriques. Nous renvoyons à
l’exposé Bourbaki de J.-F. Dat [4] et au rapport de Laumon dans ces volumes pour
un survol de l’approche géométrique du lemme fondamental.

L’objet du présent rapport est de décrire géométriquement la structure endosco-
pique de la partie anisotrope la formule des traces [15], [12] suivant [21]. Cette étape
se trouve historiquement en amont du lemme fondamental. Du point de vue géomé-
trique, elle permet d’interpoler le lemme fondamental dans une déformation naturelle
et d’utiliser des arguments en famille comme la notion de faisceaux pervers purs qui
sont déterminants dans [20].

Notre interprétation géométrique est fondée sur la fibration de Hitchin. C’est une
variante globale des fibres de Springer affines que Goresky, Kottwitz et MacPherson
ont utilisées pour interpréter les intégrales orbitales locales. Les fibres de la fibration
de Hitchin pour GL(n) sont des jacobiennes compactifiées de même type que celles
qui sont construites par Laumon dans [17].

L’inconvénient de l’approche géométrique est qu’elle s’adapte bien mal à la carac-
téristique zéro. Heureusement, grâce aux travaux de Waldspurger [27] et de Cluckers–
Loeser [3], le lemme fondamental en caractéristique zéro peut se déduire du lemme
fondamental en caractéristique positive.

2. Fibration de Hitchin

Soit X une courbe projective lisse sur un corps k. Soit D un diviseur de X de degré
deg(D) > 2g − 2 où g > 2 est le genre de X. Soit G un groupe réductif sur k ou
plus généralement un schéma en groupes réductifs sur X. Pour un triplet (X, D, G)
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donné, on considère l’espace de module M des couples (E, φ) où E est un G-torseur
sur X et où φ est une section

φ ∈ H0(X, ad(E)(D))

où ad(E) est le fibré vectoriel qui se déduit du G-torseur E et de la représentation
adjointe de G et où on a noté V (D) = V ⊗OX

OX(D) pour tout fibré vectoriel V

sur X. Il est plus agréable de considérer le champ algébrique M, voir [19], plutôt
que l’espace de module grossier associé à l’ouvert semi-stable de ce champ. La struc-
ture symplectique sur M, qui existe naturellement dans le cas où D est le diviseur
canonique de X, ne semble pas jouer de rôle dans notre problème.

Dans le cas où G = GL(n), la donnée de E consiste en la donnée d’un fibré vecto-
riel V de rang n sur X et celle de φ est équivalente à la donnée d’un endomorphisme
tordu φ : V → V (D). On renvoie à [10] pour une description similaire dans le cas
où G est un groupe classique.

Soit g l’algèbre de Lie de G, k[g] l’anneau des fonctions polynômiales sur g. Soit t
l’algèbre de Lie d’un tore maximal T de G et soit W le groupe de Weyl. Si k est un
corps de caractéristique nulle ou grande par rapport à g, on sait d’après Chevalley
et Kostant que l’anneau des invariants k[g]G = k[t]W est un anneau des polynômes
k[u1, . . . , ur ] où r est le rang de G et où u1, . . . , ur sont des polynômes homogènes
de degrés d1, . . . , dr . Notons

t/W = Spec(k[t]W) = Spec(k[u1, . . . , ur ]).
L’inclusion k[g]G → k[g] définit le morphisme caractéristique de Chevalley

χ : g → t/W (1)

qui généralise la construction du polynôme caractéristique dans le cas GL(n). En
appliquant χ à la section φ ∈ H0(X, ad(E)(D)), on trouve une section

a ∈
r⊕

i=1

H0(X, OX(diD)).

Il revient au même de dire que a est une section globale (t/W) ×Gm LD où LD est le
Gm-torseur sur X associé au fibré en droites OX(D).

On obtient ainsi une fibration

m : M → A

où A = ⊕r
i=1 H0(X, OX(diD)) est un espace affine sur k dont la dimension dépend

du triplet (X, D, G). Dans le cas G = GL(n), pour tout point (V , φ) de M, on a
m(V, φ) = (a1, . . . , an) où ai ∈ H0(X, OX(iD)) est la trace de ∧iφ : ∧i V →
∧iV (iD).
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Supposons que k = Fq est un corps fini. En suivant le comptage de Weil des
fibrés vectoriels sur une courbe, on peut exprimer formellement le nombre pondéré
des points de M(Fq)

|M(Fq)| =
∑

(E,φ)∈M(Fq )

1

Aut(E, φ)

en termes d’intégrales adéliques. Soient F le corps des fonctions rationnelles sur X,
Fv le complété de F en un point fermé v ∈ |X|, Ov l’anneau des entiers de Fv et AF

l’anneau des adèles de F . On a alors

|M(Fq)| =
∑

ξ∈ker1(F,G)

∑
γ∈gξ (F )/∼

Oγ (1D) (2)

où
– ker1(F, G) est l’ensemble des classes d’isomorphisme des G-torseurs sur F ,

triviaux localement sur chaque Fv ;
– gξ est la forme de g sur F définie par ξ ;
– γ parcourt l’ensemble des classes de conjugaison de gξ (F ) ;
– Oγ (1D) est l’intégrale orbitale globale

Oγ (1D) =
∫

Gγ (F )\G(AF )

1D(ad(g)−1γ ) dg

de la fonction

1D =
⊗
v∈|X|

1Dv ,

1Dv étant la fonction caractéristique du compact ouvert �−dvg(Ov) de g(Fv),
les entiers dv étant définis par la formule D = ∑

v∈|X| dvv ;
– dg est la mesure de Haar normalisée de G(A) de telle façon que G(OA) ait

volume 1.
L’égalité ci-dessus n’a pas de sens numérique, ses deux membres n’étant pas finis, mais
elle peut s’interpréter en termes d’équivalence de catégories. L’égalité heuristique
peut néanmoins servir comme un bon guide. On reconnaît dans le membre de droite
l’expression formelle du côté géométrique de la formule des traces pour l’algèbre
de Lie. Cette égalité formelle est donc le début d’un dictionnaire que nous allons
poursuivre.

Pour a ∈ A(Fq), on note Ma = m−1(a) la fibre de m en a. Le point a peut être vu
comme un élément de (t/W)(F ) vérifiant une condition d’intégralité par rapport à D.
Supposons désormais que a est une caractéristique semi-simple régulière c’est-à-dire
il correspond à un F -point du l’ouvert t/W où le morphisme t → t/W est étale.
Cette condition semi-simple régulière définit un ouvert non vide A♥ de A. Pour tout
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a ∈ A(Fq), on a formellement

|Ma(Fq)| =
∑

ξ∈ker1(F,G)

∑
γ∈gξ (F )/∼

χ(γ )=a

Oγ (1D). (3)

Lorsque a ∈ A♥(Fq) la seconde somme s’étend donc sur une classe de conjugaison
stable globale dans gξ (F ). Ainsi la fibration de Hitchin correspond essentiellement
au découpage de la formule des traces en des classes de conjugaison stable globale.

Notons aussi que d’après la formule des traces de Grothendieck–Lefschetz, on a
aussi formellement

|Ma(Fq)| = Tr(Fq, (m∗Q�)a) (4)

où m∗Q� est l’image directe dérivée du faisceau constant Q� et où Fq est l’endomor-
phisme de Frobenius géométrique. Ainsi le complexe m∗Q� interpole les sommes (3)
dépendant du paramètre a.

Notons que lorsque a appartient à l’ouvert anisotrope Aani de A♥, les deux côtés
de (3) sont des sommes finies et on a dans ce cas une égalité numérique au lieu
d’une équivalence de catégories. Nous envoyons à [21] pour la définition précise des
ouverts Aani ⊂ A♥ de A. Pour les lecteurs familiers avec les courbes spectrales
de [10], mentionnons que dans le cas G = GL(n) et la caractéristique p est plus
grande que n, A♥ consiste en les caractéristiques a telles que la courbe spectrale Ya

est réduite. L’ouvert Aani est non vide seulement pour les G semi-simples et contient
alors les a ∈ A telle que la courbe spectrale Ya est irréductible dans le cas SL(n).
Pour les groupes classiques, a ∈ Aani si l’involution naturelle du groupe classique
agit trivialement sur l’ensemble des composantes irréductibles de la courbe spectrale
définie dans [9]. Les formules (2) et (3) ont un sens numérique quand nous nous
limitons à la partie anisotrope.

Théorème 2.1. La fibration de Hitchin m : M → A est lisse sur l’ouvert A♥ et est
propre sur l’ouvert Aani.

Les arguments nécessaires pour démontrer ce théorème étaient déjà dans la litté-
rature, voir notamment [2] et [6], seules les définitions des ouverts A♥ et Aani ont
apparu plus tard dans [21]. L’énoncé de lissité a été démontré dans [21], celui de
propreté dans le cas particulier du groupe unitaire dans [20].

3. Stabilisation de la partie anisotrope

La partie anisotropique de la somme (3) peut être transformée de la même façon que
la stabilisation de la partie elliptique de la formule des traces suivant Langlands et
Kottwitz [15] et [12]. À la différence de la formule des traces, le comptage de points
de M, tout comme celui des points des variétés de Shimura et de Drinfeld, comporte
en plus une première sommation sur ker1(F, G) qui, en fait, simplifie la stabilisation.
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Supposons que a est semi-simple régulier. Donnons-nous un élément γ0 ∈ g(F )

d’image χ(γ0) = a. Le centralisateur Iγ0 est un tore qui ne dépend pas du choix de γ0.
On le notera Ia et on le supposera anisotrope. Le tore dual Îa est muni d’une action
finie de � = Gal(F/F ) telle que Î �

a est fini.
Pour tout ξ ∈ ker1(F, G), les classes de conjugaisonγ ∈ gξ (F ) telles queχ(γ ) = a

sont en bijection avec les classes de cohomologie

α = inv(γ0, γ ) ∈ H1(F, Ia)

dont l’image dans H1(F, G) est l’élément ξ . Ainsi l’ensemble des paires (ξ, γ ) de la
somme (3) où ξ ∈ ker1(F, G) et γ est une classe de conjugaison de gξ (F ) d’image
a ∈ Aani(Fq) est en bijection avec

ker[H1(F, Ia) →
⊕
v∈|X|

H1(Fv, G)].

Pour toute place v ∈ |X|, donner une classe de conjugaison γv ∈ g(Fv) telle que
χ(γv) = a revient à donner son invariant

αv = invv(γ0, γv) ∈ ker[H1(Fv, Ia) → H1(Fv, G)].
D’après Kottwitz, ce groupe peut être décrit en termes des groupes duaux de la façon
suivante. Soit �v le groupe de Galois local Gal(Fv/Fv). D’après la dualité de Na-
kayama, donner un élément αv ∈ H1(Fv, Ia) revient à donner un caractère d’ordre
fini αv : Î

�v
a → C×. Pour que l’élément αv ait l’image triviale dans H1(Fv, G), il faut

et il suffit que la restriction du caractère αv à Z
�v

Ĝ
est triviale où Z

Ĝ
est le centre du

groupe dual Ĝ.
Pour qu’une collection de classes de conjugaison (γv)v∈|X| de g(Fv) avec

χ(γv) = a provienne d’une paire (ξ, γ ) de la somme (3), il faut et il suffit que
γv = γ0 pour presque tout v et que∑

v∈|X|
αv|Î �

a
= 0 (5)

où αv = invv(γ0, γv). Si c’est le cas, le nombre des paires (ξ, γ ) qui s’envoie sur
cette collection (γv)v∈|X| est égal au cardinal du groupe

ker1(F, Ia) = ker[H1(F, Ia) →
⊕
v∈|X|

H1(Fv, Ia)].

La somme (3) se récrit comme suit

| ker1(F, Ia)| τ(Ia)
∑

(γv)v∈|X|

∏
v

Oγv (1Dv) (6)
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où les γv sont des classes de conjugaison de g(Fv) vérifiant l’équation (5). En met-
tant en facteur le nombre de Tamagawa τ(Ia), on trouve une somme de produits
d’intégrales orbitales locales

∏
v Oγv (1Dv) au lieu des intégrale globales Oγ (1D).

En appliquant la formule d’Ono [22]

| ker1(F, Ia)| τ(Ia) = |π0(Î
�
a )|,

la somme (3) devient
|π0(Î

�
a )|

∑
(γv)v∈|X|

∏
v

Oγv (1Dv) (7)

où les (γv) vérifie la condition (5). Notons qu’avec l’hypothèse Ia anisotrope, le
groupe Îa est un groupe fini de sorte que π0(Î

�
a ) = Î �

a .
En utilisant la transformation de Fourier sur le groupe fini Î �

a , la somme (3) devient

|Ma(Fq)| =
∑
κ∈Î �

a

Oκ
a (1D) (8)

avec
Oκ

a (1D) =
∏

v∈|X|

∑
γv∈g(Fv)/∼

χ(γv)=a

〈invv(γ0, γv), κ〉Oγv(1Dv) (9)

qui ne dépend pas du choix de γ0 ∈ g(F ). Nous appelons cette expression la
κ-décomposition de (3). Elle ne dépend en fait pas du choix de l’élément γ0. Ceci
suggère l’existence d’une décomposition naturelle de la cohomologie de la fibre Ma .

D’après [15] et [12, 9.6], cette κ-décomposition s’organise quand a varie en une
somme en les classes [κ] de Ĝ-conjugaison des éléments d’ordre fini de Ĝ. À la suite
de (8), la partie anisotropique de (2) se récrit comme suit

|Mani(Fq)| =
∑

[κ]∈Ĝ/∼

∑
a∈Aani(Fq )

∑
κ∈Î �

a ∩[κ]
Oκ

a (1D). (10)

Précisons ce que nous entendons par κ ∈ Î �
a ∩ [κ]. Il existe un plongement du tore

dual Îa du centralisateur Ia dans Ĝ bien défini à Ĝ-conjugaison près. Le sous-ensemble
de Î �

a des éléments dont l’image dans Ĝ appartient à la classe de conjugaison [κ] est
donc bien défini. Cette formule ci-dessus suggère l’existence d’une [κ]-décomposition
de la restriction de m∗Q� à l’ouvert Aani.

Nous allons maintenant analyser la condition nécessaire pour que l’intersection
Îa ∩ [κ] soit non vide. Pour simplifier, supposons que G est un groupe semi-simple
adjoint déployé. La monodromie du tore Ia est donnée par un homomorphisme
� → W d’image un sous-groupe 
a de W bien défini à W -conjugaison près. Soit κ

un représentant de [κ] appartenant au tore maximal T̂ de Ĝ. Soit Wκ le sous-groupe
de W des éléments qui fixent κ . Pour que Îa∩[κ] soit non vide, il est nécessaire que 
a

soit conjugué à un sous-groupe de Wκ . Si on suppose en plus que 
a est conjugué à
[Wκ ], alors le cardinal de l’intersection Îa ∩ [κ] est égal à |Nor(Wκ)|/|Wκ |.
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4. Symétries de la fibration de Hitchin

Dans le cas G = GL(n), pour tout a = (ai) ∈ A(k), on a une courbe spectrale Ya

définie comme la courbe d’équation

tn − a1t
n−1 + · · · + (−1)nan = 0

tracée sur l’espace total du fibré en droites OX(D). Si a ∈ A♥(k), la courbe spec-
trale Ya est réduite et la fibre Ma est la jacobienne compactifiée de Ya classifiant
les OYa -modules sans torsion de rang générique 1. Le groupe de symétries naturelles
de Ya est dans ce cas la jacobienne de Ya classifiant les OYa -modules inversibles.

La construction de ces symétries dans le cas général repose sur une propriété
simple des centralisateurs. Soit I le g-schéma en groupes des centralisateurs

Ix = {g ∈ G | gxg−1 = x}.
Soit greg l’ouvert de g des éléments réguliers de g. Soit χ : g → t/W le morphisme
caractéristique de Chevalley cf. (1). Rappelons qu’on a une action naturelle de Gm

sur t/W qui fait de χ un morphisme Gm-équivariant. On renvoie à [21, 3.2] pour la
démonstration du lemme suivant.

Lemme 4.1. Il existe un unique schéma en groupes affine lisse Gm-équivariant J sur
t/W muni d’un homomorphisme G-équivariant χ∗J → I dont la restriction à greg

est un isomorphisme.

Un point a ∈ A♥(k) définit un morphisme a : X → [(t/W)/Gm]. L’image inverse
Ja = a∗[J/Gm] est un schéma en groupes lisse sur X qui sur un ouvert dense Ua

est un tore. Considérons le champ Pa des Ja-torseurs. On a une action de Pa sur Ma

qui résulte de l’homomorphisme χ∗J → I . De plus, lorsque a varie dans A♥, les Pa

s’organisent en un champ de Picard relatif lisse [21]. Cette construction a été inspirée
par la lecture de [6]. Le champ de Picard Pa a été considéré aussi dans [5].

D’après un théorème de Grothendieck [8, 15.6.4], il existe un ouvert de Zariski P 0

de P telle que la fibre P 0
a est la composante neutre de Pa , car P est lisse sur A♥. En

prenant le faisceau quotient P/P 0, on obtient un faisceau en groupes abéliens π0(P )

pour la topologie étale de A♥ tel que pour tout a ∈ A♥(k), la fibre π0(P )a est le
groupe des composantes connexes π0(Pa). On a une description très précise de ce
faisceau dans le cas où G est un groupe semi-simple adjoint.

Soit X ×A♥ → [(t/W)/Gm] le morphisme tautologique. Soit U l’image inverse
de l’ouvert régulier semi-simple de t/W . Soit Ũ le revêtement fini étale galoisien de
groupe de Galois W défini comme l’image inverse du revêtement t → t/W . Puisqu’on
n’est dans A♥, le morphisme Ũ → A♥ est un morphisme lisse à fibres non vides.
D’après [8, 15.6.4] et [21, 6.2], il existe un faisceau π0(Ũ) pour la topologie étale
de A♥ tel que pour tout a ∈ A♥(k), la fibre de π0(Ũ) est l’ensemble des composantes

connexes de Ũa . Notons que W agit sur π0(Ũ) et que cette action est transitive fibre
par fibre.
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Proposition 4.2. Il existe un homomorphisme surjectif canonique

X∨ ×W π0(Ũ) → π0(P ) (11)

qui est un isomorphisme si G est un groupe semi-simple adjoint. Ici X∨ est le groupe
des cocaractères du tore T muni de l’action de W et le signe ×W désigne un produit
contracté par l’action diagonale de W .

Pour tout a ∈ A♥(k), en vertu du lemme d’homotopie, le groupe Pa agit sur
Hi (Ma, Q�) à travers le groupe des composantes connexes π0(Pa). Sur l’ouvert ani-
sotropique Aani, les groupes π0(Pa) sont finis. On peut donc décomposer

Hi (Ma, Q�) =
⊕

κ

Hi (Ma, Q�)κ (12)

où κ parcourt l’ensemble des caractères du groupe π0(Pa). Ce groupe est un quo-
tient de X∨

� si bien que ses caractères sont des éléments de T̂ � . Cette décomposition
correspond via le dictionnaire faisceaux-fonctions à la formule (8). En effet, d’après
[21, 4.6] le champ quotient [Ma/Pa], est un produit des champs définis localement de
la même façon qu’une intégrale orbitale globale divisée par un nombre de Tamagawa
du centralisateur est égal au produit des intégrales orbitales locales.

Globalement sur Aani, le groupe P agit sur les faisceaux de cohomologie perverse
pHi (mani∗ Q�) et cette action se factorise à travers le faisceau π0(P ) en vertu d’une
variante du lemme d’homotopie [20, 3.2.3]. Pour chaque ouvert étale U de Aani, soit
π0(P )(U)∗ le groupe des caractères de π0(P )(U) et soit π0(P )co le cofaisceau as-
socié à ce précofaisceau U �→ π0(P )co. On envoie à [21, §8] pour un petit résumé
de la notion de cofaisceau. On en déduit une décomposition de pHi (mani∗ Q�) selon
l’ensemble des sections globales du cofaisceau π0(P )co. La description (11) du fais-
ceau π0(P ) permet de définir une application canonique de l’ensemble des sections
globales �(Aani, π0(P )co) dans l’ensembles des classes de Ĝ-conjugaison [κ] des
éléments κ d’ordre fini de Ĝ, voir [21, 8.4]. On en déduit une décomposition

pHi (mani∗ Q�) =
⊕
[κ]

pHi (mani∗ Q�)[κ] (13)

qui correspond à (10) au niveau des fonctions.
Pour simplifier les notations, considérons le faisceau pervers gradué

(mani∗,grQ�)[κ] =
⊕
i∈Z

pHi (mani∗ Q�)[κ].

On peut estimer le support de (mani∗,grQ�)[κ]. Pour simplifier, supposons de nouveau G

semi-simple adjoint et déployé. On peut stratifier A de la façon suivante

A =
⊔
[
]

A[
]
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où [
] parcourt l’ensemble des classes de conjugaison de sous-groupes 
 de W . Un
point géométrique a ∈ A(k) appartient à la strate [
] si le groupe de monodromie
du tore Ia est [
]. Une autre strate A[
′] est incluse dans l’adhérence de A[
] si 
′
est conjuguée à un sous-groupe de 
.

Proposition 4.3. Le morceau pHi (mani∗ Q�)[κ] est supporté par A[Wκ ] où Wκ est le
fixateur dans W d’un représentant κ ∈ T̂ de [κ].

La cohomologie perverse de la fibration de Hitchin se décompose donc en mor-
ceaux de différents supports. On appelle stables les morceaux correspondant aux
κ ∈ Z

Ĝ
. Son support est a priori tout l’espace Aani. Il y a lieu de penser que ces

morceaux stables ne contiennent pas de facteurs directs de support strictement plus
petit. Ceci est probablement une conjecture difficile.

5. Groupes endoscopiques

Pour simplifier l’exposition, supposons que G est un groupe semi-simple adjoint
déployé. Le groupe dual Ĝ est alors un groupe semi-simple simplement connexe muni
de l’action triviale de �. Soit κ ∈ Ĝ un élément d’ordre fini. Le centralisateur Ĝκ

est alors un groupe réductif connexe qu’on notera Ĥ . Soit H le groupe déployé sur k

dont le dual est Ĥ . Il n’y a qu’une faible relation entre H et G : ils partagent un tore
maximal T et le groupe de Weyl WH de H est un sous-groupe de réflexions du groupe
de Weyl W de G. Avec l’hypothèse G adjoint, WH est le fixateur Wκ de κ dans W .

Considérons l’espace de module des Hitchin pour le triplet (X, D, H) qui para-
mètre les couples (EH , φ) où EH est un H -torseurs sur X et où φ est une section
globale de ad(EH )(D). On a aussi une fibration de Hitchin

n : N → B

où B est l’espace des sections globales du fibré (t/WH) ×Gm LD . Le morphisme
évident t/WH → t/W induit un morphisme π : B → A. Par restriction à B♥, on
obtient un morphisme non ramifié π♥ : B♥ → A♥ d’image AWH

. Au-dessus de
l’ouvert AWH

de AWH
, le morphisme

πWH
: BWH

→ AWH

est un morphisme fini et étale de degré |Nor(WH)|/|WH | égal au cardinal de l’en-
semble Î �

a ∩ [κ] pour tout point géométrique a ∈ AWH
(k).

Sur B♥, on a un champ de Picard Q des symétries de la fibration de Hitchin
n : N → B. L’action qui s’en déduit sur n

♥∗ Q� se factorise à travers le faisceau
π0(Q). Sur la strate ouverte N
H

de N , le faisceau π0(Q) est le faisceau constant de
valeur Z

Ĥ
.

Dans la décomposition nani∗ Q�, on a donc un morceau stable (nani∗ Q�)κ correspon-
dant à l’élément κ ∈ [κ] qui a servi à définir Ĥ . De même, on a un κ-morceau
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(π∗
WH

mani∗ Q�)κ . D’après la proposition 4.3, on sait que ces deux morceaux sont
sommes directes de faisceaux pervers purs. Suivant Langlands et Shelstad [16], il
serait tentant de formuler la conjecture suivante.

Conjecture 5.1. Il existe
– un nombre entier naturel d

– un système local L de rang 1 et d’ordre 2 sur B
H

– un Z
Ĥ

-torseur ϒ sur B
H

tels qu’il existe un isomorphisme de faisceaux pervers gradués au-dessus de BWH

((nani∗ Q�)
ϒ
κ ⊗ L[−2d](−d)) → (π∗

WH
mani∗ Q�)κ

où l’exposant ϒ consiste à tordre l’objet muni d’une action de Z
Ĥ

par le Z
Ĥ

-torseur ϒ ,
où [−2d] est le décalage dans la graduation et où (−d) est le twist à la Tate.

Par adjonction, on déduit de cette conjecture un isomorphisme de faisceaux pervers
gradués sur AWH

(πWH
)∗((nani∗ Q�)

ϒ
κ ⊗ L[−2d](−d)) → (mani∗ Q�)[κ].

Il est très tentant de penser que cet isomorphisme s’étend à AWH
car en mettant en-

semble ces isomorphismes pour les différents groupes endoscopiques, on obtiendrait
géométriquement la stabilisation complète de la partie anisotrope de la formule des
traces. Pour le moment, il manque un peu d’exemples pour que cette conjecture plus
générale soit complètement convaincante.

Soit b ∈ BWH
(Fq) un Fq -point de BWH

d’image a ∈ AWH
(Fq). La conjecture 5.1

implique l’égalité suivante qui est une forme globale du lemme fondamental

Oκ
a (1D) = qdεb(L)εb(κ, ϒ)Oκ

H,b(1D).

Ici εb(L) ∈ {±1} est le signe défini par la fibre en b du système local L de rang 1
d’ordre 2 et εb(κ, ϒ) est la racine d’unité définie par la fibre en b du système local
de rang 1 obtenu en poussant le Z

Ĥ
-torseur ϒ par le caractère κ . Les intégrales

Oκ
a (1D) et Oκ

H,b(1D) sont des produits de κ-intégrales orbitales locales. La κ-intégrale
orbitale pour H est une intégrale orbitale stable car κ ∈ Z

Ĥ
. Il est très probable

qu’on peut déduire la forme usuelle locale du lemme fondamental, conjecturée par
Langlands et Shelstad [16], à partir de cette forme globale. En particulier, le nombre
qdεb(L)εb(κ, ϒ) doit être le produit en toutes les places de facteurs de transfert de
Langlands–Shelstad.

Pour formuler la conjecture 5.1 de façon plus précise, il est nécessaire de construire
les différents ingrédients d, L et ϒ . Dans le cas du groupe unitaire, d et L ont été
construits dans [20], et ϒ est trivial. Les constructions de d et L se généralisent sans
trop de difficultés au cas général. Il existe aussi en général un candidat naturel pour ϒ

dont la construction reste toutefois conditionnelle.
Dans le cas des groupes unitaires, la conjecture a été démontrée dans [20]. Le cas

général reste ouvert.
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Hecke algebras and harmonic analysis

Eric M. Opdam∗

Abstract. Iwahori–Hecke algebras are ubiquitous. One encounters these algebras in subjects as
diverse as harmonic analysis, equivariant K-theory, orthogonal polynomials, quantum groups,
knot theory, algebraic combinatorics, and integrable models in statistical physics. In this ex-
position we will mostly concentrate on the analytic aspects of affine Hecke algebras and study
them from the perspective of operator algebras. We will discuss the Plancherel theorem for these
type of algebras, and based on a conjectural invariance property of their (operator algebraic)
K-theory, study the structure of the tempered dual.

Mathematics Subject Classification (2000). Primary 20C08; Secondary 22D25, 43A90.

Keywords. Hecke algebra, Plancherel measure, tempered dual, K-theory.

1. Introduction

LetG be a group and letK ⊂ G be an almost normal subgroup ofG, i.e. a subgroup
whose double cosets are finite unions of one-sided cosets. The Hecke algebra of the
pair (G,K) is the convolution algebra of Z-valued functions with finite support on the
double coset space K\G/K . More generally, given a K-module (M, σ) (over some
commutative, unital ring R) one considers the convolution algebra HR(G,K, σ) of
EndR(M∨)-valued (K, σ∨)-spherical functions which are supported on finitely many
double cosets ofK . Hecke algebras were introduced in this abstract setting by Shimura
in the 1950s, following the original work of Hecke on certain linear operators acting
in a space of modular forms. The study of representations of Hecke algebras in spaces
of modular forms is of basic importance for the study of modular forms.

Later it became apparent that this concept is also fundamental for understanding
the representation theory of finite reductive groups, and this seems also true forp-adic
reductive groups. Let k be a non-archimedean local field and let G be the group of
k-points of a connected reductive group defined over k, equipped with the locally
compact, totally disconnected Hausdorff topology it inherits from k. Any compact
open subgroup K ⊂ G is almost normal, hence in this situation we have a large
supply of Hecke algebras of the formHC(G,K, σ) where (Vσ , σ ) is a complex finite
dimensional smooth representation of K .

∗The author is grateful to the Netherlands Organization for Scientific Research (NWO) for supporting this
research by means of a Pionier grant.
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The fundamental and beautiful result which is the underpinning of the application
of these Hecke algebras to the representation theory of G is Bernstein’s Decompo-
sition Theorem [11]. It states that the category of smooth representations of G has
a canonical decomposition as a product of blocks Rs which are parametrized by the
components s of the Bernstein variety � of “supercuspidal pairs” (L, ρ) modulo
G-conjugacy, where L ⊂ G is a Levi-subgroup, and where ρ is an irreducible su-
percuspidal representation of L, i.e. a representation whose matrix coefficients are
compactly supported modulo the center of L. Each block is by construction equiv-
alent to the category of modules over a two sided ideal C∞c (G)s of the convolution
algebra C∞c (G) of compactly supported, locally constant complex valued functions
on G (for the sake of this exposition I will refrain from calling C∞c (G) the Hecke
algebra of G, although it is customary to so).

It is a major question how to describe the blocks Rs. Bushnell and Kutzko [16],
[17] introduced the notion of s-types. A pair (K, σ) is called an s-type if the block Rs

consists precisely of those smooth representations of G which are generated by their
(K, σ) isotypic component. In that case the functor V → HomK(Vσ , V |K) is an
equivalence from Rs to the category of HC(G,K, σ)-modules. This notion of types
originates from the work of Borel [14], who showed that an irreducible smooth G-
module V is a subquotient of the unramified principal series iff V contains fixed
vectors with respect to an Iwahori subgroup B ⊂ G (the corresponding component
of � is called the “Borel component”). Through the work of Bushnell and Kutzko
(loc. cit.), Morris [51], [52], and Moy and Prasad [53] s-types are known to exist in
many cases. For instance s-types always exist for “level 0” components s.

The algebra HC(G,K, σ) comes equipped with a trace tr : f → trace(f (e))
and a ∗ structure f ∗(g) = f (g−1)∗. This defines a canonical C∗-algebra closure
C∗r (H,K, σ) ofHC(G,K, σ) (the reduced C∗-algebra) which is of type I and comes
with the distinguished faithful trace tr. The equivalence between a block Rs and the
module category of the Hecke algebra HC(G,K, σ) of an s respects this structure,
and the Plancherel measure of G restricted to the irreducible representations in the
block Rs coincides with the spectral measure of the trace tr. We normalize tr to
obtain a tracial state τ on C∗r (H,K, σ), and we refer to its spectral measure as the
“Plancherel measure of HC(G,K, σ)”. The theory of types seeks to decompose
the harmonic analysis on G essentially in two separate parts: (1) knowledge of the
supercuspidal representations of all Levi subgroups L ⊂ G and (2) knowledge of the
Plancherel measure of the Hecke algebras HC(G,K, σ) [15].

As a complement to these results, the structure of the Hecke algebraHC(G,K, σ)

of an s-type can be described fairly explicitly in various cases. In the case of the
Borel component this algebra is the Iwahori–Hecke algebra H(W, q) [32], whereW
is an extended affine Weyl group which can be attached to G by Bruhat–Tits theory,
and where q is a label function on W which is defined in terms of the structure of a
(generalized) affine BN-pair for G and the cardinality q of the residue field of k. By
results of Morris (loc. cit.) and Lusztig [41] the Hecke algebraHC(G,K, σ) of a type
(K, σ) of level 0 is always a twisted crossed product of an Iwahori–Hecke algebra of
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the form H(W ′, q ′) (for a certain affine Weyl group W ′ and label function q ′) and a
group C(K, σ) (where the 2-cocycle lives on C(K, σ)). These results draw heavily
on the work of Howlett and Lehrer [31] who successfully followed a similar approach
for the representation theory of finite groups of Lie type.

The above exposition makes a quite compelling case for the study of an Iwahori–
Hecke algebra H(W, q) as an object of (harmonic) analysis and the spectral problem
described above. Indeed, this point of view did not go unnoticed and in some sense
was already promoted by Matsumoto in [47]. But it turns out that it is quite difficult
to carry it out. The description of the support of the Plancherel measure amounts
to the description of the tempered dual of H(W, q). Using geometric methods of
a completely different nature this problem was solved explicitly by Kazhdan and
Lusztig in their profound paper [34], in the special case of the “Borel component”
when in addition G is split semisimple and of adjoint type. Lusztig [41], [42] has
in principle solved such classification problems in greater generality, when G splits
over an unramified extension of k, and σ is a cuspidal unipotent representation. These
methods do not give information on the Plancherel measures.

Iwahori–Hecke algebras also play a fundamental role in a wide range of other areas
for some of which the aforementioned spectral problems are of immediate interest,
such as integrable models in mathematical physics (the Calogero–Moser systems
[29], [54], and also the generalized quantum Bose gas with delta function potential
and the nonlinear Schrödinger equation [27], [24]), and the theory of multivariable
orthogonal polynomials and special functions [46], [19]. These applications have
led to interesting new directions in the theory of Hecke algebras (most notably Ivan
Cherednik’s double affine Hecke algebra [18], [19]) and this in fact raises challenging
new questions in harmonic analysis. We also mention the role of the Hecke algebra
for unitarizability of Iwahori-spherical representations [5], [6].

Therefore it is a problem of considerable interest to describe the Plancherel mea-
sure of the Iwahori–Hecke algebras H(W, q) of affine type (simply called “affine
Hecke algebras” in the sequel) explicitly, and it is this problem that we will address in
this paper. The paper has three parts. In the sections 2–4 we review results of [56] on
theL2-completion of the affine Hecke algebra. The main results are: (1) An algebraic
characterization of the central support of the tempered spectrum. (2) The Plancherel
density depends up to constants independent of q only on the central character. (3)
An explicit product formula for the formal dimensions of the discrete series, up to
constants independent of q. The sections 5–6 give an overview of the joint work of
Patrick Delorme and myself [22], [23] on the Schwartz algebra completion of the
affine Hecke algebra. Here we discuss the geometric structure of the tempered dual
by means of the analogue of results of Harish-Chandra [25], [26] and Knapp–Stein
[36] on analytic R-groups. Finally in Sections 7–8 we discuss various natural con-
jectures on the K-theory of the Schwartz algebra. In the three parameter example of
type Caff

n we indicate how these conjectures lead in fact to complete description of
the tempered dual. In striking contrast to the geometric methods mentioned above,
the affine Hecke algebras with generic unequal parameters should be considered as
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the most basic cases from this point of view. Using the conjectures, all non-generic
cases are understood by deformation to the generic case.

2. Affine Hecke algebras

The structure of an affine Hecke algebra H = H(R, q) is determined by an affine
root datum (with basis) R together with a label function q defined on the extended
affine Weyl group W associated to R. We refer the reader to [39], [56], [22] for the
details of the definition of the algebra H(R, q), which we will only briefly review
here.

Let R = (X,R0, Y, R
∨
0 , F0) be a root datum (with basis F0 ⊂ X of simple roots

of R0 ⊂ X). This means that R0 is a (reduced, integral) root system with basis of
simple roots F0, that R∨0 is the coroot system of R0, and that X, Y are lattices in
duality such that R0 ⊂ X and R∨0 ⊂ Y . For example take X = P(R0), the weight
lattice of R0, and Y = Q(R∨0 ), the root lattice of R∨0 . If a := R⊗Z Y is spanned by
the coroots we call R semisimple.

Let W0 = W(R0) denote the Weyl group of the reduced integral root system R0.
The extended affine Weyl groupW associated with R is by definitionW = W0 �X.
The affine root system R is equal to R := R∨0 × Z ⊂ Y × Z. We view elements
of Y × Z as affine linear functions on X with values in Z. Observe that R is closed
for the natural action of W on the set of integral affine linear functions Y × Z on X.
Furthermore R is the disjoint union of the sets of positive and negative affine roots
R = R+ ∪ R− as usual, and we define the length function l on W by

l(w) := |R+ ∩ w−1R−|. (2.1)

A label function q : W → C× is a function which is length multiplicative (i.e.
q(uv) = q(u)q(v) if l(uv) = l(u) + l(v)) and which in addition satisfies q(ω) = 1
if l(ω) = 0. Thus a label function is completely determined by its values on the set
Saff of affine simple reflections in W . It follows easily that its restriction to Saff is
constant on W -conjugacy classes of simple reflections. Conversely, any C×-valued
function on Saff with this property extends uniquely to a label function.

For the purpose of this analytic approach to affine Hecke algebras we will work
with positive real label functions only.

Definition 2.1. We denote the set of all positive real label functions for R by Q = QR.
For later reference, we choose a base q > 1 and define fs ∈ R such that q(s) = qfs

for all s ∈ Saff .

Definition 2.2. Given a root datum R and a positive real label function q ∈ Q there
exists a unique complex associative unital algebra H with C-basis Nw (w ∈ W ) sub-
ject to the following relations (here q(s)1/2 denotes the positive square root of q(s)):

(a) Nuv = NuNv for all u, v ∈ W such that l(uv) = l(u)+ l(v).
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(b) (Ns + q(s)−1/2)(Ns − q(s)1/2) = 0 for all s ∈ Saff .

We call H = H(R, q) the affine Hecke algebra associated with the pair (R, q).

Remark 2.3. We equip Q in the obvious way with the structure of the vector group
RN+ where N denotes the number of W -conjugacy classes in Saff . Given the base
q > 1 we identify Q with the finite dimensional real vector space of real functions
s → fs on Saff which are constant on W -conjugacy classes (see Definition 2.1). In
this sense we speak of (linear) hyperplanes in Q (this notion is independent of q). By
a half line in Q we mean a family of label functions q ∈ Q in which the fs ∈ R are
kept fixed and are not all equal to 0 and q is varying in R>1. As we will see later,
for many problems it is interesting to consider the family of Hecke algebras when q
varies in a half line in Q (“changing the base”).

2.1. Root labels for the non-reduced root system. The label function q on W can
also be defined in terms of root labels for a certain possibly non-reduced root system
which is associated with R. We define Rnr associated with R by

Rnr := R0 ∪ {2α | α∨ ∈ R∨0 ∩ 2Y }. (2.2)

Observe that a + 2 ∈ Wa for all a ∈ R, but that a + 1 ∈ Wa iff a = α∨ + n with
2α �∈ Rnr. For affine simple roots a ∈ F aff (and thus in particular for a ∈ F∨0 ) we
define

qa+1 := q(sa), (2.3)

and we extend this to aW -invariant function a→ qa on the affine root systemR (this
is possible in a unique fashion). Now for α = 2β ∈ Rnr\R0 we define

qα∨ := qβ∨+1

qβ∨
. (2.4)

In this way the set of label functions q on W corresponds bijectively to the set of
positive W0-invariant functions Rnr 
 α→ qα∨ .

2.2. Bernstein presentation. There is another, extremely important presentation
of the algebra H , due to J. Bernstein (unpublished) and Lusztig [39]). Since the
length function is additive on the dominant cone X+, the map X+ 
 x → Nx is
a homomorphism of the commutative monoid X+ with values in H×, the group of
invertible elements of H . Thus there exists a unique extension to a homomorphism
X 
 x → θx ∈ H× of the lattice X with values in H×.

The abelian subalgebra of H generated by θx , x ∈ X, is denoted by A. Let H0 =
H(W0, q0) be the finite type Hecke algebra associated withW0 and the restriction q0
of q to W0. Then the Bernstein presentation asserts that both the collections θxNw
and Nwθx (w ∈ W0, x ∈ X) are bases of H over C, subject only to the cross relation



1232 Eric M. Opdam

(for all x ∈ X and s = sα with α ∈ F0):

θxNs −Nsθs(x) =⎧⎨
⎩
(q

1/2
α∨ − q−1/2

α∨ )
θx−θs(x)
1−θ−α if 2α �∈ Rnr,

((q
1/2
α∨/2q

1/2
α∨ − q−1/2

α∨/2 q
−1/2
α∨ )+ (q1/2

α∨ − q−1/2
α∨ )θ−α)

θx−θs(x)
1−θ−2α

if 2α ∈ Rnr.

(2.5)

2.3. The center Z of H . From the Bernstein presentation of H one easily derives
the following fundamental result, the description of the center of H .

Theorem 2.4 (Bernstein). The center Z of H is equal to AW0 . In particular, H is
finitely generated over its center.

As an immediate consequence we see that irreducible representations of H are
finite dimensional by application of (Dixmier’s version of) Schur’s lemma.

We denote by T the complex algebraic torus T = Hom(X,C×) of complex
characters of the lattice X. The space Spec(Z) of complex homomorphisms of Z
is thus canonically isomorphic to the (categorical) quotient W0\T . By Bernstein’s
theorem and Schur’s lemma we obtain a continuous, finite, surjective map

z : Irr(H)→ MaxSpec(Z) = W0\T , [π ] �→ z(π), (2.6)

where Irr(H), the set of equivalence classes of irreducible representations of H ,
is given the usual Jacobson topology via its identification with the primitive ideal
spectrum of H . We call this map the (algebraic) central character.

3. L2-theory and abstract Plancherel theorem

We will study H via certain topological completions of H . In this section we will
study the L2-completion of H and the associated reduced C∗-algebra of H .

3.1. H as a Hilbert algebra. It is a basic fact that the anti-linear map ∗ on H defined
by ( ∑

w∈W
cwNw

)∗ = ∑
w∈W

cwNw−1 (3.1)

is an anti-involution of H , making (H , ∗) into an involutive algebra. In addition, the
linear functional τ defined by

τ
( ∑
w∈W

cwNw

)
= ce (3.2)

is a positive trace on (H , ∗). In particular, the sesquilinear pairing (x, y) := τ(x∗y)
defines a pre-Hilbert structure on H .
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Definition 3.1. We call L2(H) the Hilbert space completion of H . Observe that the
elements Nw (w ∈ W ) form a Hilbert basis for L2(H).

It is easy to see that the regular representation of H extends to a representation
of H in B(L2(H)), the algebra of bounded linear operators on L2(H). This gives H
the structure of a unital Hilbert algebra, with its Hermitian form defined by the finite
positive trace τ .

3.2. The reduced C∗-algebra C of H . The following results on the reduced C∗-
algebra of H go back to [47].

Definition 3.2. We define the reduced C∗-algebra C of H as the norm closure of
λ(H) ⊂ B(L2(H)), where λ denotes the left regular representation of H . We
identify C with a dense subspace of L2(H) via the continuous injection C 
 x →
x(1) ∈ L2(H).

Let λ (resp. ρ) denote the left (resp. right) regular representation of C on L2(H).
One has the following basic statements:

Corollary 3.3. The C∗-algebra completion C of H has type I, and τ extends to a
finite tracial state of C such that λ = λτ (resp. ρ = ρτ ), where λτ (resp. ρτ ) denotes
the left (resp. right) GNS-representation of C associated with τ .

Standard results in the spectral theory ofC∗-algebras of type I yield the following:

Corollary 3.4. There exists a unique positive Borel measureμPl on Ĉ, the Plancherel
measure of H , such that we have the following decomposition of τ in irreducible
characters of C:

τ =
∫
π∈Ĉ

χπdμPl(π). (3.3)

4. The Plancherel measure

We will now address the problem to describe the spectrum Ĉ of C and the Plancherel
measure μPl. The spectrum of C is a rather complicated topological space. But
it turns out that μPl-almost everywhere it can be described by a simpler structure,
namely a compact orbifold. This orbifold is represented by (in the sense of [50])
a groupoid of unitary standard induction data W
u which is canonically associated
with the affine Hecke algebra H (see [56], [22]). Its space of objects 
u consists of
induction data of H and the arrows W
u are twisting isomorphisms between induction
data. We will exhibit an explicit (up to some positive real multiplicative constants
which are independent of the base q)) positive measure μ on the compact orbifold
|
u| := W\
u such that a suitable open dense subset of (|
u|, μ)with a complement
of measure 0 describes (Ĉ, μPl) almost everywhere.



1234 Eric M. Opdam

The method in [56] to find this almost explicit Plancherel formula is a calculation of
residues, starting from a basic complex analytic representation of τ as an integral over
a certain rational n-form with values in the linear dual of H , over a coset pTu ⊂ T of
the compact real form Tu with p ∈ Trs := Hom(X,R+) far in the negative chamber
[55]. Although such residue computations are certainly not new (see e.g. [1], [2],
[38], [49]), the treatment of the uniqueness of residue data is new and is based on a
simple geometric lemma in distribution theory which goes back to joint work with
Gert Heckman [27]. This improved treatment of the residues is surprisingly powerful.
It is sufficient to compute the Plancherel measure of the center Z of H explicitly, and
in particular the central projection of the support of the Plancherel measure follows
exactly [56] (see also [30]). In combination with Lusztig’s results on the structure of
completions of affine Hecke algebras at central characters (see [39]) we reorganize in
[56] the residues according to parabolic induction and we derive the Maass–Selberg
relations, the unitarity of the normalized intertwining operators, and finally the explicit
(up to positive real factors) product formula for the Plancherel density.

4.1. The discrete series representations. Let us first recall the definition of the
discrete series and of tempered representations:

Definition 4.1. An irreducible representation (V , π) of H is called a discrete series
representations if it is equivalent to a subrepresentation of (L2(H), λ). Equivalently,
(V , π) is a discrete series representation if its character χπ extends continuously
to L2(H).

Remark 4.2. As an immediate consequence of this definition, a discrete series repre-
sentation (V , π) can be equipped with an Hermitian inner product 〈 ·, ·〉 with respect
to which π(h∗) = π(h)∗ for all h ∈ H . Such a Hilbert space representation of H is
called unitary.

We will describe an algebraic criterion for a central characterW0t ∈ W0\T to be
the central character of a discrete series representation. For this we need to introduce
the Macdonald c-function (see [45], [55]). This c-function is introduced as an element
of the field of fractions of A. The ring A can be interpreted as the ring of regular
functions on T via θx → x, and thus the c-function can be interpreted as a rational
function on T . Explicitly, we put

c :=
∏

α∈R1,+
cα, (4.1)

where cα is defined for α ∈ R1 by

cα := (1+ q−1/2
α∨ θ−α/2)(1− q−1/2

α∨ q−1
2α∨θ−α/2)

1− θ−α . (4.2)

The square roots here are positive square roots; observe that this formula makes sense:
if α/2 �∈ X then we have q2α∨ = 1 (since 2α∨ �∈ Rnr) and thus the numerator reduces
to (1− qα∨θ−α).
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We remark that there is no problem in defining the pole order of the rational
function

ν(t) := (c(t)c(t−1))−1 (4.3)

at a point t0 ∈ T , since ν(t) is equal to a product of the rational functions of the form
(cα(t)cα(t

−1))−1 (with α ∈ R1). This function is the pull back via α/2 (or α) of a
rational function on C× and so it has a well defined pole order at t0. The pole order
of ν(t) at t0 is defined as the sum of these pole orders.

The following theorem is of crucial importance.

Theorem 4.3 ([56, Corollary A.12]). For any point t0 ∈ T , the pole order of ν(t) at
t0 is at most equal to the rank rk(R0) of R0.

Definition 4.4. We call t0 ∈ T a residual point if the pole order of ν(t) at t0 is equal
to the rank rk(X) of X.

Theorem 4.3 was proved in [56] by reducing it to a case by case inspection using
the classification of residual points for graded Hecke algebras in [27], Section 4 1.
The following result follows easily from Theorem 4.3.

Corollary 4.5. For any root datum R and positive real label function q the set of
residual points in T is a finite union of W0-orbits. This set is nonempty only if
rk(R0) = rk(X).

Example 4.6 (The split adjoint case). By the split adjoint case we mean that fs = 1
for all s ∈ Saff andX = P . The work of Kazhdan and Lusztig [34] implies (see [56],
Appendix B for the translation) that the residual points are the points of T of the
following form. Let G be the Langlands dual group, i.e. the complex semisimple
group with root datum R (G is simply connected). Then T is a maximal torus forG.
Let s ∈ Tu be such that Gs ⊂ G is semisimple. Let O be a distinguished unipotent
orbit of Gs and choose a homomorphism φ : SL2(C)→ Gs with the property that

φ

(
1 1
0 1

)
∈ O and c := φ

(
q1/2 0

0 q−1/2

)
∈ T .

Then r = sc ∈ T is a residual point, and all residual points in this case are of this
form.

In general there exists an effective algorithm to classify the set of residual points
for any root datum R with indeterminate positive real label function q (see [56,
Theorem A.7]). The residual points come in finitely many generic families of residual
points:

1The notion of a residual point in [27] seems more restrictive at first sight since it involves the existence
of a full flag of intermediate “residual subspaces”. In [56], Lemma A.11 we show however that this technical
condition is always fulfilled. The existence of such full flags is the main tool for the classification of residual
points in [27].
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Proposition 4.7. Let R be a semisimple root datum. There exists a nonempty finite
W0-invariant set Res of generic residual points r : Q → T of R. If r ∈ Res then
r(q) = s.c(q) where s ∈ Tu (Tu denoting the compact real form of T ) is independent
of q, and such that rank(R0,s) = rank(R0), and where c : Q → Trs (Trs being the
connected component of the split real form of T ) is a group homomorphism such that
for all α ∈ R0, α(c)2 is a monomial in the root labels qβ∨ (β ∈ Rnr). For each
generic residual point r ∈ Res there exists an open set Qr ⊂ Q (depending only on
the orbitW0r) which is the complement of finitely many (rational) hyperplanes in Q,
such that r(q0) is residual iff q0 ∈ Qr (see [56, Theorem A.14] ).

Remark 4.8. For each R one can explicitly determine the generic residual points r
and the sets Qr . From the classification one can check that all residual points r ∈ T
of R have the important property that r−1 ∈ W0r .

The following theorem expresses the central support of the discrete series repre-
sentations of H in terms of residual points of T .

Theorem 4.9 ([56, Theorem 3.29]). An orbit W0r ∈ W0\T is the algebraic central
character of a discrete series representation of H if and only if r ∈ T is a residual
point. In particular, the set �R of equivalence classes of discrete series representa-
tions of H is finite, and is nonempty only if rk(R0) = rk(X).

As a consequence of the residue calculus one obtains an almost explicit product
formula for the formal dimension (the Plancherel mass) of the discrete series as a
function of the base q.

Theorem 4.10 ([56, Corollary 3.32, Theorem 5.6]). In this theorem we fix fs ∈ R

and we denote the corresponding half line in Q by L ⊂ Q (see Remark 2.3).
Notice that for each r ∈ Res we have either L ⊂ Qr or L∩Qr = ∅. Let r ∈ Res

be such that L ⊂ Qr . Via scaling isomorphisms [56, Theorem 5.6] there exists a
finite (trivial) fibration �W0r → L whose fiber at q ∈ L is �W0r(q), the finite set of
discrete series representations of H(R, q) with algebraic central characterW0r(q).

Recall that we view q > 1 as coordinate on L. The expressions α(r) = α(r(q))
and qα∨ (α ∈ Rnr) with q ∈ L are thus viewed as functions of q > 1. For each
connected component δ ⊂ �W0r there exists a nonzero real constant dδ ∈ R× inde-
pendent of q such that for all q ∈ L,

μPl({δ(q)}) = dδ
q(w0)

∏′
α∈R1

(α(r)− 1)∏′
α∈R1

(q
1/2
α∨ α(r)

1/2 + 1)
∏′
α∈R1

(q
1/2
α∨ q2α∨α(r)1/2 − 1)

(4.4)

where
∏′ denotes the product in which we omit the factors which are equal to 0.

Remark 4.11. (a) Observe that only the constant dδ depends on δ; the other factors
only depend on the central character W0r of δ.

(b) It was shown by Mark Reeder [57] that this leads to an effective way to
determine L-packets of square integrable unipotent representations for exceptional
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p-adic Chevalley groups (also see [28]) by considering the almost explicit product
formulae for the Plancherel densities of the unipotent representations as a function
of q, the cardinality of the residue field 2. Lusztig [41], [42] has given a more general
parameterization of the unipotent L packets from a different point of view. In the
cases considered the partitions of the set of square integrable unipotent representations
coincide [57].

(c) This formula is explicit up to the nonzero real constant dδ . We remark that if
the restrictions χδ|A of the characters χδ with δ ∈ �W0r are linearly independent then
dδ ∈ Q for all δ ∈ �W0r ([56, Remark 3.35]). However we do not know this linear
independence, and in fact for the more general class of tempered representations of
H(R, q) it is easy to find counterexamples for this. In any case, we conjecture that
dδ ∈ Q (see [56], Conjecture 2.27).

(d) The constants dδ were computed for the exceptional root systems (in the case
q(s) = q for all s ∈ Saff , and X = P ) in terms of the Kazhdan–Lusztig parameters
of δ by Mark Reeder [57].

(e) An irreducible representation of H is a discrete series if and only if its matrix
coefficients have exponential decay with respect to the norm function N on W (see
Definition 5.1); this follows from the Casselman conditions (see [56, Lemma 2.22,
Theorem 6.1(ii)]). In particular these matrix coefficients belong to the Schwartz
algebra S ⊂ C (see Definition 5.1), and this shows that the discrete series are isolated
points in Ĉ.

4.2. Standard parabolic structures. We will now concentrate on the higher dimen-
sional spectral series. Let P denote the power set of F0. Let RP ⊂ R0 be the root
subsystem RP ∩R0. Notice that P is a basis of simple roots forRP . With P ∈ P we
associate the sub root datum RP := (X,RP , Y,R∨P , P ). The associated nonreduced
root system Rnr(R

P ) is equal to Rnr(R
P ) = RP ∩Rnr hence we can restrict the root

labels on Rnr to RP,nr. This defines a label function qP for the affine Weyl group of
the root datum RP . We now define the subalgebra

HP := H(RP , qP ) ↪→ H . (4.5)

This affine Hecke algebra will typically not be semisimple. Its semisimple quotient
is called HP , the quotient of HP by the two sided ideal generated by θx − 1 where
x ∈ ZP := {x ∈ X | x(α∨) = 0∀α ∈ P }. Notice that the elements θx with
x ∈ ZP are central in HP . Let us denote by XP the quotient XP = X/ZP , and
by YP = Y ∩ RP∨ ⊂ Y its dual lattice. This gives us a semisimple root datum
RP := (XP ,RP , YP , R∨P , P ). Again we see that Rnr(RP ) = RP ∩Rnr, so from the
restriction of the root labels on Rnr to Rnr(R

P ) we can define a label function qP on

2At the time when [57] was written, (4.4) was only conjectural for general discrete series representations (see
[28]). Instead Reeder used a general Euler–Poincaré type formula for the formal dimension of a discrete series
representation of a semisimple p-adic group (see [59]), which requires case-by-case considerations and presents
serious computational difficulties. With (4.4) at hand some of these aspects of [57] can be simplified.
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the affine Weyl group of RP . It is now easy to check that the semisimple quotient
HP of HP is equal to

HP � HP = H(RP , qP ). (4.6)

4.3. Twisting. Let TP = Hom(XP ,C×) ⊂ T be the character torus of XP . Let T P

be the connected component of e of the subgroup {t ∈ T | α(t) = 1} ⊂ T . We
see that T = TP T P , that KP := TP ∩ T P is a finite abelian group, and that T P is
pointwise fixed by the action of WP on T .

Using the cross relations (2.5) we check that t ∈ T P gives rise to an automorphism

φt : HP → HP , φt (θxNw) = t (x)θxNw (4.7)

of HP (where w ∈ WP ).

Definition 4.12. Let �P denote the set of equivalence classes of discrete series rep-
resentations of HP . For δ ∈ �P and t ∈ T P we write δt = δ̃ � φt for the twist by φt
of the lift δ̃ of δ to HP . Observe that for k ∈ KP , φk descends to an automorphismψk
of HP .

Let WP,P ′ = {w ∈ W0 | w(P ) = P ′}. If w ∈ WP,P ′ then w induces an
isomorphism of root data w : RP → RP ′ and w : RP → RP ′ which is compatible
with the label functions. This defines corresponding isomorphisms

φw : HP → HP ′ ; ψw : HP → HP ′ (4.8)

of affine Hecke algebras.

Definition 4.13. Let δ ∈ �P . We denote by δw = δ � ψ−1
w ∈ �P ′ the twist of δ

by the isomorphism ψw. We define (δt )w (with t ∈ T P ,w ∈ WP,P ′) similarly.
Observe that (δ̃w)wt = (δt )w. We denote by δk = δ �ψ−1

k ∈ �P the twist of δ by the

automorphism ψk of HP . Observe that (δ̃k)kt = δt if k ∈ KP and t ∈ T P .

4.4. The groupoid of standard induction data. First of all, we denote by W the
(standard) Weyl groupoid, the groupoid whose set of objects is P and whose space of
arrows from P to P ′ is equal to WP,P ′ . This groupoid acts in an obvious way on the
groupoid K whose set of objects is also P and whose space of arrows is described
by KP,P ′ = ∅ if P �= P ′, and KP,P = KP . We denote by W the semidirect product
W = K � W, i.e. W is the finite groupoid whose set of objects is P and whose set
of arrows from P to P ′ equals WP,P ′ = KP ′ ×WP,P ′ . The composition of arrows
is given by (k × u)(l × v) = ku(l)× uv.

The above twisting action on induction data coming from HP naturally gives rise
to an action of the groupoid W on the set
 of induction data of the various subquotient
algebras HP with P ∈ P . Let 
 be the set of triples (P, δ, t) with P ∈ P , δ ∈ �P
and t ∈ T P . We see that 
 is a finite union of complex algebraic tori of the form
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(P,δ) = {(P, δ, t) | t ∈ T P }. In particular 
 is fibered over P in a way compatible
with the twisting action of W .

The groupoid of standard induction data W
 is the translation groupoid arising
from the action of W on 
. Explicitly, if ξ = (P, δ, t), ξ ′ = (P ′, δ′, t ′) ∈ 
u then
the set of arrows Wξ,ξ ′ in W
 between these induction data consists of the set of
g = k × w ∈ KP ′ ×WP,P ′ such that P ′ = w(P ), δ′ = δg , and t ′ = gt . One easily
verifies that this forms an orbifold groupoid in the sense of [50]. We remark that the
action of K on 
 is free. Thus the quotient W
 → K\W
 = WK\
 is a Morita
equivalence and defines the same orbifold structure on |
| = W\
.

We denote by W
u the full subgroupoid whose set of objects 
u consists of the
unitary standard induction data, i.e. the induction data of the form (P, δ, t) with
t ∈ T Pu , the compact real form of T P . Hence
u is a finite disjoint union of compact
tori, and W
u is a compact orbifold groupoid.

4.5. The induction-intertwining functor. We choose explicit representatives (Vδ, δ)
for the equivalence classes δ ∈ � = ∐

p∈P �P . Given ξ = (P, δ, t) ∈ 
 we de-

note by π(ξ) the induced representation IndH
HP (δt ), realized on the finite dimensional

vector space
i(Vδ) = H ⊗HP Vδ =

⊕
w∈WP

Nw ⊗ Vδ (4.9)

where WP denotes the set of shortest length representatives in W0 for the left cosets
ofWP = W(RP ). It is not very difficult to show (see [6] or [56]) that for ξ ∈ 
u, the
induced representation π(ξ) is unitary with respect to the Hermitian inner product on
i(Vδ) defined by (with x, y ∈ WP and u, v ∈ Vδ)

〈Nx ⊗ u,Ny ⊗ v〉 = δx,y〈u, v〉. (4.10)

Theorem 4.14 ([56, Theorem 4.38]). The assignment 
u 
 ξ → π(ξ) extends to
a functor π (the “induction intertwining” functor) from W
u to P Rep(H)unit, the
category of unitary modules of H in which the morphisms are unitary H-intertwiners
modulo scalars. This functor assigns a projectively unitary intertwining isomorphism
π(g, ξ) : π(ξ) → π(ξ ′) to each g ∈ Wξ,ξ ′ . For all h ∈ H , the map ξ → π(ξ)(h)

extends to a regular function on 
, and for all g ∈ Wξ,ξ ′ the map ξ → π(g, ξ)

is rational but regular at 
u. The functor π is independent of the choices of the
realizations (Vδ, δ) of the δ ∈ � up to natural isomorphisms.

Remark 4.15. In fact the representationsπ(ξ)with ξ ∈ 
u are known to be tempered,
see below (see [56, Proposition 4.20]).

The projective representation π of W
u canonically determines a 2-cohomology
class [η] ∈ H 2(W
u, S

1) of the groupoid W
u , namely the pull back via π of the
2-cohomology class of the standard central extension of the category of finite dimen-
sional projective Hilbert spaces by S1. Notice that [η] is obviously a torsion class
since the dimensions of the representations π(ξ) are bounded by |W0|.
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In fact we can be a bit more precise here. Let W� be the finite groupoid which is
defined like W
 but with the finite set of objects � instead of 
, and its morphisms
given by twisting. Then the assignment (P, δ)→ Vδ can be upgraded to a projective
representation of W� by choosing, for each arrow g ∈ W1

� with source δ, unitary
intertwining isomorphisms δig : Vδ → Vδg such that for all h ∈ HP ′ :

δig � δ(ψ−1
g h) = δg(h) � δig. (4.11)

One easily checks that such a choice defines a 2-cocycle η� with values in S1 by

δig � (δ′)ig′ = η�(g, g′)(δ′)igg′ (4.12)

where g, g′ are composable arrows of W�. Its class [η�] ∈ H 2(W�, S
1) is indepen-

dent of the chosen representatives and intertwining morphisms. Then the details of the
construction of the projective representation π actually show that [η] ∈ H 2(W
u, S

1)

is the pull back of [η�] ∈ H 2(W�, S
1) via the natural homomorphism of groupoids

W
u → W�, (P, δ, t) �→ (P, δ). (4.13)

Let D denote the order of [η�]. Then we can choose the 2-cocycle η� so that it has
its values in μD , the group of complex D-th roots of unity. Then the above amounts
to

Proposition 4.16. Let W̃
u denote the central extension of W
u by μD determined
by [η]. The lifting π̃ to W̃
u of the projective representation π of W
u splits.

4.6. The Plancherel decomposition of τ . We finally have everything in place to
formulate the Plancherel theorem for the spectral decomposition ofL2(H) as a (type I)
representation of C. In order to describe the Plancherel density, we introduce relative
c-functions for the spectral series of the form π(ξ) with ξ ∈ 
(P,δ),u := {(P, δ, t) |
δ ∈ �P , t ∈ T Pu }.
Definition 4.17. We adopt the notation (P, α) to denote the restriction of α ∈ R0\RP
to T P ⊂ T . Let XP denote the character lattice of T P . We write RP ⊂ XP \{0}
for the set of restrictions (P, α) of roots α ∈ R0\RP which are in addition primitive
in the sense that if β ∈ R0\RP and (P, α) ∈ RP such that (P, α) and (P, β) are
proportional, then (P, β) = c(P, α) with c ∈ Z. We write RP+ for the primitive
restrictions corresponding to the positive roots α ∈ R0,+\RP,+. An element (P, α)
is called simple if (P, α) is indecomposable in Z+RP+ . This is equivalent to saying
that (P, α) is the restriction of an element of F0\P . To each (P, α) ∈ RP we
denote by (P,Hα) ⊂ T P the connected component of e of Ker(P, α) ⊂ T P . It
is a codimension 1 subtorus of T P . The real hyperplanes (P,Hα) ∩ T Prs are called
the walls in T Prs . The positive chamber T P,+rs is the connected component of the
complement of the walls on which (P, α) > 1 for all (P, α) ∈ RP+ .
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Let (P, α) ∈ RP . Then the rational function on T defined by

c(P,α)(t) :=
∏

β∈R0,+\RP :(P,β)∈Z+(P,α)
cβ(t) (4.14)

is clearly WP = W(RP )-invariant. Hence it can be viewed as a rational function
on WP \T . We compose this rational function with the algebraic central character
map zP : Irr(HP )→ WP \T and write c(P,α)(σ ) for any σ ∈ Irr(HP ). We define a
rational function c(P,α) on 
(P,δ) by putting c(P,α)(ξ) := c(P,α)(δt ). Observe that its
poles and zeroes are orbits of (P,Hα) acting on 
(P,δ).

Definition 4.18. (i) We define the c-function on ξ ∈ 
(P,δ) by means of the formula
c(ξ) =∏

(P,α)∈RP+ c(P,α)(ξ).
(ii)We putμ(P,α)(ξ) = (c(P,α)(ξ)c(P,−α)(ξ))−1= |c(P,α)(ξ)|−2 (see Remark 4.8).
(iii) If ξ ∈ 
(P,δ) we put μ(ξ) = ∏

(P,α)∈RP+ μ(P,α)(ξ) = (c(ξ)c(wP ξ))−1

(where wP denotes the longest element in WP ).

The following main theorem of [56] makes the abstract Plancherel formula (3.3)
almost (up to the constants dδ ∈ R+ for δ ∈ �) explicit.

Theorem 4.19 ([56, Theorem 4.39, Proposition 4.42, Theorem 4.43]). (i) For all
(P, α) ∈ RP+ the functionsμ(P,α) are smooth and nonnegative on
(P,δ),u. Moreover
μ is W -invariant on 
.

(ii) The function � 
 (P, δ) → μ(RP ,qP ),Pl({δ}) (given by the product formula
(4.4) applied to H(RP , qP )) is W -invariant on �.

(iii) Outside a W -invariant subset
reg
u whose complement in
u consists of finitely

many components of codimension at least 1, the representations π(ξ) are irreducible.
This defines a homeomorphism [ξ ] → [π(ξ)] from |
reg

u | := W\
reg
u onto a subset

of Ĉ whose complement has measure zero.
(iv) For ξ in the compact torus
(P,δ),u, letdξ denote the normalized Haar measure

on 
(P,δ). The Plancherel measure μPl is the push forward to the quotient |
u| =
W\
u of the absolutely continuous, W -invariant measure on 
u given by (with
ξ = (P, δ, t) ∈ 
(P,δ),u)

dμPl(π(ξ)) = q(wP )−1|WP |−1μ(RP ,qP ),Pl({δ})μ(ξ)dξ (4.15)

where WP denotes the set {w ∈ W0 | w(P ) ⊂ F0}.

5. The structure of the Schwartz algebra S

In joint work with Patrick Delorme [22], [23] we studied the refinement of the Fourier
isomorphism where the L2-functions are replaced by smooth functions. Following
Harish-Chandra and Langlands this step miraculously leads to deep insights in the
structure of Ĉ and of Irr(H). It also brings into play methods from noncommutative
geometry.
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5.1. The Schwartz algebra S. We define a sub-multiplicative function N : W →
R+ as follows. Let Z = X+ ∩ X− ⊂ X be the lattice of central translations in W .
Given v ∈ a∗we denote by v ∈ R⊗Z the projection of v onto R⊗Z along R⊗Q(R0).
We choose a Euclidean norm ‖ · ‖ on R⊗ Z and put for any w ∈ W :

N (w) := l(w)+ ‖w(0)‖. (5.1)

Now we come to the definition of the Schwartz space completion S of H .

Definition 5.1. The Schwartz space completion S ⊂ L2(H) of H is the nuclear
Fréchet space consisting of the elements

∑
w∈W cwNw ∈ L2(H) such thatw→ |cw|

is of rapid decay with respect to the function N .

As an application of the explicit knowledge on Ĉ we obtained in the previous
section one can actually prove that

Theorem 5.2 ([56, Theorem 6.5]). The multiplication of H extends continuously to S,
giving S the structure of a nuclear Fréchet algebra. Moreover, matrix coefficients of
discrete series representations are elements of S.

5.2. Tempered representations

Definition 5.3. A finite dimensional representation (V , π) of H is called tempered
if it extends continuously to S. Equivalently, (V , π) is tempered if χπ extends con-
tinuously to S.

The next theorem explains the relation of tempered representations withL2-theory:

Theorem 5.4 ([22, Theorem 3.19]). If ξ ∈ 
u then π(ξ) is unitary and tempered.
Conversely, let (V , π) be an irreducible tempered H representation. Then there exists
a ξ ∈ 
u such that (V , π) is a direct summand of π(ξ).

Corollary 5.5. Irreducible tempered representations of H are unitarizable. The set Ŝ
of irreducible tempered representations is equal to the support Ĉ of the Plancherel
measure.

5.3. The Fourier isomorphism. Let us denote by V
u the trivial fibre bundle over

u whose fibre at ξ = (P, δ, t) ∈ 
u is Vξ := i(Vδ) (the representation space of
π(ξ)), thus

V
u :=
∐
(P,δ)


(P,δ),u × i(Vδ). (5.2)

We denote by End(V
u) the corresponding bundle of endomorphism algebras. Let
Pol(
u,End(V
u)) denote the algebra of polynomial sections in End(V
u), i.e. sec-
tions such that the matrix coefficients are Laurent polynomials on each component

(P,δ),u of 
u.
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There is a natural action of W on End(V
u)by algebra homomorphisms as follows.
Suppose that ξ ∈ 
u and that A ∈ End(Vξ ). Given g ∈ Wξ,ξ ′ we define g(A) :=
π(g, ξ)�A�π(g, ξ)−1 ∈ End(Vξ ′). A section off of End(V
) is calledW -equivariant
if we have f (g(ξ)) = g(f (ξ)) for all ξ ∈ 
u and all g ∈ W
u with source ξ .

Observe that for all h ∈ H , the polynomial section ξ → π(ξ)(h) on 
u is
W -equivariant. Let us denote the algebra of W -equivariant polynomial sections by
Pol(
u,End(V
))W . The Fourier transform on H is the canonical algebra homo-
morphism

FH : H → Pol(
u,End(V
))
W ,

h �→ {ξ → π(ξ)(h)}. (5.3)

The image of FH is difficult to describe. But it turns out that the situation becomes
very intelligible upon extension to L2(H) or to S.

LetL2(
u,End(V
u), dμPl) denote the Hilbert space ofL2-sections of End(V
u)
with respect to the inner product

〈σ, τ 〉 =
∫

u

trace(σ (ξ)∗τ(ξ))dμPl(π(ξ)). (5.4)

Let the Fréchet algebra of smooth sections of End(V
u) on 
u be denoted by
C∞(
u,End(V
u)).

Theorem 5.6 ([56, Theorem 4.43], [22, Theorem 5.3]). (i) The Fourier transform FH

extends to an isometric isomorphism

F : L2(H)→ L2(
u,End(V
u), dμPl)
W . (5.5)

(ii) The Fourier transform F restricts to an isomorphism FS of Fréchet algebras

FS : S → C∞(
u,End(V
u))
W . (5.6)

5.4. The center of ZS of S. As a consequence of Theorem 5.6 we see:

Corollary 5.7. The center ZS of S is, via the Fourier Transform FS , isomorphic to the
algebra C∞(
u)W of W -invariant C∞-functions on
u. In particular the algebra S
is a ZS-algebra of finite type.

This gives, for irreducible tempered representations, a finer notion of central char-
acter which we call the tempered central character.

Definition 5.8. We denote by Ŝ the set of irreducible tempered representations,
equipped with its Jacobson topology.

It is easy to see that in our situation Ŝ is naturally in bijection with the set Prim(S)
if primitive ideals of S. In view of Corollary 5.5 we have a bijection Ŝ → Ĉ, and it
is not difficult to show that this bijection is in fact a homeomorphism.
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Proposition 5.9. We have a surjective, finite, continuous map

zS : Ŝ → |
u| = W\
u. (5.7)

We call this map the tempered central character. The irreducible summands of π(ξ)
(ξ ∈ 
u) all have central character [ξ ] = Wξ ξ .

5.5. Analytic R-groups. The structure of the fibres of the tempered central character
map zS is completely determined by the geometry of the orbifold W
u in combination
with the behaviour of the Plancherel density μ and the cohomology class η. This is
revealed by studying the explicit inversion of the Fourier isomorphism FS by means
of the wave packet operator JS . Let J be the adjoint of F defined on the space
L2(
u,End(V
u), dμPl) of non-invariant L2-sections. Then pW := F � J is equal
to taking the W -average, and [22, Theorem 5.3] shows that pW maps the subspace of
L2(
u,End(V
u), dμPl) consisting of sections of the form cσ (with c the c-function
and σ ∈ C∞(
u,End(V
u))) to the spaceC∞(
u,End(V
u))

W of smooth invariant
sections.

Definition 5.10. We call the connected components of the poles of c(P,α) on
(P,δ),u
the set of (P, α)-mirrors (since a root (P, α) is real, this set is empty or of codimension
one in 
(P,δ),u). We define the set of mirrors on 
u to be the union of all (P, α)-
mirrors (with P ∈ P and (P, α) ∈ RP ). This set is W -invariant.

Using the above properties of pW one shows that:

Proposition 5.11. (i) For any (P, α)-mirror M ⊂ 
(P,δ) there exists a mirror re-
flection sM ∈ W(P,δ),(P,δ), i.e. an involution in WP,P fixing δ such that sM fixes M
pointwise.

(ii) Let ξ ∈ 
u, say ξ = (P, δ, t). The set Rξ of roots (P, α) ∈ RP such that ξ
lies in a (P, α)-mirror is a reduced integral root system. We denote by Rξ,+ the set
of roots in Rξ which are element of (P, α) ∈ RP+ .

(iii) For each mirror M ∈ 
u and for all ξ ∈ M , the intertwining operator
π(sM, ξ) is scalar.

Definition 5.12. Denote by Wm
ξ = W(Rξ ) ⊂ Wξ,ξ the normal reflection subgroup

generated by the reflections in the mirrors through ξ . The analytic R-group Rξ at ξ
is the group of r ∈ Wξ,ξ such that r(Rξ,+) = Rξ,+. Then Wξ,ξ = Wm

ξ � Rξ .

The above implies that the restriction ηξ of the 2-cocycle η to Wξ,ξ is cohomolo-
gous to the pull-back of a 2-cocycle (also denoted ηξ ) of Rξ . We have the following
analog of results of Harish-Chandra ([25], [26]), Knapp–Stein ([36]) and Silberger
[61] on analytic R-groups.

Theorem 5.13 ([22], [23]). The restriction of the induction-intertwining functor π
to Rξ gives rise to an isomorphism EndH Vξ � C[Rξ , η], the ηξ -twisted group ring
of Rξ . In particular, the functor Eξ defined by ψ → HomC[Rξ ,η](ψ, Vξ ) defines
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an equivalence between the category of C[Rξ , η]-modules and the category of finite
dimensional unitary tempered H-modules with tempered central character Wξ .

Corollary 5.14. Let w ∈ Wξ . There is a unique decomposition w = xm with
m ∈ Wm

ξ and x(Rξ,+) = Rwξ,+. Hence xRξ x
−1 = Rwξ . Consider the isomorphism

of algebras cw : C[Rξ , η] → C[Rwξ , η] defined by η-twisted conjugation with x, i.e.
cw(r) = η(x, r)η(xr, x−1)η(x, x−1)−1xrx−1. For any C[Rξ , η]-module ρ we have
Eξ(ρ) = Ewξ (ρw) where ρw = ρ � c−1

w .

Recall that the action of K on 
u is free. We identify the R-groups Rkξ (k ∈K)
via conjugation by k, and write RKξ . We identify via the twisted conjugations ck
(k ∈ K) the rings C[Rkξ , η] (k ∈ K) and write C[RKξ , ηK ]. We consider the
sheaf G(R, η) on 
u whose fiber at ξ is the complex representation space G(Rξ , η)

of C[Rξ , ηξ ] (the argument that this defines a sheaf is the same as for the usual
representation ring sheaf of the orbifold W
u , see [7]). By the above there exists a
W -sheaf G(R, η) of complex vector spaces on 
u (we identify Rξ with the quotient
Wξ,ξ /W

m
ξ , so that the action on characters by conjugation withw ∈ Wξ is equal to cw

as in Proposition 5.14):

Definition 5.15. The W -sheaf G(R, η) on
u descends to a sheaf of complex vector
spaces on |
u| denoted by G(R, η), and to a sheaf G(RK , ηK) on K\
u.

6. Smooth families of tempered representations

We investigate the geometry of the orbifold structure of |
u| in relation to the structure
of the Grothendieck group of (finite dimensional) tempered representations of H in
this subsection. The approach is comparable with [12] (but working with S instead
of H). Much of the material in this section and the next is joint work in progress with
Maarten Solleveld.

As was explained by Arthur [3], it is a basic fact that the functor Eξ is compatible
with the geometric structure of W
u in the following sense. The same arguments apply
in the present situation. Let ξ = (P, δ, t) and let P ⊂ Q. Let R

Q
ξ be the subgroup

of elements of Rξ which pointwise fix the T Qu -orbit through ξ . Let πQ denote
the induction-intertwining functor of the Hecke algebra HQ = H(RQ, qQ) ⊂ H ,
and let EQξ be the corresponding equivalence. Let 
Qu denote the space of unitary

standard induction data for HQ. Then R
Q
ξ is the R-group at ξ ∈ 
Qu ⊂ 
u for

induction to HQ.

Proposition 6.1 ([3], [23]). We have the following equality of functors:

IndH
HQ �EQξ = Eξ � Ind

C[Rξ ,η]
C[RQ

ξ ,η]
. (6.1)
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For any r ∈ Rξ the set of fixed points is of the form T
Q
u ξ for some parabolic

subsystem RQ where Q is not necessarily standard, but compatible in the sense that
there exists a w ∈ Wξ such that w(Q) is standard and w(Rξ,+) = Rwξ,+ (compare
with [3, Section 2]). In combination with basic aspects of the structure theory of
the (analytic or formal) completion of H at an algebraic central character (see [39]
or [56]) we can draw several conclusions. Let G(SWξ ) denote the Grothendieck
group of S-modules with tempered central character Wξ where ξ = (P, δ, t), and let
GQ(SWξ ) = Q⊗Z G(SWξ ) (viewed as virtual tempered characters of H).

Corollary 6.2. Let χ ∈ GQ(SWξ ) where ξ = (P, δ, t) ∈ 
(P,δ),u, and letQ ∈ P be
such that P ⊂ Q. The following are equivalent:

(i) χ = Eξ(ρ) with ρ induced from C[RQ
ξ , η].

(ii) χ = Eξ(ρ) with ρ supported on the Rξ -conjugacy classes meeting R
Q
ξ .

(iii) χ is induced from a virtual tempered character of HQ.

(iv) χ = (χt )|t=1 for a (weakly) smooth family T Qu 
 t → χt ∈ GQ(SW(tξ)).

Proof. It is elementary (using the formula for induced characters in twisted group
rings) that (i)⇔ (ii) and (i)⇔ (iii) follows from (6.1). It is trivial that (iii)⇒ (iv).
The step (iv) ⇒ (iii) needs explanation. By the (weak) smoothness of the family
it enough to prove that χt is induced from HQ for generic t ∈ T Qu . For generic
t ∈ T Qu the algebraic central character z(χt ) is “RQ-generic” in the sense of [56,
Definition 4.12]. By [56, Corollary 4.15] all characters with an RQ-generic central
character are induced from HQ. �

Definition 6.3. We say that χ ∈ GQ(SWξ ) is d-smooth and pure if there exists an
open neighborhood U ⊂ 
u of ξ , a d-dimensional smooth submanifold S ⊂ U with
ξ ∈ S, and a weakly smooth family S 
 s → χs ∈ GQ(SWs) (weakly smooth means
that S 
 s → χs(h) is smooth for all h ∈ H) such that the tempered central character
ofχs equals Ws andχ = χξ . We say thatχ is d-smooth ifχ is a Q-linear combination
of pure d-smooth characters.

We obtain a descending filtration F iWξ = C⊗Q {χ ∈ GQ(SWξ ) | χ is i-smooth}
of GC(SWξ ). Observe that the filtration is stationary at least until the rank iZ of the
central lattice Z ⊂ X of R.

Definition 6.4. The vector space Elltemp
Wξ of elliptic tempered characters of S =

S(R, q) with tempered central character Wξ (with ξ ∈ 
u) is defined as F 0
Wξ /F

1
Wξ .

We call an irreducible tempered representation (with tempered central character Wξ )
elliptic if its character has a nonzero image in Elltemp

Wξ .
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Proposition 6.5. The complex vector space Elltemp
Wξ is zero for all but finitely many

orbits Wξ ∈ |
u|. There exist orbits Wξ ∈ |
u| such that Elltemp
Wξ �= 0 only if R is

semisimple.

One can show the following result:

Proposition 6.6. Let Fd(RQ
ξ , η) denote the complex vector space of virtual η-twist-

ed characters of R
Q
ξ whose support consists of elements r ∈ R

Q
ξ whose fixed point

set in TQ,u has dimension at least d. In the case Q = F0 this defines a filtration
of GC

Wξ (R, η) (the complex span of irreducible η-twisted characters of Rξ ). Put

I
Q
ξ := Ind

C[Rξ ,η]
C[RQ

ξ ,η]
and define Ell(RQ

ξ , η) = F 0(R
Q
ξ , η)/F

1(R
Q
ξ , η). We have an

isomorphism of graded vector spaces⊕
Q

I
Q
ξ :

⊕
Q

Ell(RQ
ξ , η)

∼−→ gr(GC
Wξ (R, η)) (6.2)

where Q runs over a complete set of representatives of the W -association classes of
compatible parabolic subgroups, and the degree of Ell(RQ

ξ , η) is defined as
the depth of Q. The functor Eξ induces an isomorphism of graded vector spaces
gr(GC

Wξ (R, η))→ gr(GC(SWξ )). If w ∈ Wξ,ξ satisfies w(Q) = Q then twisting by

w acts trivially on Ell(RQ
ξ , η).

7. K-theory of the Schwartz algebra S

In the last two sections we will discuss results and conjectures for the K-theory and
noncommutative geometry of affine Hecke algebras and we indicate some of the
evidence in support of these conjectures. These conjectures are not new, certainly not
their analogues in the context of reductive algebraic groups. The point is however
that these conjectures give a detailed guideline for representation theory of affine
Hecke algebras with (unequal) continuous positive real parameters. In this sense the
discussion below is a natural extension of the harmonic analysis questions that have
been studied in this paper.

First of all recall the following result.

Proposition 7.1 (Corollary 5.9, [22]). The dense ∗-subalgebra S ⊂ C is closed
for holomorphic functional calculus. Hence the inclusion i : S → C induces an
isomorphism K∗(S)

∼−→ K∗(C).

7.1. The Chern character for S. The result in this subsection is due to Maarten
Solleveld. Proposition 7.1 shows that we can study the K-theory of the reduced
C∗-algebra C of H in terms of S. By Theorem 5.6(ii) it follows easily that S is a
Fréchetm-algebra, and for this type of topological algebras Cuntz [20] has shown the
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existence of a unique functorial Chern character map ch : K∗ → HP∗ with values
in Connes’ periodic cyclic homology HP∗ and which is subject to certain natural
compatibility properties. In [64] it is shown for a quite general class of Fréchet
m-algebras that the Chern character becomes a natural isomorphism after tensoring
with C. Theorem 5.6(ii) shows that the Schwartz algebra S of H always falls in the
class of algebras to which Solleveld’s Theorem applies. Thus we have

Theorem 7.2 (Corollary 9, [64]). The abelian group K∗(S) is finitely generated, and
upon tensoring by C the Chern character Id⊗ ch : KC∗ (S) → HP∗(S) becomes an
isomorphism, where we have used the notation KC∗ (S) := C⊗Z K∗(S).

7.2. Comparison between S and H . The material this subsection is joint work in
progress with Maarten Solleveld.

Conjecture 1 (Conjecture 8.9, [9]). The inclusion homomorphism i : H → S in-
duces an isomorphism HP∗(H)→ HP∗(S).

There is quite solid evidence in support of this conjecture. Under certain additional
assumptions we in fact have a proof of the statement (in fact, Solleveld has recently
announced a general proof (private communication)). This proof is based on the
philosophy explained in the important paper [35] and the Langlands classification for
general affine Hecke algebras [23].

7.3. Independence of the parameters. Let us introduce the notation S(q) :=
S(R, q) to stress the dependence on the base q > 1 of the function q defined by
q(s) = qfs while keeping the fs ∈ R fixed. (In the terminology of Remark 2.3, we
vary q in a half-line.) Let SW = S(1) denote the limiting case, the Schwartz algebra of
functionsf : W → C of rapid decay. Observe that the Fréchet space SW is isomorphic
to S(q) as a Fréchet space via the naive linear isomorphism f →∑

w∈W f (w)Nw.
Solleveld has shown that there exists a family of isomorphisms (unique up to

homotopy) ψε : S(q) → S(qε) of pre C∗-algebras depending continuously on ε ∈
(0, 1] such thatψ1 = idS . Now consider the family of linear isomorphismsφε : SW →
S(q) (with ε ∈ (0, 1]) consisting of the composition of the naive linear isomorphism
SW → S(qε) with the inverse of ψε. Solleveld has shown that the family φε behaves
as an asymptotic morphism SW → S(q) as ε ↓ 0 and defines a homomorphism
K∗(φ) : K∗(SW)→ K∗(S(q)).

Conjecture 2. The map KQ∗ (φ) is an isomorphism.

This conjecture is the natural extension of [8, Conjecture 6.21] in the present
context (after throwing away torsion), and in this sense it is entirely in the spirit of
the Baum–Connes–Kasparov conjecture for p-adic reductive groups. In our situation
(working with general continuous, unequal Hecke algebra parameters) it would be a
very powerful principle for understanding the geometry of the irreducible spectrum
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and the tempered irreducible spectrum of affine Hecke algebras, especially in combi-
nation with certain geometric refinements to be described below (see Conjectures 2b
and 2c).

Let us first consider a weaker statement and the evidence in support of it:

Conjecture 2a (weaker version). dim(KQ∗ (S(q))) = dim(KQ∗ (SW)).

By Solleveld’s Theorem 7.2 this statement is equivalent to dim(HP∗(S(q))) =
dim(HP∗(SW)), and thus in cases where Conjecture 1 is known (certainly including the
split casefs = 1,∀s ∈ Saff ) it is equivalent to dim(HP∗(H(q))) = dim(HP∗(C[W ])).
In the split case this is a theorem of Baum and Nistor [10]. The proof in [10] is
very interesting and is based on Lusztig’s asymptotic morphism in combination with
techniques from [35]. For unequal label Hecke algebras one may connect this with
Lusztig’s conjectures from [43], see [4].

7.4. Equivariant K-theory. The conjecture 2 can be expressed more geometrically
in terms of equivariantK-theory using well known results (see [7], [10], [67]). First of
all SW = C∞(Tu)�W0, and this gives the identification K∗(SW) = K∗W0

(Tu). Recall
that for any finite group G acting on a compact topological space X the equivariant
Chern character defines an isomorphism Id⊗ chG : C⊗Z K∗G(X)

∼−→ H[∗](G\X̂,C)
where X̂ = ∪g∈G(g,Xg) is the disjoint union of the fixed point spaces Xg of the
elements of G, and where H[∗] denotes the Z/2Z-periodic Čech cohomology groups
(see [7]). The topological space G\X̂ is called the extended quotient of X. It is
the orbit space of the inertia orbifold �(GX) := G

X̂
of the translation orbifold

GX = X�G. In this geometric form the conjecture gives rise to a natural refinement
of the conjecture for K0(S) which is the main reason for this reformulation.

Definition 7.3. Given ξ ∈ W\
u we have a quotient homomorphism πξ : S →
S/mξS where mξ denotes the maximal ideal of ZS at ξ (the ring S/mξS is finite
dimensional and semisimple by Theorem 5.6). For α ∈ K0(S) we define Supp(α) =
{Wξ ∈ W\
u | K0(πξ )(α) �= 0} (a closed set in W\
u, as one checks easily).

Conjecture 2b (geometric refinement). There exists a natural isomorphism (take
KC∗ (φ) composed with the inverse of the equivariant Chern character for the action of
W0 on Tu):

κ : H[∗](W0\T̂u,C) ∼−→ KC∗ (S(q)). (7.1)

The ascending filtration Fi(KC
0 (S(q))) = {α | dim(Supp(α)) ≤ i} of KC

0 (S(q))
coincides via this isomorphism with the filtration of the left hand side whose i-th
filtered piece consist of the sum of the even cohomologies of the components of the
extended quotient W0\T̂u of dimension at most i.

This form of the conjecture guides us to a further reduction to the discrete part
F0(KC

0 (S(q))) of the vector space KC
0 (S(q)). This is best understood in the context

of a conjecture concerning index theory.
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8. Index functions

The material in this section was shaped in its present form in the course of various
conversations with Mark Reeder and Joseph Bernstein. I am much indebted for their
insightful comments. The ideas in this section have their origin in the theory of
the Selberg trace formula. We want to construct “index functions” using the Euler–
Poincaré principle in K-theory (see e.g. [37], [59], [21]).

We assume throughout in this section that the root datum R is semisimple unless
stated otherwise. Every finite dimensional tempered module π gives rise to a Z-
valued “local index” function Indπ on K0(S). Namely π : S → EndC(Vπ) is a
continuous algebra homomorphism, and given α = [p] ∈ K0(S) (with p ∈ MN(S)
an idempotent) we define Indπ(α) = rank(π(p)) ∈ Z. This naturally descends to
bilinear pairing [ · , ·] : K0(S)×G(S)→ Z given by [α, [π ]] := Ind[π ](α). Moreover,
by the structure theory of S (Theorem 5.6), it is clear that if the local index function
[π ] → Ind[π ](α) vanishes identically on G(S) then α = 0.

Now suppose that α ∈ F0(KC
0 (S)). By definition of the support of α and of

our notion of smooth families this means that Ind[π ](α) = 0 for all π which are
1-smooth (it must be constant along the family on the one hand, but on the other hand
its support must be finite). Therefore π → Ind[π ](α) factors through a function on
Elltemp, and [ · , ·] factors through a bilinear pairing [ · , ·] on F0(KC

0 (S)) × Elltemp

which is non-degenerate on the left.
Next we consider the change of base ring homomorphism β : K0(H)→ K0(S)

defined by [P ] → [S ⊗H P ] if P denotes a finitely generated projective H-module.
One would like to complement this base change homomorphism β with a base change
homomorphism β : K(Modfg(H))→ K(Mod(S)) but there seems no obvious way
to do this. First of all S is not flat over H (this problem already occurs in rank 1)
and it is also not quite clear which category of S-modules one should consider. The
conjecture we are about to make precisely states that this can anyway be done if one
restricts in some sense to the tempered modules of finite length. To this end we will
first show that the projective dimension of H-modules of finite length is bounded by
the rank 3 (which is a joint result with Mark Reeder). Let (π, V ) be an H-module
of finite length. Let C ⊂ a∗ = R ⊗Z X be the fundamental alcove for the action
of Wa = W0 � Q � W (the normal subgroup generated by reflections in W ). Let
� ⊂ W be the finite abelian subgroup of elements of length 0, thenW = Wa��. We
denote by Ha ⊂ H the unital subalgebra of H spanned by the elements {Nw}w∈Wa ,
then H = Ha �� (a crossed product).

Given a nonempty facet ∅ �= f ⊂ C of C we have the corresponding subset
Sf ⊂ Saff of affine simple reflections fixing f . Let Hf ⊂ Ha be the finite type
Hecke subalgebra Hf = H(Sf , qSf ). For any subset I ⊂ Saff we denote by CI the

3One can deduce from this the fact that the category of H -modules is of finite cohomological dimension, as
was explained to me by Joseph Bernstein. One should compare this to Bernstein’s result that the category of
smooth representations of a reductive p-adic group has finite cohomological dimension, see [65, Prop. 37].
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complex vector space which has as a basis the set I . Put

C̃i(V ) =
⊕

f :dim(f )=i
H ⊗Hf

(V |Hf
)⊗C

n−i∧
CSf . (8.1)

Since Hf ⊂ H is a finite dimensional semisimple subalgebra this is clearly a pro-
jective, finitely generated H-module. We define H-linear maps d̃i : C̃i → C̃i−1
by

d̃i (h⊗Hf
v ⊗ λ) :=

⊕
f ′⊂f

dim(f ′)=i−1

h⊗Hf ′ v ⊗ (λ ∧ sf,f ′) (8.2)

where sf,f ′ ∈ Saff is defined by Sf ′ = Sf ∪ {sf,f ′ }. Observe that there is a natural left
�-action on C̃i(V ) by means of H-intertwining operators via

jω(h⊗Hf
v ⊗ λ) = hω−1 ⊗Hω(f )

π(ω)v ⊗ ω(λ). (8.3)

This action commutes with the action of the operators d̃i . Finally, we defineCi(V ) =
(C̃i(V ))

j (�) and we denote by di the restriction of d̃i to Ci(V ).

Proposition 8.1 (E. Opdam and M. Reeder, unpublished). Let (V , π) be an H-module
of finite length. The graded H-linear operator d = {di} is a differential on C∗(V ),
making C∗(V ) into a bounded complex of finitely generated projective H-modules.
The H-linear map d0 : C0(V ) → C−1(V ) � V extends this to a finite projective

resolution 0← V
d0←− C∗(V ) of V .

The proof of this proposition reduces simply to the case H = Ha , and there the
proof is a variation of Kato’s proof [33] of a statement about a similar “restriction-
induction” complex for finite type Hecke algebras.

Definition 8.2. By the previous result all H-modules of finite length have finite
projective dimension. Hence there is a well defined Euler–Poincaré homomorphism
ε : G(H)→ K0(H). It has an explicit realization ε([V ]) :=∑

i (−1)i[Ci(V )].
Let ρ : G(S)→ G(H) be the homomorphism which corresponds to the forgetful

functor (forgetting temperedness). We have now altogether constructed a homomor-
phism γ = β � ε � ρ : G(S) → K0(S). We extend this to an anti-linear map
γ : GC(S) → KC

0 (S). It is not difficult to show that this map vanishes on modules
induced from a proper parabolic subalgebra (e.g. by using the Koszul resolution for
a regular sequence of parameters for the smooth family of induced representations).
Thus we obtain an anti-linear map

γ : Elltemp → F0(K
C
0 (S)). (8.4)

Using γ the previously defined bilinear pairing [ · , ·] on F0(KC
0 (S)) × Elltemp

gives rise to a sesquilinear form 〈U,V 〉ell := [γ (U), V ] on Elltemp. This is the
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precise analog of the elliptic pairing of tempered characters as defined by Schneider
and Stuhler [59]: suppose that U and V are finite dimensional tempered modules
of H , then

〈U,V 〉ell = [γ (U), V ] =
∑
i≥0

(−1)i dim ExtiH (U, V ). (8.5)

In this context we remark that the natural map Elltemp → Ellalg (the elliptic virtual
representations of H) is a linear isomorphism [23], by the Langlands parametrization
[23] for affine Hecke algebras.

By the Euler–Poincaré principle applied to our standard resolution we can also
express this explicitly (following [59], [58]) in terms of an “index function” for U .
Let�f ⊂ � be the stabilizer of f in�, and let εf be the character of�f on CSf . We
define the index function fU ∈ H by

fU =
∑
f

(−1)dim(f )
∑

σ∈Irr(Hf��f )

dim(σ )−1[U |(Hf��f ) ⊗ εf : σ ]eσ ∈ H (8.6)

where f runs over a complete set of representatives of the�-orbits of faces of C, and
where eσ ∈ Hf ��f denotes the central idempotent corresponding to σ in the finite
dimensional complex semisimple algebra Hf ��f . Then

〈U,V 〉ell = χV (fU) (8.7)

By (8.5) it is clear that this pairing is Hermitian, and that (virtual) tempered representa-
tionsU andV with distinct tempered central characters are orthogonal. Moreover, the
pairing is integral with respect to the lattice generated by the elliptic (true) characters.

Conjecture 3. The pairing 〈U,V 〉ell on Elltemp
Wξ corresponds, via the functor Eξ of

Theorem 5.13, with the elliptic paring on Ell(Rξ , η) given by

〈φ, χ〉ell = |Rξ |−1
∑
r∈Rξ

| det(1− r)|φ(r)χ(r) (8.8)

(see [3] and [58]). In particular, this pairing is positive definite (since the support of
the function det(1− r) is exactly equal to the set of elliptic conjugacy classes of Rξ ).

This conjecture is the natural analog of results of Arthur in the theory of the local
trace formula [3]. In the split case with X = P it was shown by Mark Reeder [58]
using the Kazhdan–Lusztig parameterization and a comparison between geometric
and analytic R-groups. The formula (8.6) for the index functions fU is due to Mark
Reeder [57], based on work of Schneider and Stuhler [59]. Recently a related and
very general result was obtained by R. Meyer [48] for Schwartz algebra’s of reductive
p-adic groups. In order to explain this, first observe that Theorem 5.6 implies that
a discrete series representation (U, δ) of S is a projective S-module. Therefore it
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defines a class [U ]S ∈ K0(S). On the other hand we have defined the class γ ([U ]) ∈
K0(S) above. In our context Meyer’s result would mean that [U ]S = γ ([U ]), and
in particular that all higher extensions ExtiH (U, V ) (i > 0) vanish if V is tempered
(this is remarkable since S is not flat over H). Meyer’s Theorem actually implies the
validity of this statement for all affine Hecke algebras which arise in connection with
a reductive p-adic groupG via the theory of types of equivalence classes ofG-inertial
cuspidal data (of course, we conjecture that it holds for general H). This proves that
in those cases Conjecture 3 holds for the discrete series representations of H , thus
providing strong evidence in support of this conjecture.

Corollary 8.3 (L2-index for discrete series representations of H). We have the fol-
lowing explicit Euler–Poincaré formula for the formal dimension of a discrete series
representation (U, δ) of H , expressed in terms of its “K-types”:

μPl({δ(q)}) = τ(fU(q))
=

∑
f

(−1)dim(f )
∑

σ∈Irr(Hf��f )

[U |(Hf��f ) ⊗ εf : σ ]dσ (q) (8.9)

where f runs over a complete set of representatives of the �-orbits of faces of C,
and where dσ (q) denotes the formal dimension of σ in the finite dimensional Hilbert
algebra Hf ��f whose trace is the restriction of the trace τ of H (these are rational

functions in the parameters q1/2
s , q−1/2

s with rational coefficients).

Please compare this statement with the product formula (4.4) for the formal di-
mensions. Observe that the rationality of the constant dδ in (4.4) is an immediate
consequence. The Euler–Poincaré formula for fU (as obtained by Schneider and
Stuhler [59]) was used by Reeder [57] for the computation of all formal dimensions
of the square integrable unipotent representations of Chevalley groups of exceptional
type. The main computational work in [57] consists in the reduction of the Euler–
Poincaré alternating sum to the product formula.

A second consequence of Conjecture 3 is:

Corollary 8.4. The map γ : Elltemp → F0(KC
0 (S)) is an anti-linear isomorphism.

Let us write Elltemp(q) in order to stress the dependence on q. Observe that
Elltemp(q) is a semisimple Z-module via the algebraic central character z map. The
combination of Corollary 8.4 with Conjecture 2b implies that the dimension of the
finite dimensional space (see Proposition 6.5) Elltemp(q) is independent of q ∈ Q.
We conjecture a stronger statement:

Conjecture 2c. The Q-family of finite dimensional semisimple Z-modules q →
Elltemp(q) is continuous (i.e. isomorphic to a direct sum of one-dimensional Z-
modules, each depending continuously on q).

Let us denote by j : |
u| → W0\Tu the map that sends Wξ (with ξ = (P, δ, t))
to W0(|r|−1rt) where zP (δ) = WP r is the central character of δ. Let q = 1 and let
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t ∈ Tu = 
u(1). Then Rt is the isotropy groupW0,t of t inW0. Using Proposition 6.6,
Conjecture 2c implies an isomorphism of sheaves

j∗(G(R, η)) � G(W0) (8.10)

onW0\Tu, where the sheaf on the right hand side is the usual complex representation
ring sheaf for the action of W0 on Tu.

8.1. Discussion and examples. We discuss the implications of Conjecture 2c for the
problem of understanding the tempered spectrum of non-simply laced affine Hecke
algebras. The results in this section are joint with Maarten Solleveld. In these cases,
Proposition 4.7, Theorem 4.9 and Conjecture 2c suggest to use deformations to generic
points q ∈ Q in order to approach this problem.

Let us consider the three parameter case R = (Zn, Bn,Z
n, Cn, F0) with F0 =

{e1 − e2, . . . , en−1 − en, en} (thus Q(Bn) = Zn; we refer to this case as “type Caff
n ”)

with parameters q0 = q(s0), q1 = q(sei ), q2 = q(sei−ei+1). The case n = 1 will be
considered as a special case (but with two parameters q0, q1); the discussion below
applies to this degenerate case without modifications). The set of distinct W0-orbits
of generic residual points is easily seen to be parametrized (using [56, Appendix A])
by ordered pairs (μ, ν) of partitions of total weight n. The orbit of the unitary part
of (μ, ν) only depends on i := |μ| ∈ {0, 1, . . . , n}. Let W0si denote this orbit. The
orbitsW0si ∈ W0\Tu are mutually distinct, and the stabilizer group of si is isomorphic
to the Weyl group of type Bi × Bn−i .

We see that for each i the cardinality of the set of orbits of generic residual points
whose corresponding orbit of unitary parts equals W0si is precisely equal to the
number of elliptic conjugacy classes of the stabilizer groupW(Bi)×W(Bn−i ) of si ,
which is theR-group Rsi for SW = S(1). By Theorem 4.9 each orbitW0r of residual
points carries at least one discrete series representation of H . We call q ∈ Q generic
if q ∈ ∩Qr (intersection over all r ∈ Res) and if for all r, r ′ ∈ Res : W0r(q) =
W0r

′(q) ⇒ W0r = W0r
′. By Conjecture 2c and the above description of the set

of orbits of generic residual points we conclude that for a generic parameter q each
residual orbit W0r(q) must carry precisely one discrete series representation. So for
generic q ∈ Q the discrete series characters are separated by their algebraic central
character. Moreover, the complex linear span of these discrete series characters is
isomorphic to the space Elltemp(q).

By the continuity aspect of Conjecture 2c we are now in principle able to under-
stand the spaces Elltemp(q0) for an arbitrary parameter q0 ∈ Q by deformation to the
generic case. The central support of the discrete series representations of H(q0) is
given by Theorem 4.9. For a given orbit of residual points W0r for H(q0) the set of
discrete series representations which it carries is, in view of the above, parametrized
by the set of orbits of generic residual points W0r(q) such thatW0r(q0) = W0r . This
determines the set �F0(q0), with complete information about the action of Z. We
can repeat this for any standard parabolic subset P , since the associated affine Hecke
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algebra HP is a tensor product of at most one factor of typeCaff
m (withm ≤ n) (which

we can handle as above) and factors of type Aλj−1 (with lattice Xj = P(Aλj−1), the
corresponding weight lattice) such that

∑
λj = n−m. The groupKP is a product of

cyclic groups Cλj of order λj . We also get complete information on the action of W
on� :W is generated by permutations of the typeA-factors, by twisting with−w ifw
is the longest element in the Weyl group of one of the type A-factors, and by twisting
of one of the typeA factorsAk−1 by the corresponding cyclic groupCk . Observe that
the action of W only affects the type A-factors of HP .

From this information we can reconstruct W
u , and we can verify directly that
the cocycle η� (and thus η itself) is in fact always trivial. Using Theorem 4.19 we
can in principle compute theR-groups (this was actually carried out by Klaas Slooten
[63] in the case of real central characters for all q0 ∈ Q). By Theorem 5.13 this gives
essentially complete information about the structure of the tempered dual Ŝ.

If q ∈ ∩Qr (intersection over all r ∈ Res) it is not hard to show that the R-groups
are all trivial. This implies that S(q), in view of Theorem 5.13 and Theorem 5.11, is
Morita equivalent to the algebra of W -invariant C∞-functions on
u(q). We see that
the components of |
u(q)| are parametrized by the set of ordered triples of partitions
(λ, μ, ν) of total weight n. If λ = (1m1, 2m2, . . . , kmk ) then the component corre-
sponding to (λ, μ, ν) is the product of the quotientsW0(Bmi )\(S1)mi (i = 1, . . . , k),
and thus homeomorphic to [0, 1]|λ|. Hence K1(S(q)) = 0, and K0(S(q)) is the free
abelian group generated by the above set of components.

Let us compare this result with the other extreme case q = 1. Now S(1) = SW �
C∞(Tu)�W0 and thus K∗(S(1)) � K∗W0

(Tu). Application of the equivariant Chern
character [7] to this last group yields an isomorphism (after killing torsion) with the
periodized cohomology of the extended quotient W0\T̂u of Tu with respect to the
action of W0 = W(Bn). The extended quotient W0\T̂u can be computed directly
in this case. It turns out that this space is actually homeomorphic to the orbit space
|
u(q)|which we have just computed in the case where q ∈ ∩Qr . This is in complete
accordance with Conjecture 2b (but of course, we already used the “discrete part” of
this conjecture in order to conclude that each generic residual orbit carries precisely
one discrete series representation).

Conjecture 2c gives in this example complete information on the classification
problem of the irreducible tempered representations, but not on the internal structure
of these representations. In the case of type Caff

n Klaas Slooten [62] defined (for real
central character) a “generalized Springer correspondence” in terms of certain symbols
(in the sense of Malle [45]) and conjectured that the restriction of these tempered
representations to H(W0) is precisely given by the generalized Green functions [40],
[60] attached to these symbols. These conjectures were verified for n = 3, 4.
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Continuous representation theory of p-adic Lie groups

Peter Schneider

Abstract. In this paper we give an overview over the basic features of the continuous representa-
tion theory of p-adic Lie groups as it has emerged during the last five years. The main motivation
for developing such a theory is a possible extension of the local Langlands program to p-adic
Galois representations. This is still very much in its infancy. But in the last section we will
describe a first approximation to an extended Langlands functoriality principle for crystalline
Galois representations.
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1. Motivation

Throughout the paper we fix a finite extension L/Qp and let q denote the cardinality
of its residue field. One object of major interest is the absolute Galois group GL :=
Gal(L/L) where L/L is an algebraic closure. One obtains a first very coarse idea
of its structure by looking at the tower of fields L ⊆ Lnr ⊆ Ltr ⊆ L where Lnr,
resp. Ltr, denotes the maximal unramified, resp. tamely ramified, extension of L.
Correspondingly we have the subgroups

PL := Gal(L/Ltr) ⊆ �L := Gal(L/Lnr) ⊆ GL.

All the complication of GL is contained in the pro-p-group PL. The quotient �L/PL
is pro-cyclic of a pro-order prime to p. The quotient GL/�L even has the natural
Frobenius generator φ which makes GL/�L naturally isomorphic to Ẑ. In particular,
this allows to introduce the Weil group

WL := {g ∈ GL : g ≡ φα(g)mod �L for some α(g) ∈ Z};
it is topologized by declaring the inertia subgroup �L to be open.

Throughout the paper K will denote the coefficient field of whatever kind of
representation we like to consider. It always will have characteristic zero and, most
of the time, will carry a topology. This introductory section is about representations
of the Weil group WL by which we mean a continuous homomorphism

ρ : WL −→ GL(E)
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whereE is a finite dimensionalK-vector space. In the case thatK is an abstract field,
i.e., that GL(E) carries the discrete topology, we will speak of a smooth represen-
tation. Of course, then ρ(�L) is a finite group. Even if we take K = C to be the
field of complex numbers with its natural topology we still have, since �L is totally
disconnected, that ρ(�L) is a finite group.

The setting becomes richer if we choose a prime number � different from p and
take for K = Q� an algebraic closure of Q� with its �-adic topology. Then GL(E)
contains an open subgroup which is pro-�. This means that only the image ρ(PL) is
finite. Nevertheless this setting still can be made “smooth” in the following way. By
abuse of language we mean by a Weil–Deligne group representation a pair (ρ′, N)
consisting of a smooth representation ρ′ : WL −→ GL(E) in a finite dimensional
K-vector space E and a (nilpotent) endomorphism N : E −→ E such that

g �N � g−1 = qα(g) ·N for any g ∈ WL.

The point is that by deriving the action (via ρ) on E of the group �L/ ker(ρ) one
obtains an endomorphismN ofE and that dividing ρ through the exponential ofN in
an appropriate way results in a smooth representation ρ′. In fact, by Grothendieck’s
abstract monodromy theorem, this construction sets up a natural bijection

isomorphism classes of continuous ←→ isomorphism classes of Weil–Deligne
representations ρ : WL→ GL(E) group representations (ρ′, N).

For a more detailed description we refer to [28]. The representation ρ is called
Frobenius semisimple if the lifts in WL of the Frobenius φ act semisimply on E.
For the corresponding Weil–Deligne group representation (ρ′, N) this amounts to the
semisimplicity of the smooth representation ρ′.

In order to state the local Langlands correspondence we let G be the group of
L-rational points of some connected reductive group over L. It naturally is a locally
compact and totally disconnected group. Similarly as before a representation of G
in a K-vector space V (but which here usually will be infinite dimensional) is called
smooth if the corresponding map G × V → V is continuous with respect to the
discrete topology on V . The local Langlands correspondence asserts ([15], [16]) the
existence of a distinguished bijection

isomorphism classes of n-dimensional
Frobenius semisimple continuous
representations ρ : WL −→ GL(E)

←→ isomorphism classes of irreducible
smooth representation of GLn(L)

for any n ≥ 1 (and where the coefficient field still isK = Q�). In fact, there is a much
more general but conjectural local Langlands functoriality principle. The Langlands
dual group LG of G is a semidirect product

LG = LG� � GL
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where LG� is the group of K-rational points of the connected reductive group over
K whose root datum is dual to the root datum of G (over L). The functoriality
principle asserts that the set �(G) of isomorphism classes of irreducible smooth
representations ofG has a distinguished partitioning into finite subsets�ρ′ which are
indexed by equivalence classes of certain Weil–Deligne group representations ρ′ with
values in LG.

There is a particularly simple special case of this functoriality principle which is
the unramified correspondence. An irreducible smooth representation of G is called
unramified if it has a nonzero vector fixed by a good maximal compact subgroup.
Suppose for simplicity that G is L-split. The Satake isomorphism for the Hecke al-
gebra of this maximal compact subgroup produces from an unramified representation
of G an orbit of unramified characters of a maximal split torus T in G and hence an
orbit of points in LT �(K) where LT � ⊆ LG� is the dual torus. This means one has a
natural bijection

isomorphism classes of unramified irre- ←→ semisimple conjugacy
ducible smooth representations of G classes in LG�.

Moreover the semisimple conjugacy class of an s ∈ LG� corresponds to the equiva-
lence class of the unramifiedWeil–Deligne group representation WL−→WL/IL −→
LG� which sends the Frobenius φ to s. For more details about the functoriality con-
jecture we refer to [3].

In this paper we are interested in the case K = Qp. Then there is no obvious
restriction on the image ρ(PL) any more. This means that the p-adic representation
theory of WL is drastically more complicated than the previous �-adic one. There is a
natural functor, constructed by Fontaine ([13]), which associates with any continuous
representation ρ : WL −→ GL(E) a Weil–Deligne group representation Fon(ρ) in a
free Q̂nr

p ⊗Qp K-module of finite rank; here Q̂nr
p denotes the completion of Qnr

p . It
should be viewed as a replacement for the monodromy theorem in the �-adic case.
But its construction is much more involved. Moreover, for most ρ one in fact has
Fon(ρ) = 0. The rich theory of p-adic Galois representations which has evolved
during the last twenty years therefore is largely restricted to the so called potentially
semistable ones, i.e., to those for which ρ and Fon(ρ) have the same rank. The author
nevertheless is very much convinced that there is an extension of the Langlands
functoriality principle which takes into account all p-adic representations of WL. Of
course, it should be compatible with the traditional functoriality conjecture via the
functor Fon.

Since the category of p-adic representations of WL is so much richer and more
complicated than the category of �-adic representations it is clear that the author’s
conviction only has a chance if also on the side of the reductive group G we will be
able to introduce a much richer but still reasonable category of representations of G
than the category of smooth representations. The purpose of this paper is to report
on such a construction which was developed in joint work with J. Teitelbaum. At the
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end we will come back to Galois representations and will briefly discuss a possible
extension of the unramified correspondence.

2. Banach space representations

From now on we always assumeK to be a finite extension of Qp and we let o denote
the ring of integers inK . At first we letG be an arbitrary locally compact and totally
disconnected group. Smoothness for a linear G-action on a K-vector space means
continuity with respect to the discrete topology on the vector space. It therefore is a
rather obvious idea to enrich the picture by considering continuous linear G-actions
on some class of topological K-vector spaces.

A reasonable framework for topologicalK-vector spaces is provided by the notion
of a locally convex topology. Such topologies on a K-vector space are defined by a
family of nonarchimedean seminorms (cf. [21], §4). The open convex neighborhoods
of the zero vector in a locally convex K-vector space are lattices, i.e. o-submodules
which generate the vector space.

The most straightforward class of locally convex K-vector spaces is the class of
K-Banach spaces. A K-Banach space is complete and its topology can be defined
by a single nonarchimedean norm. AK-Banach space representation ofG is a linear
G-action on a K-Banach space V such that the corresponding map G × V → V is
continuous. Unfortunately this definition is much too general in order to lead to a
reasonable category. We mention only two pathological phenomena:

– There can exist nonzero G-equivariant continuous linear maps between two
nonisomorphic topologically irreducible Banach space representations.

– Already such a simple group as the additive group of p-adic integers G = Zp
has infinite dimensional topologically irreducible Banach space representa-
tions ([8]).

The challenge is to impose an additional “finiteness” condition leading to a cate-
gory of representations which at the same time is rich enough and still is manageable.

To prepare the subsequent definition taken from [23] we point out the following.
LetV be anyK-Banach space representation ofG. Given any compact open subgroup
H ⊆ G and any open lattice M ⊆ V the o-submodule ∩g∈HgM is an H -invariant
open lattice in V . We also recall that an o-module N is called of cofinite type if its
Pontrjagin dual Homo(N,K/o) is a finitely generated o-module.

Definition 2.1. AK-Banach space representationV ofG is called admissible if for any
compact open subgroup H ⊆ G, for any bounded H -invariant open lattice M ⊆ V ,
and for any open subgroup H ′ ⊆ H the o-submodule (V/M)H

′
of H ′-invariant

elements in the quotient V/M is of cofinite type.
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We let BanaG(K) denote the category of all admissibleK-Banach space represen-
tations of G with continuous linear G-equivariant maps.

A first justification for this definition might be the following observation. We
recall that a smooth representation of G is called admissible if the subspace of
H ′-fixed vectors, for any compact open subgroup H ′ ⊆ G, is finite dimensional.
Let V be a K-Banach space representation of G, let H ⊆ G be a compact open sub-
group, and letM ⊆ V be a boundedH -invariant open lattice. ThenM/πM , where π
is a prime element in o, evidently is a smooth representation of H over the residue
field of K . If V is admissible then M/πM is an admissible smooth representation
of H .

In which sense is this category BanaG(K) manageable? In order to answer this
question we have to assume that G is a locally Qp-analytic group, i.e., a p-adic Lie
group. Moreover, since the definition of admissibility is in terms of compact open
subgroups it suffices to discuss this issue for compact groups. In the following we
therefore let H be a compact p-adic Lie group. The completed group ring of H is
defined to be

o[[H ]] := lim←− o[H/H
′]

where H ′ runs over all open normal subgroups of H . This is a compact linear-
topological o-algebra. The H -action on any K-Banach space representation extends
uniquely to a separately continuous o[[H ]]-module structure. We have the following
crucial fact due to Lazard ([18], V.2.2.4).

Theorem 2.2. For any compact p-adic Lie group H the ring o[[H ]] is noetherian.

To understand how we will explore this fact let us look at the vector spaceC(H,K)
of allK-valued continuous functions onH . This is aK-Banach space representation
of H for the sup-norm and the left translation action of H . But it is difficult to say
anything straightforward about the corresponding o[[H ]]-module C(H,K). Instead,
let us pass to the continuous dual

Dc(H,K) := C(H,K)′.
First of allDc(H,K) is aK-algebra with respect to the convolution product of contin-
uous linear forms – the algebra of continuous distributions on H . Secondly, sending
an element g ∈ H to the Dirac distribution δg ∈ Dc(H,K) extends to an embedding
of o-algebras

o[[H ]] ↪→ Dc(H,K)

whose image is a lattice so that, in fact, K ⊗o o[[H ]] ∼= Dc(H,K). Thirdly, via
the latter isomorphism, the K ⊗o o[[H ]]-module structure on C(H,K)′ induced by
functoriality from the o[[H ]]-module structure on C(H,K) simply corresponds to
the action of Dc(H,K) on itself by multiplication. Quite generally, the continuous
dual V ′ of aK-Banach space representation V ofH , by functoriality, is a module over
the K-algebra Dc(H,K). The main result (Thm. 3.5) of [23] now is the following.
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Theorem 2.3. Let Modfg(Dc(H,K)) denote the category of finitely generated
Dc(H,K)-modules. The functor

BanaH (K)
∼−→ Modfg(D

c(H,K)),

V 
−→ V ′

is an anti-equivalence of categories.

By Theorem 2.2 the ringDc(H,K) is noetherian. Hence with Modfg(Dc(H,K))
also BanaG(K) is an abelian category. We mention that the underlying vector space
of the kernel, image, and cokernel of a morphism in BanaG(K) is the kernel, image,
and cokernel, respectively, of the underlying linear map. We also emphasize that
the above result completely algebraizes the theory of admissible K-Banach space
representations.

As evidence for the category BanaG(K) being rich enough we will discuss the
continuous principal series of the groupGofL-rational points of a connected reductive
group over L. Let P ⊆ G be a parabolic subgroup and χ : P → K× be a continuous
character. We put

c IndGP (χ) := {f : G→ K continuous: f (gb) = χ(b)−1f (g) for g ∈ G, b ∈ P }
on whichG acts by left translations. IfG0 ⊆ G is a good maximal compact subgroup
then we have the Iwasawa decomposition G = G0P . Hence taking the supremum
overG0 defines a norm on c IndGP (χ). A different choice ofG0 leads to an equivalent
norm.

Proposition 2.4. c IndGP (χ) is an admissible K-Banach space representation of the
reductive group G.

Proof. We only indicate the argument for the admissibility. Restricting functions
toG0 defines a topological embedding c IndGP (χ)→ C(G0,K). Dually this exhibits
the continuous dual c IndGP (χ)

′ as a quotient of Dc(G0,K). �

It seems likely that the representation c IndGP (χ) always has a finite composition
series. We want to state a precise irreducibility conjecture. To avoid technicalities
we assume that L ⊆ K , that G is L-split, semisimple, and simply connected, and
that P is a Borel subgroup. Let T ⊆ P be a maximal L-split torus. Then χ can be
viewed as a continuous character χ : T → K×. Let X∗(T ) resp. X∗(T ), denote as
usual the group of rational characters, resp. cocharacters, of T . In X∗(T ) we have
the subsets � ⊆ �+ of simple and of positive roots with respect to P , respectively.
For any α ∈ �+ there is the corresponding coroot α̌ ∈ X∗(T ). By our assumption
onG any fundamental weight ωα , for α ∈ �, and hence their sum δ :=∑

α∈� ωα lie
in X∗(T ). The character χ : T → K× is called anti-dominant if χδ � α̌ �= ( )m for
any integer m ≥ 1 and any α ∈ �+. Here ( )m : L× → K×, for any m ∈ Z, is the
continuous character sending a to am.
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Conjecture 2.5. The G-representation c IndGP (χ) is topologically irreducible if χ−1

is anti-dominant.

Proposition 2.6. Suppose that L = Qp. We then have:

i. The above conjecture holds true for the group G = GL2(Qp).

ii. If the anti-dominance condition for χ−1 continues to hold after restriction to
an arbitrary small open subgroup of Q×p then the continuous dual c IndGP (χ)

′

is simple as aDc(G0,K)-module and c IndGP (χ), in particular, is topologically
irreducible as a G0-representation.

The proof of this result is highly indirect. It requires corresponding facts for the
locally analytic principal series (see Section 3) and the density of analytic vectors in
admissible Banach space representations (see Section 4).

Breuil has introduced the notion of a unitary Banach space representation of G
which means that the Banach space topology can be defined by aG-invariant norm. In
recent work Berger and Breuil ([2]) and Colmez ([5]) construct, by very sophisticated
methods, a series of topologically irreducible, admissible, and unitary Banach space
representations of the group GL2(Qp). In fact, they put this series into correspondence
with certain two dimensional Galois representations of GQp called trianguline by
Colmez.

We also point out that in a unitary Banach space representation V of G we find a
G-invariant open latticeM ⊆ V . If V is admissible thenM/πM , with π ∈ o a prime
element, is an admissible smooth representation of G over the residue field of K .
As to be expected, the theory described in this section therefore is closely related to
the smooth representation theory of p-adic groups with characteristic p coefficients
(cf. [29]).

3. Locally analytic representation

Many continuous representations of p-adic Lie groups in locally convex K-vector
spaces which naturally arise in geometric situations are not Banach space represen-
tations. One basic example is the following. Let G = GL2(L) and let XL :=
P1(L)\P1(L) be the p-adic upper half plane over L. The rigid analytic variety XL

carries an obvious G-action. The vector space �1(XL) of global holomorphic 1-
forms on XL is anL-Fréchet space with a natural continuousG-action. By a theorem
of Morita ([19]) its continuous dual is isomorphic to the quotientCan(P1(L), L)/L of
the vector space Can(P1(L), L) of L-valued locally L-analytic functions on the pro-
jective line P1(L) by the subspace of constant functions. Clearly, Can(P1(L), L) is
not a Banach space. In fact, its natural locally convex topology is rather complicated.
But in return it has good properties like being reflexive.

This observation leads to the concept of a locally analytic representation of a
locally L-analytic groupG. For the rest of the paper we assume that L ⊆ K . We first
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remark that for any paracompact locally L-analytic manifold X and any Hausdorff
locally convex K-vector space V the K-vector space Can(X, V ) of V -valued locally
analytic functions on X is well defined. It carries a natural Hausdorff locally convex
topology for whose rather technical construction we refer to [12].

Definition 3.1. A locally analytic representationV ofG (overK) is a barrelled locally
convex Hausdorff K-vector space V equipped with a G-action by continuous linear
endomorphisms such that, for each v ∈ V , the map g 
→ gv lies in Can(G, V ).

The requirement that V is barrelled (i.e., that each closed lattice in V is open)
is a convenient (and mild) technical restriction which makes applicable the Banach–
Steinhaus theorem ([21], Prop. 6.15). It implies that the mapG×V → V describing
theG-action is continuous and that the Lie algebra g ofG acts continuously on V by

g× V −→ V,

(x, v) 
−→ xv := d

dt
exp(tx)v|t=0.

The next step is, as in the previous section, to pass from the G-action to a module
structure. The strong dual

D(G,K) := Can(G,K)′b
is called the locally convex vector space of K-valued locally analytic distributions
on G.

Proposition 3.2. i. The convolution onD(G,K) is well defined, is separately continu-
ous, and makesD(G,K) into an associativeK-algebra with the Dirac distribution δ1
in 1 ∈ G as the unit element.

ii. The map

g −→ D(G,K),

x 
−→ [f 
→ ((−x)f )(1)]
extends to a monomorphism of K-algebras U(g) ⊗L K −→ D(G,K) where U(g)
denotes the universal enveloping algebra of g.

iii. The G-action on any locally analytic representation V of G extends uniquely
to a separately continuous action of the algebra D(G,K) on V .

Proof. i. [11], 4.4.1 and 4.4.4, or [26], RemarkA.1. ii. [24], p. 450. iii. [24], Prop. 3.2.
�

It is important to notice ([24], Lemma 2.1) that for a compact groupG the locally
convex topology on Can(G,K) is of compact type ([24], §1, and [21], §16). In par-
ticular, D(G,K) then is a Fréchet algebra. Locally convex topologies of compact
type are rather complicated but have the remarkable property that they can be char-
acterized by their strong dual being nuclear and Fréchet. This leads to the following
result ([24], Cor. 3.4).
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Proposition 3.3. If G is compact then the functor

locally analytic representations of G continuous D(G,K)-modules on
on K-vector spaces of compact type

∼−→ nuclear Fréchet spaces with
with continuous linear G-maps continuous D(G,K)-module maps

which sends V to its strong dual V ′b is an anti-equivalence of categories.

This last result means that in the context of locally analytic representations we
now have singled out the correct type of locally convex topology to which we should
restrict our attention. But we are still lacking the equivalent of the algebraic finiteness
condition which we have imposed in the last section. The situation is considerably
complicated by the fact that even for compact G the algebra D(G,K) is far from
being noetherian. As a remedy for this we develop in [25], §3, the following axiomatic
framework.

Suppose that A is a K-Fréchet algebra. For any continuous algebra seminorm q

on A the completion Aq of A with respect to q is a K-Banach algebra. For any
two such seminorms q ′ ≤ q the identity on A extends to a continuous K-algebra

homomorphism φ
q ′
q : Aq → Aq ′ .

Definition 3.4. A K-Fréchet algebra A is called a Fréchet–Stein algebra if there is a
sequence q1 ≤ · · · ≤ qn ≤ · · · of continuous algebra seminorms on A which define
the Fréchet topology and such that

(i) Aqn is (left) noetherian, and

(ii) Aqn is flat as a right Aqn+1-module (via φqnqn+1)

for any n ∈ N.

Suppose that A is a Fréchet–Stein algebra as in the above definition. We have the
obvious isomorphism of Fréchet algebras

A
∼=−→ lim←−

n

Aqn.

Definition 3.5. A (left) A-module N is called coadmissible if

(i) Aqn ⊗A N is finitely generated over Aqn for any n ∈ N, and

(ii) the natural map N
∼=−→ lim←−

n

(Aqn ⊗A N) is an isomorphism.

We let CA denote the full subcategory of all coadmissible modules in the category
Mod(A) of all left A-modules. By a cofinality argument it is independent of the
particular choice of the sequence of seminorms qn.

Proposition 3.6. CA is an abelian subcategory of Mod(A) containing all finitely
presented A-modules.
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Over a noetherian Banach algebra every finitely generated module carries a unique
Banach space topology which makes the module structure continuous. Using its
representation as a projective limit in Definition 3.5 (ii) we therefore see that any
coadmissibleA-module carries a distinguished Fréchet topology which will be called
its canonical topology.

In [25], Thm. 5.1, we give the following justification for introducing these defini-
tions.

Theorem 3.7. For any compact locally L-analytic group G the Fréchet algebra
D(G,K) is a K-Fréchet–Stein algebra.

If GQp denotes the locally Qp-analytic group which underlies G then one has a
natural continuous surjection

D(GQp ,K) −→ D(G,K).

By a general argument with Fréchet–Stein algebras ([25], Prop. 3.7) this allows to
reduce the proof of the theorem to the caseL = Qp. Furthermore it is easy to see that it
suffices to prove the theorem for a conveniently chosen open normal subgroup ofG. To
avoid technicalities we assume in the following thatp �= 2. Letωp denote the additive
p-adic valuation on Zp. Lazard in [18], III.2.1.2, has introduced the notion of a p-
valuation on a groupH which is a real valued functionω : H\{1} −→ (1/(p−1),∞)
such that

ω(gh−1) ≥ min(ω(g), ω(h)),

ω(g−1h−1gh) ≥ ω(g)+ ω(h),
and

ω(gp) = ω(g)+ 1.

Our proof of the above theorem very much relies on the techniques and results in [18].
First of all we may assume, by the above reductions and [9], Cor. 8.34 (ii), that G
is a compact p-adic Lie group which has an (ordered) set of topological generators
h1, . . . , hd such that:

(i) The map

Zdp
∼−→ G,

(x1, . . . , xd) 
−→ h
x1
1 . . . h

xd
d

is a global chart of the manifold G.

(ii) The function
ω(h

x1
1 . . . h

xd
d ) := min

1≤i≤d(1+ ωp(xi))
is a p-valuation on G.
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(iii) Every g ∈ G such that ω(g) ≥ 2 is a p-th power in G.

We define bi := δhi − 1 and, for any multi-index α = (α1, . . . , αd) ∈ Nd0 ,

bα := bα1
1 . . . b

αd
d ∈ D(G,K)

(which does depend on the ordering of the generators hi!). Using the global chart
in (i) we may identify D(G,K) as a Fréchet space with D(Zdp,K). The latter, by
Amice’sp-adic Fourier isomorphism ([1]), is naturally isomorphic to the ring of power
series with coefficients inK converging on the open unit polydisk. It follows that any
distribution λ ∈ D(G,K) has a unique convergent expansion

λ =
∑

α∈Nd0
dαb

α

where the set {|dα|rα1+···+αd }α∈Nd0 , for any 0 < r < 1, is bounded. Moreover, the
family of norms

‖λ‖r := sup
α∈Nd0
|dα|rα1+···+αd

defines the Fréchet topology onD(G,K). Lazard in [18] investigates the norm ‖ ‖ 1
p

.

Lemma 3.8. For each 1
p
≤ r < 1 the norm ‖ ‖r is submultiplicative.

The completionDr(G,K)ofD(G,K)with respect to the norm‖‖r for 1
p
≤ r < 1,

is a K-Banach algebra and

D(G,K) = lim←−
1
p≤r<1

Dr(G,K).

Proposition 3.9. For 1
p
< r ′ ≤ r < 1 in pQ we have:

i. Dr(G,K) is noetherian with multiplicative norm ‖ ‖r .
ii. The homomorphism Dr(G,K) −→ Dr ′(G,K) is flat.

This is proved in [25], following the model for‖‖ 1
p

in [18], by explicitly computing

the associated graded ring for the filtration on Dr(G,K) defined by the norm ‖ ‖r .
Philosophically this technique means to view the noncommutative ring Dr(G,K)
as a deformation quantization of the commutative ring Dr(Zdp,K) which allows to
transfer many ring theoretic properties from the latter to the former.

For later purposes we mention the following important additional result in [14],
§1.4, Cor. 2.

Theorem 3.10 (Frommer). Suppose that G is as above and that 1
p
< r < 1 in pQ.

ThenDr(G,K) is finitely generated free as a module over the closure of the universal
enveloping algebra U(g)⊗L K .
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By [17], Thm. 1.4.2, this result continues to hold for L �= Qp but the precise
conditions on the compact locally L-analytic group G are a little too technical to be
formulated here. Having Theorem 3.7 at our disposal we now make the following
definition where G again is a general locally L-analytic group.

Definition 3.11. A locally analytic representation of G on a K-vector space of com-
pact type V is called admissible if its strong dual V ′b as a D(H,K)-module, for
some (or equivalently any) compact open subgroup H ⊆ G, is coadmissible with its
canonical topology.

Using Proposition 3.6 we obtain the following facts about the category RepaG(K)
of all admissible locally analytic representations of G ([25], Prop. 6.4).

Proposition 3.12. i. RepaG(K) is an abelian category; kernel and image of a mor-
phism in RepaG(K) are the algebraic kernel and image with the subspace topology.

ii. Any morphism in RepaG(K) is strict and has closed image.
iii. The category RepaG(K) is closed with respect to the passage to closed G-in-

variant subspaces.

A first evidence that this category RepaG(K) is not too small is provided by the
following result ([25], Thm. 6.6). Let Rep∞,aG (K) denote the abelian category of
admissible smooth representations of G in K-vector spaces as recalled in Section 2.

Theorem 3.13. The functor Rep∞,aG (K) −→ RepaG(K) of equipping an admissible
smooth representation with the finest locally convex topology is a fully faithful embed-
ding; its image is characterized by the condition that the Lie algebra g acts trivially
(i.e., gV = 0).

This says that the representation theory appearing in the Langlands functoriality
conjecture is fully contained in the new admissible locally analytic theory. It is rather
obvious that in case G is an algebraic group also every rational representation of G
is admissible locally analytic. Similarly as in the previous section there is a locally
analytic principal series for any connected reductive group G over L. Let P ⊆ G be
a parabolic subgroup and χ : P −→ K× be a locally L-analytic character. Then

IndGP (χ) := {f : G→ K locally analytic: f (gb) = χ(b)−1f (g) for g ∈ G, b ∈ P }
withG acting by left translations is an admissible locally analytic representation ofG.
This is proved quite similarly as in the Banach space case. Again we expect that
IndGP (χ) always has a finite composition series. But there are important differences.
For example, if χ is locally constant then the smooth induction ∞ IndGP (χ) is a proper
closed subspace of IndGP (χ) but is dense in c IndGP (χ). At the moment the deepest
result about the locally analytic principal series is the following. If p denotes the Lie
algebra of P then we have the derived character dχ : p −→ K and we may form the
Verma module Vdχ := U(g)⊗U(p) Kdχ of U(g)⊗L K .
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Theorem 3.14 (Frommer). Suppose that L = Qp and that G is Qp-split; if V−dχ
is a simple module for U(g) ⊗L K then IndGP (χ) is topologically irreducible as a
representation of G

It is his Theorem 3.10 which allows Frommer to make this close connection to
Verma modules. In view of Kohlhaase’s generalization of Theorem 3.10 it seems very
likely that Theorem 3.14 holds for any L-split groupG where L is arbitrary. Without
recalling the details we mention that the simplicity of Verma modules is decided by
anti-dominance properties of the inducing character. In [22], §4, we determine, in
the case of the group G = SL2(Qp), a complete composition series for the reducible
locally analytic principal series; its length is two or three.

We want to briefly mention three further results in the locally analytic theory.
Extending Harish Chandra’s computation of the center ofU(g)Kohlhaase determines
in [17] the center of D(G,K). His result is particularly simple to formulate in the
following case ([17], Thms. 2.1.6 and 2.4.2).

Theorem 3.15 (Kohlhaase). Suppose thatG is an L-split connected reductive group
with maximal L-split torus T and corresponding Weyl groupW . There is a canonical
isomorphism

center of D(G,K) ∼= D(T ,K)WZ
where the right hand side denotes the subalgebra of D(T ,K) consisting of all
W -invariant distributions supported on the center Z of G. Furthermore, if in ad-
dition Z = {1} then D(T ,K)WZ is isomorphic to the ring of entire functions on the
rigid analytic affine space over K of dimension equal to the rank of T .

A very basic construction in representation theory is the construction of the con-
tragredient representation. But in the present context the strong dual V ′b of aK-vector
space of compact type V is a Fréchet space and hence rarely is again of compact
type. The naive method to define the contragredient representation therefore does not
work in the locally analytic theory. Perhaps this is not too surprising since we already
have used up, so to speak, the strong dual to define the notion of admissibility. In
[26] we construct in case L = Qp, as a replacement for the contragredient, a natural
auto-antiequivalence of a certain derived category of RepaG(K). This is based on the
fact that the rings Dr(G,K), for a p-valued Lie group G as discussed above, are
Auslander regular, hence that the category CG in an appropriate sense is Auslander
regular, and it then uses the derived functor of the functor HomD(G,K)( . ,D(G,K))

on CG. The restriction to the case L = Qp will be removed in the forthcoming thesis
of T. Schmidt.

As exemplified by the various principal series, a very important method to construct
representations is, in the case of a reductive group G, the induction from the Levi
quotient of a parabolic subgroup. In the smooth theory this functor, called parabolic
induction, has an adjoint functor in the opposite direction, called parabolic restriction
or Jacquet functor. In [10] Emerton constructs by rather sophisticated techniques a
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generalization of the Jacquet functor to locally analytic representations. Although no
longer adjoint to parabolic induction it is doubtlessly an important construction which
must be investigated further.

4. Analytic vectors

In order to describe the connection between Banach space and locally analytic rep-
resentations we let V be a K-Banach space representation of the locally L-analytic
group G.

Definition 4.1. A vector v ∈ V is called analytic if the (continuous) map ρv(g) :=
g−1v lies in Can(G, V ).

Obviously Van := {v ∈ V : v is analytic} is a G-invariant subspace of V . But
we always equip Van with the subspace topology with respect to the G-equivariant
embedding

Van −→ Can(G, V ),

v 
−→ ρv.

One checks that Van is closed inCan(G, V ). Of course, in this generality the subspace
Van might very well be zero. But in [25], Thm. 7.1, the following is shown.

Theorem 4.2. Suppose that L = Qp; if V is admissible then Van is dense in V and
is an admissible locally analytic representation of G; moreover the functor

BanaG(K) −→ RepaG(K),

V 
−→ Van

is exact.

The key reason for this result is the following purely algebraic fact ([25], Thm. 5.2).

Theorem 4.3. Suppose that L = Qp and that G is compact; then the natural ring
homomorphism

Dc(G,K) −→ D(G,K)

is faithfully flat.

In the case of the principal series for a locallyL-analytic characterχ we, of course,
have

c IndGP (χ)an = IndGP (χ).

It is a remarkable fact that c IndGP (χ) and IndGP (χ) can have different length. In
particular, the former can be topologically irreducible and the latter not.
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5. Unramified p-adic functoriality

For the simplicity of the presentation we assume in this section that the base field is
L = Qp. As before K/Qp is a finite extension of which we assume that it contains
a square root p1/2 of p. The group G is assumed to be Qp-split. We let T ⊆ G

be a maximal split torus and we fix a maximal compact subgroup U ⊆ G which
is special for T . The Satake–Hecke algebra H(G, 1U) is the convolution algebra of
K-valuedU -bi-invariant compactly supported functions onG. By the Satake isomor-
phism this algebra is commutative and its characters ζ intoK are in natural bijection
with the semisimple conjugacy classes s(ζ ) in LG�(K). Representation theoretically
the Satake–Hecke algebra can be described as the algebra of endomorphisms of the
smooth G-representation indGU(1U) over K obtained by compact induction from the
trivial representation 1U of U . Any character ζ of H(G, 1U) therefore gives rise, by
specialization, to the smooth G-representation

indGU (1U) ⊗
H(G,1U )

Kζ

which has a unique irreducible quotient Vζ . The correspondence Vζ ←→ s(ζ ) is
the unramified (smooth) Langlands functoriality we have alluded to already in the
first section. We also repeat that s(ζ ) should be viewed as the Weil–Deligne group
representation WQp → WQp/�Qp → LG�(K) which sends the Frobenius φ to s(ζ )
(and with N = 0).

We now broaden the picture by bringing in an irreducible Qp-rational representa-
tion σ of G of highest weight ξ ∈ X∗(T ). The corresponding Satake–Hecke algebra
H(G, σU) is the convolution algebra over K of all compactly supported functions
ψ : G→ EndK(σ) satisfying

ψ(u1gu2) = σ(u1) � ψ(g) � σ(u2) for any u1, u2 ∈ U and g ∈ G.
Again the algebra H(G, σU) can naturally be identified with the algebra of endomor-
phisms of the compact induction indGU(σU) of the restriction σU := σ |U . In fact,
since σ is a representation of the full groupG the algebras H(G, σU) and H(G, 1U)
are isomorphic. But fixing once and for all a U -invariant norm ‖ ‖ on the K-vector
space which underlies σ we may equip H(G, σU) with the sup-norm

‖ψ‖ξ := sup
g∈G
‖ψ(g)‖

where on the right hand side ‖ ‖ refers to the operator norm on EndK(σ). Since ‖ ‖ξ
obviously is submultiplicative the algebra H(G, σU) gives rise, by completion with
respect to ‖ ‖ξ , to aK-Banach algebra B(G, σU). Clearly, B(G, σU) is very far from
being isometrically isomorphic to B(G, 1U). Correspondingly we have a sup-norm
on indGU(σU) which by completion leads to a unitary Banach space representation
BGU (σU) of G.
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Lemma 5.1. B(G, σU) is isometrically isomorphic to the algebra of continuous
G-equivariant endomorphisms of the Banach space BGU (σU).

Proof. [27], Lemma 1.3. �

As the completion of a commutative algebra B(G, σU) of course is commutative
as well. For any K-valued (continuous) character ζ of B(G, σU) we obtain, by
specialization, the unitary Banach space representation

Bξ,ζ := BGU (σU) ⊗̂
B(G,σU )

Kζ

of G (where ⊗̂ denotes the completed tensor product). Unfortunately the following
conjecture seems to be a very difficult problem.

Conjecture 5.2. Bξ,ζ always is nonzero.

On the other hand it is not to be expected that the Banach space representationsBξ,ζ
are admissible in general. One of the main results in [27] is the explicit computation
of the Banach algebra B(G, σU). For this we let ωp : K× → R denote the unique
additive valuation such that ωp(p) = 1 and we introduce the map

val : LT �(K) = Hom(T /U ∩ T ,K×) ωp�−−−→ Hom(T /U ∩ T ,R) =: VR.

We note that via the isomorphism

X∗(T )⊗ R
∼=−→ VR,

χ ⊗ a 
−→ a · ωp � χ
we may viewVR as the root space ofGwith respect toT . In particular we may consider
the highest weight ξ as well as half the sum of the positive roots η as elements of VR.
Let ≤ denote the usual partial order on VR. Finally let W be, as before, the Weyl
group of T and let zdom, for any point z ∈ VR, be the unique dominant point in the
W -orbit of z. We put

LT �ξ,norm := {ζ ∈ LT � : val(ζ )dom ≤ η + ξ}.

Theorem 5.3. i. LT �ξ,norm is an open K-affinoid subdomain of the dual torus LT �
which is preserved by the action of W .

ii. The Banach algebra B(G, σU) is naturally isomorphic to the ring of analytic
functions on the quotient affinoid W\LT �ξ,norm.

Proof. [27], Prop. 2.4, Lemma 2.7, and the discussion before the remark in §6. �

For any given highest weight ξ the parameter space for our family of Banach
space representations Bξ,ζ therefore is W\LT �ξ,norm. We emphasize that the pair



Continuous representation theory of p-adic Lie groups 1277

(ξ, ζ ) should be viewed as consisting of a K-rational cocharacter ξ ∈ X∗(LG�) and
a semisimple conjugacy class ζ in LG�.

In a second step we have to recognize this parameter space on the Galois side.
This has its origin in a fundamental theorem about p-adic Galois representations ([6])
which asserts the existence of an equivalence of categories

Fon : K-linear crystalline represen- ∼−−→ weakly admissible filtered
tations of Gal(Qp/Qp) K- isocrystals.

A filteredK-isocrystal is a triple (D, ϕ,Fil·D) consisting of a finite dimensionalK-
vector spaceD, aK-linear automorphism ϕ ofD – the “Frobenius” –, and an exhaus-
tive and separated decreasing filtration Fil·D = (Fili D)i∈Z on D by K-subspaces.
Note that the pair (D, ϕ) can be viewed as a Weil–Deligne group representation
WQp → WQp/�Qp → GL(D) sending φ to ϕ. Let FICK denote the additive tensor
category of filtered K-isocrystals. Weak admissibility is a certain condition on the
relation between the filtration Fil·D and the eigenvalues of the Frobenius ϕ which
we will not recall here.

Let REPK(LG�) denote the Tannakian category of all K-rational representations
of LG�. Consider now any pair (ν, b) consisting of a K-rational cocharacter ν ∈
X∗(LG�) and an element b ∈ LG�. We then have the tensor functor

I(ν,b) : REPK(
LG�) −→ FICK
(τ,D) 
−→ (D, τ(b),Fil·τ�ν D)

with the filtration
Filiτ�ν D := ⊕

j≥i
Dj

defined by the weight spaces Dj of the cocharacter τ � ν. Borrowing a terminology
from [20], Chap. 1, we make the following definition.

Definition 5.4. The pair (ν, b) is called weakly admissible if the filteredK-isocrystal
I(ν,b)(τ,D), for any (τ,D) in REPK(LG�), is weakly admissible.

Suppose that (ν, b) is weakly admissible. Then we may compose I(ν,b) with the
inverse of the functor Fon and obtain a faithful tensor functor

�(ν,b) : REPK(
LG�) −→ Repcon

K (Gal(Qp/Qp))

into the Tannakian category of all finite dimensionalK-linear continuous representa-
tions of Gal(Qp/Qp). By the general formalism of neutral Tannakian categories ([7])
the functor �(ν,b) gives rise to a continuous homomorphism of groups

γν,b := Gal(Qp/Qp) −→ LG�(K)

which is unique up to conjugation in LG�(K). Hence any weakly admissible pair
(ν, b) determines an isomorphism class of “Galois parameters” γν,b. The connection
to our parameter space from the first step is provided by [27], Prop. 6.1, as follows.
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Theorem 5.5. Suppose that η ∈ X∗(T ), let ξ ∈ X∗(T ) be dominant, and let ζ ∈
LT �(K); then there exists a weakly admissible pair (ν, b) such that ν lies in the
LG�(K)-orbit of ξη and b has semisimple part ζ if and only if ζ ∈ LT �ξ,norm(K).

We see that, given a pair (ξ, ζ ) with ξ ∈ X∗(T ) dominant and ζ ∈ LT �ξ,norm(K)

and assuming that η ∈ X∗(T ), we have on the one hand the conjecturally nonzero
unitary Banach space representation Bξ,ζ of G. On the other hand we have the

Galois parameters γν,b into LG�(K) for all weakly admissible (ν, b) such that ν is
conjugate to ξη and b has semisimple part ζ . This is the basis for our belief that these
Galois parameters γν,b essentially classify the topologically irreducible “quotient”
representations of Bξ,ζ (the quotation marks indicate that we want to allow for the
possibility that the quotient map only has dense image). This would constitute an
unramified p-adic Langlands functoriality principle. The technical assumption that
η ∈ X∗(T ) is satisfied if G is semisimple and simply connected. But it is interesting
to realize that it can be altogether avoided by working with a modification of the
Galois group Gal(Qp/Qp). By local class field theory the group Gal(Qp/Qp) has a
(up to isomorphism) unique nontrivial central extension of the form

1 −→ {±1} −→ Gal(Qp/Qp)
(2) −→ Gal(Qp/Qp) −→ 1.

We now impose on our coefficient field K the slightly stronger condition that Q×p ⊆
(K×)2. If ε : Gal(Qp/Qp)→ Z×p denotes the cyclotomic character then we have a
cartesian square

Gal(Qp/Qp)(2) ��

ε2

��

Gal(Qp/Qp)

ε

��
K×

( · )2 �� K×.

The important point is that on Gal(Qp/Qp)(2) the cyclotomic character ε has the
square root ε2. If D denotes the protorus with character group Q then η always can
be viewed as a K-rational cocharacter η : D→ LT � such that η2 ∈ X∗(LT �).

The notion of weak admissibility extends to filtered K-isocrystals where the fil-
tration is indexed by 1

2Z. As a consequence we may define weak admissibility for any
pair (ν, b) where ν : D→ LG� is a K-rational cocharacter such that ν2 ∈ X∗(LG�)
and b ∈ LG�. Theorem 5.5 without the restriction on η remains true in this more gen-
eral setting ([27], end of §6). Moreover, it is shown in [4] that the above construction
of Galois parameters extends in the sense that any weakly admissible pair (ν, b) (of
this more general kind) such that ν is conjugate to ξη gives rise to an isomorphism
class of “Galois parameters”

γν,b : Gal(Qp/Qp)
(2) −→ LG�(K).

The picture can be made somewhat more precise in the case of the group
GLd+1(Qp). But first we remark that the reason for our assumption that p1/2 ∈ K
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is to make the affinoid LT �ξ,norm functorial on the category REPK(LG�). Even for an
arbitrary group G the Satake isomorphism can be renormalized in such a way that
it is defined over any finite extension K/Qp. The Banach algebra B(G, σU) then
becomes isomorphic to the ring of analytic functions on the quotient by W of the
affinoid

LT �ξ := {ζ ∈ LT � : (val(ζ )+ η)dom ≤ η + ξ}.
Of course, the W -action now is a twisted version of the natural action. If the derived
group ofG is simply connected then one can go one step further and make, in addition,
the point η integral. In the following we describe this in the case of the general linear
group.

For the rest of this section K/Qp is an arbitrary finite extension, and we let
G = GLd+1(Qp). We also let U := GLd+1(Zp) and T be the torus of diagonal
matrices. Our preferred choice of positive roots corresponds to the Borel subgroup
of lower triangular matrices. For any 1 ≤ i ≤ d + 1 we let λi ∈ T/U ∩ T be the
coset of the diagonal matrix having p at the place i and 1 elsewhere. We make the
identification

VR = Hom(T /U ∩ T ,R) −→ Rd+1

z 
−→ (z1, . . . , zd+1) with zi := z(λi).
The dominant weight ξ ∈ X∗(T ) is given by

⎛
⎜⎝
g1 0

. . .

0 gd+1

⎞
⎟⎠ 
−→

d+1∏
i=1

g
ai
i

for an increasing sequence a1 ≤ · · · ≤ ad+1 of integers. In fact, (a1, . . . , ad+1) is
the point in Rd+1 which corresponds to ξ under the above identification. Our other
point η corresponds to

1

2
(−d,−(d − 2), . . . , d − 2, d).

We now note that the point

η̃ := (0, . . . , d) = η + 1

2
(d, . . . , d)

is integral with a correcting summand which is fixed by W . Hence we may rewrite
the definition of LT �ξ as

LT �ξ = {ζ ∈ LT � : (val(ζ )+ η̃)dom ≤ η̃ + ξ}.
Finally, for LT �(K) = Hom(T /U ∩ T ,K×) we use the coordinates

LT � −→ (K×)d+1

ζ 
−→ (ζ1, . . . , ζd+1) with ζi := pi−1ζ(λi).
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With these identifications our map val corresponds to the map

(K×)d+1 −→ Rd+1

(ζ1, . . . , ζd+1) 
−→ (ωp(ζ1), . . . , ωp(ζd+1))− (0, . . . , d)
and LT �ξ corresponds to the subdomain

{(ζ1,. . . , ζd+1)∈ (K×)d+1 :(ωp(ζ1),. . . , ωp(ζd+1))
dom ≤ (a1,a2+1,. . . ,ad+1+d)}

where now ( · )dom simply means rearrangement in increasing order. Theorem 5.5 in
this case amounts to the following.

Proposition 5.6. For any (ζ1, . . . , ζd+1) ∈ (K×)d+1 the following are equivalent:

i. There is a weakly admissible filtered K-isocrystal of the form

(Kd+1, ϕ,Fil·Kd+1)

such that ζ1, . . . ζd+1 are the eigenvalues of ϕ and (a1, a2 + 1, . . . , ad+1 + d)
are the break points of the filtration Fil·Kd+1.

ii. (ωp(ζ1), . . . , ωp(ζd+1))
dom ≤ (a1, a2 + 1, . . . , ad+1 + d).

For any K-linear crystalline representation ρ of Gal(Qp/Qp) we call the break
points of the filtration on Fon(ρ) the Hodge–Tate coweights of ρ. Moreover, we say
that ρ is K-split if all eigenvalues of the Frobenius on Fon(ρ) are contained in K .
Using the Colmez–Fontaine equivalence of categories we deduce from Proposition 5.6
the existence of a natural map

set of isomorphism classes of (d + 1)-dimensional
K-split crystalline representations of Gal(Qp/Qp)
all of whose Hodge–Tate coweights have multipli-
city one

−→
·⋃
σ

set of K-valued
characters of
B(G, σU).

In the limit with respect toK this map is surjective. Our earlier speculation means
that the fiber in a point (ξ, ζ ) in the right hand side should essentially parametrize the
topologically irreducible “quotients” of Bξ,ζ .

For the group G = GL2(Qp) the above picture was the original and basic insight
of Breuil. The drastic simplification which occurs in this case is that the fibers of
the above map have at most two elements and, in fact, only one element most of the
time (whereas these fibers are infinite in general). Later Breuil and Berger were able
in [2] to actually prove that the Banach space representations Bξ,ζ in the case where
the corresponding two dimensional crystalline Galois representation is irreducible
indeed are nonzero, topologically irreducible, and admissible.

We finish by remarking that the content of this section can be developed for any
base field L finite over Qp. We refer to [22] and [4] for the details.
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The algebraization of Kazhdan’s property (T)

Yehuda Shalom∗

Abstract. We present the surge of activity since 2005, around what we call the algebraic (as
contrasted with the geometric) approach to Kazhdan’s property (T). The discussion includes also
an announcement of a recent result (March 2006) regarding property (T) for linear groups over
arbitrary finitely generated rings.

Keywords. Property (T), spectral gap, cohomology of unitary representations, bounded gener-
ation, stable range, expanders, sum–product phenomena, finite simple groups.

1. Introduction

I. The objectives and setting. A discrete group is said to have property (T) if every
isometric action of it on a Hilbert space has a global fixed point. This property
(in an equivalent characterization), was introduced by Kazhdan in 1967 [62], as a
means to establish its two consequences: being finitely generated and having finite
abelianization, for lattices in “higher rank” simple algebraic groups. While originally
property (T) appeared unexpectedly, during the 70s–80s it found various surprising
applications, e.g., to the first explicit construction of expander graphs (Margulis), the
solution to the so-called Banach–Ruziewicz problem (Rosenblatt, Margulis, Sullivan),
and in operator algebras, to the first constructions of type II1 factors with a countable
fundamental group (Connes). Since the 90s, and particularly during this decade,
the study of property (T) has seen further rapid developments, both in theory and
in applications, and its perception has substantially been transformed. It is now a
fundamental notion and a powerful tool in diverse areas of mathematics, ranging
from representation theory (where it was born), ergodic theory and geometric group
theory, to operator algebras and descriptive set theory.

An excellent account of the 70s–80s theory can be found in de la Harpe–Valette’s
influential book [50]; the developments of the 90s are presented in Valette’s Bour-
baki [104], and a comprehensive up-to-date exposition of the subject can be found in
the outstanding forthcoming book by Bekka, de la Harpe and Valette [11]. Conse-
quently, our purpose is not to present another general exposition. Rather, we discuss
two different, rather opposite trends in the study of property (T), geometric and al-
gebraic which, we believe, can be detected quite clearly in retrospect. Following a
brief historical account of the former, we focus our attention here mainly on recent
exciting developments of the latter, and announce the following new result:
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Theorem 1.1. Let R be any finitely generated commutative ring with 1. Denote by
ELn(R) < GLn(R) the group generated by the elementary matrices over R. Then
for all n ≥ 2 + Krull dimR, the group ELn(R) has Kazhdan’s property (T).

In particular, it follows from a non-trivial “ELn = SLn” result of Suslin [101],
that for any m ≥ 0, the group SLn(Z[x1, . . . , xm]) has property (T) when n ≥ m+ 3.
These groups are the first known linear Kazhdan groups outside the family of lattices.
In fact a better result holds, covering non commutative rings as well, in which Bass’
ring theoretic notion of the stable range of R replaces the Krull dimension. The proof
of the theorem also reduces to a new treatment of the “classical” case, R = Z. The
reader interested primarily in Theorem 1.1 may wish to skip to Section 4 on first
reading, where a sketch of its proof is presented.

II. The geometrization of property (T). As is well known by now, a lattice � in a
simple algebraic group G over a local field k has property (T), unless k-rank G = 1,
but including G = F−20

4 , Sp(n, 1) when k = R – cf. [11], [50]. Due to the celebrated
results of Margulis (rank > 1) and Corlette and Gromov–Schoen (rank 1), these
simple algebraic groups turn out to be also the ones whose lattices enjoy super-
rigidity, hence a fortiori, these lattices are arithmetic groups (with � = SLn≥3(Z)

serving as outstanding examples). For a long time, the simultaneous appearance of
property (T) and superrigidity–arithmeticity was only empirical, having very different
origin. However during the 90s, beginning with the breakthrough of Corlette [31],
it has become evident that the theory of harmonic maps should provide a unified
explanation for the two phenomena, even though in practice this has been carried out
primarily for archimedean k and co-compact �. Be that as it may, for two decades
following Kazhdan’s discovery, essentially no new constructions of Kazhdan groups
were found, and the proofs of property (T) for the arithmetic groups were depending
crucially on their being lattices. As the latter are intimately related with the special
geometry of symmetric spaces or Bruhat–Tits buildings, as well as with arithmetic-
algebraic objects, this highly rigid framework was naturally projected back to the
general perception of property (T).

The first new constructions of Kazhdan groups were put forward in Gromov’s
seminal work [46], as quotients of co-compact lattices in the rank one Kazhdan Lie
groups. Although this geometric method gave rise to a continuum of Kazhdan groups,
it is above all an achievement of Gromov’s hyperbolic group theory; from the point of
view of property (T), the implicit constructions are “deformations” of existing ones.
It is only in 1994 that the first explicit constructions of entirely new Kazhdan groups
appeared, in a remarkable work of Cartwright, Młotkowski and Steger [26]. The
groups constructed there act simply transitively on the vertices of certain “exotic Ã2
buildings” introduced in [25], and for a natural generating subset, the best Kazhdan
constant was computed. At the time, these groups seemed to form a “singular” class of
“cousins” of standard lattices, and their original treatment was quite algebraic. How-
ever, it is now understood that they are outstanding representatives of the “geometriza-
tion of property (T)”, an approach going back to Garland’s seminal paper [44].
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In 1973, Garland [44] established the first general results in what has later de-
veloped to become the “vanishing below the rank” principle. Loosely speaking,
this asserts that for a simple algebraic group G over a local field k, the coho-
mology Hi(G, π) vanishes for a wide class of representations π , as long as i <

k − rankG. A similar statement is inherited by the discrete co-compact subgroups
� < G. Although soon a complete algebraic theory had been established in this
setting (cf. [13], [27], [64], [107]), it is the geometric approach of Garland that has
lent itself to broad generalizations outside the linear framework, thereby giving birth,
a decade ago, to the “geometrization of property (T)”. At the heart of Garland’s ap-
proach lies the idea that an appropriate bound on the norm of a local Laplacian, defined
on the links of a complex on which � acts, leads to vanishing of cohomology. Since
the above definition of property (T) is tautologically equivalent to the vanishing of
H 1(�, π) for any unitary �-representation π , this can be used to give an extremely
useful, geometric criterion for the presence of property (T). An illuminating account
of the remarkable path from the classical Hodge theory and Matsushima and Bochner
type formulae in the theory of harmonic maps, through Garland’s work, to Kazhdan’s
property (T), can be found in Pansu’s [84]. As was pointed out to us by Lior Silber-
man, one can now present a particularly simple proof of the following resulting local
criterion for property (T) (due to Ballmann–Światkowski [8], Pansu [84], Żuk [111]),
using the most basic Poincaré type inequality for Hilbert space valued functions on
finite graphs:

Theorem 1.2. Let X be a 2-dimensional simplicial complex on which the group �

acts properly and co-finitely by automorphisms. Assume that each vertex and each
edge of X is contained in some triangle. If for any vertex x, its link is a connected
graph whose first positive eigenvalue is > 1/2, then � has property (T).

See also [11, Ch. 5], [82], [108], and particularly [53, Theorem 6.4]. All of the
aforementioned works, as well as [35], [36], furnish us with a rich and wild family of
Kazhdan groups, well beyond the original distinguished class of arithmetic groups.
Last, but not least in this direction, is Gromov’s “random groups” paper [47], in
which the geometrization approach to fixed point properties of groups culminates in
the construction of remarkable groups, having property (T) among other important
features; see also the related elaborations [45], [81], [100].

III. From geometrization to algebraization of property (T). The geometrization of
property (T), when it applies, is a powerful tool. It is so sweeping that it typically yields
a much stronger fixed point property, covering at least all isometric actions on non-
positively curved manifolds (as in Theorem 1.2 above – cf. [53, Theorem 6.4]). Thus,
it intrinsically cannot apply when dealing with such interesting groups as SLn(Z).
Moreover, so far it has not produced a single example of a linear group which is
not a standard arithmetic lattice. Related to this, the crude scissors of the geometric
approach are currently helpless in dealing with delicate questions regarding expanding
properties of infinite families of finite groups. It is exactly for these problems that
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we shall see the advantages of the recent algebraic approach to property (T). Unlike
the geometric one, which looks at the group “locally”, and essentially as a purely
geometric object, the algebraic approach relies heavily on precise global algebraic
structure. It applies a finer spectral analysis, and generally offers a more individual,
less collective treatment. Our main purpose in this exposition is to describe its recent
developments and achievements.

Trying to “geometrize the algebraization” – a failure report. Before proving
Theorem 1.1 above, an attempt was made, together with Donald Cartwright, Lior
Silberman, and Tim Steger, to find a computer assisted proof of some cases treated
by Theorem 1.1, using Theorem 1.2 applied to Cayley complexes associated with
the group. More precisely, going over ∼ 106 generating subsets, the computer tested
Żuk’s-“λ1 > 1/2” criterion for property (T) in an improved version, taking generating
subsets invariant under conjugation by a finite subgroup, and applying a corrected
variation of Żuk’s Theorem 8 in [112]. While as explained, the condition inherently
cannot hold over rings like Z or Z[x], a priori there seems to be no reason why it
should not be satisfied when working with R = Fp[x, y], let alone with R = Fp[x]
(for which SL3(R) is a lattice on a Ã2 building, and has property (T)). The attempts
(with p = 2, 3) failed. There indeed seems to be little intersection between the two
approaches to property (T).

Acknowledgments. Thanks to J. Bourgain, P. de la Harpe, H. Helfgott, M. Kassabov,
A. Lubotzky, A. Valette, and particularly to T. Steger, for helpful remarks and discus-
sions on this exposition. Being completed essentially on our wedding anniversary
March 30, the paper is dedicated to my wife Marina, with my love and appreciation.

2. First algebraization results: bounded generation and general rings

I. Kazhdan constants. One driving force in the study of property (T) is the determi-
nation of explicit Kazhdan constants. Recall (the well known Delorme–Guichardet
theorem, cf. [50]) that a finitely generated group � has property (T) iff for every finite
generating subset S ⊆ � there exists some ε > 0, such that the following is satisfied:
If π : � → U(V ) is any unitary �-representation on a Hilbert space V , for which
there is some v ∈ V with ‖π(g)v − v‖ < ε‖v‖ (such v is called (S, ε)-invariant),
then there is some 0 	= u ∈ V which is �-invariant. Any ε > 0 is referred to as a
Kazhdan constant for �, with respect to (and usually depending on) S.

Besides serving as a natural challenge, determining explicit Kazhdan constants
makes quantitative many of the applications of property (T). It also makes available the
next qualitative problem of uniformity of property (T) (more precisely, of the Kazhdan
constant) over a family of groups, which reduces to the important theme of expander
Cayley graphs for finite groups (discussed in Section 3 below). The particularly
natural, intriguing case of SLn≥3(Z), with its “canonical” generating subset of n2 −n
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unit elementary matrices, was a problem raised by Serre in the 80s – see also the
problem list in [50].

In [94] it was realized that Kazhdan’s original proof of property (T) for higher
rank algebraic groups, actually is (or can be made) effective. Thus, explicit and even
optimal Kazhdan constants can be obtained for these groups (see also [10], [12], [80]
in this direction). From there, by making quantitative Kazhdan’s original argument
that any lattice in a Kazhdan group is Kazhdan, explicit Kazhdan constants for each
lattice can be obtained, based on some (soft) information on a fundamental domain
of it. The latter being handled by standard reduction theory, this settles the issue
in principle. In practice, however, matters are not quite as simple, and many basic
questions regarding the asymptotic behavior of the Kazhdan constants are difficult to
understand from this viewpoint. Although this is the solution one can hope for when
dealing with the family of all lattices, for many individual arithmetic groups, such as
SLn≥3(Z), it yields Kazhdan constants for generating sets of “geometric” rather than
“algebraic” nature. From the more general perspective we are trying to pursue here,
this is far from being the “right” solution, as it continues to treat the arithmetic groups
as lattices, rather than approaching them as independent groups. Such an approach
was indeed accomplished in [96], providing a solution to Serre’s question above
for SLn≥3(Z). In that paper a systematic use of two tools was initiated: the group
theoretic notion of bounded generation, and the passage from standard rings like Z, to
arbitrary finitely generated rings, like Z[x], via a general relative property (T) result.
The next two subsections introduce these two ingredients, and some of their earlier
(yet still quite recent) combined applications. Further recent developments follow in
subsequent sections.

II. Bounded generation

Definition 2.1. Let G be a group, and {Hi} be a finite family of subgroups. We say
that G is boundedly generated by {Hi}, if there exists some M < ∞, such that every
g ∈ G is a product of at most M elements, each belonging to some Hi . If the Hi are
cyclic subgroups, we simply say that G is boundedly generated.

This notion, and the first non-trivial examples of it, came with the work of Carter–
Keller [24], who showed that for the ring of integers O of any number field k,
SLn≥3(O) is boundedly generated. More precisely, they showed that this group
is boundedly generated by the family of its (n2 − n) elementary subgroups, a prop-
erty which makes sense when working over any ring R, and is then termed bounded
elementary generation. Carter–Keller’s result uses Dirichlet’s theorem on primes
in arithmetic progressions, and gives an explicit bound on M in terms of n and the
discriminant (2n2 + 50 works for SLn≥3(Z) – see also the friendlier account in [1],
still not avoiding Dirichlet’s theorem, where matters stand as of today). Bounded
generation has since been studied further, especially for arithmetic groups and in rela-
tion to the congruence subgroup property (cf. [85], [109] and the references therein).
Although it certainly deserves more attention, we shall not be able to discuss it out-
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side the framework of property (T), except to mention the fundamentally important
problem of deciding whether it is shared by any single co-compact lattice in a higher
rank simple Lie group.

The relevance of bounded generation to questions around property (T) was first
demonstrated by Colin de Verdière (cf. [30, Theorem 3.9]), and independently in [96].
The idea can be easily explained through the following simple, yet remarkably useful
observation:

Lemma 2.2 (Bounded Generation Lemma). Assume that G is boundedly generated
by {Hi}. If an isometric G-action on a Hilbert space admits a fixed point for each Hi

separately, then it admits a global fixed point.

Proof. The existence of a fixed point for one Hi , implies that all its orbits are norm
bounded (as the action is isometric). Therefore the G-action has bounded orbits, and
the unique circumcenter of one such orbit is fixed by all of G. �

In reality, one often tries to argue more quantitatively, at the level of the unitary
representation, in order to get an explicit Kazhdan constant for the group G. The
general scheme goes as follows:

(i) Show that for any unitary G-representation with almost invariant vectors, there
is an Hi-invariant vector for each i. Quantitatively, any ε-invariant vector v (with
respect to a fixed generating set), is ε′ close to an Hi-invariant vector, for each i

separately.
(ii) Deduce from (i) that the same v is 2ε′-invariant under all of Hi .
(iii) By choosing ε > 0 small enough, make 2ε′ < 1/M , where M is the bounded

generation constant. Hence all of G moves the unit vector v by less than unit distance,
and the circumcenter of Gv is a non-zero vector, invariant under all of G.

As we shall see, this scheme (with small variations) turns out to be extremely
useful even when all the groups involved are finite, enabling one to “lift” Kazhdan
constants from “smaller” to “larger” groups, upon having a precise structural alge-
braic information. The main spectral analysis lies in part (i), and it is this relative
property (T) (of G with respect to Hi), to which we now turn our attention.

III. The relative property (T) over general rings. The relative property (T) is an
important variant which is implicit in Kazhdan’s original paper, and was first intro-
duced by Margulis (cf. [74], [75]). In analogy with Delorme–Guichardet’s equivalent
characterization of property (T), Julissaint [54] established the following (see also de
Cornulier’s extension of this notion in [32]):

Definition 2.3. Let � be a discrete group and N < � a subgroup. We say that the
pair (�, N) has the relative property (T), if either one of the following equivalent
conditions is satisfied:

(i) Any isometric �-action on a Hilbert space admits a fixed point for N .
(ii) There exists a finite subset S ⊆ � and ε > 0 (“Kazhdan constants”), so that

any unitary �-representation containing a (S, ε)-invariant vector, admits a non-zero
vector invariant under N .
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The outstanding example, used by Margulis in his first explicit construction of ex-
panders [74], is the semi-direct product � = SL2(Z)�Z

2, with N = Z
2. In the course

of computing explicit Kazhdan constants for the finite representations of SL3(Z),
Burger [21] found explicit Kazhdan constants for this pair. While his method used,
by means of unitary induction, the co-compact embedding Z

2 < R
2, a variant avoiding

it was found in [96]. This seemingly technical issue turned out to be of importance,
as it triggered the passage to working with general finitely generated commutative
rings, thereby releasing a part of the theory from the burden of an ambient locally
compact group. Kassabov observed that the commutativity of the ring multiplication
operation is not required in the proof, and consequently we have [58], [96]:

Theorem 2.4. Let R be any finitely generated ring with 1. Then (EL2(R) � R2, R2)

(and (SL2(R) � R2, R2) when R is commutative), has the relative property (T),
with explicit Kazhdan constants available, depending only on the number of genera-
tors of R.

The main tool in the proof of the result is the spectral theorem for representa-
tions of abelian groups. By taking the spectral measure on the Pontrjagin dual ̂R2,
corresponding to almost EL2(R)-invariant vectors, one gets a sequence of almost
EL2(R)-invariant measures with respect to the dual action on ̂R2. It is then shown
that such a sequence of measures cannot exist when they have “most” of their sup-
port “close” to (but excluding) 0 ∈ ̂R2. That, however, would have been the case if
the vectors in consideration were taken to be also almost R2-invariant. The whole
proof can be made quantitative, leading to explicit Kazhdan constants for the relative
property (T). Without getting more technical, we note (anticipating the sum–product
results to be discussed in Section 3.III below), the tension used here between the two
algebraic operations of the ring.

IV. Bounded generation + relative (T) approach: first applications. It was shown
in [96] that when R = Z in Theorem 2.4, one can take ε = 1/10 in Definition 2.3 (ii),
for the generating set S consisting of the unit elementary matrices of SL2(Z) and the
standard basis of Z

2. It is easy to see that every elementary subgroup Hi
∼= Z of

SLn≥3(Z) can be placed in a copy of Z
2, which is normalized by some embedding

of SL2(Z) in SLn(Z). Thus, the relative property (T) for (SL2(Z) � Z
2, Z

2) gives
the explicit ε = 1/10 in step (i) of the quantitative scheme described following
Lemma 2.2, for the generating set of n2 − n unit elementary matrices. Taking the
Carter–Keller bounded generation estimate, one completes the last two steps of the
scheme to get explicit Kazhdan constants for SLn≥3(Z), which decrease quadratically
in n. Later, Kassabov realized in [56] that with additional effort, one can execute
this scheme “more efficiently” for large n, to obtain Theorem 2.5 below. It is quite
remarkable that while the unitary dual of SLn(Z) (or any non-virtually abelian group
for that matter), is entirely out of reach, ultimately these ideas give rise to an explicit
determination of the precise asymptotic behavior of the Kazhdan constants of these
groups, over all n:
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Theorem 2.5. Let εn denote the largest Kazhdan constant of the group SLn≥3(Z)

w.r.t. the set of n2 − n unit elementary matrices. Then 10−3n− 1
2 < εn < 2n− 1

2 .

A more careful analysis reduces the ratio between the two bounds to 60 as n → ∞.
The successful treatment of SLn≥3(Z), together with the generality ofTheorem 2.4,

suggests that one should aim higher, at property (T) for other groups of similar type,
notably SLn≥3(Z[x1, . . . , xm]). These groups are called “universal lattices” in [96],
as they naturally surject onto many standard arithmetic lattices over both zero and
positive characteristic local fields. Property (T) for them would thus account in a
uniform manner for Kazhdan’s property of very different arithmetic groups. Notice
that if we knew that for n ≥ 3 they were boundedly elementary generated, then the
same strategy as for SLn(Z) would establish property (T) for them as well. It was
conjectured in [96] that property (T) should indeed be present among these groups,
even though the question of bounded elementary generation has been open since
its introduction in the context of K-theory by van der Kallen, in 1982 [55] (where
it was also shown that bounded elementary generation over the ring C[x] does not
hold). As will be seen in Section 4 below, the proof of Theorem 1.1 circumvents this
delicate, still unsettled issue, by using a different cohomological proof which requires
a more modest bounded generation property (which shows up when n is larger than
the dimension of the ring +1).

The following variation on the same general scheme enables one to get other
interesting consequences, where bounded elementary generation is less elusive. It is
implicit in the proof of [96, Corollary 4], and subsumes the previous discussion as
well, when the ring is taken with its discrete topology.

Theorem 2.6. Fix n ≥ 3. Assume that for some finitely generated ring R with 1, the
group ELn(R) is embedded densely in a topological group G, and the group G is
boundedly generated by the closure of the embeddings of the elementary subgroups
of ELn(R). Then every continuous unitary G-representations with almost invariant
vectors for ELn(R), has a non-zero vector invariant under all of G. Moreover, an
explicit bound on the Kazhdan constant and size of the Kazhdan set is available,
depending only on the number of generators of R as a ring, and on the bounded
generation estimate.

We conclude this section with two rather different applications of this result.

Theorem 2.7. For n ≥ 3, the infinite dimensional loop group G = L(SLn(C)) of all
continuous maps from the circle to SLn(C), has property (T). More precisely, there is
a finite subset S ⊆ G and ε > 0, so that every continuous unitary G-representation
with an (S, ε)-invariant vector, admits a non-zero invariant vector.

This result from [96] is the first construction of an infinite dimensional Lie group,
and in fact of any non locally compact topological group, with property (T) (more
recent ones can be found in [9], [33], [78]). The second application of Theorem 2.6
is the following deeper result of Kassabov and Nikolov [61], giving the first positive
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result towards Theorem 1.1 above. The relevant ambient topological group G here,
is the profinite completion.

Theorem 2.8. Fix n ≥ 3. Then for any finitely generated commutative ring R, the
group ELn(R) has property (τ ), namely, the family of all its finite representations not
containing an invariant vector, does not contain any (S, ε)-invariant vector ( for an
explicit finite subset S and ε > 0). In particular, property (τ ) holds for the groups
SLn≥3(Z[x1, . . . , xm]).

The bounded generation result needed for Theorem 2.8 controls the “failure of
the congruence subgroup property” over higher dimensional rings. This is obtained
by proving a result of independent interest, on the bounded generation of K2(R) by
products of Steinberg symbols {a, b}.

3. The algebraization of property (T) for finite groups: expanders

The general theme of expanders, which has attracted much attention and interest
in computer science, combinatorics and group theory, needs by now no introduc-
tion (cf. [69], [90] and references therein, for more information, particularly in the
directions we shall follow). When dealing with Cayley graphs, the relation to prop-
erty (T) is fundamental: A family of finite groups, each equipped with a generating
set of uniformly bounded size, is an expander, iff their Kazhdan constants are all
uniformly bounded away from 0. For our purposes, and for the benefit of the inter-
ested non-specialist, we may simply regard the latter as our definition of expanders in
the framework of Cayley graphs. The main general group theoretic problems in this
setting can be put into two related, yet independent directions:

1. Existence. Given a family of finite groups Gi , can one find for each i a generating
set Si ⊆ Gi , making Cay(Gi, Si) an expander family?

2. Independence. Given a family Gi for which 1 is answered positively, is it an
expander family with respect to all generating subsets? Random ones?

Implicit here is the natural question (due to Lubotzky–Weiss [73]), settled pos-
itively only in recent work of Alon–Lubotzky–Wigderson [3] (following [86]), of
whether being an expander family depends in general on the choice of generating
subsets. This makes any positive results towards 2 of substantial interest. For com-
pleteness, we mention thatAlon–Roichman [4] showed that any family of finite groups
can be made expander using generating subsets of logarithmic size, and that some
families, e.g. consisting of abelian groups, cannot be made expanders. A completely
positive answer to 2 is still unknown for any infinite family of groups; an empiri-
cal support towards it for the family {SL2(Fp)} was provided by Lafferty–Rockmore
in [65], [66].

In this section we describe the remarkable progress made on these two problems
during the last year (2005), which turns out to be very closely related to the previously
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discussed algebraization approach to property (T). Before getting into more details,
we discuss briefly some relevant background, which shows striking parallelism to the
early slow developments in constructing new Kazhdan groups (as discussed in the
introduction), and may help to put this exciting progress in perspective.

I. Some background. Margulis’ 1973 first explicit construction of expander graphs
gives rise to a general class of so-called “mother group expanders”: Take a finitely
generated (“mother”-)group � generated by a finite (symmetric) subset S ⊆ �, an in-
finite sequence of finite index normal subgroups Ni < �, and consider Cay(�/Ni, S)

(where S is the canonical projection of S). This automatically yields expanders when
� has property (T) (interestingly, Gromov’s recent random constructions [47] mark
a way back from expanders to property (T)). However different, even “better” con-
structions can be obtained, by using other mother groups such as free groups. The
necessary spectral gap property is always a highly non-trivial matter, and for more
than two decades after Margulis’ construction, the only known approach besides
property (T) relied on deep number theoretic tools, around Selberg (“λ1 ≥ 3/16”)–
Ramanujan type estimates. All the groups � which were known to become mother
groups for expanders, were arithmetic lattices (with subgroups Ni < � taken to be
congruence). As outstanding examples, one should keep in mind the two families
SL2(Fp) and SLn≥3(Fp), always taken with the projection of a generating set of the
corresponding mother group: SL2(Z) (the number theoretic approach), or SLn≥3(Z)

(the property (T) approach).
As will become clear, it is not a coincidence that the prolonged lack of progress

here was so reminiscent of the one described in the Introduction, concerning new
constructions of Kazhdan groups. Besides the little flexibility available by choosing
the generators for the quotients �/Ni as projections of a subset S0 ⊆ � generating a
finite index subgroup �0 < �, no single other construction was known until a decade
ago. See Lubotzky’s “frustrated account" of this state of affairs in [70]. There the
“1–2–3” test case problem was suggested, of proving that SL2(Fp) are expanders
with respect to the projection of the set S0 of elementary 2 × 2 matrices with ±3 off
the diagonal (while the usual mother group generators yield expanders only for ±1
or ±2).

In [92] and [93] appeared the first new constructions of subsets S0 of the mother
group �, generating an infinite index subgroup, whose projections to �/Ni remain
expanders. The general principle put forward there, was that one can retain the ex-
panding property when 〈S0〉 = �0 < � has infinite index, as long as �0 is “close
enough” to �, in terms of a comparison between the spectral gaps of (�2−)�/�0 and
(�2

0−)�/Ni . The spectral gap here can be measured by means of norms of convolution
operators in C[�], or by comparing the Riemannian λ0 vs λ1 eigenvalues in geomet-
ric settings. For example, one can always remain with expanders, when using S0 ⊆ �

generating a co-amenable subgroup �0 < � (e.g. �0 is normal, and �/�0 ∼= Z, cf. the
concrete example in [93], computationally analyzed in [67]). A more interesting im-
plementation of this principle can be obtained when � is a (necessarily) free group for
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which �/Ni are Ramanujan graphs à la Lubotzky–Phillips–Sarnak–Margulis. Their
optimal spectral gap property alone, implies that one can find (non-constructively,
though) in every non-trivial normal subgroup �0 < �, a finite subset S0 whose pro-
jection to the finite quotients �/Ni (whatever groups they are), is an expander. The
approach to these results is functional analytic, applying such tools as compactness
in weak topologies, and the Krein–Milman theorem. It is based on an intimate con-
nection with the Banach–Ruziewicz type problem on the profinite completion of �.
Similarly to Gromov’s constructions of Kazhdan groups as quotients of hyperbolic
Kazhdan groups, this approach suffers from the fundamental drawback of introducing
only a “deformation” of previously existing constructions. It is in itself incapable of
providing expanders independently.

A second class of new, self contained constructions, came later in Gamburd’s [40],
where the same direction of taking S0 ⊆ SL2(Z) generating an infinite index “large”
subgroup, is pursued. Here “largeness” is interpreted by the Hausdorff dimension
(at least 5/6) of the limit set on the boundary. The result still fell short of dealing
with the “1–2–3” question of Lubotzky mentioned earlier. Gamburd’s work relied
on previous ideas of Sarnak and Xue [91] (see also [34]), which, as explained in
Subsection III below, play a fundamental role in the recent far reaching work of
Bourgain–Gamburd [15]. The latter, which concerns the independence problem 2,
together with the work discussed in the next subsection regarding the existence prob-
lem 1, changed dramatically the poor progress made around the group theoretical
aspects of expanders, by the end of the last century.

II. Making the finite simple groups into expanders. The first “new generation”
Cayley graph expanders, i.e., ones not obtained via the previously discussed “mother
group” approach, were established in [96]: For any fixed n ≥ 3 and m > 0, when R

varies over all the commutative finite rings generated by at most m elements, the family
SLn(R) forms an expander family. This immediately follows from Theorem 2.6, as
it is a simple matter to give a uniform bounded elementary generation estimate for
these rings, depending only on n. For example, all finite fields are generated as a ring
by one element, hence {SLn(F )}, for any fixed n ≥ 3, is an expander.

A major bridge was, however, yet to be crossed: obtaining a uniform Kazhdan
constant for SLn over a fixed finite field, but with n growing. At first glance, this seems
quite unapproachable by the methods discussed earlier. However, using a fundamental
clever variation, Kassabov showed [58] that one can extend the existing technique
to encompass the latter as well, by taking appropriate non-commutative rings R in
Theorem 2.6. More precisely, if F is a finite field, and if we let Rd = Matd(F ) be the
standard d × d matrix ring, then it can be shown that Rd is generated by 3 elements
for all d, that EL3(Rd) have a uniform bounded elementary generation property over
all d, and that EL3(Rd) = EL3(Matd(F )) ∼= SL3d(F ). Hence, by Theorem 2.6 the
latter form an expander family. Since it is easy to see that for all n and all finite
fields F , SLn(F ) is uniformly boundedly generated by embeddings of SL3d(F ) for
d = [n/3], the quantitative version of the Bounded Generation Lemma 2.2 establishes
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the following result of Kassabov [58]:

Theorem 3.1. {SLn(F ) | n ≥ 3, F is a finite field} can be made an expander.

We shall next formulate a considerably more general statement (whose proof uses
this result), however we mark Theorem 3.1 as the first significant indication that one
might hope to cover essentially all finite simple groups (at least those of Lie type). This
was accomplished very recently as an accumulation of works by Kassabov, Lubotzky
and Nikolov (cf. [60] and its references):

Theorem 3.2. Excluding the Suzuki groups, the family of all finite (non-abelian)

simple groups can be made an expander.

The result was conjectured in [6] without the exception of the Suzuki groups.
By the classification of finite simple groups, the proof amounts to dealing with the
family of alternating groups An, and with the groups of Lie type (the finitely many
sporadic groups are of course negligible in such asymptotic questions). An illuminat-
ing account of the work towards the proof of this theorem can be found in the joint
announcement [60] of the three authors; we shall only present here some highlights,
emphasizing the intimate relations with the main theme of this exposition.

Finite simple groups of Lie type. To complete first the family {SLn(Fq)} for all n

and q = pk , we are left, by Theorem 3.1 above, with the case n = 2. This is done
by Lubotzky [71] in the following way: in [72] these groups are made Ramanujan
with respect to sets S

(p)
k ⊆ SL2(Fpk ) of (unbounded !) size p + 1. The Ramanujan

spectral gap enters only is showing that they yield uniform Kazhdan constants for
SL2(Fpk ), over all k and p (yet with unbounded size of generating sets). However
the specific construction in [72] is of use, in showing that for any p and k there is
an element g

(p)
k ∈ SL2(Fpk ) so that S

(p)
k ⊆ SL2(Fp) · g

(p)
k · SL2(Fp). Since all the

SL2(Fp)’s can be made uniformly expanders with two generators, adding to those the

g
(p)
k and using the quantitative version of the Bounded Generation Lemma 2.2, yields

expanding generating sets of three elements.
Once the case of {SLn(Fq)} has been settled, the quantitative version of the

Bounded Generation Lemma 2.2 completes the treatment of all finite simple groups
of Lie type, excluding the Suzuki groups, using the following two results:

Theorem 3.3. (1) (Nikolov [79]). Every finite simple group G of classical type is a
product of at most M = 200 conjugates of a subgroup H which is a (central ) quotient
of SLn(Fq), for some n and q.

(2) (Lubotzky [71]). Excluding the Suzuki family, for any family Xr(q) of finite
simple groups associated with a group X of Lie type (twisted or untwisted) and
fixed rank r , there exists a constant M such that the statement in (1) holds (with
H ∼= (P ) SL2(Fq)).

Since there are only finitely many families of finite simple groups not covered
by (1), together with (2) Theorem 3.2 follows, excluding the alternating groups. The
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difficulty in treating the Suzuki groups arises from the fact that the only simple groups
they contain belong to that same family. The proof of (1) involves a detailed analysis
of the subgroup structure of these groups. Although it seems that a more delicate
treatment in this spirit should cover (2) as well, Lubotzky appeals instead to a model
theoretic approach developed by Hrushovski and Pillay [52], which enables one to
deduce the result by a kind of dimension argument, as if working over an algebraically
closed field. However, we note that one can prove this result with less sophisticated
model theoretic tools, by appealing to the first order logic compactness theorem.
See [109] for a different useful relation between the latter theorem and bounded
generation.

Symmetric groups. For the proof of Theorem 3.2 we are left with the family An

(or equivalently Sn), which is the most intriguing and challenging among the groups
covered in Theorem 3.2. One reason is that unlike the other families Xr(q), it is easy
to find (natural) bounded generating subsets for Sn, which make them non-expanders.
Additionally, a simple cardinality computation, coupled with some basic knowledge of
the subgroup structure of Sn, shows that a similar bounded generation strategy, using
embeddings of SLn(F ), will not work here. Unfortunately, in this confined exposition
we cannot do justice to the brilliant (and quite technical) work of Kassabov [57], who
showed that Sn can be made an expander. Besides the original paper [57], see also
the announcement [59] (an elaborate account), or the previously mentioned [60] (a
less technical one). Below are only some highlights.

Kassabov proves his theorem by dividing the irreducible representations of Sn into
two classes, according to whether the corresponding partition of n has the first row
“small” (first class), or “large” (second class), and showing the uniform spectral gap in
each class independently. This method is inspired by similar previous ideas of Roich-
man [89], whose work [88] is also applied in the analysis of the first class, to show that
the Kazhdan constant of large (unbounded) sets Fn ⊆ Sn, consisting of “nearly all”
elements in a suitable conjugacy class of Sn, is uniform. Although the sizes of these Fn

are unbounded, Kassabov is able to confine them in a bounded product of uniformly
expanding subgroups (∼= products of SLd(F2)). Thus, using the quantitative version
of the Bounded Generation Lemma 2.2, he obtains bounded Kazhdan sets for the
representations in the first class. The argument for the second is entirely different:
those representations are contained in �2(Sn/Sm), for appropriate m which is “close
enough” to n, in order to imply strong transitivity (or fast mixing) for the action
in that space. The precise argument yields uniform Kazhdan constants only for the
family Sk with k ∼ 218l , l = 1, 2 . . . . The general case follows by showing that one
can uniformly boundedly generate each Sn by embeddings of Sk for k of this type.

III. Uniform expansion over different generating sets. In a recent impressive
achievement [15], Bourgain and Gamburd established the following:

Theorem 3.4. (1) For any subset S ⊆ SL2(Z) not generating a virtually cyclic
subgroup, Cay(SL2(Fp), S) is an expander family ( for p large enough).
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(2) Fix k ≥ 2. As p → ∞, an independent uniform random choice of k elements
in each SL2(Fp) makes with probability → 1 the (undirected) Cayley graphs into an
expander.

(3) Fix any c > 0. If for every p a symmetric generating set Sp ⊆ SL2(Fp)

is chosen, so that girth Cay(SL2(Fp), Sp) ≥ c · log p, then these graphs form an
expander.

The heart of the result lies in part (3), which easily implies (1), and using the
“random logarithmic girth” result established in [41], immediately implies (2). The
proof of the theorem borrows key ideas from the approach introduced by Sarnak and
Xue [91], incorporating two main ingredients: I. High multiplicity of the (bad) eigen-
values in the regular representation of SL2(Fp), stemming from Frobenius’ classical
result that the smallest dimension of a non-trivial representation of this group (p−1

2 ),
is large relative to its size (∼ p3) – i.e., there is a uniformly positive logarithmic ratio
between the two (unlike the symmetric groups, for example). II. An upper bound on
the number of returns to the identity for random walks of length up to logarithmic
order of the group.

While previously, the upper bound in II was obtained by translating the prob-
lem into a Diophantine one, the generality of the Bourgain–Gamburd result is made
possible by using instead tools from additive combinatorics. These include a non-
commutative version of the Balog–Szemeredi–Gowers Lemma due to Tao [102], and
notably Helfgott’s recent breakthrough, discussed below, which capitalizes on sum–
product results. Other aspects of Bourgain–Gamburd’s work involve algebraic inputs,
such as Frobenius’ result above, and the precise subgroup structure of SL2(Fp). How-
ever, it is actually in the fascinating theme of sum–product phenomena, that one finds a
rather striking similarity with previously discussed algebraization methods for prop-
erty (T), and a conceptual explanation of how rich algebraic structure may lead to
expansion properties. We shall try to shed some light on this fundamental ingredient,
beginning with the recent pioneering result of Helfgott [51]:

Theorem 3.5. Let S ⊆ SL2(Fp) be any generating set. Then Cay(SL2(Fp), S) has
diameter ≤ K(log p)c, where the constants K, c are absolute.

This result is weaker than “expansion” (in which case c = 1), and a similar state-
ment (with log p replaced by log |G|) is conjectured by Babai [5] to hold uniformly
over all finite simple groups. However, it is here that for the first time, the bar-
rier of handling uniformly independent generating subsets is crossed. The proof of
Theorem 3.5 is a direct consequence of the following:

Key Proposition. Let p be a prime and A ⊆ SL2(Fp). Then:
(a) (Small sets) If A is not contained in a proper subgroup, and |A| < p3−δ with

δ > 0, then |A · A · A| > c|A|1+ε, where c, ε > 0 depend only on δ.
(b) (Large sets) Assume A is not contained in any proper subgroup, and |A| > pδ ,

δ > 0. Then there is an integer k depending only on δ, such that (A ∪ A−1)k =
SL2(Fp).
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Theorem 3.5 follows immediately by first applying a constant number of set mul-
tiplications (depending only on c, ε), so that (a) starts giving exponential growth,
and then applying (a) followed by (b). The latter is a major ingredient in Bourgain–
Gamburd’s work. Its proof when δ is close to 3 (e.g. δ > 8/3) requires soft Fourier
analysis, hence matters rest primarily on (a). We next discuss it, remarking first that
the appearance of |A·A·A| rather than |A·A| is necessary; consider e.g. A = H∪{g0},
where H is a subgroup.

Sum–product phenomena and expansion. Besides standard (by now) tools from
additive combinatorics, such as the Balog–Szemeredi–Gowers theorem, and proper-
ties of Ruzsa distances, the proof of (a) in the Key Proposition makes crucial use
of powerful sum–product phenomena. These arise in works of Bourgain, Glibichuk,
Katz, Konyagin, Tao, and originally involved also subtle arithmetic techniques origi-
nated from (Stepanov’s elementary proof of) Weil’s work on the Riemann hypothesis
over finite fields (the latter part is relevant only to Helfgott’s and not to Bourgain–
Gamburd’s work, due to their logarithmic girth assumption). See [14], [18], [19], [63],
Section 2.8 in [103], and the references therein, for further details, including the inter-
esting intimate connections with work (notably by Bourgain), on the ring conjecture,
Kakeya problem, and exponential sum estimates. For our purposes, it suffices to state
the following (cf. [51]):

Theorem 3.6 (Sum–Product). Fix δ > 0. Then for any subset A ⊆ Fp − {0} with
C < |A| < p1−δ , we have

max{|A · A|, |A + A|} > |A|1+ε

where C, ε > 0 depend only on δ.

An analogous result over the integers was first established by Erdös–Szeme-
redi [37]. Very recently, a simplified proof of the theorem was found by Tao (see
Theorem 2.52, Corollary 2.55 in [103]). A similar statement holds for an arbitrary
finite field F (taking into account the presence of subfields). Results accounting for
a small growth of a set under applying internal arithmetic operations by an obvious
algebraic structure (arithmetic progression, subring, subfield) capturing most of its
mass, go back to Friemann’s classical theorem (cf. [103, Ch. 2]). In fact, under the
same heading one can also include the recent far reaching uniform exponential growth
results of Eskin–Mozes–Oh [38], and Breuillard–Gelander [20], for infinite, finitely
generated linear groups. In the latter, as in the proof of Theorem 3.6, one first shows
that some algebraic operation on the set A yields a set with the desired growth prop-
erty, and then deduces the result back for A itself. However, quite surprisingly, in
the proof of Theorem 3.6 it is actually the latter step which is trickier (for instance,
it can happen that |A · A + A · A| ∼ |A|2, but |A · A|, |A + A| < 2|A|). Returning
to Helfgott’s Theorem 3.5 above, since matrix multiplication in SL2(Fp) encodes the
addition and multiplication in Fp together, the relevance of sum–product results to
Theorem 3.5 is not a surprise a posteriori. In practice, the proof applies Theorem 3.6
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to the traces of the elements of a set, showing that the sizes of a set and its set of traces
“keep track of one another”.

If one wants to pin down the source of the expansion in both Bourgain–Gamburd
and Helfgott results, it is the sum–product phenomenon which gives the best quick
answer. It is quite interesting to examine in this light the proof of relative property (T)
for general rings (Theorem 2.4 above), which is the departure point for most results in
the algebraization of property (T). Its proof capitalizes on the same ring theoretic phe-
nomenon, where sets (or measures) which are “almost invariant” under the combined
ring operations, must be “degenerate" (e.g., must assign mass to 0).

The Archimedean spectral gap analogue. In this exposition we can only mention
the second companion work by Bourgain–Gamburd [16], which also deals with es-
tablishing a uniform spectral gap, and involves some similar ingredients, this time
working over R or C. It is shown there that a certain “non-commutative Diophan-
tine condition" on (the group generated by) a finite set S ⊆ SU(2), implies that its
induced action on the zero mean functions L2

0(SU(2)) has a spectral gap. This Dio-
phantine condition was introduced in previous (weaker) results in this direction by
Gamburd–Jakobson–Sarnak [42], who also showed that it is automatically satisfied if
all elements in S have algebraic traces. See these two papers, as well as [69], [90], for
more on the history of the problem, which may be viewed as a quantitative version
of the (positive solution to the) Banach–Ruziewicz problem, pertaining to a certain
uniqueness property of the Lebesgue measure on the 2-sphere.

The bulk of this companion work by Bourgain–Gamburd consists in establishing
a “statistical” analogue of Helfgott’s Key Proposition above [16, Proposition 1]. Its
proof replaces the sum–product Theorem 3.6 by an approach originating from (and
improving on) Bourgain’s work [14, Theorem 0.3], towards the ring problem. This
work of Bourgain–Gamburd turns out to be more involved than the one on expanders,
a fact which may seem surprising in view of past experience with these parallel
problems. There are, however, two conceptual explanations why, when dealing with
more “generic” (or less “special”) finite subsets, one should expect more difficulties
here. Firstly, while in the real topology “bad” sets can be continuously approached
by “good” ones, such phenomenon cannot occur in the non-archimedean case. Even
more importantly, the right analogue of the (ideal) SU(2) result, would be showing a
uniform expansion for (topologically generating) finite subsets of the compact group
SL2(Zp) (p-adic integers), which, in return, is equivalent (see [92]) to showing that
for any fixed k, all choices of k-generator subsets, independently in each SL2(Z/pi

Z),
form expanders. Now, it may be expected that the latter property turns out more subtle
than making SL2(Fp) with varying p into expanders. In the latter case, it is not a
priori clear if and how the questions over different primes p relate. One may hope
(perhaps naively though), that as it often happens, the “right” solution (spectral gap
here) for one prime, would work uniformly over all primes. In contrast, in the case
of SL2(Z/pi

Z) with i increasing, establishing a spectral gap bound for a given i

automatically yields the same bound for smaller i’s (as the canonical quotient map
induces an inclusion at the L2 level). Hence one faces more difficult tasks as i grows.
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In fact, remarking on the preceding paragraph (in a previous draft of this paper),
Jean Bourgain has informed us of substantial progress achieved recently towards a
generalization of Theorem 3.4, covering uniformly essentially all SL2(Z/qZ). He
noted that the method when q = pi is indeed closer to the one in the SU(2) case, and
may be viewed as its p-adic analogue – see below, and [17], where this generalization
is involved. The higher rank cases SLn≥3 should naturally be addressed as well.
Whether they turn out to be as demanding, remains to be seen.

Finally, we remark that Theorem 3.4 (with its extension mentioned above) has
very recently been applied by Bourgain–Gamburd–Sarnak, to develop a combinatorial
sieve method for primes and almost primes, on orbits of various subgroups of GLn(Z)

as they act on Z
n. Unlike the more familiar case of sieving in Z

n, in this setting the
expander property plays a critical role. See the announcement [17] for further details.

4. Reduced cohomology and property (T) for elementary linear groups

I. Definition and basic properties of reduced cohomology. The study and use of
reduced cohomology in relation to property (T) was first pursued in [95], motivated
by establishing rigidity results for lattices in products of groups. We shall need it in
Subsection III for the proof of Theorem 1.1, and in the next subsection some previous
applications of it are mentioned. Recall first the basic correspondence between (affine)
isometric actions of a group � on a Hilbert space V , and first cohomology. Any such
action is of the form ρ(γ )v = π(γ )v + b(γ ), where π is a unitary �-representation
on V , and the affine part b : � → V satisfies the 1-cocycle identity corresponding to
π (the identity sufficient and necessary to make ρ an action). Fixing π , the set of all
such b is a vector space, denoted Z1(�, π), and those “trivial” elements of the form
bv(γ ) = v − π(γ )v, the coboundaries, form a subspace denoted B1(�, π). It is im-
mediate that the �-action on V has a fixed point (v0) iff the corresponding 1-cocycle b

is a coboundary (bv0 ). We define the quotient space H 1(�, π) = Z1(�, π)/B1(�, π),
and can now consider also the topological version of it. Namely, fixing π , introduc-
ing the topology of pointwise convergence on the space Z1(�, π) makes it a Frechet
space, in which B1 is not always closed. Forming its closure, the first reduced coho-
mology H 1(�, π) can now be defined as Z1/B1. The following analogous relation
between fixed points of affine actions and coboundaries, can be verified easily:

Lemma 4.1. Given b ∈ Z1(�, π), we have b ∈ B1(�, π) iff the corresponding affine
action ρ(γ )v = π(γ )v+b(γ ) has almost fixed points in the metric sense, namely, for
every finite S ⊆ �, and ε > 0, there is v ∈ V with ‖ρ(γ )v − v‖ < ε for all γ ∈ S.

All the notions and results here extend naturally to the class of second countable
locally compact groups. The discussion above shows that the characterization of
property (T) in terms of vanishing of usual cohomology is a tautology if one takes
the fixed point property as a definition. However, the following characterization in
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terms of the (generally smaller) reduced cohomology is less transparent, and holds
only under the assumption of finite generation (or compact generation, in the locally
compact setting):

Theorem 4.2 ([95]). Let � be a finitely generated group without property (T). Then
there exists some unitary �-representation π , with H 1(�, π) 	= 0. Moreover, one can
find such π which is irreducible.

II. Some applications of the reduced cohomology

(1) Theorem 4.2 implies the existence of an irreducible π with H 1(�, π) 	= 0, as
conjectured by Vershik–Karpushev [106]. Together with [106, Theorem 2] (see Lou-
vet’s [68] for a detailed exposition) it implies: A discrete group � has property (T) iff
it is finitely generated, has finite abelianization, and it does not admit any non-trivial
irreducible unitary representation not separated (in the Fell topology) from the trivial
representation.

(2) As an application of the proof of Theorem 4.2, it is shown in [95] that every
finitely generated Kazhdan group is a quotient of a finitely presented Kazhdan group
(answering questions of Grigorchuk and of Żuk; the result is generalized by Fisher–
Margulis [39] to locally compact groups). However, the existence seems entirely
non-constructive, and there are concrete interesting groups which would be of interest
to understand in this regards – see II in Section 5 below.

(3) Although in general, the existence of the irreducible cohomological π in The-
orem 4.2 is non-constructive, somewhat surprisingly, in many cases one can actually
classify all such π , and show that there are only finitely many of them. It may seem
particularly unexpected that this finiteness phenomenon appears among amenable
groups. For example, this is the case for all polycyclic (or lamplighter) groups, a
result from [98] shown there to have applications in geometric group theory (e.g., any
group quasi-isometric to a polycyclic group has a finite index subgroup with infinite
abelianization). Martin [77] showed that all connected locally compact groups also
have only finitely many such representations π .

(4) Inspired by Margulis’ remarkable strategy in proving the normal subgroup
theorem for higher rank lattices, as well as by more recent beautiful work of Burger–
Mozes (cf. [22]), the following result was completed very recently: over sufficiently
large finite fields, any irreducible Kac–Moody group of non-affine (and non-spherical)
type, has a finite index commutator subgroup, which is a ( finitely generated) simple
group, modulo its finite center. Building on fundamental work of Rémy, the proof
consists of three entirely independent results on any quotient of the simple group by a
non-trivial normal subgroup: it is Kazhdan [95], amenable (Bader–Shalom [7]), and
infinite (Caprace–Rémy [23]), classes of groups which do not intersect. The proof of
the first relies crucially on the reduced cohomology of (infinite dimensional) unitary
representations. Incidentally, we remark that while in virtually all of the applications
of property (T), an appropriate Kazhdan group comes to the rescue, the ones made
through normal subgroup theorems are of quite unique nature, as throughout the proof
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no (non-trivial) Kazhdan group appears.

III. Sketch of proof of Theorem 1.1. Fix n ≥ 3 (note that if dimR = 0, by finite
generation R must be finite). We proceed via the following steps:

1. Setting and notation. Set � = ELn(R), and define the following subgroups:
� = matrices whose first row and first column begin with 1 and have 0s elsewhere,
N1, N2 ∼= Rn−1 the subgroups sitting in the upper row and left column with a “com-
mon” 1 at the upper left corner. Notice that � normalizes each one of the Ni’s. The
standard Steinberg commutator relations show that N1 and N2 together generate �. In
fact, letting r1 = 1, r2, . . . , rk be generators of R as a ring, the set S of all elementary
matrices belonging to one of the two Ni’s, having one of the rj as the only non-zero
element off the diagonal, forms a finite generating set for �.

Finally, for an isometric �-action ρ on a Hilbert space Vρ and v ∈ Vρ , denote

δS(v) = max{‖ρ(s)v − v‖ | s ∈ S}, δS(ρ) = inf{δS(v) | v ∈ Vρ}.
2. Reduced cohomology. Assume that � does not have property (T). We argue to get
a contradiction. By Theorem 4.2 and Lemma 4.1 above, there exists some isometric
�-action ρ on a Hilbert space Vρ , with δS(ρ) > 0. By rescaling we may assume that
δS(ρ) ≥ 1. Denote by A the set of all isometric �-actions ρ with δS(ρ) ≥ 1.

3. Relative property (T) – the spectral ingredient. By (an obvious extension
of) Theorem 2.4, for each i the pair (� � Ni, Ni) has the relative property (T).
Consequently, by the equivalence in Definition 2.3, the following infimum is not
taken over the empty set:

d = inf{‖v1 − v2‖ | vi ∈ Vρ with ρ ∈ A, and ρ(Ni)v
i = vi for i = 1, 2}.

4. Attaining d through a limiting process. Let ρn ∈ A and vi
n ∈ V

Ni
ρn with

‖v1
n − v2

n‖ = dn → d. We may assume that dn < d + 1, and this gives for all n

δS(v1
n) < 2(d+1), since v1

n is fixed by the N1-generators of S, and a vector of distance
at most d + 1 from it is fixed by the N2-generators of S. This uniform bound implies
(using an ultra-product argument as in [39], or a negative definite kernel argument as
in [95]), that a subsequence of the actions (ρn, Vρn), pointed at v1

n, converges to an

isometric �-action on a Hilbert space (ρ∞, V∞), with two points vi ∈ V
Ni∞ satisfying

‖v1 −v2‖ = d. One shows that indeed ρ∞ ∈ A, hence d defined in step 3 is attained.
Notice that d 	= 0, for otherwise v1 is fixed by �, contradicting ρ ∈ A.

5. Can assume π∞ has no invariant vectors. Write ρ∞(γ )v = π∞(γ )v + b∞(γ ),
where π∞ is the (unitary) linear part (see the discussion at the beginning of the
previous subsection). Decompose orthogonally π∞ = π0 ⊕ π1 where π0 = π� , and
correspondingly, b∞ = b0 + b1. Being a 1-cocycle for a trivial �-action, b0 is an
additive character, and since � is perfect (as it is generated by commutators), b0 = 0.
Replacing ρ∞ by ρ′∞(γ )v := π1(γ )v + b1(γ ) yields the required reduction.
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6. A fixed point for � via a geometric argument. Assume that for some λ0 ∈ �,
w1 := ρ∞(λ0)v

1 	= v1, and denote w2 = ρ∞(λ0)v
2. We will show this to be

impossible. As � normalizes Ni , we have vi, wi, ui := 1
2 (vi + wi) ∈ V

Ni∞ , for
i = 1, 2. Because λ0 is an isometry, ‖v1 − v2‖ = ‖w1 − w2‖ = d, while by the
definition of d as infimum, ‖u1 − u2‖ ≥ d. By a standard convexity argument this is
possible only if v1 − v2 = w1 − w2, and hence v1 − w1 = v2 − w2 	= 0. But since
v1, w1 are N1-fixed, the left hand side is a non-zero vector invariant under the linear
action of N1, and similarly for v2 − w2 w.r.t. N2. Since 〈N1, N2〉 = �, it follows
that this common non-zero vector is �-invariant, contradicting the reduction made in
step 5. Thus, ρ(�)v1 = v1.

7. Finishing with bounded generation and the stable range. A fundamental result
of Bass (cf. Theorem 4.1.14 in [49]), asserts that if R is a commutative Noetherian
(in particular, by Hilbert’s basis theorem, if it is a finitely generated) ring, then for
any n ≥ 2 + Krull dimR, the ring R satisfies the following property: For every
a1, . . . , an ∈ R such that a1R+· · ·+anR = R (such an n-tuple is called unimodular),
there exist α2, . . . , αn ∈ R, such that (a2 + α2a1)R + · · · + (an + αna1)R = R. The
minimal n satisfying this property is called the stable range of R, denoted sr(R) (so
sr(R) ≤ dim R +2 – strict inequality can hold. Note also that there is “inconsistency
up to ±1” in the literature regarding the definition of the stable range). This property
enables one to reduce any γ ∈ � to λ ∈ �, using a bounded number of elementary
operations. Indeed, notice that since all matrices in � are invertible, the first row of γ

is unimodular. Then, by performing n − 1 elementary operations we may create a
unimodular (n−1)-tuple in the last entries of the first row, and since 1 ∈ R, proceed to
place 1 in the upper left corner, and use it to annihilate all of the rest of the first row and
column. In group theoretic terms, since all the elementary subgroups are conjugate,
and any elementary operation is obtained as multiplication by an elementary matrix,
this means that � is boundedly generated by finitely many conjugates of �. Like �,
all of these conjugate fix some point in V∞, and the Bounded Generation Lemma 2.2
yields a fixed point for �, a contradiction which finishes the proof.

It is clear that all that was really relevant to the proof was the stable range of R.
Moreover, this notion is similarly defined for any ring, not necessarily commutative,
only that here one has to distinguish between left and right ideals (although the left
and right stable ranges were shown by Vaserstein to be equal [105]). After stating
the condition on n in Theorem 1.1 in terms of the stable range in place of dim R, the
above proof goes through in this general setting. See [99] for the complete details.

5. Some concluding remarks, questions, and speculations

I. More on Theorem 1.1. The following arises immediately from Theorem 1.1:
Given a finitely generated commutative ring R, when does ELn(R) begin to have
property (T)? By that theorem the answer lies between n = 3 and n = 2 + dim R.
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In fact, the proof gives the generally better upper bound sr(R) (which we suspect is
not always optimal). It seems that to address this issue, one should understand better
the relation between bounded generation and property (T). We next speculate about a
possible strategy.

The proof of Theorem 1.1 actually establishes the following result for any finitely
generated ring R and every n ≥ 3: if ELn(R) is boundedly generated by conjugates of
ELn(R) ∩ GLn−1(R) (= � in our previous notation), then ELn(R) has property (T).
The purely algebraic assumption involved here is satisfied when n ≥ dim R + 2, and
it seems that a full understanding of when it happens (in terms of n as a function of R),
takes one beyond the “property (T) territory”. However, an attempt at understanding
its inverse relation to property (T) should be made: can one show that its failure reflects
back on the failure of property (T)? The only device which currently seems available
towards such a result, is that of “spaces with walls” defined in [48] (whose more
general measurable counterpart is known to capture the lack of property (T) [87]; see
also [28]). This setting enables one to construct a negative definite kernel on a group,
out of its action on (“half spaces” of) a discrete set, satisfying simple axioms. For our
purposes, a natural strategy would thus be to “encode” the algebraic framework into
such a set, where the value of the negative definite kernel at γ ∈ ELn(R) corresponds
to the number of multiplications needed to generate it.

II. Quantifying the robustness of property (T). As mentioned is Section 4.II (2),
one of the consequences of the reduced cohomology approach is that any finitely
generated Kazhdan group � is a quotient of a finitely presented Kazhdan group. An
intriguing example to which this applies is the group � = SL3(Fp[t]) (which has
property (T) because 3 > 2, and is not finitely presented because 3 < 4 – see the first
mention of the group in this context on [76, p. 134]). Thus, finitely many among the
well understood infinite sequence of relations in this group, already suffice to define
a Kazhdan group. However, even in this particular case (where explicit Kazhdan
constants are known), it is an open problem to make the existence proof effective.

The question can in fact be seen as merely one instance of trying to quantify
the robust behavior of property (T), a phenomenon which was applied in Fisher–
Margulis local rigidity results [39]. If � has property (T), then for some ε > 0 there
is a fixed point for any ε-isometric action of it on a Hilbert space. Moreover, it is
actually enough to impose this condition on a generating set only, and for spaces
which are Hilbert only locally (on some 1/ε ball). Even further, the action may be
well defined only on elements inside a 1/ε-ball of �, and a moment reflection shows
that the latter yields the previously mentioned result about the existence of a finitely
presented Kazhdan cover. In fact, one may go further, in assuming the latter action to
be only a near (ε-)action. In short, by appropriately using a (rather standard by now)
limiting argument as needed in the proof of Theorem 1.1, essentially everything in the
characterizations of property (T) can be perturbed, yet there is no single non-trivial
case when it is known how to do this effectively. To put matters in perspective, we
remark that a similar robustness phenomenon does not hold for the “opposite” fixed
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point property – amenability. Notice also that the proof of Theorem 1.1 does not yield
any explicit Kazhdan constants. While we believe that some new ideas are needed
for the previous questions, it may be that a variation on the proof of Theorem 1.1 will
make this an easier task.

III. Property (τ ) for irreducible lattices. Although Clozel’s recent property (τ ) pa-
per [29] largely closes a chapter on the study of property (τ ) for arithmetic groups, the
story is not quite over as might be perceived. What Clozel actually establishes is the
Selberg property, and the precise semantics here is important exactly because the con-
gruence subgroup property for many arithmetic groups (e.g., co-compact irreducible
lattices in SL2(R) × SL2(R)) is only conjectured. While Selberg’s property, just like
his original λ1 ≥ 3/16 result for SL2(Z), yields a spectral gap over the congruence
subgroups, property (τ ) seeks a spectral gap over all finite index subgroups. We re-
mark that the incompleteness of property (τ ) becomes worse for arithmetic groups
over local fields of positive characteristic, which were not treated by Clozel.

For higher rank lattices in simple algebraic groups, property (T) automatically
takes care of property (τ ), hence all the unsettled cases lie in a general setting which
was extensively and successfully studied in recent years; that of an irreducible lattice �

in a product G = G1 ×G2. We believe that under fairly general conditions, certainly
ones satisfied when each Gi is a simple algebraic group over a local field, one should be
able to get a “softer” proof (certainly avoiding number theory, or a subtle identification
of the finite index subgroups), that � has property (τ ). While as explained, this would
have some advantages compared to Clozel’s theorem, we note that such a general
approach cannot compete with Clozel’s: his theorem gives explicit spectral bounds
on the spectrum of L2

0(G/�n), when restricting to each simple factor Gi . Property (τ )
is equivalent to the existence of some bound on the joint spectrum of the Gi’s.

It may be that there is actually a deeper, more interesting representation theoretic
phenomenon underlying the conjectural property (τ ) for irreducible lattices: Is it true
that whenever π is a unitary �-representation, possibly infinite dimensional, which
admits almost invariant vectors, then π has some subrepresentation which extends
to G? Obviously, this would immediately imply property (τ ) for � (using only that
Gi have no non-trivial finite dimensional unitary representations). Such a result
would be extremely useful. Some support may be provided by the superrigidity for
reduced cohomology in [95], as the failure of property (T) for � is always detected
by representations with reduced cohomology (Theorem 4.2 above), which in return,
must come from the ambient group G [95, Theorem 3.1].

IV. Burnside groups and Zelmanov’s theorem. The existence of infinite Burnside
groups, i.e., finitely generated groups of bounded torsion (first established by Adyan
and Novikov, see also [83] and the references therein), is still one of the impressive
achievements of infinite group theory. Even harder non-finiteness results are non-
amenability of such groups [2]. It is an extremely intriguing question, to which we
believe the answer is positive, whether all Burnside groups should have property (T).
One of the puzzling features of the problem is that it is unclear if it should be attacked
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within a geometric, or an algebraic approach. While serious attempts in the negative
have been made within the former direction, we believe that it is actually the latter
which should be used, and that reduced cohomology may again become useful. Of
course, one of the rewards of establishing property (T) for Burnside groups would
be an immediate “size dichotomy” of independent interest: either they are finite, or
non-amenable. There is no known counterexample to this plausible statement.

With the hope of establishing property (T) for Burnside groups in mind, one
can wildly speculate further, about a possible approach to reproving Zelmanov’s
celebrated positive solution to the restricted Burnside problem (cf. [110]): A residually
finite Burnside group is finite. The idea is to try to adapt Margulis’ “(T) ∩ (amenable)
= (finite)” strategy in proofs of normal subgroup theorems, to this setting. More
precisely, assume that � is a Burnside group and Ni < � is a decreasing sequence
of finite index normal subgroups. If � was shown to have (T), we would know that
�/Ni are expanders. On the other hand, a reduction (due to Hall and Higman, already
used by Zelmanov) enables one to assume that � has prime power torsion, in which
case all the finite quotients would have a similar property (and are hence nilpotent).
While nilpotency may hint (although in itself is not enough to show) that the quotients
should not be expanders, the additional uniform torsion may be sufficient to establish
this opposite behavior. Its contrast with the first, property (T) part, would then imply
Zelmanov’s theorem.

References

[1] Adyan, S. I., Mennicke, J., On bounded generation of SLn(Z). Internat. J.Algebra Comput.
2 (4) (1992), 357–365.

[2] Adyan, S. I., Random walks on free periodic groups. Izv. Akad. Nauk SSSR Ser. Mat. 46
(6) (1982), 1139–1149.

[3] Alon, A., Lubotzky, A., Wigderson, A., Semi-direct product in groups and zig-zag product
in graphs: connections and applications (extended abstract). In 42nd IEEE Symposium on
Foundations of Computer Science, IEEE Computer Soc. Press, Los Alamitos, CA, 2001,
630–637.

[4] Alon, A., Roichman, Y., Random Cayley graphs and expanders. Random Structures Al-
gorithms 5 (2) (1994), 271–284.

[5] Babai, L., Seress, A., On the diameter of permutation groups. European J. Combin. 13
(4) (1992), 231–243.

[6] Babai, L., Kantor, W. M., Lubotzky, A., Small-diameter Cayley graphs for finite simple
groups. European J. Combin. 10 (6) (1989), 507–522.

[7] Bader, U., Shalom, Y., Factor and normal subgroup theorems for lattices in products of
groups. Invent. Math. 163 (2) (2006), 415–454.
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Rankin–Selberg integrals, the descent method,
and Langlands functoriality

David Soudry

Abstract. In this article I survey the descent method of Ginzburg, Rallis and Soudry and its main
applications to the Langlands functorial lift of automorphic, cuspidal, generic representations
on a classical group to (appropriate) GLn, and to establishing a local Langlands reciprocity law
for (split) SO2n+1 (joint work with D. Jiang). The descent method arises when we consider
certain residues of special cases of a family of global integrals, attached to pairs of automorphic,
cuspidal representations, one on a classical group G and one on GLn. The last part of this
article focuses on the caseG = SOm (split), and the progress made in a joint work with S. Rallis,
towards establishing, via the converse theorem, the functorial lift from any automorphic, cuspidal
representation on G to GL2[m2 ].
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1. Introduction

Let F be a number field, and let A be its ring of Adeles. I will start with a general fam-
ily of global integrals of Rankin–Selberg type or of Shimura type forG×GLn, where
G is an orthogonal group, a unitary group, a symplectic group, or a metaplectic group
defined over F . This family contains, at one end, the integrals studied by Shahidi,
giving rise to the Langlands–Shahidi method, and at another end, this family contains
the global integrals, giving rise to the descent method of Ginzburg, Rallis and Soudry.
In this section, I sketch the structure of these integrals, and in the next section I report
on my joint work with D. Ginzburg and S. Rallis on the descent method and its many
applications, and on my joint work with D. Jiang on the local Langlands reciprocity
law for the split group SO2n+1. In the third section I report on a joint work in progress
with S. Rallis towards the (weak) functorial lift from SOm to GL2[m2 ].

a. Let E be either F or a quadratic extension of F . Let V and V ′ be vector spaces
overE of dimensionsm andm′ equipped with non-degenerate bilinear forms b and b′,
respectively, which are symmetric if E = F and Hermitian (with respect to the Ga-
lois conjugation “-” of E over F ) otherwise. Let G = U(V ) and G′ = U(V ′) be
the isometry groups of (V , b) and (V ′, b′), respectively. Denote by Xi the (orthog-
onal) direct sum of i hyperbolic planes, where, in the second case, we mean two
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dimensional spaces over E with Hermitian form (according to some basis) given by
b((x1, x2), (y1, y2)) = x1ȳ2 + x2ȳ1. Fix a decomposition Xn = X+

n + X−
n , where

X±
n are transversal n-dimensional totally isotropic subspaces. Assume that m and m′

have different parities and that one of the following holds.

(1) There is an orthogonal decomposition of the form V = Xj ⊕ Y and there is a
non-isotropic vector y0 ∈ Y such that V ′ = Y ∩ y⊥

0 , and b′ is the restriction of
b to V ′ × V ′.

(2) The same as in (1), but reversing the roles of V and V ′, i.e. V ′ = Xj ⊕ Y ′ and
there is a non-isotropic y′

0 ∈ Y ′ such that V = Y ′ ∩y′
0
⊥, and b is the restriction

of b′ to V × V .

LetW = Xn⊕V ′ andH = U(W). Let π , ρ, τ be irreducible, automorphic, cuspidal
representations ofGA,G′

A
, GLn(AE), respectively. Let P be the parabolic subgroup

ofH which preservesX+
n ; its Levi partM is isomorphic to ResE/F GLn×G′. Thus we

may view τ |det|s− 1
2 ⊗ρ = τs⊗ρ as a representation ofMA and consider its parabolic

induction I (τs, ρ) toHA. LetE(h, fτs,ρ) be an Eisenstein series corresponding to an
analytic section fτs,ρ in I (τs, ρ). Now we distinguish three cases.

(i) m′ < m < 2n+m′.

(ii) 2n+m′ < m.

(iii) m < m′ .

In cases (i) and (iii) we apply to E(h, fτs,ρ) a Fourier coefficient of Gelfand–Graev
type stabilized by G; let us denote it by Eψ,G(h, fτs,ρ), where ψ is a non-trivial
character of F\A. We pair this coefficient with cusp forms ϕπ in π ,

L(ϕπ , fτs,ρ) =
∫
GF \GA

ϕπ(g)E
ψ,G(g, fτs,ρ) dg. (1.1)

In case (ii) we apply to ϕπ a Fourier coefficient of Gelfand–Graev type stabilized
by H , and pair it with E(h, fτs,ρ),

L(ϕπ , fτs,ρ) =
∫
HF \HA

ϕψ,Hπ (h)E(h, fτs,ρ) dh. (1.2)

For the general notion of a Fourier coefficient of Gelfand–Graev type see [29]. The
integrals above, in this generality, appear in [9] for orthogonal groups. See also [34].
These integrals are meromorphic in the whole plane, and their poles are included in the
set of poles of the Eisenstein series involved. They can be unwinded for Re(s) � 0
and can be shown to depend, through an inner integration, on an invariant bilinear
pairing bπ,ρ(ϕπ , ϕρ), where, in cases (i) and (ii),

bπ,ρ(ϕπ , ϕρ) =
∫
G′
F \G′

A

ϕψ,G
′

π (g)ϕρ(g) dg, (1.3)
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and, in case (iii),

bπ,ρ(ϕπ , ϕρ) =
∫
HF \HA

ϕπ(h)ϕ
ψ,G
ρ (h) dh. (1.4)

In particular, if bπ,ρ(ϕπ , ϕρ) = 0 (identically), then the integrals (1.1), (1.2) are
(identically) zero. The integrals above have easy variants when G, G′ are special
orthogonal groups.

b. Let now (V , b), (V ′, b′) be symplectic spaces over F , and let Xj be a sym-
plectic space of dimension 2j over F with two transversal Lagrangians X±

j . Let
W = Xn ⊕ V ′. Let G, G′, H be the symplectic groups of V , V ′, W , respectively.
Let P be the parabolic subgroup ofH which preserves X+

n . Denote by H̃A the meta-
plectic cover ofHA, and similarly forG,G′. Let π , ρ, τ be irreducible, automorphic,
cuspidal representations ofGA, G̃′

A
, GLn(A), respectively. We assume that ρ is gen-

uine. Consider the Eisenstein series E(h, fτs,ρ) on H̃A corresponding to parabolic
induction from τs ⊗ ρ (we have to multiply τs by a Weil factor corresponding to ψ).
Now we can either apply a Fourier–Jacobi coefficient, stabilized by G, to the Eisen-
stein series and pair it, as above, along GF \GA with cusp forms ϕπ , or apply such
a coefficient, stabilized by H , to ϕπ and pair it along HF \HA with the Eisenstein
series. In this way we get global integrals L(ϕπ , φ, fτs,ρ); here φ is a Schwartz
function in the space of the Weil representation, which occurs in the Fourier–Jacobi
coefficients above. As before these integrals are meromorphic, can be unwinded,
and depend through inner integrations on invariant bilinear pairings, which define a
Fourier–Jacobi model of π with respect to ρ or vice-versa. Similar integrals can be
written for π on G̃A, ρ onG′

A
, and τ as before (withHA instead of H̃A). Finally, sim-

ilar integrals can also be written when (V , b), (V ′, b′) are Hermitian spaces over F .
For more details see [29], [15], [34].

c. Two extreme cases

1. Assume thatG is trivial. Also assume that when b′ is symmetric, thenG′ is a special
orthogonal group. Then, in all cases above, one can see that G′ must be quasi-split,
and the global integrals above are nothing but applications of a Whittaker coefficient
to the Eisenstein seriesE(h, fτs,ρ), and using (1.4) and its analog in (b) above, we see
that (for the global integrals to be non-trivial) ρ must be globally generic. This is the
well-known Langlands–Shahidi method. It is worked out in a long series of papers
(see [7] for a survey) by Shahidi and constitutes a beautiful chapter in mathematics. In
particular, he established the complete theory of the standardL-functionsL(ρ× τ, s)
(except the metaplectic case) and of L(τ,∧2, s), L(τ, sym2, s), L(τ,Asai, s). To-
gether with the converse theorem of Cogdell and Piatetski–Shapiro [3] it yields the
existence of the weak functorial lift from cuspidal generic representations of G′

A
to

automorphic representations of GLN(AE) (appropriate N ) [1], [2], [26].
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2. Assume that G′ is trivial. Also assume that when b is symmetric, then G is a
special orthogonal group. Then the Levi part of the parabolic subgroup P is iso-
morphic to ResE/F GLn. The global integrals, in this case, were studied by many
authors; see, for example, [8], [15], [6], [34], [35], [36]. As before, using (1.3) and
its analog in (b) above, we see that π must be generic (or else, the global integrals are
trivial). These integrals yield (up to a controllable factor) the quotient of the partial
L-function LS(π × τ, s) by the following denominator. It is LS(τ, rG, 2s), by which
we mean LS(τ,∧2, 2s) (G odd orthogonal), or LS(τ, sym2, 2s) (G even orthogonal
or symplectic), or LS(τ,Asai, 2s) (G odd unitary); it is LS

(
τ, s + 1

2

)
LS(τ,∧2, 2s)

if π is on a metaplectic group, and finally, ifG is even unitary, the denominator is the
partial Asai L-function of τ at 2s, but in this case the numerator is LS(π × τγ−1, s),
where we twist τ by a character γ−1, which enters in the choice of the Weil repre-
sentation defining the Fourier–Jacobi coefficient in this case. We remark that in the
metaplectic case LS(π × τ, s) depends also on ψ . The descent method of Ginzburg,
Rallis and Soudry is derived when we analyze the existence of a pole at s = 1 for the
global integrals L(ϕπ , fτs ),L(ϕπ , φ, fτs ). The descent method allows us to give a
complete description of the image of the weak functorial lift from cuspidal generic
representations of GA to GLN(AE), to prove the existence and give a description of
endoscopic lifts to G (from generic cuspidal representations), to obtain a full local
Langlands reciprocity law for generic representations of SO2n+1 (joint work with
D. Jiang), and much more. I survey some of these applications in the next section.

The general case (G,G′ non-trivial) was considered mainly for orthogonal groups
in [9], where it is shown that the integrals L(ϕπ , fτs,ρ) yield the quotient

LS(π × τ, s)

LS
(
ρ × τ, s + 1

2

)
LS(τ, r, 2s)

,

where r = rG = ∧2 or sym2, depending on G. See also [4] for local analogs in case
m < m′.

In the third section, I report on the progress in a joint work with S. Rallis towards the
existence of a weak functorial lift of cuspidal (not necessarily generic) representations
of SOm(A) to GL2[m2 ](A).

2. The descent method and applications

We retain the notation from part c.2 of the previous section. So we have to assume
that π is (globally) generic. We assume for simplicity that if G is even (special)
orthogonal, then it is split. We also assume, as we may, that τ is unitary such that its
central character ωτ is trivial on the positive real numbers, embedded diagonally at
all archimedean primes in the Idele group. The material in Section 2.1–2.3 is part of
a long-term joint work with Ginzburg and Rallis [10]–[14], [34].
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2.1.

Theorem 2.1. LS(π × τ, s) is holomorphic for Re(s) > 1 except when n = 1, τ is
trivial, and π is on a metaplectic group; in this case the only such pole may occur at
s = 3

2 . If LS(π × τ, s) has a pole at s0 with Re(s0) = 1, then s0 = 1. In this case
LS(τ, rG, s) has a pole at s = 1, whenG is orthogonal, symplectic, or odd unitary; if
π is on a metaplectic group, then LS(τ,∧2, s) has a pole at s = 1 and L

(
τ, 1

2

) 
= 0.
Finally, if G is even unitary, then LS(τ̂ × γ,Asai, s) has a pole at s = 1.

This follows from the fact that the analysis of poles of the integrals L(ϕπ , fτs ),
L(ϕπ , φ, fτs ) reduces to that of the Eisenstein series E(h, fτs ) induced from τ .

In a similar way we get that if τ is the (standard) weak functorial lift of π , then τ
is self-conjugate, and its central character is trivial on A

∗ = A
∗
F , and the results of

Theorem 2.1 hold for τ . The reason for this is that LS(π × τ̂, s) has a pole at s = 1.
Moreover, for the residue of the global integrals at s = 1 to be non-trivial, the L2-
pairing between π and Span{Ress=1E

ψ−1,G( · , fτ̃sγ )|GA
} := σψ(τ) is non-trivial; in

case π is on a metaplectic group, then, in the definition of σψ(τ), we have to take
restrictions to G̃A. Here γ is trivial except when G is even unitary. Note also that
starting with τ , G (resp. G̃) is determined by n and the precise data about the pole at
s = 1 related to τ . We keep all this implicit in the notation σψ(τ). One of our main
theorems is

Theorem 2.2. Let τ be an irreducible, automorphic, cuspidal representation of
GLn(AE) such that ωτ is trivial on A

∗. Assume that the results of Theorem 2.1 about
the pole at s = 1 are satisfied for τ . Then σψ(τ) is a non-trivial, automorphic, cus-
pidal, multiplicity free representation of GA (respectively of G̃A if H is symplectic).
All irreducible summands of σψ(τ) are (ψ-)generic and lift at almost all finite places
to τ . Each such representation has a non-trivial L2-pairing with σψ(τ).

2.2. We call σψ(τ), for τ as in the last theorem, the descent of τ to G (resp. to G̃).
Theorem 2.2 describes the cuspidal part of the weak functorial lift from generic
cuspidal representations onG (resp. G̃) to GLn, without knowing that such a lift exists
in the sense that we know which cuspidal τ can occur in the image, and moreover,
we do construct in a direct manner for such τ irreducible, cuspidal, (ψ-)generic
representations which lift to τ ; these are the summands of σψ(τ).

When we analyze non-cuspidal τ on GLn(A) which may be obtained as a weak
lift from cuspidal generic representations of GA (resp. a metaplectic group), we get
that the central character of τ is trivial on A

∗, and, by successive applications of
Theorem 2.1, we get that, except in the metaplectic case, τ must have the form
τ = τ1 × · · · × τl , where the τi are pairwise inequivalent, irreducible, unitary, self-
conjugate automorphic representations of GLni (AE), cuspidal when ni > 1; each
one satisfying the results of Theorem 2.1 about the pole at s = 1. In the metaplectic

case τ may also have the form above, with an added “tail” of the form | · | 1
2 × | · |− 1

2 .
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Thus, for such τ , except in the last case, we form σψ(τ) as before by replacing the
residue of the Eisenstein series at s = 1, with the multi-residue at (1, . . . , 1) of the
Eisenstein series induced from τ1,s1 × · · · × τl,sl . We prove

Theorem 2.3. Let τ be an irreducible automorphic representation of GLn(AE) as in
the last paragraph (except the additional possibility in the metaplectic case). Then
σψ(τ) satisfies the conclusions of Theorem 2.2.

Again, the descent σψ(τ) of τ constructs cuspidal, generic representations of GA

(resp. G̃A) which lift to τ . Since all cuspidal, generic representations of GA do lift
to GLn(AE), by [2] (recall again that n and G are related) we get the description
of the image of this lift and that the descent is an explicit inverse map of this lift to
the set of near equivalence classes of irreducible, cuspidal, generic representations
of GA. Moreover, since each factor τi of τ , as above, satisfies the assumptions of
Theorem 2.2, it determines a corresponding groupGi (or G̃i) and a cuspidal, generic
representation on it, πi , which lifts to τi . Thus we establish the endoscopic lift from
cuspidal, generic representations onG1,A×· · ·×Gl,A to automorphic representations
onGA. In particular, if τ is non-cuspidal and in the image of the weak lift above, say,
lifted from π (cuspidal, generic), then π is in the image of an endoscopic lift which
can be described precisely.

Example. Let G = Sp2k or SO2k (split). In the first case n = 2k + 1, and in
the second case n = 2k. Let π be an irreducible, automorphic, cuspidal, generic
representation of GA. Assume that the lift τ of π to GLn(A) is non-cuspidal. Then
τ = τ1 × · · · × τl , as above. Assume, for simplicity, that all ωτi = 1. Then all partial
L-functions LS(τi, sym2, s) have a pole at s = 1. Let Gi = Sp2ki if ni = 2ki + 1
is odd, and Gi = SO2ki (split) if ni = 2ki is even; n = n1 + · · · + nl . Let πi be
an irreducible summand of the descent σψ(τi) to Gi . Then π is a weak (generalized
endoscopic) lift of π1 ⊗ · · · ⊗ πl from G1 × · · · ×Gl .

2.3. The descent has a local analog, which was developed in [11], [12] for the target
group G̃ = S̃p2k . We proved

Theorem 2.4. Let K be a local non-archimedean field of characteristic zero. Let
τ1, . . . , τl be pairwise inequivalent, irreducible, supercuspidal representations of
GL2k1(K), . . . ,GL2kl (K), respectively, such that each local L-function L(τi,∧2, s)

has a pole at s = 0. Let τ = τ1 × · · · × τl be the corresponding parabolic induction
to GL2k(K), where k = k1 + · · ·+ kl . Then there is a unique (up to isomorphism) ir-
reducible, supercuspidal, ψ-generic representation π of S̃p2k(K) such that the local
gamma factor γ (π × τ, s, ψ) has a pole of order l at s = 1. The representation π is
obtained by a local analogue, applied to τ , of the descent construction.

For the local analogue of the descent construction, we induce, as in the global
set-up, τ = τ1,s1 ×· · ·× τl,sl at the point s1 = · · · = sl = 1 from the Siegel parabolic
subgroupP toH = Sp4k(K), and we consider the corresponding Langlands quotient,
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call it eτ ; this is the analogue to the multi-residue at (1, . . . 1) of the Eisenstein series
in the global case. Then we apply to eτ a Jacquet module, analogous to the Fourier–
Jacobi coefficient, that we apply in the global case to the multi-residue of the Eisenstein
series.

2.4. The local descent from GL2k(K) to SO2k+1(K) yields powerful results, among
which are the local converse theorem for generic representations of SO2k+1(K), a full
local Langlands reciprocity law for generic representations of SO2k+1(K), a rigidity
property (strong multiplicity one, up to isomorphism) of irreducible, cuspidal generic
representations of SO2k+1(A), and more… . These are results of my joint work with
D. Jiang and can all be found in [23], [24]. I survey this work in this subsection.

Consider the representations τ and π as in Theorem 2.4. Using the local Howe
duality from S̃p2k(K) to SO2k+1(K), we lift π to an irreducible, supercuspidal,
generic representation σ of SO2k+1(K). It is unique, up to isomorphism, with the
property that the local gamma factor γ (σ × τ, s, ψ) has a pole of order l at s = 1.
Using the existence of the weak lift of [1] we prove

Theorem 2.5 (The local converse theorem). Let σ and σ ′ be two irreducible generic
representations of SO2k+1(K) such that, for all j < 2k and all irreducible generic
representations ρ of GLj (K),

γ (σ × ρ, s, ψ) = γ (σ ′ × ρ, s, ψ).

Then σ and σ ′ are isomorphic.

The idea is to reduce the proof to supercuspidal representations σ and σ ′, lift them
locally to GL2k(K), and use Henniart’s local converse theorem for GLn(K) [18] to
conclude that both representations lift to the same representation τ of GL2k(K). We
prove that τ has the form as in Theorem 2.4, and then we conclude that both gamma
factors of σ , twisted by τ , and of σ ′, twisted by τ , have a pole of order l at s = 1.
Using the uniqueness mentioned in the last paragraph, we conclude that σ and σ ′ are
isomorphic. As a result from this we prove

Theorem 2.6. There is a one-to-one correspondence t between the isomorphism
classes of irreducible, supercuspidal, generic representations of SO2k+1(K) and
the isomorphism classes of irreducible, generic representations of GL2k(K), as in
Theorem 2.4, such that if τ = t (σ ), then for all irreducible generic representations ρ
of GLj (K), j > 0,

γ (σ × ρ, s, ψ) = γ (τ × ρ, s, ψ),

L(σ × ρ, s) = L(τ × ρ, s).
(2.1)

See [2] for partial results for the other groupsG. Let us outline some applications.

Theorem 2.7 (Rigidity theorem). Let σ and σ ′ be two irreducible, automorphic,
cuspidal, generic representations of SO2k+1(A) which are isomorphic, at almost all
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unramified places. Then σ and σ ′ are isomorphic. In particular, the weak lift from
cuspidal, generic representations of SO2k+1(A) to GL2k(A) is injective.

The point is that, by the strong multiplicity one theorem of Jacquet and Shalika
[21] for GLn, we know that both σ and σ ′ lift, following [1], to the same automorphic
representation τ on GL2k(A). Now it follows from [1], p. 26, that all twisted local
gamma factors of our two representations are the same at all finite places and hence,
by Theorem 2.6, they are isomorphic at all finite places. Since the local lift is already
prescribed at the archimedean places, σ and σ ′ are isomorphic at all places. From
Theorem 2.6 we derive

Theorem 2.8. Let τ be in the domain of the descent map σψ from GL2k to SO2k+1.
Then σψ(τ) is irreducible.

This follows from the fact that σψ(τ) is multiplicity free and all its summands are
cuspidal, generic and nearly equivalent, and hence by the rigidity theorem they are
all isomorphic and we conclude that σψ(τ) is irreducible.

Let us return to Theorem 2.5. Using the local Langlands reciprocity law for
GLn(K) proved by Harris–Taylor [17] and Henniart [19], and a theorem of Henniart
on the compatibility of the exterior square local L and ε-factors for GLn(K) with
their corresponding local exterior square Artin factors [20], we obtain

Theorem 2.9. There exists a unique bijection, preserving twisted ε-factors, between
the conjugacy classes of 2k-dimensional admissible, absolutely irreducible, multiplic-
ity free symplectic representations of the Weil group WK of K and the isomorphism
classes of irreducible, supercuspidal, generic representations of SO2k+1(K).

In [24] we extend Theorem 2.8 to a full local Langlands reciprocity law, using
Muić’s description of all generic representations of SO2k+1(K) [30].

Theorem 2.10. For each local Langlands parameter ϕ of SO2k+1(K) (i.e. a conju-
gacy class of admissible homomorphisms from WK × SL2(C) to Sp2k(C)), there is
a unique, up to isomorphism, irreducible representation σ(ϕ) of SO2k+1(K) which
is the Langlands subquotient of a parabolic induction of the form �(ϕ) = δ(�1) ×
· · ·× δ(�f )�σ (t), where σ (t) is tempered generic (on appropriate SO2k′+1(K)) and
δ(�i) is an essentially square integrable representation of GLni (K) associated to an
imbalanced segment �i (in the sense of [37]). The map ϕ �→ σ(ϕ) preserves local
twisted L and ε-factors. Moreover, σ(ϕ) is generic if and only if�(ϕ) is irreducible.

As a corollary, we get that, for each tempered local Langlands parameter ϕ for
SO2k+1(K), the representation σ(ϕ) is generic; it will eventually be “the generic
member of the tempered local L-packet

∏
(ϕ)”. This is the case of SO2k+1 of a

conjecture of Shahidi [33]. We also get, as another corollary, a conjecture of Gross–
Prasad [16] and of Rallis [27] for SO2k+1(K).

Theorem 2.11. With notation as above, σ(ϕ) is generic if and only if the local adjoint
L-function L(AdSp2k

�ϕ, s) is regular at s = 1.
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Finally, we get the following applications to automorphic representations.

Theorem 2.12. 1. Let τ be an irreducible, automorphic, cuspidal representation of
GL2k(A) such that L(τ,∧2, s) has a pole at s = 1. Then the local components τν are
symplectic at all places ν.

2. The weak lift from irreducible, automorphic, cuspidal, generic representations
of SO2k+1(A) to automorphic representations of GL2k(A) is compatible with the
local Langlands functorial lift at all places.

3. L-functions for orthogonal groups; non-generic representations

In this section I report on a joint work in progress with S. Rallis towards establishing
the existence of a weak functorial lift from irreducible, automorphic, cuspidal repre-
sentations on a split special orthogonal group, Gm = SOm (regarded over F ) in m
variables, to GL2[m2 ].

Letπ be an irreducible, automorphic, cuspidal representation ofGm(A). Consider

the Fourier coefficients of Gelfand–Graev type of the form ϕ
ψ,G′

i
π as in Section 1.a,

whereG′
i = Gm−2i−1 andϕπ varies in the space ofπ . These generate, upon restriction

to G′
i (A), a space of automorphic functions on G′

i (A), which is invariant to right

translations by G′
i (A); denote this space by πψ,G

′
i . Note that the last space is non-

trivial for i = 0, and if it is non-trivial for i = [
m−1

2

]
, then π is generic. Otherwise

let i1 be the largest index such that πψ,G
′
i1 is non-trivial. We prove that πψ,G

′
i1

is cuspidal on G′
i1
(A). Choose an irreducible, cuspidal summand of πψ,G

′
i1 and

let ρ0 be its conjugate representation. Then the G′
i1
(A)-invariant bilinear pairing

bπ,ρ0(ϕπ , ϕρ0) in (1.3) is non-trivial. We may consider the integrals of the form (1.2),

∫
Gm−1(F )\Gm−1(A)

ϕπ (g)E(g, fs1,...,si1 ;ρ0) dg, (3.1)

where E(g, fs1,...,si1 ;ρ0) is an Eisenstein series on Gm−1(A) corresponding to the
parabolic induction from | · |s1 ⊗· · ·⊗| · |si1 ⊗ρ0 on the parabolic subgroupP1 whose
Levi part is isomorphic to GLi11 ×Gm−2i1−1. (The difference from (1.2) is that the
cuspidal representation τ on GLi1 is replaced by the Eisenstein series induced from the
Borel subgroup and its character | · |s1 ⊗· · ·⊗| · |si1 .) The methods of [9] apply here, as
well, and (3.1) is non-trivial and meromorphic. Let us choose and fix s1, . . . , si1 purely

imaginary such that (3.1) is non-trivial and IndGm−1(A)

P1(A)
| · |s1 ⊗· · ·⊗ | · |si1 ⊗ρ0 is in

general position. Denote by ρ the automorphic representation ofGm−1(A) generated
by the Eisenstein series corresponding to this induced representation. Denote

bπ,ρ(ϕπ , ξρ) =
∫
Gm−1(F )\Gm−1(A)

ϕπ (g)ξρ(g) dg, (3.2)
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where ξρ is in the space of ρ. Let τ be an irreducible, automorphic, cuspidal repre-
sentation of GLn(A). We consider the integrals (1.1) L(ϕπ , fτs,ρ), even when i1 > 0,
in which case ρ is not cuspidal. The methods of [9] still apply, and so we have, for
Re(s) � 0, the following “Eulerian” expression

L(ϕπ , fτs,ρ) =
∫
Gm−1(A)\Gm(A)

∫
U ′

A

bπ,ρ(π(g)ϕπ , fτs,ρ(ug))ψU ′(u) dudg, (3.3)

where U ′ is a certain F -unipotent subgroup and ψU ′ is a certain character of U ′(A),
trivial on U ′(F ). We can find data such that

L(ϕπ , fτs,ρ) = LS∞(ϕπ , fτs,ρ)
LZ(π × τ, s)

LZ
(
ρ × τ, s + 1

2

)
LZ(τ, r, 2s)

, (3.4)

where Z is any finite set of places, including those at infinity, outside which π , ρ0, τ
are all unramified; r = ∧2 (resp. sym2) if m is odd (resp. m is even). We denote by
S∞ the set of archimedean primes. LS∞(ϕπ , fτs,ρ) is the integral, as in the right-hand
side of (3.3), where we replace A by AS∞ ; it can be chosen to be holomorphic and
non-zero at any given point s0. Fix a finite set of finite places S such that π, ρ0 are
unramified outside S∞ ∪ S.

Let τ belong to the twisting set T (S, χ) of the converse theorem [3], i.e. χ is a
character of F ∗\A

∗ such that at the places ν of S, χν is highly ramified, and τν is χν
times an unramified representation.

Let us define now the (standard) local factors L(πν × τν, s) and γ (πν × τν, s, ψν)
at all places. Let Sτ be a finite set of finite places disjoint from S such that τ is
unramified outside S′ = S∞ ∪ S ∪ Sτ . The definition of the local factors is clear
outside S′ via the unramified parameters. At the places of Sτ the definition is by
multiplicativity of the local factors in the first variable π which is unramified, where
for a characterμ the local factors forμ×τ are the ones for GLn. At the places of S we
define L(πν × τν, s) = 1, and we define the local gamma factor by multiplicativity in
the second variable τ which is induced from the Borel subgroup, and for a characterμ
we define γ (πν×μ, s, ψν) by the doubling method [31], [28]. Finally, atS∞ we define
the local factors through the Langlands classification. We have similar definitions of
local factors for ρ×τ . Denote by T0(S, χ) the subset of elements τ of T (S, χ)which
are unitary, with central character, which is trivial on the positive real numbers and
diagonally embedded inside A

∗
S∞ . We prove:

Theorem 3.1. For τ ∈ T0(S, χ), LS∞(π × τ, s) is holomorphic for Re(s) ≥ 1
2 .

Indeed, taking the (highly ramified at S) character χ as in [1], p. 12, we get that τ
is not self-dual, and we conclude as in loc. cit. that L(ϕπ , fτs,ρ) is holomorphic for
Re(s) ≥ 1

2 . As in (3.4) we obtain that

LS′(ϕπ , fτs,ρ)
LS

′
(π × τ, s)

LS
′(
ρ × τ, s + 1

2

)
LS

′
(τ, r, 2s)
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is holomorphic for Re(s) ≥ 1
2 . Here LS′ is as in the right-hand side of (3.3), with A

replaced by AS′ . Next we can find data such that

LS′(ϕπ , fτs,ρ) = LS∞∪S(ϕπ , fτs,ρ)
∏
ν∈Sτ

L(πν × τν, s)

L
(
ρν × τν, s + 1

2

)
L(τν, r, 2s)

. (3.5)

Finally we can find data such that LS∞∪S(ϕπ , fτs,ρ) = LS∞(ϕπ , fτs,ρ). Thus,
LS∞ (π×τ,s)

LS∞ (ρ×τ,s+ 1
2 )L

S∞ (τ,r,2s) is holomorphic, for Re(s) ≥ 1
2 . Since LS∞(τ, r, 2s) is

holomorphic for Re(2s) ≥ 1, we conclude that LS∞ (π×τ,s)
LS∞ (ρ×τ,s+ 1

2 )
is holomorphic for

Re(s) ≥ 1
2 . By induction on m, LS∞(ρ × τ, s + 1

2 ) is holomorphic for Re(s) ≥ 1
2 ,

and hence so is LS∞(π × τ, s). Note that S can be enlarged so that the process
above can be repeated for a finite sequence π, ρ0, ρ1, . . . , ρl of irreducible cuspidal
representations ofGm(A),Gm−2i1−1(A),Gm−2(i1+i2)−2(A), . . . such that they are all
unramified outside S∞ ∪S and ρi appears in the space of Gelfand–Graev coefficients
of ρi−1. The basic case of induction is when π is generic, and then the theorem is
known by [1].

Let M be the intertwining operator corresponding to a Weyl element of H =
G2n+m−1, which flips X+

n and X−
n . Then we have a functional equation

L(ϕπ , fτs,ρ) = L(ϕπ ,M(fτs,ρ)),

which unfolds to

LS∞∪S(ϕπ , fτs,ρ)
∏
ν∈Sτ

Lν(ϕπ , fτs,ρ)L
S′
(π × τ, s)

= L̃S∞∪S(ϕπ ,MS∞∪S(fτs,ρ))
∏
ν∈Sτ

L̃ν(ϕπ ,Mν(fτs,ρ)) (3.6)

· L
S′(
ρ × τ, s − 1

2

)
LS

′
(τ, r, 2s − 1)

LS
′(
ρ × τ̂, 3

2 − s
)
LS

′
(τ̂, r, 2 − 2s)

LS
′
(π × τ̂, 1 − s),

where at the places ν ∈ Sτ , Lν are local analogs of the right-hand side of (3.3) and
L̃ν are obtained from these after a slight modification. Here we use the uniqueness
theorem of [25]; for unramified representationsπν , ρν the space HomGm−1(Fν)(πν, ρ̂ν)

is one-dimensional. Recall that πν and ρν are unramified for ν ∈ Sτ . Using this result
again, we also prove a local functional equation and compute the proportionality factor
at the places of Sτ .

Theorem 3.2. For ν ∈ Sτ we have

γ (πν × τν, s, ψν)

γ
(
ρν × τν, s − 1

2 , ψν
)
γ (τν, r, 2s − 1, ψν)

Lν(ϕπ , fτs,ρ) = L̃ν(ϕπ ,Mν(fτs,ρ)).

(3.7)
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Note that all the local gamma factors in the left-hand side of (3.7) are well defined.
We can also prove (3.7) for the places of S, but we prove it as an identity for each
local pairing bν ∈ HomGm−1(Fν)(πν ⊗ρν, 1), and local integrals Lν , and L̃ν , defined
using this pairing bν . The point is that at S the representation τ is induced from the
Borel subgroup, and we have a way to factorize the local integrals, “one GL1-twist at
a time”, and then relate the local integrals above for Gm × GL1 to the local integrals
arising in the doubling method. Thus we get

∏
ν∈S

γ (πν × τν, s, ψν)

γ
(
ρν × τν, s − 1

2 , ψν
)
γ (τν, r, 2s − 1, ψν)

LS∞∪S(ϕπ , fτs,ρ)

= L∼
S∞∪S(ϕπ ,MS(fτs,ρ)).

(3.8)

Here L∼ refers to the modification ∼ taking place only at S. Note again that all local
gamma factors which appear in the left-hand side of (3.8) are well defined. The formal
steps of the proof of (3.8) carry on for S∞ as well. They yield, in the left-hand side
of (3.8), the product over all of S∞ ∪ S, where, in the case of S∞, the local factors
are the corresponding Artin local gamma factors, and in the right-hand side of (3.8)
we have to replace MS by MS∞∪S and L∼

S∞∪S by L̃S∞∪S . However, there are fine
details which need to be taken care of in order to justify the formal steps of the proof;
this has to do with analytic continuation (in general) of the local integrals. Let us
assume that (3.8) is valid, with S∞ ∪ S replacing S, as we just explained, so that we
can continue and point out what we have at present, and what is still missing towards
a proof of existence of a weak functorial lift from SOm (split) to GL2 [m]

2
. With this

assumption, (3.6)–(3.8) imply that

L(π × τ, s) = ε(π × τ, s)L(π × τ̂, 1 − s)
L(τ, r, 2s − 1)

ε(τ, r, 2s − 1)L(τ̂, r, 2 − 2s)

· L
(
ρ × τ, s − 1

2

)
ε
(
ρ × τ, s − 1

2

)
L

(
ρ × τ̂, 3

2 − s
) .

(3.9)

By the functional equation for L(τ, r, s), the first quotient in the right-hand side
of (3.9) is 1. By induction on m, the second quotient is also 1, the basic case being
that where ρ is generic (or just take the trivial cases m = 0, 1). This will prove

Theorem 3.3. Let τ ∈ T (S, χ) (notation as above). Assume that (3.8) is valid , with
S∞ ∪ S replacing S (as explained above). Then

L(π × τ, s) = ε(π × τ, s)L(π × τ̂, 1 − s). (3.10)

As in [1], define an irreducible representation� = ⊗�ν of GL2[m2 ](A) as follows.
For ν /∈ S∞ ∪ S, �ν is the unramified representation (of GL2[m2 ](Fν)) obtained from
πν by the local unramified functorial lift. Similarly, for ν ∈ S∞, �ν is obtained
from πν via the Langlands classification. For ν ∈ S choose any irreducible, generic,
self-dual representation �ν of GL2[m2 ](Fν) which has a trivial central character. In
particular, � has a trivial central character.
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Theorem 3.4. Assume that χ is highly ramified at S (depending on π only). Then,
for all places ν,

L(�ν × τν, s) = L(πν × τν, s), (3.11)

γ (�ν × τν, s, ψν) = γ (πν × τν, s, ψν), (3.12)

Similar identities apply to τ̂ .

By construction, (3.11) and (3.12) are clear for all ν outside S. For ν ∈ S,
since χν is highly ramified, both sides of (3.11) are 1. As for (3.12), let us write τν as
the representation, induced from the Borel subgroup and a character μ1,νχν ⊗ · · · ⊗
μn,νχν , where μ1,ν, . . . , μn,ν are unramified. Then we need to prove

n∏
i=1

γ (�ν × μi,νχν, s, ψν) =
n∏
i=1

γ (πν × μi,νχν, s, ψν).

For this it is enough to prove

γ (�ν × χν, s, ψν) = γ (πν × χν, s, ψν). (3.13)

Recall again that the right-hand side of (3.13) is defined via the doubling method.
Both sides of (3.13) are stable for sufficiently ramified χν . See [22] for the stability
of the left-hand side, and [32] for the stability of the right-hand side. Thus we may
replaceπν and�ν with a pair of unramified representations, which correspond without
changing their local gamma factors (twisted by χν). This proves (3.13).

The main property which is missing at this stage is the holomorphicity of the
full L-function L(π × τ, s) for Re(s) ≥ 1

2 . Recall from Theorem 3.1 that we know
that LS∞(π × τ, s) is holomorphic for Re(s) ≥ 1

2 , when τ ∈ T0(S, χ). Assume,
for example, that π is tempered at S∞. Then

∏
ν∈S∞ L(πν × τν, s) is holomorphic

for Re(s) ≥ 1
2 , and hence so is L(π × τ, s). In such a case Theorem 3.3 (where

we assumed that (3.8) is valid for S∞ ∪ S as well) will imply that L(π × τ, s) is
entire. Once we have this, we see that by Theorem 2 in [5], L(π × τ, s) is an entire
function of finite order, and we can conclude that it is bounded in vertical strips (and
similarly for τ̂ ). Then we can apply the converse theorem and obtain an automorphic
representation of GL2[m2 ](A)which is isomorphic to� at all places outside S. Finally,
let us mention that the ideas of the descent method can be applied here as well, and
moreover, cuspidal representations on any orthogonal group (split or otherwise) can
be considered along similar lines. These topics are the subject of current work in
progress, which we hope to report on in future times.
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Representation theory and the cohomology of arithmetic
groups

Birgit Speh∗

Abstract. Let G be a semisimple Lie group with finitely many connected components and Lie
algebra g, K a maximal compact subgroup of G, and X = G/K a symmetric space. A torsion
free discrete subgroup � of G and a finite dimensional real or complex linear representation
(ρ,E) of G define a locally symmetric space X� = �\G/K with a local system Ẽ. Then
H ∗(�,E) = H ∗(�\X, Ẽ) is isomorphic to H ∗(g,K,C∞(�\G) ⊗ E). If � is an arithmetic
group, thenH ∗(g,K,C∞(�\G)⊗E) is isomorphic to the (g,K)-cohomology with coefficients
in A(�\G)⊗E where A(�\G) is the space of automorphic forms. Using representation theory
and the theory of automorphic forms a large amount of information about H ∗(�,E) can be
deduced.

Mathematics Subject Classification (2000). Primary 22E40; Secondary 22E46.

Keywords. Cohomology, arithmetic groups, unitary representations, reductive Lie groups.

1. Introduction

Let G be a semi-simple simply connected algebraic group over Q, K be a maximal
compact subgroup of its real points G = G(R) and X = G/K the global symmetric
space. Assume that � ⊂ G(Q) is a torsion-free congruence subgroup. Then S(�) =
�\X is a manifold with finite volume under the G-invariant metric and volume form
on X = G/K .

Suppose that H is a Q-rational reductive subgroup with real points H such that
K ∩H = KH is maximal compact in H . Then the inclusion

XH := H/KH → X

induces a map

j : � ∩H\XH −→ �\X.
We assume from now on that �\X and SH (�) := � ∩H\XH are not compact.

Let [φ] be an element in the i-th cohomology with compact support
Hi
c (S(�),C) represented by a closed compactly supported i-form φ and that i + k =
∗The author is supported by NSF grant A78-8332-6820.
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dim(XH ). Then [φ] determines a map

(φ, SH ) : Hk(S(�),C) → C,

[ω] �→
∫
�∩H\XH

φ ∧ j∗ω.

We call this map the modular symbol attached to ([φ], SH ). If we can find [ω] ∈
H ∗(S(�),C) such that ([φ], H)([ω]) �= 0 then ([φ], SH ) is a nontrivial modular
symbol. If S(�) is oriented we use Poincaré duality and identify ([φ], SH ) with an
element in H ∗

c (S(�),C).
On the other hand if [ψ] ∈ Hi(� ∩H\XH,C) and i + k = dim(XH ) the map

([ψ], SH ) : Hk
c (�\X,C) → C,

[ω] �→
∫
�∩H\XH

ψ ∧ j∗ω

can be identified with an element inH ∗(�\X,C)which we also call a modular symbol
attached to ([ψ], SH ). If the degree of ψ is 0 then we say that the fundamental class
[SH (�)] is a modular symbol in H dimX−dimXH (S(�),C).

The Hecke algebra acts on H ∗(S(�),C) and on H ∗
c (S(�),C) and one may con-

sider the span of Hecke translates of the modular symbols ([ψ], SH ) and in particular
[SH (�)], where H ranges over all groups H . It is unknown, how much of the co-
homology of S(�) may be captured by nonzero modular symbols and their Hecke
translates.

The cohomology H ∗(�\X,C) of the locally symmetric space �\X can be iden-
tified with the (g,K)-cohomology of the G-module A(�\G) of automorphic func-
tions on �\G. Thus it is determined by representation theoretic and arithmetic data.
Understanding the relationship between nontrivial modular symbols attached to a
subgroup H and the subrepresentations of A(�\G) gives important arithmetic in-
formation, since many of the integrals

∫
�∩H\XH ψ ∧ j∗ω are period integrals or are

related to special values of L-functions. This is discussed in [7], [11], [12], [4] and
the recent work of S. Kudla [8].

For some compact locally symmetric spaces Kudla and Millson [9], by Clozel
and Venkataranama [4] and by Tong and Wang [19], have obtained results relating
some special [SH (�)] to cohomology classes defined by automorphic representations.
I will discuss here some connections between cohomology classes defined using
automorphic representations and nontrivial modular symbols for noncompact locally
symmetric spaces.

2. The cohomology H ∗(S(�), C) and automorphic representations

We denote the Lie algebra by gothic letters and write g = k + p for the Cartan de-
composition of the Lie algebra g. The complex of the differential forms on S(�) is
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isomorphic to
HomK(∧∗g/k, C∞(�\G))

(see [3]). Here consider C∞(�\G) as a left g-module and

df (x0, . . . xq) =
∑
i

xif (x0, . . . , x̂i , . . . xq)

+
∑
i<j

(−1)i+j f ([xi, xj ], x0, . . . , x̂i , . . . , x̂j , . . . , xq).

We denote its cohomology by H ∗(S(�),C) = H ∗(g,K,C∞(�\G)). Similarly we
define for an admissible representation π ofG the (g,K)-cohomologyH ∗(g,K, π).

We denote the space of automorphic functions on �\G by A(�\G). An ad-
missible (g,K)-module, which is isomorphic to a subrepresentation of A(�\G), is
called an automorphic representation. The space of square integrable automorphic
functions is a direct sum of Ares(�\G), the space of residual automorphic func-
tions and Acusp(�\G), the space of the cuspidal automorphic functions [10]. An
irreducible unitary (g,K)-submodule of Ares(�\G), respectively of Acusp(�\G) is
called a residual, respectively cuspidal (g,K)-module.

As a (g,K)-module
Acusp(�\G) = ⊕

U∈Ĝum(�,U)U.

Here Ĝu denotes the set of all unitary irreducible (g,K)-modules and

m(�,U) = dim Homg,K(U,Acusp(�\G)).
A result by A. Borel [2] states that if π is a cuspidal (g,K)-module then

H ∗(g,K, π) ↪→ H ∗(g,K,C∞(�\G)) = H ∗(S(�),C). (1)

In particular, if S(�) is compact, then

Acusp(�\G) = A(�\G)
and hence

H ∗(S(�),C) = H ∗
c (S(�),C) = ⊕

U∈Ĝum(�,U)H
∗(g,K,U).

See [3] for details.
If �\G and hence S(�) are not compact a result of Franke [5] shows that

H ∗(S(�),C) = H ∗(g,K,A(�\G)).
In contrast to (1)

H ∗(g,K,Ares(�\G)) �↪→ H ∗(g,K,C∞(�\G))
as the following example illustrates.
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The trivial representation I of G is an automorphic representation satisfying
H ∗(g,K, I) �= 0. Let Gu be the compact subgroup of G(C) with Lie algebra
k ⊕ ip and write X̂ = Gu/K for the compact dual of X. We identify H ∗(X̂) with
H ∗(g,K, I). The Borel map j from the cohomology H ∗(X̂) into the cohomology
H ∗(S(�),C) is defined by the inclusion of the constant functions C in the space
A(�\G). The classes in the image ofH ∗(g,K, I) inH ∗(S(�),C) are represented by
invariant differential forms. IfD is the dimension of S(�) then dimHD(g,K, I) = 1.
On the other hand HD(S(�),C) = 0 since S(�) is not compact.

The kernel of the Borel map j : H ∗(g,K, I) → H ∗(S(�),C) is determined in [6].
According to Parthasaraty, Kumaresan and Vogan–Zuckerman the irreducible uni-

tary representations π with H ∗(g,K, π) �= 0 are classified as follows: let h = t ⊕ a

be a θ -stable fundamental Cartan subalgebra and qC = lC ⊕ nC a θ -stable parabolic
subgroup of g⊗C containing h⊗C.Then lC, l andL are the centralizers of an element
X ∈ it in gC, g and G respectively. Associated to q is an irreducible unitary (g,K)-

modules Aq and an irreducible finite dimensional representation V (q) ⊂ ∧dim(p∩n)p

of K so that

H dim(p∩n)(g,KAq) ∼= Hom(V (q), Aq) ∼= C,

and we obtain forms representing all other nontrivial cohomology classes as the
wedge product of 0 �= ωq ∈ Hom(V (q), Aq) with forms representing classes in
H ∗(l, L ∩ K, I). Every irreducible unitary representation with nontrivial (g,K)-
cohomology is isomorphic to a representation Aq.

Suppose that P is a rational parabolic subgroup and that Aq is the Langlands
quotient of I (P (R), π, ν). Assume furthermore that there is a map

Eres : I (P (R), π, ν) → Ares(�\G)

which defines a (g,K)-map J : Aq ↪→ Ares(�\G) into the residual spectrum. It
extends to a map

J ∗ : HomK(∧∗p,Aq) → HomK(∧∗p,Ares(�\G)).

One can show that [J ∗(ωq] �= 0.
I expect the following generalization of Franke’s result to hold.

Conjecture. Let [ωL] ∈ H ∗(l,K ∩ L, I) be in the kernel of the Borel map for L.
Then

[J ∗(ωq ∧ ωL)] = 0.

The contribution toH ∗(S(�),C) by representations with nontrivial (g,K)-coho-
mology which are induced from parabolic subgroups and which are embedded via
Eisenstein series into A(�\G) has been considered by G. Harder and J. Schwer-
mer [15].
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3. Locally symmetric spaces in the adelic language

Let A be the adeles of Q and Af the finite adeles. For a linear algebraic semi-simple
simply connected group G defined over Q we define G(A), G(Q), G(Af ) and a
compact group

KA = K∞
∏
p

G(Op) = K∞KAf ,

where K∞ is the maximal compact subgroup of G = G(R). We have a locally
symmetric space

S(KAf ) = G(Q)\X × G(Af )/KAf .

For each subgroup K ′
Af

⊂ KAf of finite index we also define a locally symmetric

space S(K ′
A) = G(Q)\X × G(Af )/K

′
Af

. If K ′
f is sufficiently small then

S(K ′
f ) =

h⋃
i=1

�i\X

is a finite disjoint union of locally symmetric spaces �i\X, where the �i ⊂ G(Q) are
congruence subgroups. Furthermore

H ∗(S(K ′
f ),C)

∼= H ∗(g,K∞,A(G(Q)\G(A))K
′
f .

We give G(Af ) the topology induced by the topology of Af and define XA :=
X × G(Af ). Then XA with the product topology is the adelic symmetric space
attached to G. The group G(Q) of Q-rational points of G acts by left translation
freely and discontinuously on XA. The space G(Q)\XA =: SG with the quotient
topology is called the adelic locally symmetric space attached to G.

Let C̃ be a locally constant sheaf SG. By H ∗(SG, C̃) we denote the smooth sheaf
cohomology of SG with coefficients C̃. The group G(Af ) acts by right translation
on SG and Hj(SG, C̃) is a smooth G(Af )-module, i.e. if Kf runs in the set of com-
pact open subgroups of G(Af ) and if Hj(SG, C̃)

Kf denotes the Kf -invariants in
Hj(SG, C̃) then ⋃

Kf

Hj (SG, C̃)
Kf = Hj(SG, C̃).

Moreover
Hj(SG, C̃)

Kf = Hj(SG/Kf , C̃)

where SG/Kf = S(Kf ) is the topological quotient of SG by the Kf -action, and
Hj(SG/Kf , C̃) is the sheaf-cohomology of SG/Kf with coefficients in the sheaf C̃.

A finite dimensional representation ρ : G → End(V ) of G defines a locally con-
stant sheaf Ṽ on SG and we have similar formulas for the sheaf Ṽ .
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4. Modular symbols and automorphic representations

Consider first the trivial representation I which is in the residual spectrum of
A(G(Q)\G(A)).

For a subgroup H define the compact dual X̂H of XH analogously. One has an
embedding of X̂H in X̂, and the fundamental class of [X̂H ] is a cohomology class in
H ∗(X̂).

Put �0 = G(Q) ∩ ∏
p G(Op) and let H0 to be the space of complex valued

compactly supported Kf = ∏
p G(Op)-bi-invariant functions on the finite adelic

groupG(Af ). This is the Hecke algebra corresponding toKf under convolutions and
acts on the cohomology group H ∗(S(�0),C) = H ∗(SG, C̃)Kf .

Theorem ([17]). Suppose that G is a simply connected group which has no
R-anisotropic factors defined over Q. Then, the class j ([X̂H ]) is a linear combination
of Hecke translates of the generalized modular symbol [SH (�′)] ∈ H ∗(S(�′),C) for
some congruence subgroup �′ of �0.

In particular, if j ([X̂H ]) �= 0, then the modular symbol [SH (�′)] does not vanish.

Since the kernel of the Borel map j has been determined in [6], this result is used
to exhibit many modular symbols in [17] related to the trivial representation.

We now consider representations with nontrivial (g,K)-cohomology which are
induced from parabolic subgroups and which are considered as subrepresentations of
A(G(Q)\G(A)) via Eisenstein series. Let P ⊃ B be a standard parabolic subgroup
of G with standard Levi part LP . Let x0 = K e ∈ X. The orbit of x0 under LP (A) in
the globally symmetric spaceXA is isomorphic to LP (R)/(LP (R)∩K))×LP (Af ).
We have a symmetric space LP (R)/(LP (R) ∩K) and

S
�
LP

:= LP (Q)\LP (R)/(LP (R) ∩K))× LP (Af )

is a locally symmetric space and we have a continuous injection S�LP ↪→ SG, which

identifies it with a closed subspace of SG.We call S�LP the modular manifold attached
to P.

In [14] we consider the covering space SP := P (Q)\XA. One can see that

H ∗(SP ,C) = H ∗(P (Q), C∞(G(Af ),C)).

Using the Steinberg representation we define the Poincaré dual H ∗
c (SP ,C). In [13]

we attach to a class [φ] ∈ Hj
c (SP ,C) a class

corP ([φ]) ∈ Hj
c (SG, Ṽ ).

The classes are in a sense the Poincaré dual to Eisenstein classes defined by embed-
dings of representations induced from P (A) into the space of automorphic functions
[15]. In [14] we obtain formulas for a restriction map resc of the classes corP ([φ])
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to H ∗(S�LP ,C), thus obtaining modular symbols. As a special case we prove that the

fundamental class [S�LP ] defines a nontrivial modular symbol generalizing a result by
Ash and Borel [1].

ForG = Gl(2n,R) there is a unique unitary irreducible representation J (n) with

Hn(n+1)/2(g,K, J (n)) �= 0

and
Hj(g,K, J (n)) = 0 for j < n(n+ 1)/2.

By Poincaré duality H(n+1)(3n−2)/2(g,K, J (n)) �= 0.
If � is a small congruence subgroup the residues of Eisenstein series define an

embedding
E : J (n) → Ares(�\G)

in the residual spectrum and a nonzero class inHn(n+1)/2(S(�),C) [16]. By Poincaré
duality we have a nonzero class inH(n+1)(3n−2)/2

c (S(�),C)which can be represented
by a pseudo Eisenstein form ωsp [13].

Now let H = Sp(n,R) ⊂ Gl(2n,R) be defined by the skew symmetric form(
0 I−I 0

)
. The work of Jacquet and Rallis implies that J (n) admits an H -invariant

linear functional and no other irreducible unitary infinite dimensional representation
with nontrivial (g,K)-cohomology admits an H -invariant linear functional.

Proposition. Suppose that n = 2. If � is a sufficiently small congruence subgroup,
then

∫
SH (�)

ωsp �= 0 and so the modular symbol [SH (�)] is not zero.

Suppose that n > 2. Then the Oda restriction of [ωsp] to S(�) is zero.

5. A conjecture

These examples support the conjecture that understanding the automorphic representa-
tions with nontrivial (g,K)-cohomology asH - modules and their (h,KH )-quotients,
respectively subrepresentations, is crucial to understanding their relationship to mod-
ular symbols. In general the restriction of π to h is not a direct sum of unitary
irreducible (h,KH )-modules and so we have to consider its irreducible quotients.

Suppose that j : H ↪→ G is a subgroup, π an irreducible unitary automorphic
representation with H ∗(g,K, π) �= 0. Let 0 �= [ω] ∈ H ∗(g,K, π). Assume also
that there exists an irreducible (h,KH )-module πH and Q ∈ HomH (π, πH ) and
0 �= [Q∗ω] ∈ H ∗(h,K ∩H,πH ).

Let
E : π ↪→ Ares(�\G)⊕ Acusp(�\G)

be an embedding.

Conjecture. Suppose that [E∗(ω)] �= 0. For sufficiently small congruence sub-
group �′ the Oda restriction of [E∗ω] to H ∗(SH (�′),C) is non trivial.
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By duality we have a map

Ec : H ∗
c (S(�),C) → H ∗(g,K, π).

Suppose again that 0 �= [Q∗ω] ∈ H ∗(h,K ∩H,πH ).
Conjecture. Suppose that [Q∗E∗

c ω] �= 0. Then for sufficiently small � there exists
a “restriction” map

resc : H ∗(S(�),C) → H ∗
c (SH (�

′),C)

so that resc[ω] �= 0.

If the restriction of π to h is a direct sum of unitary irreducible representations,
the first conjecture is true.

References

[1] Ash, A., Borel, A., Generalized modular symbols. In Cohomology of arithmetic groups and
automorphic forms, Lecture Notes in Math. 1447, Springer-Verlag, Berlin 1990, 57–75.

[2] Borel, A., Stable real cohomology of arithmetic groups II. In Manifolds and Lie groups,
Progr. Math. 14, Birkhäuser, Boston, MA, 1981, 21–55.

[3] Borel, A., Wallach, N., Continuous Cohomologuy, Discrete Subgroups, and Representa-
tions of Reductive Groups. Ann. of Math. Stud. 94, Princeton University Press, Princeton,
NJ, 1980.

[4] Clozel, L., Venkataramana, T. N., Restriction of the cohomology of a Shimura variety to a
smaller Shimura variety. Duke Math. J. 95 (1) (1998), 51–106.

[5] Franke, J., Harmonic analysis in weighted L2-spaces. Ann. Sci. École Norm. Sup. (4) 31
(2) (1998), 181–279.

[6] Franke, J., A Topological Model for Some Summand of the Eisenstein Cohomology of
Congruence Subgroups. Preprint, Bielefeld University, 1991.

[7] Harder, G., General aspects in the theory of modular symbols. In Séminaire de théorie des
nombres (Paris 1981–82), Progr. Math. 38, Birkhäuser, Boston, MA, 1983, 72–88.

[8] Kudla, S., Derivatives of Eisenstein series and arithmetic geometry. In Proceedings of
the International Congress of Mathematicians (Beijing, 2002), Vol. II, Higher Ed. Press,
Beijing 2002, 173–183.

[9] Kudla, S., Millson, J., Intersection numbers of cycles on locally symmetric spaces and
Fourier coefficients of holomorphic modular forms in several complex variables. Inst.
Hautes Études Sci. Publ. Math. 71 (1990), 121–172.

[10] Langlands, R., On the functional equations satisfied by Eisenstein series. Lecture Notes in
Math. 544, Springer-Verlag, Berlin 1976.

[11] Mahnkopf, J., Modular symbols and values of L-functions on Gl3. J. Reine Angew. Math.
497 (1998), 91–112.

[12] Mahnkopf, J., Eisenstein cohomology and the construction of p-adic L-functions. Compo-
sitio Math. 124 (3) (2000), 253–304.



Representation theory and the cohomology of arithmetic groups 1335

[13] Rohlfs, J., Speh, B., Pseudo-Eisenstein forms and cohomology of arithmetic groups I.
Manuscripta Math. 106 (4) (2001), 505–518.

[14] Rohlfs, J., Speh, B., Pseudo-Eisenstein forms and cohomology of arithmetic groups II. In
Algebraic groups and arithmetic, Tata Inst. Fund. Res., Mumbai 2004, 63–89.

[15] Schwermer, J., Kohomologie arithmetisch definierter Gruppen und Eisensteinreihen. Lec-
ture Notes in Math. 988, Springer-Verlag, Berlin (1983).

[16] Speh, B., Unitary representations of GL(n,R) with nontrivial (g,K)-cohomology. Invent.
Math. 71 (1983), 443–465.

[17] Speh, B., Venkataramana, T. N., Construction of some generalised modular symbols. Pure
Appl. Math. Q. 1 (4) (2005), 737–754.

[18] Venkataramana, T. N., Cohomology of compact locally symmetric spaces. Compositio
Math. 125 (2) (2001), 221–253.

[19] Tong, Y., Wang, S., Geometric realisation of discrete series representations for semisimple
symmetric spaces. Invent. Math. 96 (1989), 425–458.

Department of Mathematics, Cornell University, Ithaca, NY 14850, U.S.A.
E-mail: speh@math.cornell.edu





Some results on compactifications of semisimple groups

Tonny A. Springer

Abstract. This paper deals with recent results involving a compactification X of a semisimple
group G. The emphasis is on the case that G is adjoint and X is its wonderful compactification.
Group theoretical constructions in G have repercussions in X. The paper describes a number of
them.
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1. Introduction

1.1. Notations. G is a connected semisimple linear algebraic group over the alge-
braically closed field k of characteristic p ≥ 0. Fix a maximal torus T of G and a
Borel subgroup B = T .U , where U is the unipotent subgroup of B. The Weyl group
NG(T )/T is denoted by W . It acts on T .

For w ∈ W we denote by ẇ a representative of w ∈ NG(T ), not necessarily
always the same.

R is the root system of (G, T ) and R+ ⊂ R the system of positive roots defined
by B. Its set of simple roots is denoted by I . We identify it with the set of simple
reflections. l is the corresponding length function on W .

For J ⊂ I , WJ is the subgroup of W generated by J and WJ the set of minimal
length coset representatives for W/WJ . The longest element of WJ is w0,J .

1.2. Compactification. G × G acts on G by (x, y).z = xyz−1 (x, y, z ∈ G).
By a compactification of G we mean an irreducible normal projective G×G-variety,
containing G as an open G × G-stable subvariety. The theory of embeddings of
spherical varieties (due to Luna and Vust, see [Kn]) can be applied to the G × G-
variety G to analyze such compactifications.

We shall be concerned here mainly with the particular case that G is adjoint and X

is the wonderful compactification of G. This was first constructed for k = C by
De Concini and Procesi in [DP1]. The case of an arbitrary algebraically closed k

was dealt with in [St]. (See also [DS], where fields of definition are also taken into
account).

In the construction given in these papers one uses a suitable finite-dimensional
projective representation ρ : G → PGL(V ) of G and X is defined to be the closure in
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P(End(V )) of the image ρ(G) (this turns out to be independent of the choice of ρ).
Then X is a compactification of G. It is a smooth projective G×G-variety. A key

property is that X contains a unique closed G×G-orbit, isomorphic to G/B−×G/B,
where B− is the opposite of B (see Lemma 1 below). The complement X − G is a
union of smooth divisors Di indexed by the simple roots i ∈ I , with normal crossings.

For J ⊂ I let XJ ⊂ ⋂
i∈I−J Di be the set of points not lying in a smaller

intersection of the same kind. The XJ (J ⊂ I ) are the G × G-orbits in X. Then
XI = G, XI−{i} is the orbit which is open in Di and X∅ is the closed orbit.

[DP2] analyzes general smooth compactifications of G. The wonderful one is
shown to be “minimal”.

There are other constructions of X:

(a) as the closure of the G×G-orbit of the diagonal in the variety of Lie subalgebras
of Lie(G × G) (see [DP1, sect. 6]),

(b) as the closure of the G × G-orbit of the diagonal of G/B × G/B, viewed as
a point of the Hilbert scheme of G/B × G/B (see [B2]).

If G is arbitrary there does not seem to be a canonical smooth compactification.
One can construct a not necessarily smooth one in the following manner.

Let Gad be the corresponding adjoint group and Xad its wonderful compactifica-
tion. Let X be the normalization of Xad in the function field k(G) (a finite extension
of k(Gad)).

Then X is a compactification of G. The homomorphism G → Gad extends to a
G × G-morphism X → Xad. It induces a bijection of the sets of G × G-orbits.

We recall some facts, to be elaborated on later in the context of compactifications.

1.3. Bruhat’s Lemma. G is the disjoint union of the locally closed subsets Gw =
BẇB. In other words: B × B acts on G with finitely many orbits, indexed by the
elements of W .

There is an order ≤ on W (the Bruhat–Chevalley order) such that for x, w ∈ W

the orbit Gx lies in the closure Gw if and only if x ≤ w.
The flag variety G/B is a smooth projective G-variety. The closed subvarieties

Sw = Gw/B (w ∈ W) are the Schubert varieties.

1.4. Conjugation action. Let Gd � G be the diagonal subgroup of G × G. The
restriction to Gd of the G × G-action on G is the conjugation action of G on itself.

We have a partition of G into Gd-stable closed subsets, each of which consists of
the elements whose semisimple part lies in a given conjugacy class. We call these
subsets Steinberg fibers. Regular semisimple conjugacy classes are examples.

The Steinberg fibers are the fibers of a flat morphism G → W\T .

1.5. Character sheaves. There is a geometric character theory for G, embodied
in Lusztig’s theory of character sheaves (see [L1]). Character sheaves are certain
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conjugation-equivariant irreducible perverse sheaves on G. Ingredients in their con-
struction are B × B-equivariant perverse sheaves on G, supported by the closure of
some Gw.

2. B × B-action on a compactification

2.1. The B × B-orbits. G is assumed to be adjoint and X is its wonderful com-
pactification. The question of extending Bruhat’s Lemma to X, i.e. of describing the
B × B-action on X arises naturally. It was studied in [B1], [Sp1] and more recently
in [HT2]. The last paper also deals with non-adjoint groups.

We first describe in more detail the G × G-orbits XJ in X.
For J ⊂ I denote by PJ ⊃ B the corresponding standard parabolic subgroup

and by P −
J ⊃ B− its opposite. We denote by LJ the Levi subgroup of PJ and P −

J

containing T and by GJ the adjoint group of LJ . The image of T in GJ is a maximal
torus denoted by TJ .

Let λ be a cocharacter of T (a homomorphism λ : Gm → T ). Then λ(0) =
limξ→0 λ(ξ) is a well-defined point of X, as X is complete. λ also defines a linear
function on the character group of T , denoted by the same symbol.

The G × G-orbits XJ (J ⊂ I ) in X can be described as follows.

Lemma 1. (i) There is a unique base point hJ ∈ XJ such that for all cocharacters λ

with λ(α) = 0 for α ∈ J and λ(α) > 0 for α ∈ I − J we have λ(0) = hJ .
(ii) The orbit map (x, y) 
→ (x, y).hJ induces an isomorphism of the quotient

variety (G × G) ×P −
J ×PJ

GJ onto XJ .

For (i) see [DS, sect. 3]. The quotient of (ii) is relative to the right action of
P −

J × PJ on G × G and the left action on GJ given by (x, y).z = x̄zȳ−1, the bars
denoting projection on GJ in PJ , respectively P −

J . See [Sp1, p. 73].
By (ii) the closed orbit X∅ is isomorphic to G/B− × G/B (as was already men-

tioned).

Proposition 1. (i) A B × B-orbit in XJ is of the form

[J, x, w] = (B × B).(ẋ, ẇ).hJ ,

with unique w ∈ W , x ∈ WJ .
(ii) dim[J, x, w] = l(w0,J ) − l(x) + l(w) + |J |.
See [Sp1, p. 74]. The result is due to Brion [B1]. [I, 1, w] is the set Gw of 1.3.
The next result describes the closure relations between the [I, x, w].

Proposition 2. Let J, J ′ ⊂ I , x ∈ WJ , x′ ∈ WJ ′
, w, w′ ∈ W . Then [J ′, x′, w′] ⊂

[J, x, w] if and only if J ′ ⊂ J and there exists u ∈ WJ such that xu ≤ x′, w′ ≤ wu.
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See [HT2, Prop. 6.3]. [Sp1, Prop. 2.4] gives a somewhat more complicated de-
scription.

The closures Gw (in X) are the large Schubert varieties, first studied in [BP].
The large Schubert variety of minimal dimension is the closure B. It follows from
Proposition 2 that it is the union of the [J, x, w] with w ≤ x.

In [BP] it is shown how the geometry of B can be used to understand a result about
the simply connected cover Gsc of G, namely van der Kallen’s filtration (see [Kal])
of the coordinate algebra k[Bsc] of the preimage Bsc of B in Gsc.

More generally, for each J there is a unique B × B-orbit of minimal dimension
in XJ , viz. [J, w0,Iw0,J , 1].

In the present case there is also a version of the Bott–Samelson–Demazure–Hansen
variety. To formulate it succinctly write B × B = B and denote by P h minimal
parabolic subgroups of G × G containing B (so P h/B = P1). For h = (h1, . . . , hs)

put
Zh = Bs\(P h1 × · · · × P hs × [J, w0,Iw0,J , 1]),

the quotient for the Bs-action (with obvious notations)

(b1, . . . , bs).(p1, . . . , ps, x) = (p1b
−1
1 , b1p2b

−1
2 , . . . , bs−1psb

−1
s , bs.x).

The G × G-action on X defines a morphism φh : Zh → X.

Proposition 3. Given x ∈ WJ , w ∈ W there exist h such that φh is a proper birational
morphism of Zh onto [J, x, w].

The proof is along familiar lines, it uses reduced decompositions of w and of
w0,J w0,I x. However, one cannot claim that φh is a resolution, as the varieties
[J, w0,Iw0,J , 1] are usually not smooth.

For example, if G is simple and of rank > 1, B is not smooth, see [Sp1, Cor. 4.8].
The following problem arises naturally.

Problem 1. Construct a B×B-equivariant resolution of [J, w0,Iw0,J , 1], in particular
of B.

Proposition 4. A large Schubert variety admits a cellular decomposition (paving by
affine spaces).

See [Sp1, p. 81]. The cells can be described explicitly, which leads to a descrip-
tion of the cohomology groups of large Schubert varieties. In particular, their odd
cohomology vanishes (see [loc. cit., 2.11]).

Problem 2. Do all B × B-orbit closures have cellular decompositions?

Proposition 5. The odd (global) intersection cohomology of a B × B-orbit closure
vanishes.

See [loc. cit., Thm. 4.11]. The local intersection cohomology of orbit closures
will appear in Section 4.
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2.2. Algebro-geometric properties of orbit closures. In this subsection G is an
arbitrary semisimple group and X is a compactification of G, as in 1.2. For Frobenius
splittings and their various refinements we refer to [BK].

Theorem 1. Let p > 0. X admits a B × B-canonical Frobenius splitting which
compatibly splits the closures of all B × B-orbits.

This is [HT2, Prop. 7.1], where it is deduced from the slightly weaker result in
[BK, Thm. 6.1.12].
The theorem has the following corollaries, in any characteristic. They are proved by
familiar arguments. Let Z ⊂ X be a B × B-orbit closure.

Corollary 1. Let L be an ample line bundle on Z.

(i) Hi(Z, L) = 0 for i > 0.

(ii) If Z′ ⊂ Z is another orbit closure then the restriction map

Hi(Z, L) → Hi(Z′, L)

is surjective.

Corollary 2. Z is normal and Cohen–Macaulay.

In fact, more is proved in [loc. cit.], namely that all B × B-orbit closures are
globally F -regular. This property also entails the two Corollaries (and more). We
will not go into this.

Corollary 2 was first proved by Brion in [B3].
Let L be an ample line bundle on X. Chirivì and Maffei in [CM] constructed

a “standard monomial basis” of the space of global sections H 0(X, L). K. Appel
recently showed (see [A]) that this basis is compatible with the B × B-orbit closures.

3. The Gd-action

In this section G is adjoint and X is its wonderful compactification. This section
discusses results about the Gd-action on X. Notations are as in Section 2.

If σ is an automorphism of G we have a σ -twisted G×G-action on X: (x, y).σ z =
(x, σy).z. The induced Gd-action on G is σ -twisted conjugacy: (x, y) 
→ xy(σx)−1.
Several of the results of this section extend to twisted actions.

3.1. A partition of X. The partition to be described is essentially due to Lusztig (see
[L2, 12.3]). The present formulation was given by He (in [H1, sect. 2]). A similar
result also occurs in [EL].

For J ⊂ I and W ∈ WJ put

XJ,w = Gd.[J, w, 1]. (1)
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Theorem 2. (i) XJ is the disjoint union of the XJ,w (w ∈ WJ ).
(ii) XJ,w is locally closed and irreducible, of dimension dim G − l(w) − |I − J |.
(iii) For w ∈ WJ there exist a connected reductive group Gw and an automorphism

σw of it such that there is a bijection of the set of Gd-orbits in XJ,w onto the set of
σw-twisted conjugacy classes of Gw.

The proofs of (i) in [L] and [H1] use a combinatorial machinery. (ii) and (iii) are
also due to Lusztig (see [L2, sect. 8]).

Remark. For J = ∅ part (i) of the theorem is a familiar variant of Bruhat’s lemma.

We next describe the closure relations between the XJ,w, following [H2]. Let �
be the set of pairs (J, x) with J ⊂ I, x ∈ WJ . Define a relation ≤ on � by

(J, x) ≤ (K, y) if and only if J ⊂ K and x ≥ z−1yz for some z ∈ WK.

Theorem 3. (i) ≤ defines an order on � .
(ii) If (J, x), (K, y) ∈ � then XJ,w ⊂ XK,y if and only if (J, x) ≤ (K, y).

See [H2, sect. 3, 4].

Proposition 6. If XK,y contains only finitely many Gd-orbits then it has a cellular
decomposition.

See [loc. cit., sect. 5].

3.2. The closure of Steinberg fibers. Let F ⊂ G be a Steinberg fiber (see 1.4). Its
closure F is an irreducible closed Gd-stable subset of X. An example is the unipotent
variety of X, the closure of the unipotent variety Gu of G.

Lemma 2. There is t ∈ T such that F = Gd.tU

See [Sp2, Lemma 1.4].
This leads to the problem of describing U . Some partial results are given in [loc.

cit.]. They use the fact (a consequence of completeness) that a point of U can be
obtained by “specializing ξ to 0” from a point of U(K) where K = k((ξ)), the field
of formal Laurent series.

Let again Gsc be the simply connected cover of G, with Borel group Bsc = Tsc.Usc,
Bsc and Tsc lying over B and T . Then Usc � U .

Put
H = {g ∈ Gsc(k[[ξ ]]) | g(0) ∈ Bsc}.

This is the Iwahori subgroup of G(K) defined by Bsc. Let Wa be the affine Weyl
group associated to Tsc. Then we have the Bruhat decomposition G(K) = HWaH .
whence a map G(K) → Wa .

Problem 3. Determine the image in Wa of Usc(K).
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A solution of this problem will be useful for describing of U , see [loc. cit.].
The main fact about the closures F is that they all intersect the boundary X−G of

X in the same set. More precisely, we have the following result. For w ∈ W we denote
by supp(w) ⊂ I the set of simple reflections occurring in a reduced decomposition
of w.

Theorem 4.
F − F =

∐

J �=I

∐

w∈WJ

supp(w)=I

XJ,w

This was first proved by He in [H1, Thms. 4.3, 4.5], via a laborious case by case
check. In [HT1] a shorter proof is given and the result is extended to the σ -twisted
case.

3.3. We sketch a simplified version of the proof of the theorem. It uses the following
steps. F is a Steinberg fiber.

(a) F ∩ X∅ �= ∅.
By Lemma 2 it suffices to show that U ∩ X∅ �= ∅. This follows from the results

of [Sp2, sect. 3], for example from [loc. cit., Cor. 3.8] with w = w0,I .
(b) If J �= I and XJ,w ∩ F �= ∅ then supp(w) = I .
This is established using an argument from the proof of [H1, Thm. 4.3]. Assume

that i �∈ supp(w). Let �i be the fundamental weight associated to i and let (ρ, V )

be an irreducible representation of G with lowest weight −n�i (n > 0). Then ρ

extends to a Gd-equivariant morphism X → P(End(V )) (see [DS, 3.15]). The image
ρ(F − F) consists of nilpotent lines in End(V ). On the other hand a lowest weight
vector is an eigenvector of ρ(ẇ) with a nonzero eigenvalue and ρ(hJ ) is projection
on the line of lowest weight vectors. Using (1) and Proposition 1 (i) one sees that this
contradicts nilpotency.

(c) F and XJ intersect properly if J �= I .
It suffices to prove this for J = ∅. From (a) it follows that dim F ∩ X∅ ≥

dim F − |I |. (b) implies, on the other hand, that the intersection has dimension
≤ dim F − |I |.

(d) Let i ∈ I . By (c) dim(F ∩XI−{i}) = dim F − 1. By Theorem 2 (i) there must

be a set XJ,w whose intersection with F ∩XI−{i} is dense in XI−{i}. Then J ⊂ I −{i}
and

dim G − l(w) − |I − J | = dim XJ,w ≥ dim F − 1 = dim G − |I | − 1,

and l(w) ≤ |J | + 1. But by (b) l(w) ≥ |I |. We conclude that |J | = |I | − 1 and
l(w) = |I |. We then must have J = I − {i}. Moreover, w is a Coxeter element i.e.,
supp(w) = I and l(w) = |I |.

(e) WI−{i} contains a unique Coxeter element ci .
This is proved by induction on |I |.
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(f) We conclude from (d) that F ∩ XI−{i} = XI−{i},ci
for all i ∈ I . Since for

J �= I

XJ =
⋂

i �∈J

XI−{i}

this implies that the intersection F ∩ (X −G) is independent of F . With a little more
work the theorem follows.

3.4. Algebro-geometric properties. Let Xsc be a compactification of the simply
connected cover Gsc. Let Xi (1 ≤ i ≤ n) be the irreducible components of Xsc−Gsc.
They all have codimension 1.

Proposition 7. Let p > 0. Let F be a Steinberg fiber in Gsc.

(i) Xsc admits a Frobenius splitting which compatibly splits F and the Xi

(1 ≤ i ≤ n).

(ii) F is normal and Cohen–Macaulay.

For (a somewhat stronger version of) (i) see [T, Thm. 8.2] and for (ii) [loc. cit.,
Thm. 10.2].

Notice that this result covers the wonderful compactification X of G if G has
trivial center. For arbitrary adjoint G a partial result is proved in [LT]. For i ∈ I let
χi be the fundamental character of Gsc associated to i. Put

F̃0 = {g ∈ Gsc | χi(g) = 0 for all i},
this is a Steinberg fiber in Gsc. Its image in G is a Steinberg fiber F0 in G, the zero
fiber.

Proposition 8. Let p > 0. X admits a Frobenius splitting which compatibly splits F0
and the components of X − G.

See [loc. cit., Thm. 8.1]. It is also pointed out that the result cannot be true for
arbitrary Steinberg fibers in G.

Remark. The appearance of the zero fiber is somewhat curious. Over C it appears
in [Ka] in another context. I learned from J.-P. Serre (private communication) that for
a quasi-simple group over C, F0 has been determined (case by case). Its elements are
regular and have finite order. The characteristic p case does not seem to have been
analyzed.

Problem 4. (p > 0) Does X admit a Frobenius splitting which compatibly splits an
arbitrary F ?

Problem 5. Is F normal and Cohen–Macaulay?

Problem 6. Does F admit a cellular decomposition?

An example given in [Sp2, 4.3] with G = PGL3 shows that F need not be smooth.

Problem 7. Determine the intersection cohomology (local and global) of F .
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4. Character sheaves on X

In this section G is an adjoint group and X is its wonderful compactification.

4.1. B×B-equivariant perverse sheaves. The definition of character sheaves on X

uses certain B×B-equivariant perverse sheaves on X, which we first have to introduce.
If S is a torus let C(S) be its character group and put

Ĉ(S) = C(S) ⊗ (Z(p)/Z),

where Z(p) is the localization of Z at the prime ideal (p). The elements of Ĉ(S)

parametrize tame rank one local systems on S (also called Kummer local systems).
We work in l-adic cohomology, with a coefficient field E (e.g. Ql).

Let v = [J, x, w] be a B × B-orbit in X, as in Proposition 1. Using that it is a
homogeneous space for B × B one constructs a morphism φ : v → TJ , where TJ

is the maximal torus of GJ of 2.1 (see [H3, 3.1]). For ξ ∈ Ĉ(TJ ) we have a local
system Lξ,v = φ∗ξ on v. Let �ξ,v be its perverse extension, a perverse sheaf on X

(for l-adic cohomology) supported by v, whose restriction to v is Lξ,v[dim v].
[Sp1, sect. 5] deals with these perverse sheaves. It is shown that they are even,

i.e. that their cohomology sheaves are zero in dimensions �≡ dim v (mod 2).
In the next lemma one uses that Ĉ(TJ ) can be viewed as a subset of Ĉ(T ) (see

[loc. cit., 1.7]) and that W acts on Ĉ(T ).

Lemma 3. If x.ξ = w.ξ then �ξ,v is a Bd-equivariant irreducible perverse sheaf
on X.

See [H3, 3.1].

4.2. Character sheaves. Character sheaves on a reductive group were introduced
by G. Lusztig in the 1980s, in a long series of papers. [L1] gives a brief exposition of
the results of these papers. [MS] is a report on part of the results. The definition of
character sheaves used there is slightly different from Lusztig’s.

In [L2] Lusztig defines character sheaves on the compactification X. I noticed
(unpublished) that the approach of [MS] could also be followed to do this. But it is
not obvious that the two definitions of character sheaves on X are equivalent.

Independently, Xuhua He also came to the definition based on [MS]. He proved
in [H3] the equivalence with Lusztig’s definition. I shall not go into Lusztig’s defini-
tion. I will only report on the other one.

B acts on G × X by b.(g, x) = (gb−1, (b, b).x). Let G ×B X be the quotient
and α : G × X → G ×B X the quotient map. The Gd-action on X induces a proper
morphism μ : G ×B X → X.

Let �ξ,v be as in Lemma 3. Then A = E[dim G]��ξ,v is an irreducible perverse

sheaf on G×X and there is an irreducible perverse sheaf Ã on G×B X with A = α∗Ã.
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Put Cξ,v = μ!Ã. By the decomposition theorem this is a semisimple complex
on X, i.e. a direct sum of shifted irreducible perverse sheaves on X. The perverse
sheaves occurring in the Cξ,v (if ξ and v vary) are the character sheaves on X. They
are Gd-equivariant.

The nonzero restrictions of these character sheaves to the open subvariety G of X

are Lusztig’s original character sheaves. More generally, for J ⊂ D we call character
sheaf on XJ the restriction to XJ of a character sheaf on X which is obtained as above
from an orbit v ⊂ XJ .

The character sheaves on X deserve a further study. Here are a few problems.

Problem 8. Analyze the restriction of a character sheaf on X to a G × G-orbit XJ .
Can such restrictions be described in terms of character sheaves on XJ ?

Problem 9. Are character sheaves on X even?

4.3. Finite ground fields. Now let k be an algebraic closure of the finite field Fq

and let F : a 
→ aq be the Frobenius automorphism of k. Assume that G is defined
over k. Then so is X, by [DS, Prop. 3.11].

Let A be a character sheaf on G whose support is not contained in X − G. The
restriction of A to G is a character sheaf on G. Assume that A “comes from Fq”,
meaning that F ∗A � A. Fix an isomorphism φ : F ∗A � A. It can be normalized
such as to be unique up to a root unity (see [L1, p. 178]).

x ∈ XF = X(Fq) being an Fq -rational point of X, φ defines linear maps φi
x of

the cohomology stalks Hi(A)x . Define a function χφ on XF by

χφ(x) = 
i(−1)i Tr(φi
x, H

i(A)x).

For x ∈ G one obtains a class function on the finite Lie group GF , which can be
viewed as a generalized character of GF . This function on GF has boundary values,
viz. the values of χφ on points of XF − GF .

Problem 10. Can one define and compute boundary values of irreducible characters
of GF ?

Acknowledgement. I am grateful to M. Brion for his comments on this paper.
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Quasiconformal geometry of fractals

Mario Bonk∗

Abstract. Many questions in analysis and geometry lead to problems of quasiconformal ge-
ometry on non-smooth or fractal spaces. For example, there is a close relation of this subject
to the problem of characterizing fundamental groups of hyperbolic 3-orbifolds or to Thurston’s
characterization of rational functions with finite post-critical set.

In recent years, the classical theory of quasiconformal maps between Euclidean spaces has
been successfully extended to more general settings and powerful tools have become available.
Fractal 2-spheres or Sierpiński carpets are typical spaces for which this deeper understanding of
their quasiconformal geometry is particularly relevant and interesting.
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1. Introduction

A homeomorphism on R
n is called quasiconformal if it maps infinitesimal balls to

infinitesimal ellipsoids with uniformly controlled eccentricity. While in its substance
this notion (for n = 2) was introduced by Grötzsch in the late 1920s (see [Kü] for an
account of Grötzsch’s work), the term “quasiconformal” was first used by Ahlfors in
1935 [Ah, p. 213 and p. 242].

The importance of planar quasiconformal mappings was only fully realized after
Teichmüller had published his groundbreaking work on the classical moduli problem
for Riemann surfaces around 1940. It took another two decades after the foundational
issues of the theory of quasiconformal mappings had been clarified. A great subtlety
here is what a priori smoothness assumption to impose on a quasiconformal map in
order to get a theory with the desired compactness properties under limits. It turned
out that some requirement of Sobolev regularity is appropriate.

Nowadays planar quasiconformal maps are recognized as a standard tool in various
areas of complex analysis such as Teichmüller theory, Kleinian groups, and complex
dynamics. One of the main reasons for this is that in the plane a flexible existence
theorem for quasiconformal maps is available in the Measurable Riemann Mapping
Theorem.
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In higher dimensions there is no such existence theorem putting severe limitations
to the theory. Accordingly, quasiconformal maps for n ≥ 3 initially had a less pro-
found impact than their planar relatives. This situation changed when Mostow used
the theory of higher-dimensional quasiconformal maps in the proof of his celebrated
rigidity theorems for rank-one symmetric spaces [Mo]. In this context it also became
desirable to extend the classical theory of quasiconformal mappings on R

n to other
settings such as Heisenberg groups which arise as boundaries of complex hyperbolic
spaces [KR1], [KR2], [Pa1]. A continuation of this trend was a theory of quasi-
conformal maps in a general metric space context and recently led to Heinonen and
Koskela’s theory of quasiconformal maps on Loewner spaces and spaces satisfying a
Poincaré inequality [HK].

In this survey we will focus on questions of quasiconformal geometry of low-
dimensional fractals such as 2-spheres and Sierpiński carpets. In particular, we will
discuss uniformization and rigidity theorems that are motivated by questions in geo-
metric group theory and complex dynamics. For some additional topics not discussed
here, we refer to B. Kleiner’s article in these conference proceedings.

2. Quasiconformal and quasisymmetric maps

We first give a precise definition of various classes of maps that are related to the
concept of quasiconformality (see [BI], [He], [Vä1] for more details).

A homeomorphism f : R
n → R

n, n ≥ 2, is called quasiconformal, if f belongs
to the Sobolev space W

1,n
loc (Rn, R

n) and if there exists a constant K ≥ 1 such that the
inequality

‖Df (x)‖n ≤ K|Jf (x)| (1)

is valid for almost every x ∈ R
n. Here ‖Df (x)‖ is the norm of the formal differential

Df and Jf = det(Df ) is the Jacobian determinant of f . If we want to emphasize K ,
then we say that f is K-quasiconformal. We will use similar language below for
concepts that depend on parameters. We exclude n = 1 in the following, because in
this case the theory of quasiconformal maps has somewhat different features than for
n ≥ 2. An important fact about quasiconformal maps is that they are differentiable
almost everywhere. Hence we can replace the formal quantity Df in (1) by the
classical derivative.

The “analytic” definition of quasiconformality above applies to more general
smooth settings, for example, if f is a map between Riemannian n-manifolds. If
one drops the requirement that f is a homeomorphism and allows branching, then
one is led to the concept of a quasiregular map [Re], [Ri].

A general definition of a quasiconformal map in a metric space context (the “met-
ric” definition) can be given as follows. Suppose f : X → Y is a homeomorphism
between metric spaces (X, dX) and (Y, dY ). Then f is quasiconformal if there exists
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a constant H ≥ 1 such that

Hf (x) := lim sup
r→0+

sup{dY (f (x′), f (x)) : dX(x, x′) ≤ r}
inf{dY (f (x′), f (x)) : dX(x, x′) ≥ r} ≤ H

for all x ∈ X. In R
n, n ≥ 2, this is equivalent to the analytic definition. In general,

this concept is rather weak and does not lead to a useful theory, if one does not impose
further restrictions on the spaces X and Y .

A related, but stronger concept is the notion of a quasisymmetric map [TV]. By
definition a homeomorphism f : X → Y is called quasisymmetric, if there exists a
homeomorphism η : [0, ∞) → [0, ∞) (which plays the role of a distortion function)
such that

dY (f (x), f (y))

dY (f (x), f (z))
≤ η

(
dX(x, y)

dX(x, z)

)
,

whenever x, y, z ∈ X, x 
= z.
The geometric meaning of this condition is that balls are mapped to “round”

sets with quantitative control for their “eccentricity”. This is a global version of the
geometric property of a quasiconformal map. In R

n, n ≥ 2, a map is quasiconformal
if and only if it is quasisymmetric. Inverse maps or compositions of quasisymmetric
maps are again quasisymmetric. So the quasisymmetric maps f : X → X on a metric
space X form a group that we denote by QS(X).

In particular when a group action is present, the concept of a quasi-Möbius map is
often more suitable than that of a quasisymmetry. Here a homeomorphism f : X → Y

is called a quasi-Möbius map [Vä2] if there exists a homeomorphism η : [0, ∞) →
[0, ∞) such that for every 4-tuple (x1, x2, x3, x4) of distinct points in X, we have the
inequality

[f (x1), f (x2), f (x3), f (x4)] ≤ η([x1, x2, x3, x4])
for the metric cross-ratio

[z1, z2, z3, z4] = dX(z1, z3)dX(z2, z4)

dX(z1, z4)dX(z2, z3)
.

Every quasisymmetric map f : X → Y between metric spaces is also quasi-
Möbius. This statement is “quantitative” in the following sense: If f is η-quasi-
symmetric, then f is η̃-quasi-Möbius with η̃ only depending on η. Conversely, every
quasi-Möbius map between bounded metric spaces is quasisymmetric, but in contrast
to the other implication this statement is not quantitative in general. One can also get
a quantitative statement here if one assumes that the spaces are bounded and adds a
normalization condition for the map.

There is a third way to characterize quasiconformal maps on R
n based on the

concept of the modulus of a path family. We first review some definitions related to
this.

Suppose (X, d, μ) is a metric measure space, i.e., (X, d) is a metric space and μ a
Borel measure on X. Moreover, we assume that (X, d) is locally compact and that μ

is locally finite and has dense support.
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The space (X, d, μ) is called (Ahlfors) Q-regular, Q > 0, if the measure μ

satisfies
C−1RQ ≤ μ(B(a, R)) ≤ CRQ

for each closed ball B(a, R) of radius 0 < R ≤ diam(X) and for some constant
C ≥ 1 independent of the ball. If the measure is not specified, then it is understood
that μ is Q-dimensional Hausdorff measure. Note that a complete Ahlfors regular
space X is proper, i.e., closed balls in X are compact.

A density on X is a Borel function ρ : X → [0, ∞]. A density ρ is called admis-
sible for a path family � in X, if

∫
γ

ρ ds ≥ 1

for each locally rectifiable path γ ∈ �. Here integration is with respect to arclength
on γ .

If Q ≥ 1, the Q-modulus of a family � of paths in X is the number

ModQ(�) = inf
∫

ρQ dμ,

where the infimum is taken over all densities ρ : X → [0, ∞] that are admissible
for �. If E and F are subsets of X with positive diameter, we denote by

�(E, F) = dist(E, F )

min{diam(E), diam(F )}
the relative distance of E and F , and by �(E, F ) the family of all paths in X con-
necting E and F .

Suppose (X, d, μ) is a connected metric measure space. Then X is called a Q-
Loewner space, Q ≥ 1, if there exists a positive decreasing function � : (0, ∞) →
(0, ∞) such that

ModQ(�(E, F )) ≥ �(�(E, F )), (2)

whenever E and F are disjoint continua in X.
Condition (2) axiomatizes a property of n-modulus in R

n relevant for quasiconfor-
mal geometry to a general metric space setting. Examples for Loewner spaces are R

n,
all compact Riemannian manifolds, Carnot groups (such as the Heisenberg group),
and boundaries of some Fuchsian buildings. Equivalent to the Loewner property of a
space is that it satisfies a Poincaré inequality (see [HK], [He] for more discussion on
these topics).

The following theorem is a combination of results by Heinonen and Koskela [HK]
and by Tyson [Ty], and characterizes quasiconformal maps on Loewner spaces by a
distortion property for modulus.
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Theorem 2.1. Let X and Y be Q-regular Q-Loewner spaces, Q > 1, and f : X → Y

a homeomorphism. Then f is quasiconformal if and only if there exists a constant
K ≥ 1 such that

1

K
ModQ(�) ≤ ModQ(f (�)) ≤ K ModQ(�) (3)

for every family � of paths in X, where f (�) = {f � γ : γ ∈ �}.
In R

n this characterization of a quasiconformal map is known as the “geometric”
definition. The reason for this terminology is that (3) immediately leads to strong
geometric consequences. For example, using this one can show that f is quasisym-
metric.

The fact that the analytic, metric, and geometric definitions of a quasiconformal
map on R

n are (quantitatively) equivalent is a rather deep fact. This has recently been
generalized to the general Loewner space setting [HKST].

3. The quasisymmetric uniformization problem

The classical uniformization theorem implies that every Riemann surface is confor-
mally equivalent to a “standard” surface carrying a metric of constant curvature. One
can ask whether a general metric space version of this fact is true where the class of
conformal maps is replaced by the more flexible class of quasisymmetric homeomor-
phisms.

Quasisymmetric uniformization problem. Suppose X is a metric space homeomor-
phic to some “standard” metric space Y . When is X quasisymmetrically equivalent
to Y ?

Here we call two metric spaces X and Y quasisymmetrically equivalent if there
exists a quasisymmetric homeomorphism from X onto Y . Equivalently, one may ask
for a quasisymmetric characterization of Y . Of course, it depends on the context how
the term “standard” is precisely interpreted. This general question is motivated by
problems in geometric group theory, for example (see Sections 5 and 7). One can
also pose a similar uniformization problem for other classes of maps, for example
bi-Lipschitz maps (recall that a homeomorphism between metric spaces is called
bi-Lipschitz if it distort distances by at most a fixed multiplicative amount).

The prime instance for a quasisymmetric uniformization result is the following
theorem due to Tukia and Väisälä that characterizes quasicircles, i.e., quasisymmetric
images of the unit circle S

1 [TV].

Theorem 3.1. Let X be a metric space homeomorphic to S
1. Then X is quasisym-

metrically equivalent to S
1 if and only if X is doubling and linearly locally connected.

Here a metric space X is called doubling if there exists a number N such that every
ball in X of radius R can be covered by N balls of radius R/2. A metric space X
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is called linearly locally connected if there exists a constant λ ≥ 1 satisfying the
following conditions: If B(a, r) is an open ball in X and x, y ∈ B(a, r), then there
exists a continuum in B(a, λr) connecting x and y. Moreover, if x, y ∈ X \ B(a, r),
then there exists a continuum in X \ B(a, r/λ) connecting x and y. The geometric
significance of this condition is that it rules out “cusps” of the space.

A quasisymmetric characterization of the standard 1/3-Cantor set can be found in
[DS]. Work by Semmes [Se1], [Se2] shows that the quasisymmetric characterization
of R

n or the standard sphere S
n for n ≥ 3 is a problem that seems to be beyond reach

at the moment. The intermediate case n = 2 is particularly interesting.
For a metric 2-sphere X to be quasisymmetrically equivalent to the standard 2-

sphere S
2 it is necessary that X is linearly locally connected. This alone is not

sufficient, but will be if a mass bound assumption is added [BK1].

Theorem 3.2. Suppose X is a metric space homeomorphic to S
2. If X is linearly

locally connected and Ahlfors 2-regular, then X is quasisymmetrically equivalent
to S

2.

This answers a question by Heinonen and Semmes [HS]. A similar result for other
simply connected surfaces has been obtained by K. Wildrick [Wi].

The proof of Theorem 3.2 uses approximations of X by graphs that are combinato-
rially equivalent to triangulations of S

2. Realizing such a triangulation as an incidence
graph of a circle packing on S

2, one finds a mapping of X to S
2 on a coarse scale.

The main difficulty is to show the subconvergence of this procedure. For this one
controls the quasisymmetric distortion by modulus estimates. Incidentally, a very
similar algorithm has recently been used to obtain mappings of the surface of the
human brain [H-R].

The assumption of Ahlfors regularity for some exponent Q ≥ 2 is quite natural,
because it is satisfied in many interesting cases (for boundaries of Gromov hyperbolic
groups for example; see Section 4). There are metric 2-spheres X though that are
linearly locally connected and Q-regular with Q > 2, but are not quasisymmetrically
equivalent to S

2 [Vä3].
The following result can be proved similarly as Theorem 3.2 [BK1].

Theorem 3.3. Let Q ≥ 2 and Z be an Ahlfors Q-regular metric space homeomorphic
to S

2. If Z is Q-Loewner, then Q = 2 and Z is quasisymmetrically equivalent to S
2.

Note that an analog of this is false in higher dimensions. For example, one can
equip S

3 with a Carnot–Carathéodory metricd modeled on the geometry of the Heisen-
berg group. Then (S3, d) is 4-regular and 4-Loewner, but not quasisymmetrically
equivalent to standard S

3 [Se1].
In [BK1] a necessary and sufficient condition was established for a metric 2-

sphere to be quasisymmetrically equivalent to S
2. This condition is in terms of the

behavior of some combinatorially defined moduli of ring domains and too technical to
be stated here. The usefulness of any such characterization depends on whether one
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can verify its hypotheses in concrete situations such as for fractal 2-spheres coming
from dynamical systems as considered in the following Sections 5 and 6.

4. Gromov hyperbolic spaces and quasisymmetric maps

As a preparation for the next sections, we quickly review some standard material on
Gromov hyperbolic spaces and groups [GH], [Gr].

Let (X, d) be a metric space, and δ ≥ 0. Then X is called δ-hyperbolic, if the
inequality

(x · z)p ≥ min{(x · y)p, (y · z)p} − δ

holds for all x, y, z, p ∈ X, where

(u · v)p = 1

2

(
d(u, p) + d(v, p) − d(u, v)

)

for u, v ∈ X. If the space X is geodesic (this means that any two point in X can
be joined by a path whose length is equal to the distance of the points), then the δ-
hyperbolicity of X is equivalent to a thinness condition for geodesic triangles. We say
that X is Gromov hyperbolic if X is δ-hyperbolic for some δ ≥ 0. Roughly speaking,
this requires that the space is “negatively curved” on large scales. Examples for such
spaces are simplicial trees, or Cartan–Hadamard manifolds with a negative upper
curvature bound such as the real hyperbolic spaces H

n, n ≥ 2.
To each Gromov hyperbolic space one can associate a boundary at infinity ∂∞X

as follows. Fix a basepoint p ∈ X, and consider sequences of points {xi} in X

converging to infinity in the sense that

lim
i,j→∞(xi · xj )p = ∞.

We declare two such sequences {xi} and {yi} in X as equivalent if

lim
i→∞(xi · yi)p = ∞.

Now the boundary at infinity ∂∞X is defined as the set of equivalence classes of
sequences converging to infinity. It is easy to see that the choice of the basepoint p

does not matter here. If X is in addition proper and geodesic, then there is an equivalent
definition of ∂∞X as the set of equivalence classes of geodesic rays emanating from
the basepoint p. One declares two such rays as equivalent if they stay within bounded
Hausdorff distance. Intuitively, a ray represents its “endpoint” on ∂∞X. If H

n is given
by the unit ball model, then from this point of view it is clear that ∂∞H

n = S
n−1.

The boundary ∂∞X comes naturally equipped with a class of “visual” metrics. By
definition a metric ρ on ∂∞X is called visual if there exist p ∈ X, C ≥ 1, and ε > 0
such that

1

C
exp(−ε(a · b)p) ≤ ρ(a, b) ≤ C exp(−ε(a · b)p) (4)
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for all a, b ∈ ∂∞X. In this inequality we used the fact that a “product” (a·b)p ∈ [0, ∞]
can also be defined for points a, b ∈ ∂∞X in a natural way. Here we have (a ·b)p = ∞
if and only if a = b ∈ ∂∞X. If X is δ-hyperbolic, then there exists a visual metric ρ

with parameter ε if ε > 0 is small enough depending on δ.
In the following we always think of ∂∞X as a metric space by equipping it with

a fixed visual metric. If ρ1 and ρ2 are two visual metrics on ∂∞X, then the identity
map is a quasisymmetric map between (X, ρ1) and (X, ρ2) (the visual metrics form a
conformal gauge – see [He, Ch. 15] for this terminology and further discussion). So
the ambiguity of the visual metric is irrelevant if one wants to speak of quasisymmetric
maps on ∂∞X. One should consider the space ∂∞X equipped with such a visual metric
ρ as very “fractal”. For example, if the parameter ε in (4) is very small, then (∂∞X, ρ)

will not contain any non-constant rectifiable curves.
Suppose (X, dX) and (Y, dY ) are metric spaces. A map f : X → Y is called a

quasi-isometry if there exist constants λ ≥ 1 and k ≥ 0 such that

1

λ
dX(u, v) − k ≤ dY (f (u), f (v)) ≤ λdX(u, v) + k

for all u, v ∈ X and if
inf
x∈X

dY (f (x), y) ≤ k

for all y ∈ Y . The spaces X and Y are called quasi-isometric if there exists a quasi-
isometry f : X → Y .

Quasi-isometries form a natural class of maps in the theory of Gromov hyperbolic
spaces. For example, Gromov hyperbolicity of geodesic metric spaces is invariant
under quasi-isometries. The following fact links these concepts to quasisymmetric
maps (see [BS] for more on this subject).

Proposition 4.1. Let X and Y be proper and geodesic Gromov hyperbolic spaces.
Then every quasi-isometry f : X → Y induces a natural quasisymmetric boundary
map f̃ : ∂∞X → ∂∞Y .

The boundary map f̃ is defined by assigning to a point a ∈ ∂∞X represented by
the sequence {xi} the point b ∈ ∂∞Y represented by the sequence {f (xi)}.

This proposition constitutes a core element in Mostow’s proof of rigidity of rank-
one symmetric spaces. The point is that a quasi-isometry may locally exhibit very
irregular behavior, but gives rise to a quasisymmetric boundary map that can be
analyzed by analytic tools.

Suppose G is a finitely generated group, and let S be a set of generators. We will
always assume that S is finite and symmetric in the sense that if s ∈ S, then s−1 ∈ S.
The Cayley graph C(G, S) of G with respect to S is a graph that has G as its set of
vertices. Moreover, we connect two distinct vertices x, y ∈ G by an edge if there
exists s ∈ S such that y = xs. The graph C(G, S) carries a natural path metric
that assigns length 1 to each edge. By considering its Cayley graph, one can study
properties of the group from a geometric point of view.
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The group G is called Gromov hyperbolic if C(G, S) is Gromov hyperbolic for
some set S of generators of G. If this is the case, then C(G, S′) is Gromov hyperbolic
for all generating sets S′. This essentially follows from the fact that C(G, S) and
C(G, S′) are bi-Lipschitz equivalent (and in particular quasi-isometric). This also
implies that if we define ∂∞G := ∂∞C(G, S), then by Proposition 4.1 the boundary
at infinity of G is well-defined up to quasisymmetric equivalence. Examples of
Gromov hyperbolic groups are free groups and fundamental groups of negatively
curved manifolds.

Letting a group element g ∈ G act on the vertices of C(G, S) by left-translation,
we get a natural action G � C(G, S) by isometries. According to Proposition 4.1 this
induces a group actionG � ∂∞G, where each group element acts as a quasisymmetric
map. In general the distortion function η will be different for different group elements.
This changes if one uses the concept of quasi-Möbius maps. In this case the action
G � ∂∞G is uniformly quasi-Möbius, i.e., there exists a distortion function η such
that every element g ∈ G acts as an η-quasi-Möbius map on ∂∞G [Pau].

Another important property of the action G � ∂∞G is its “cocompactness on
triples”. Denote by Tri(X) the space of triples of distinct points in a space X. The
action G � ∂∞G induces an action G � Tri(∂∞G). This action is discrete and co-
compact, and Gromov hyperbolic groups are characterized by this property according
to a theorem by Bowditch [Bow].

5. Cannon’s conjecture and fractal 2-spheres

It is a natural question to what extent the structure of a Gromov hyperbolic group G

is reflected in its boundary ∂∞G. For example, ∂∞G is totally disconnected iff G is
virtually free, i.e., it contains a free group of finite index. Similarly, ∂∞G is a topo-
logical circle iff G is virtually Fuchsian (see [KB] for these and related results). The
case where ∂∞G is a topological 2-sphere is covered by the following conjecture [Ca].

Conjecture 5.1 (Cannon’s conjecture, Version I ). Suppose G is a Gromov hyperbolic
group whose boundary at infinity ∂∞G is homeomorphic to S

2. Then there exists an
action of G on hyperbolic 3-space H

3 that is isometric, properly discontinuous, and
cocompact.

If true, this conjecture would essentially give a characterization of fundamental
groups of closed hyperbolic 3-orbifolds from the point of view of geometric group
theory. The conjecture is equivalent to a quasisymmetric uniformization problem.

Conjecture 5.2 (Cannon’s conjecture, Version II ). Suppose G is a Gromov hyper-
bolic group whose boundary at infinity ∂∞G is homeomorphic to S

2. Then ∂∞G is
quasisymmetrically equivalent to S

2.

Indeed, if Conjecture 5.2 holds, then we can conjugate the natural action of G on
∂∞G to a uniformly quasiconformal action of G on S

2. By a well-known theorem due
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to Sullivan [Su1] and to Tukia [Tu] such an action is conjugate to an action of G on S
2

by Möbius transformations. Considering S
2 as the boundary at infinity of H

3, we can
extend this action to an isometric action of G on H

3 with the desired properties.
Conversely, if G acts on H

3 isometrically, properly discontinuously, and cocom-
pactly, then the Cayley graph of G with respect to any (finite and symmetric) set of
generators is quasi-isometric to H

3. This quasi-isometry induces the desired qua-
sisymmetric equivalence between ∂∞G and ∂∞H

3 = S
2.

Cannon, Floyd, and Parry [CFP] have attempted to settle Conjecture 5.1 by using
subdivision rules and Cannon’s Combinatorial Riemann Mapping Theorem [Ca]. A
different approach is due to B. Kleiner and the author. In [BK4] recently developed
techniques from analysis on metric spaces were used and led to the following theorem.

Theorem 5.3. Suppose G is a Gromov hyperbolic group whose boundary at infinity
∂∞G is homeomorphic to S

2. If the Ahlfors regular conformal dimension of ∂∞G is
attained as a minimum, then ∂G∞ is quasisymmetrically equivalent to S

2.

Here the (Ahlfors regular) conformal dimension of a metric space X is defined as

dimc X = inf{Q : there exists an Ahlfors Q-regular metric space Y

that is quasisymmetrically equivalent to X}.
(5)

This concept was implicitly introduced by Bourdon and Pajot [BP]. Pansu [Pa2]
has defined a related, but different concept of conformal dimension of a space. If
X = ∂∞G, where G is a Gromov hyperbolic group, then the set over which the
infimum in (5) is taken is nonempty, because the boundary of a Gromov hyperbolic
group equipped with a visual metric is Ahlfors regular [Co].

In more intuitive terms, the above result can be formulated as follows: Let G

be a Gromov hyperbolic group as in Cannon’s conjecture. If a certain infimum for
∂∞G is attained as a minimum (related to how much we can “squeeze” the space by a
quasisymmetric map while retaining Ahlfors regularity for some exponent), then the
desired conclusion holds.

The proof of this theorem depends on a recent result by Keith and Laakso [KL]
which essentially says that if Q > 1 is the conformal dimension of a Q-regular space
X, then X has a weak tangent (see [BBI, Ch. 8] for the definition and [BK2] for related
discussions), carrying a family of non-constant paths with positive Q-modulus.

In our situation X = ∂∞G is the boundary of a Gromov hyperbolic group G, and
is equipped with a metric that comes from the minimizer in (5). Every weak tangent
of X is quasisymmetrically equivalent to ∂∞G minus a point [BK2]. Therefore, ∂∞G

itself carries a family of positive Q-modulus, where Q is the conformal dimension
of ∂∞G. The main work now consists in showing that the natural group action
G � ∂∞G allows one to promote this to the stronger conclusion that ∂∞G has
families of non-constant paths with uniformly positive Q-modulus on all locations
and scales; more precisely, that X = ∂∞G is a Q-regular Q-Loewner space. Up to
this point, the assumption that ∂∞G is homeomorphic to S

2 was not used. The proof
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of the above statement is now finished by invoking Theorem 3.3 which shows that
∂∞G is quasisymmetrically equivalent to S

2.
Related to these questions is the following problem due to P. Papasoglu: Suppose

that G is a Gromov hyperbolic group whose boundary ∂∞G is homeomorphic to S
2.

Cannon’s conjecture predicts that in this situation ∂∞G is quasisymmetrically equiv-
alent to S

2; in particular, ∂∞G should contain many quasicircles. While Cannon’s
conjecture is still open, can one at least prove that ∂∞G contains a single quasicircle?
The following result proved in [BK5] settles this in the affirmative.

Theorem 5.4. The boundary of a Gromov hyperbolic group contains a quasicircle if
and only if the group is not virtually free.

In order to get a better understanding of the relevant issues in Cannon’s conjecture,
it seems natural to study uniformly quasi-Möbius actions on compact metric spaces X

such that the induced action on the space Tri(X) of triples is discrete and cocompact.
In addition to these assumptions it is reasonable to require that X is Ahlfors regular.

If a metric space X is Q-regular, then the exponent Q is at least as big as the
topological dimension of X. The borderline case where Q equals the topological
dimension of X is of particular interest. In [BK2] (for n ≥ 2) and [BK3] (for n = 1)
the following rigidity theorem was proved in all dimensions (see [Su2] and [Yu] for
related results).

Theorem 5.5. Let X be a compact, Ahlfors n-regular metric space of topological
dimension n ∈ N. Suppose that a group G acts on X by uniformly quasi-Möbius
maps and that the induced action on Tri(X) is discrete and cocompact. Then the
action G � X is quasisymmetrically conjugate to a Möbius group action on the
standard sphere S

n.

Note that we do not assume that X is homeomorphic to S
n. We get the quasisym-

metric equivalence of X and S
n as part of the conclusion.

6. Post-critically finite rational maps

Apart from Gromov hyperbolic groups, there are other dynamical systems where
quasisymmetric uniformization problems arise. Interesting examples are provided by
post-critically finite rational maps R on the Riemann sphere C [DH].

Suppose R : C → C is a holomorphic map of C onto itself, i.e., a rational function.
Let �R denote the set of critical points of R, and PR = ⋃

n∈N
Rn(�R) be the set

of post-critical points of R (here Rn denotes the n-th iterate of R). We make the
following assumptions on R:

(i) R is post-critically finite, i.e., PR is a finite set,

(ii) R has no periodic critical points; this implies that J(R) = C for the Julia set
of R,
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(iii) the orbifold OR associated with R is hyperbolic (see [DH] for the definition
of OR); this implies that the dynamics of R on the Julia set J(R) = C is
expanding.

A characterization of post-critically finite rational maps is due to Thurston. The
right framework is the theory of topologically holomorphic self-maps f : S

2 → S
2

of the sphere. By definition these maps have the local form z �→ zn with n ∈ N

in appropriate local coordinates, and one defines the critical set, the post-critical set,
and the associated orbifold similarly as for rational maps. In our context, Thurston’s
theorem can be stated as follows [DH].

Theorem 6.1. Let f : S
2 → S

2 be a post-critically finite topologically holomorphic
map with hyperbolic orbifold. Then f is equivalent to a rational map R if and only
if f has no “Thurston obstructions”.

Equivalence has to be understood in an appropriate sense. If f and R are both
expanding, this just means conjugacy of the maps.

A Thurston obstruction is defined as follows. A multicurve � = {γ1, . . . , γn}
is a system of Jordan curves in S

2 \ Pf with the following properties: the curves
have pairwise empty intersection, are pairwise non-homotopic in S

2 \ Pf , and non-
peripheral (this means that each of the complementary components of a curve contains
at least two points inPf ). A multicurve� is calledf -stable if for all j every component
of f −1(γj ) is either peripheral or homotopic in S

2 \ Pf to one of the curves γi .
If � is an f -stable multicurve, fix i and j and label by α the components γi,j,α of

f −1(γj ) homotopic to γi in S
2 \Pf . Then f restricted to γi,j,α has a mapping degree

di,j,α ∈ N. Let

mij =
∑
α

1

di,j,α

and define the Thurston matrix A(�) of the f -stable multicurve � by A(�) = (mij ).
This is a matrix with nonnegative coefficients; therefore, it has a largest eigenvalue
λ(f, �) ≥ 0. Then � is a Thurston obstruction if λ(f, �) ≥ 1.

In Figure 1 we see topological 2-spheres obtained by gluing together 16 squares
(colored black and white in an alternating fashion) for the surface on the left, and two
large squares for the surface on the right. The map f is constructed by scaling a white
square so that it corresponds to the top square on the right and extending the partially
defined map to the whole surface by “Schwarz reflection”. Then f is post-critically
finite with a set of 4 post-critical points (the corners of the large squares). An f -stable
multicurve � consisting of one Jordan curve γ is indicated on the right. It has 4
preimages on the left. Two of them are peripheral, and the other ones are homotopic
to γ in the complement of Pf . Since the degree of the map on these curves is 2, the
Thurston matrix is a (1 × 1)-matrix with the entry 1/2 + 1/2 = 1. Hence � is a
Thurston obstruction and f is not equivalent to a rational map.

Post-critically finite rational maps are related to subdivision rules [CFKP], [CFP].
For example, if R is a real rational map, i.e., R(R) ⊆ R := R ∪ {∞}, satisfying
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f

Figure 1. A post-critically finite topologically holomorphic map with a Thurston obstruction.

the above conditions (i)–(iii), and PR ⊆ R, then R−1(R) is a graph providing a
subdivision of the upper and lower half-planes. It will give rise to a one-tile subdivision
rule, because the upper and the lower half-planes are subdivided in the same way.
The combinatorics of the graphs R−n(R) with its corresponding tiles of level n (the
closures of the complementary components of the graph R−n(R)) is determined by
iterating the subdivision rule n times. Note that once the subdivision rule is given,
the map R admits a completely combinatorial description as an “expanding map” of
the subdivision rule by specifying which tiles on level n are mapped to which tiles on
level n − 1. The map f in Figure 1 is also associated with a one-tile subdivision rule
which describes how the squares on the right are subdivided into 8 squares each to
obtain the combinatorics of the squares on the surface on the left.

For general, not necessarily real rational functions, one expects at least two tile
types. More precisely, one can ask whether every rational map satisfying (i)–(iii), or at
least a sufficiently high iterate of such a map, is associated with a two-tile subdivision
rule. This is indeed the case [BMy], showing that the behavior of the rational maps
as discussed admits a combinatorial description.

Theorem 6.2. Let R be a rational function satisfying (i)–(iii). Then there exists an
iterate Rn and a quasicircle C ⊆ C such that PRn ⊆ C and Rn(C) ⊆ C.

A related result has been announced by Cannon, Floyd, and Parry (unpublished).
Conversely, one can start with a two-tile subdivision rule of S

2 (satisfying addi-
tional technical assumptions encoding the properties (i)–(iii)). One can associate a
natural metric dλ on S

2 with such a subdivision rule. Roughly speaking, one fixes a
parameter λ < 1 and declares tiles on level n to have size λn. The distance dλ(x, y)

between two points x, y ∈ S
2 is then defined as the infimum of all sums of tile-sizes

in chains of tiles connecting x and y. Here one has to allow tiles of different levels in
a chain. If λ < 1 is sufficiently close to 1, this gives a metric dλ on S

2 such that the
diameter of a tile on level n is comparable to λn. The ambiguity in the parameter λ is
not very serious and leads to quasisymmetrically equivalent metrics. These metrics
dλ form an analog of the visual metrics on the boundary of a Gromov hyperbolic
group.
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If we denote by X the sphere S
2 equipped with this metric, then X isAhlfors regular

and linearly locally connected, and the subdivision rule produces a topologically
holomorphic expanding map f : X → X which is post-critically finite, and which is
“uniformly” quasiregular with respect to a suitable notion of quasiregularity in this
metric space context. The question when the dynamical system f : X → X comes
from a rational map can be formulated as a quasisymmetric uniformization problem.
The following result is essentially contained in [My].

Theorem 6.3. The map f : X → X is conjugate to a rational map R : C → C if and
only if X is quasisymmetrically equivalent to S

2.

If f is not equivalent to a rational function, then it is natural to ask whether the
dynamical system f : X → X is conjugate to a corresponding dynamical system
on a better and less “fractal” space. More precisely, we want to replace X by a
quasisymmetrically equivalent Ahlfors regular space of lower Hausdorff dimension.
As in Theorem 5.3 discussed above, this leads to the problem of finding the conformal
dimension dimc X of the self-similar space X. By Theorem 6.3 the conformal case
is characterized by the fact that we can squeeze X to a 2-regular space (and hence to
the standard sphere S

2 according to Theorem 3.2) by a quasisymmetric map. So we
have a situation that is very similar to Cannon’s conjecture.

In discussions with L. Geyer and K. Pilgrim the following conjecture for dimc X

in terms of dynamical data emerged. To state it, let Q ≥ 2 and � be an f -stable
multicurve, define the modified Thurston matrix A(�, Q) as A(�, Q) = (m

Q
ij ), where

m
Q
ij =

∑
α

1

d
Q−1
i,j,α

,

and let λ(f, �, Q) be the largest nonnegative eigenvalue of A(�, Q).

Conjecture 6.4. If X comes from a subdivision rule with associated expanding mapf ,
then dimc X is the infimum of all Q ≥ 2 such that λ(f, �, Q) < 1 for all f -stable
multicurves �.

As in the proof of Theorem 6.1 (related to the necessity of the condition), there is
one part of Conjecture 6.4 that seems to be rather easy to establish: If there exists an
f -stable multicurve � with λ(f, �, Q) ≥ 1, then dimc X ≥ Q. The idea for proving
this is to find path families related to ring domains associated with � which have
positive Q-modulus. Any such path family on an Ahlfors regular space provides an
obstruction to lowering its dimension by a quasisymmetric map [He, Thm. 15.10].

For some nontrivial cases one can show that Conjecture 6.4 is true [BMy]. For
example, if X is the fractal obtained from the subdivision rule suggested by Figure 1,
then dimc X = 2. This corresponds to the prediction of Conjecture 6.4 in this case.
Note that here the infimum defining dimc X is not attained as a minimum; otherwise f

would be equivalent to a rational map by Theorem 6.3. We have seen above that this
is not the case.
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7. Sierpiński carpets

Sierpiński carpets are fractal spaces with a very interesting quasiconformal geometry.
Recall that the “standard” Sierpiński carpet is obtained as follows: Start with the
closed unit square, and subdivide it into 9 = 3 × 3 equal subsquares. Remove the
interior of the middle square, and repeat this procedure for each of the remaining 8
subsquares. The limiting object of this construction is the standard Sierpiński carpet.

Figure 2. The standard Sierpiński carpet S3.

One can run a similar construction, where one subdivides each square into (p×p)-
subsquares, p odd, and removes the middle square in each step. We denote the
resulting space by Sp. So the standard Sierpiński carpet is S3. We equip Sp with the
restriction of the Euclidean metric on R

2.
The spaces Sp are all homeomorphic to each other as follows from the following

topological characterization theorems due to Whyburn [Wh].

Theorem 7.1. Let X be a metric space. Then X is homeomorphic to the standard
Sierpiński carpet if and only if X is a locally connected continuum, is topologically
planar, has topological dimension 1, and has no local cut points.

Here we call a set topologically planar if it is homeomorphic to a subset of the
plane R

2. A local cut point p of X is a point that has a connected neighborhood U

such that U \ {p} is not connected.

Theorem 7.2. Let X = S
2 \ ⋃

i∈N
Di be the complement in S

2 of countably many
pairwise disjoint open Jordan regions Di . Then X is homeomorphic to the standard
Sierpiński carpet if and only if X has empty interior, ∂Di ∩ ∂Dj = ∅ for i 
= j , and
diam(Di) → 0 as i → ∞.
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In the following we will call a metric space X a carpet if it is homeomorphic
to S3. A topological circle J in a carpet X is called a peripheral circle if J does not
separate X, i.e., if X \ J is connected. If X is a carpet as in Theorem 7.2, then the
peripheral circles of X are precisely the Jordan curves ∂Di , i ∈ N. Note that every
homeomorphism between two carpets X and Y has to map every peripheral circle
of X to a peripheral circle of Y .

The deeper reason why all spaces as in Theorem 7.1 are homeomorphic to each
other is that the homeomorphisms on a carpet form a rather large and flexible class.
This is illustrated by the following transitivity result: If X is a carpet, {C1, . . . , Cn}
and {C′

1, . . . , C
′
n} are two collections of peripheral circles of X with n elements,

then there exists a homeomorphism f : X → X such that f (Ci) = C′
i . In other

words, the homeomorphism group of X acts n-transitively on the set of peripheral
circles of X for every n ∈ N. This changes drastically if one restricts attention to
quasisymmetric homeomorphisms and surprising rigidity phenomena emerge (cf. the
Three-Circle Theorem 8.3 below). To discuss instances of this we first introduce some
more terminology.

We say that a carpet X ⊆ S
2 is round if its peripheral circles are round circles, i.e.,

if X is as in Theorem 7.2, where the Jordan regions Di are round disks. If X is a round
carpet and f : S

2 → S
2 is a (possibly orientation reversing) Möbius transformation,

then f (X) is also a round carpet. We say that a round carpet X is rigid if this is
the only way to obtain another round carpet as a quasisymmetric image of X, i.e., if
every quasisymmetric map g : X → Y to another round carpet Y is the restriction of a
Möbius transformation. Rigid round carpets admit a simple characterization [BKM].

Theorem 7.3. A round carpet X is rigid if and only if it has measure zero.

Actually, in [BKM] a related rigidity result is proved in all dimensions. Call a
subset X ⊆ S

n, n ≥ 2, a Schottky set if it is the complement of pairwise disjoint open
balls, and call a Schottky set X ⊆ S

n rigid if every quasisymmetric map f : X → Y

to another Schottky set Y ⊆ S
n is the restriction of a Möbius transformation. Then

one can show that every Schottky set of measure zero is rigid. This is a strengthening
of a result due M. Kapovich, B. Kleiner, B. Leeb, and R. Schwartz (unpublished).

A corollary of Theorem 7.3 is that the set of quasisymmetric equivalence classes
of round carpets has the cardinality of the continuum. So even though topologically
there is only one Sierpiński carpet, from the point of view of quasiconformal geometry,
there are many different ones.

An important source of round carpets is the theory of Kleinian groups. Let M be a
compact hyperbolic 3-orbifold with nonempty totally geodesic boundary. Its universal
cover M̃ is isometric to a convex subset K of H

3 bounded by a nonempty collection
of pairwise disjoint hyperplanes. Then the boundary at infinity ∂∞K ⊆ ∂∞H

3 = S
2

of K is a round carpet. The fundamental group G = π1(M) of M acts in a natural
way on K by isometries. This induces an action G � ∂∞K of G on the round carpet
S = ∂∞K by Möbius transformations. The group G is Gromov hyperbolic and its
boundary ∂∞G is quasisymmetrically equivalent to S. Hence the group QS(S) ⊇ G
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of quasisymmetric self-maps of S is rather large, because it acts cocompactly on
triples of S and so there are only finitely many distinct orbits of peripheral circles.
Accordingly, one should think of these round carpets as particularly “symmetric”
ones.

It is tempting to try to characterize this situation from the point of view of Gromov
hyperbolic groups. An analog of Cannon’s conjecture is the following conjecture
due to Kapovich and Kleiner who studied Gromov hyperbolic groups with carpet
boundaries [KK]: Suppose G is a Gromov hyperbolic group such that ∂∞G is a
carpet. Then G admits a properly discontinuous, cocompact and isometric action on
a convex subset of H

3 with nonempty totally geodesic boundary.
This can be reformulated as a quasisymmetric uniformization problem.

Conjecture 7.4 (Kapovich–Kleiner conjecture). Suppose G is a Gromov hyperbolic
group with ∂∞G homeomorphic to the standard Sierpiński carpet. Then ∂∞G is
quasisymmetrically equivalent to a round carpet.

We call a carpet a group carpet if it arises as (i.e., is quasisymmetrically equivalent
to) a boundary of a Gromov hyperbolic group. So the Kapovich–Kleiner conjecture
asks whether every group carpet is quasisymmetrically equivalent to a round carpet.

Group carpets X should be thought of as very self-similar fractal spaces. As in
the Kleinian case, the group QS(X) of quasisymmetric self-maps of X is rather large.
It acts cocompactly on triples, and so there are only finitely many distinct orbits of
peripheral circles. In addition, the collection of peripheral circles of a group carpet
has the following geometric properties:

(i) The peripheral circles are uniform quasicircles, i.e., each one is quasisymmet-
rically equivalent to S

1 by an η-quasisymmetric map with η independent of the
peripheral circle.

(ii) The peripheral circles are uniformly separated, i.e., there is a uniform positive
lower bound for the relative distance

dist(C, C′)
min{diam(C), diam(C)}

of two distinct peripheral circles C and C′.

(iii) The peripheral circles occur on all locations and scales, i.e., if B is a ball in
the carpet, then there exists a peripheral circle that intersects B and has a size
comparable to B.

In view of the Kapovich–Kleiner conjecture one can ask whether these conditions
are sufficient for X to be quasisymmetrically equivalent to a round carpet. It turns out
that this is true for carpets that can be quasisymmetrically embedded into S

2. This is
a consequence of the following uniformization result [Bo].
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Theorem 7.5. Let X ⊆ S
2 be a carpet, and suppose that the peripheral circles of X are

uniform quasicircles and are uniformly separated. Then there exists a quasisymmetric
map f : X → Y to a round carpet Y ⊆ S

2.

This theorem applies for example to the carpetsSp. So they are quasisymmetrically
equivalent to round carpets. Note that if X as in the theorem has measure zero in
addition (which is true if X is quasisymmetrically equivalent to a group carpet), then
the uniformizing map f is uniquely determined up to a post-composition by a Möbius
transformation (this essentially follows from Theorem 7.3). This shows that one can
expect very little flexibility in constructing the uniformizing map f .

Theorem 7.5 is an analog of Koebe’s well-known result on uniformization by circle
domains. It says that every region in S

2 with finitely many complementary compo-
nents is conformally equivalent to a circle domain, i.e., a region whose complementary
components are round (possibly degenerate) disks. This statement is actually used in
the proof of Theorem 7.5. One considers regions �n obtained by removing from S

2

the closures of n complementary components of the given carpet X. By circle uni-
formization one can map the regions �n to circle domains by (suitably normalized)
conformal maps fn. The uniformizing map f of X to a round carpet is then obtained
as a sublimit of the sequence of maps fn. The main difficulty is to show that such a
sublimit exists. For this one proves that the maps fn are uniformly quasisymmetric,
i.e., η-quasisymmetric with η independent of n. It is a standard idea to use modulus
estimates to get the required uniform distortion estimates for the maps fn. If X has
measure zero, then X does not support path families of positive modulus. Accord-
ingly, one cannot expect any control for the distortion coming from such estimates
involving classical modulus. This situation is remedied by a new quasisymmetric
invariant, the modulus of a path family with respect to a carpet, which is the main
technical ingredient in the proof of Theorem 7.5.

Let X ⊆ S
2 be a carpet with peripheral circles Ci , i ∈ N, and � a family of paths

in S
2. Then the modulus of � with respect to X is defined as

MX(�) = inf
{ ∑

i∈N

ρ2
i : ρ = {ρi} is admissible for �

}
.

Here a sequence ρ = {ρi} of nonnegative weights ρi is called admissible for � if
there exists an exceptional path family �0 ⊆ � with Mod2(�0) = 0 such that

∑
γ∩Ci 
=∅

ρi ≥ 1

for all paths γ ∈ � \ �0.
So in contrast to classical modulus where ρ is a density, the test function is an

assignment of discrete weights ρi to the peripheral circles Ci . This is similar to
Schramm’s notion of “transboundary extremal length” [Sc], where the test function
consists both of a density and a discrete part. In the definition of MX(�) one wants
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to infimize the total mass
∑

i∈N
ρ2

i for all admissible sequences ρ = {ρi}. The
admissibility requires that essentially every path picks up at least total weight 1 from
all the peripheral circles that it meets. An important subtlety here is to allow the
exceptional path family �0. Otherwise, the quantity MX(�) would be infinite (and
hence useless) for sufficiently large families �.

In contrast to classical modulus which is distorted by a multiplicative amount
(cf. Theorem 2.1), the quantity MX(�) is invariant under quasisymmetric maps on S

2.

Proposition 7.6. Let X ⊆ S
2 be a carpet, � a path family in S

2, and f : S
2 → S

2 a
quasisymmetric map. Then

MX(�) = Mf (X)(f (�)).

The restriction to global maps f is not very serious here if one requires that
the peripheral circles of X are uniform quasicircles. Then one can extend every
quasisymmetric embedding of X into S

2 to a quasisymmetric homeomorphism on S
2.

As we remarked, Theorem 7.5 would settle the Kapovich–Kleiner conjecture if
one could always quasisymmetrically embed a group carpet into S

2. The conditions
(i)–(iii) for the peripheral circles discussed above are not enough to guarantee this,
because there are some carpets with these properties which do not admit such an
embedding. In the positive direction one can show that if dimc X < 2 for such a
carpet X, then one gets the desired quasisymmetric embedding into S

2. This was
recently proved by B. Kleiner and the author [BK6]. The idea for the proof (due to
J. Heinonen) is that each peripheral circle can be filled by a metric disk to obtain a
sphere to which Theorem 3.2 can be applied. To get fillings of the right type one uses
conformal densities as in [BHR].

8. Rigidity of square carpets

A carpet X ⊆ R
2 is called a square carpet if its peripheral circles are boundaries

of squares. Examples are the carpets S3, S5, . . . introduced in the previous section.
Obviously, these carpets are very symmetric and self-similar, so one may wonder
whether they are group carpets. If so, the groups QS(Sp) should be rather large, and
in particular infinite. It turns out that this is not the case [BMe].

Theorem 8.1. Suppose f : S3 → S3 is a quasisymmetric map. Then f is an isometry.

The only isometries of S3 are the obvious symmetries given by reflections and
rotations; so QS(S3) is a dihedral group containing 8 elements. It is very likely that
an analog of Theorem 8.1 is true for all carpets Sp, p odd. At the moment it is only
known that QS(Sp) is always a finite dihedral group. This implies that no carpet Sp

is a group carpet.
The proof of Theorem 8.1 is surprisingly difficult. To explain some of the ingre-

dients, suppose f : S3 → S3 is a quasisymmetric map. For simplicity assume that f
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is orientation preserving. Denote by C1 the boundary of the unit square, and by C2
the boundary of the middle square that was deleted in the first step of the construction
of S3. So C1 and C2 are peripheral circles of S3.

If C and C′ are two distinct peripheral circles of S3, let �(C, C′) be the family
of all open paths γ |(0,1), where γ : [0, 1] → S

2 is a path connecting C and C′ such
that γ (0) ∈ C, γ (1) ∈ C′, and γ (0, 1) ∩ (C ∪ C′) = ∅. Then the (unordered) pair
{C1, C2} is distinguished from all other pairs {C, C′} due to the following fact.

Lemma 8.2. If C and C′ are two distinct peripheral circles of S3, then

MS3(�(C, C′)) ≤ MS3(�(C1, C2))

with equality if and only if {C, C′} = {C1, C2}.
The proof crucially uses the self-similarity of S3 combined with monotonicity

properties of the modulus invariant MX(�) defined in the previous section.
An immediate consequence of Lemma 8.2 and Proposition 7.6 is that

{f (C1), f (C2)} = {C1, C2}.
In other words, f preserves the peripheral circles C1 and C2 setwise or exchanges
them.

Let us again make a simplifying assumption, namely that f (C1) = C1 and
f (C2) = C2. Now one analyzes the possibilities for the images of the eight peripheral
circles of S3 that constitute the boundaries of the squares deleted in the second step of
the construction of S3. These eight peripheral circles come in two groups: “corner”
circles and “side” circles. Using ideas as in the proof of Lemma 8.2, one can show that
at least one of these eight second-generation peripheral circles is mapped to another
second-generation peripheral circle; say one of the corner circles C3 is mapped to a
corner circle or a side circle C′

3.
In the first case where C′

3 is also a corner circle there exists a rotation R of S3
such that R(C3) = C′

3. Since R also preserves C1 and C2 setwise, we conclude that
f = R by the following theorem (applied to g = R−1 � f ).

Theorem 8.3 (Three-circle theorem). Let X ⊆ S
2 be a carpet of measure zero whose

peripheral circles are uniform quasicircles and are uniformly separated. Suppose C1,
C2, C3 are three distinct peripheral circles of X and g : X → X is an orientation
preserving quasisymmetric map such that g(Ci) = Ci , i = 1, 2, 3. Then g is the
identity on X.

In other words, if an orientation preserving quasisymmetric map of the carpet fixes
three peripheral circles setwise, then it is the identity. The same proof will show that
if g fixes three points (instead of three peripheral circles), then the same conclusion
holds, i.e., g is the identity.
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Proof. By Theorem 7.5 there exists a quasisymmetric uniformization map h : X → Y

to a round carpet Y ⊆ S
2. One can show that the map h can be extended to a global

quasiconformal map H : S
2 → S

2. Since quasiconformal maps preserve sets of
measure zero, the round carpet Y has measure zero. Hence Y is rigid by Theorem 7.3.
Therefore, the quasisymmetric map g̃ = h � g � h−1 : Y → Y is the restriction of an
orientation-preserving Möbius transformation. Since it fixes the three round circles
h(Ci) setwise, it is the identity on Y . Hence g is the identity on X. �

The second case where the corner circle C3 is mapped to a side circle C′
3 does not

occur. To rule out the existence of such a “ghost” map, one argues by contradiction.
Suppose the situation is as represented in Figure 3. IfRD andRM denote the reflections
in the indicated symmetry lines D and M of S3, respectively, one can show that

D

Side circle

Corner circle

c

c′

m

m′

M

Figure 3. Corner and side circles of S3.

RM �f = f �RD by using the Three-Circle Theorem 8.3. This leads to f (c) = m and
f (c′) = m′. Blowing up the carpet at c and m, the map f induces a quasisymmetric
equivalence between the weak tangents Wc and Wm of S3 at these points (with a
suitable normalization these weak tangents are uniquely determined up to isometry).
Similarly, the weak tangents Wc′ and Wm′ are quasisymmetrically equivalent. Since
Wm and Wm′ are isometric, one concludes that Wc and Wc′ are quasisymmetrically
equivalent. Since Wc′ essentially consists of three copies of Wc, one can get the
desired contradiction by using the modulus invariant MX(�) and its monotonicity
properties. The last step in the proof could be simplified, if one knew that Wc and Wm
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are not quasisymmetrically equivalent. This is likely to be true, but an open problem
at the moment.

The following result was also proved in [BMe].

Theorem 8.4. Let p, q ≥ 3 be odd integers. Then Sp and Sq are quasisymmetrically
equivalent if and only if p = q.

Using the known estimate

dimc Sp ≥ 1 + log(p − 1)

log p

for the conformal dimension of Sp, it is not hard to see that Sp cannot be quasisym-
metrically equivalent to Sq if p is much larger than q. The full result Theorem 8.4
is much harder to establish and uses ideas similar to the ones just described. An
interesting open problem in this connection is to determine dimc Sp.

9. Conclusion

It is evident from the preceding discussion that we are still far from a full understand-
ing of the quasiconformal geometry of fractal 2-spheres and Sierpiński carpets. An
obstacle in the solution of Cannon’s conjecture is the lack of examples that could
reveal some hidden structures. All known examples of Gromov hyperbolic groups
with 2-sphere boundary arise from the standard Kleinian group situation, and Can-
non’s conjecture predicts that there are no others. In this sense the fractal 2-spheres
that arise in the dynamics of post-critically finite maps exhibit more interesting phe-
nomena, because sometimes they are quasisymmetrically equivalent to the standard
2-sphere and sometimes not. By investigating these spaces one may discover some
general obstruction (formed by a “large” path family for example) that prevents a
self-similar 2-sphere from obtaining a minimum for its conformal dimension. One
may speculate that in the situation of Cannon’s conjecture the group action prevents
the existence of such an obstruction. This would lead to a solution of the conjecture
according to Theorem 5.3.

The Kapovich–Kleiner conjecture looks somewhat more accessible due to the
additional features given by the geometry of the peripheral circles of a group carpet.
It has to be explored whether a modulus invariant similar to the invariant MX(�) for
carpets in the plane can be used to prove general uniformization theorems for metric
carpets.

The picture is sketchiest for the rigidity results on square carpets. Here it would be
desirable to put isolated facts such as Theorems 8.1 and 8.4 into a general framework.
A possible venue here is to develop an analytic theory of quasisymmetrically invariant
“harmonic” functions. Similarly as in the definition of MX(�) this can be based on
the minimization of energies of discrete weights ρ = {ρi} which play the role of
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“upper” gradients of the functions. Such a theory could also lead to the solution of
problems about weak tangents of carpets such as the one mentioned in Section 8.
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[Bo] Bonk, M., Uniformization of Sierpiński carpets in the plane. In preparation.

[BHR] Bonk, M., Heinonen, J., and Rohde, S., Doubling conformal densities. J. Reine Angew.
Math. 541 (2001), 117–141.

[BK1] Bonk, M., and Kleiner, B., Quasisymmetric parametrizations of two-dimensional metric
spheres. Invent. Math. 150 (2002), 127–183.

[BK2] Bonk, M., and Kleiner, B., Rigidity for quasi-Möbius group actions. J. Differential
Geom. 61 (2002), 81–106.

[BK3] Bonk, M., and Kleiner, B., Rigidity for quasi-Fuchsian actions on negatively curved
spaces. Internat. Math. Res. Notices 2004 (61) (2004), 3309–3316.

[BK4] Bonk, M., and Kleiner, B., Conformal dimension and Gromov hyperbolic groups with
2-sphere boundary. Geom. Topol. 9 (2005), 219–246.

[BK5] Bonk, M., and Kleiner, B., Quasi-hyperbolic planes in hyperbolic groups. Proc. Amer.
Math. Soc. 133 (2005), 2491–2494.

[BK6] Bonk, M., and Kleiner, B., Uniformization of metric Sierpiński carpets. In preparation.
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Local Tb theorems and applications in PDE

Steve Hofmann∗

Abstract. A Tb theorem is a boundedness criterion for singular integrals, which allows the L2

boundedness of a singular integral operator T to be deduced from sufficiently good behavior
of T on some suitable non-degenerate test function b. However, in some PDE applications,
including, for example, the solution of the Kato problem for square roots of divergence form
elliptic operators, it may be easier to test the operator T locally (say on any given dyadic cubeQ),
on a test function bQ that depends upon Q, rather than on a single, globally defined b. Or to
be more precise, in the applications, it may be easier to find a family of bQ’s for which TbQ is
locally well behaved, than it is to find a single b for which Tb is nice globally. In this lecture,
we shall discuss some versions of local Tb theorems, as well as some applications to PDE.

Mathematics Subject Classification (2000). Primary 42B20, 42B25; Secondary 35J25, 35J55,
47F05, 47B44.

Keywords. Tb theorem, singular integrals, square functions, boundary value problems, Kato
problem, layer potentials.

1. Introduction

The Tb theorem, and its predecessor, the T 1 theorem, were introduced in large part to
better understand the Cauchy integral operator on a Lipschitz curve, and the related
Calderón commutators. In this note, we shall discuss more recent “local” versions
of the Tb theorem, as well as the application of such theorems to some questions in
PDE.

We begin by recalling the statements of the original T 1 and Tb theorems. To this
end, we require a few definitions.

We say that T is a singular integral operator (in the generalized sense of Coifman
and Meyer), if T is a mapping from test functions D(Rn) into distributions D ′(Rn),
which is associated to a “Calderón–Zygmund kernel” K(x, y), in the sense that

〈T ϕ,ψ〉 =
∫ ∫

ψ(x)K(x, y)ϕ(y)dxdy,

whenever ϕ,ψ ∈ C∞
0 (R

n) with disjoint supports (the theory can be extended to
settings other than Euclidean space, and there are worthwhile reasons for doing so,
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but we shall not insist much on that point, for the sake of simplicity of exposition). A
Calderón–Zygmund kernel is one which satisfies the “standard” bounds

|K(x, y)| ≤ C|x − y|−n (1.1)

and

|K(x, y + h)−K(x, y)| + |K(x + h, y)−K(x, y)| ≤ C|h|α
|x − y|n+α , (1.2)

for some α ∈ (0, 1], whenever |x − y| ≥ 2|h|.A singular integral operator T is said
to satisfy the “Weak Boundedness Property” (WBP), if

sup
(
R−n|〈T ϕ,ψ〉|) ≤ C < ∞, (1.3)

where the supremum runs over allR > 0, over all balls B(x,R) of radiusR and arbi-
trary center x, and over all test functions ϕ,ψ supported in B(x,R), and normalized
so that ‖ϕ‖∞ +R‖∇ϕ‖∞ ≤ 1 and ‖ψ‖∞ +R‖∇ψ‖∞ ≤ 1. In order to demystify this
condition, we note that it holds automatically for anyL2 bounded operator (just apply
Cauchy–Schwarz). Moreover, with just a small amount of work, it can be shown that,
given an anti-symmetric kernel (i.e., one for which K(x, y) = −K(y, x)), which in
addition satisfies the size condition (1), there is an associated “principal value” type
singular integral operator for which WBP holds.

We recall that BMO is the space of locally integrable functions modulo constants
for whom the norm

‖b‖∗ = sup |Q|−1
∫
Q

|b(x)− [b]Q|dx

is finite. Here, the supremum runs over all cubes (balls work just as well) with sides
parallel to the co-ordinate axes, and

[b]Q ≡ |Q|−1
∫
Q

b(x)dx.

The T 1 theorem of David and Journé [DJ] is the following:

Theorem 1.1. Suppose that T is a singular integral operator associated to a standard
kernel K(x, y) satisfying (1) and (2). Then T extends to a bounded operator on L2

if and only if T satisfies WBP, and T 1, T ∗1 ∈ BMO.

Here, T ∗ is the formal transpose of T . It is of course associated to the kernel
K∗(x, y) = K(y, x). One might ask whether T and T ∗ are well defined on constant
functions, but it is not hard to show, using the kernel condition (2), that T 1 and T ∗1
exist as distributions modulo constants. This result may be understood as follows.
If T is bounded on L2, and its kernel satisfies the smoothness condition (1.2), then by
a result obtained independently by Peetre [P], Spanne [Sp] and Stein [St] it follows
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that T : L∞ → BMO, and similarly for T ∗.Conversely, if both T and T ∗ are bounded
from L∞ → BMO, then by duality and interpolation (using results of Fefferman and
Stein [FS]), we have that T is bounded on L2. The T 1 theorem says that in order to
obtain the latter conclusion, one need not test T on all of L∞, but rather, only on a
very special element of L∞, namely the constant function 1.

The Tb theorem is an extension of the T 1 theorem, in which the function 1 is
replaced by a suitable function b ∈ L∞ (or, more generally, by two such functions b1
and b2: one for T , and one for T ∗). One supposes that b2T b1 is a mapping from test
functions to distributions which satisfies WBP (in particular, principal value operators
associated to anti-symmetric kernels have this property) and that Tb1, T

∗b2 ∈ BMO.
Then, if b1 and b2 are sufficiently non-degenerate, one again deduces that T extends
to a bounded operator on L2. In the original versions of this theorem, b was assumed
to be essentially bounded and “accretive”, i.e., for some δ > 0,

�e b ≥ δ,

or merely “pseudo-accretive”:

inf
Q

∣∣[b]Q∣∣ ≥ δ,

or even “para-accretive”, a relaxed version of pseudo-accretivity in which nondegen-
eracy of the average over each given cube is replaced by nondegeneracy of the average
over some sub-cube of comparable size. The special case that Tb1 = 0 = T ∗b2 (here 0
is meant in the sense of BMO, i.e., modulo constants) and b1, b2 are accretive, is due
to McIntosh and Meyer [McM], the general case to David, Journé and Semmes [DJS].

The special case treated in [McM] already had a spectacular application: as a direct
corollary, one obtains an alternative proof of the Cauchy integral theorem of Coifman,
McIntosh and Meyer. Indeed, for a Lipschitz functionA, the kernel (x−y+i(A(x)−
A(y))−1 is anti-symmetric and standard, so that L2 boundedness of

TAf (x) = p.v.
1

2πi

∫
R

f (y)

x − y + i(A(x)− A(y)
dy

follows immediately from the theorem of [McM] and the observation that, at least
formally, by the formula of Plemelj, TAb = 1/2, where b = 1 + iA′. In practice,
some care must be taken in interpreting the Plemelj formula on an infinite graph, but
this can be managed.

In some applications, it may not be at all evident that there is an accretive (or
pseudo-accretive) b for which Tb is well behaved. On the other hand, in such cases it
is sometimes possible to find a family {bQ}, indexed by dyadic cubesQ, such that TbQ
behaves well locally on Q. This motivates the introduction of the notion of a “local
Tb theorem”, in which good local control of a singular integral operator T , on each
member of a family of suitably non-degenerate functions bQ (one for each dyadic
cube Q), still suffices to deduce L2 boundedness of T . The appropriate version of
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non-degeneracy in this setting was introduced by M. Christ [Ch]: a “pseudo-accretive
system” is a collection of functions {bQ}, indexed on the dyadic cubes, with bQ
supported in Q and integrable, such that for some δ > 0, we have that∣∣∣∣|Q|−1

∫
Q

bQ

∣∣∣∣ ≥ δ. (1.4)

The first local Tb theorem was proved by Christ:

Theorem 1.2 ([Ch]). Suppose that T is a singular integral operator associated to a
standard kernel K(x,y), which in addition we assume to be in L∞. Suppose also that
there are constants δ > 0 and C0 < ∞, and pseudo-accretive systems {b1

Q}, {b2
Q},

with supp biQ ⊆ Q, i = 1, 2, such that for each dyadic cube Q,

(i) ‖b1
Q‖L∞(Q) + ‖b2

Q‖L∞(Q) ≤ C0,

(ii) ‖T b1
Q‖L∞(Q) + ‖T ∗b2

Q‖L∞(Q) ≤ C0,

(iii) δ|Q| ≤ min(
∣∣∣∫Q b1

Q

∣∣∣ , ∣∣∣∫Q b2
Q

∣∣∣).
Then T extends to a bounded operator on L2, with bound depending only on n, δ, C0
and the kernel constants in (1.1) and (1.2), but not on the L∞ norm of K(x, y).

A few remarks are in order. The assumption that K ∈ L∞ is merely qualitative,
and is satisfied, e.g., by smooth truncations of a standard kernel. This assumption
allows one to make certain formal manipulations with impunity, during the course of
the proof. Christ actually proved this theorem in the setting of a space of homogeneous
type (that is, a space endowed with a pseudo-metric and a doubling measure), which
(as he demonstrated) possesses a suitable version of a “dyadic cube” structure. Christ’s
theorem and the technique of its proof are related to the solution of Painlevé’s problem
concerning the characterization of those compact sets K ⊂ C for which there exist
non-constant bounded analytic functions on C \ K. We will not discuss this aspect
of the theory in detail, but we mention that extensions of either local or global Tb
theorems to the non-doubling setting have been obtained by G. David [D1] and by
Nazarov, Treil and Volberg [NTV1], [NTV2]; moreover, the circle of ideas involved
in [Ch], [D1] and [NTV1], [NTV2] have played a crucial role in the solution of the
Painlevé problem, see Mattila, Melnikov and Verdera [MMV], G. David [D1], [D2]
and X. Tolsa [T], and also Volberg [Vo], where the higher dimensional version of this
theory is treated. See also the article of Tolsa in these proceedings.

Instead, in this note we shall concentrate on extensions of Christ’s result in another
direction, in which L∞ control of bQ and TbQ is replaced by local, scale invariant L2

control. These extensions have been useful in certain applications in PDE, including
the solution of the Kato problem. In the next two sections, we discuss local Tb
theorems for square functions, and for singular integrals, respectively.
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2. Local Tb theorems for square functions and applications

We begin with a local Tb theorem for square functions, which extends a global version
due to Semmes [S]. Suppose that we have a family of kernels {ψt(x, y)}t∈(0,∞),
satisfying, for some exponent α > 0,

|ψt(x, y)| ≤ C
tα

(t + |x − y|)n+α ,

|ψt(x, y + h)− ψt(x, y)| ≤ C
|h|α

(t + |x − y|)n+α
(2.1)

whenever |h| ≤ 1
2 |x − y| or |h| ≤ |t |/2.

Theorem 2.1. Let θtf (x) ≡ ∫
ψt(x, y)f (y) dy, where ψt(x, y) satisfies (2.1). Sup-

pose also that there exist constants δ > 0, C0 < ∞, and a system {bQ} of functions
indexed by dyadic cubes Q ⊆ R

n such that for each dyadic cube Q

(i)
∫

Rn
|bQ|2 ≤ C0|Q|,

(ii)
∫ �(Q)

0

∫
Q

|θtbQ(x)|2 dxdtt ≤ C0|Q|,
(iii) δ|Q| ≤ ∣∣ ∫

Q
bQ

∣∣.
Then we have the square function bound∫∫

R
n+1+

|θtf (x)|2 dxdt
t

≤ C‖f ‖2
2.

Proof. The proof combines the ideas of [S] and [AT] with those of [Ch], [HMc],
[HLMc] and [AHLMcT]. (Actually, the argument below preceded the subsequent
matrix-valued versions used in [HMc], [HLMc] and [AHLMcT] to solve the Kato
problem, but the author never published it in this scalar-valued form; see alsoAuscher’s
lecture notes on the Kato problem [A], where the present formulation is given explic-
itly). We begin by recalling the following well-known fact, due explicitly to Christ
and Journé [CJ], but also at least implicit in the work of Coifman and Meyer [CM].

Proposition 2.2 ([CJ]). Let θtf (x) ≡ ∫
Rn
ψt (x, y)f (y)dy, where ψt(x, y) satisfies

(2.1). Suppose that we have the Carleson measure estimate

sup
Q

1

|Q|
∫ �(Q)

0

∫
Q

|θt1(x)|2 dxdt
t

≤ C. (2.2)
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Then we have the square function estimate∫∫
R
n+1+

|θtf (x)|2 dxdt
t

≤ C‖f ‖2
2. (2.3)

Remark 2.3. The converse direction (i.e. that (2.3) implies (2.2)) is essentially due
to Fefferman and Stein [FS].

Thus, to prove Theorem 2.1, it suffices to verify that |θt1|2 dxdt/t is a Carleson
measure, given the existence of a family {bQ} satisfying hypotheses (i), (ii) and (iii)
of the theorem. To this end, we first observe that, as in [S] and [AT], it is enough to
verify that for {bQ} as in the theorem, we have the bound

sup
Q

1

|Q|
∫∫

RQ

|θt1|2 dxdt
t

≤ C sup
Q

1

|Q|
∫∫

RQ

|(θt1)(PtbQ)|2 dxdt
t

+ C, (2.4)

where RQ ≡ Q × (0, �(Q)) is the “Carleson box” above Q, and where Pt is a nice
approximate identity, whose kernel satisfies, say, (2.1). Indeed, suppose momentarily
that (2.4) holds. Then to obtain (2.2) (and thus also the conclusion of the theorem),
it suffices to show that the right hand side of (2.4) is bounded. Following [CM], we
write

(θt1)PtbQ = [(θt1)PtbQ − θtbQ] + θtbQ

= RtbQ + θtbQ.

The contribution of θtbQ is bounded, by hypothesis (ii) of the theorem. Moreover,
by (2.1) and the fact thatRt1 = 0, it follows by a well-known orthogonality argument
that ∫∫

R
n+1+

|Rtf (x)|2 dxdt
t

≤ C‖f ‖2
2.

Thus, by (i), the contribution of RtbQ is also bounded.
Therefore, to finish the proof of the theorem, it remains to verify (2.4). In fact, it

suffices to proof that (2.4) holds withPt replaced by the dyadic averaging operatorAt ,
defined by

Atf (x) ≡ A
Q
t f (x) ≡ 1

|Q(x, t)|
∫
Q(x,t)

f (y) dy,

where Q(x, t) denotes the minimal dyadic subcube of Q containing x, with side
length at least t. Indeed, a standard orthogonality argument yields the fact that∫∫

RQ

|(At − Pt)f (x)|2 dxdt
t

≤ C‖f ‖2
2,

so that the error is bounded.
Now, by a well-known “John–Nirenberg” type lemma for Carleson measures (see,

e.g. [AHLT, Lemma 3.3]), in order to establish (2.6) (or rather its analogue with At
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in place of Pt ), it suffices to show that there is a positive constant η > 0 such that for
each Q, there is a dyadic sawtooth region

E∗
Q ≡ RQ \ (∪RQj ), (2.5)

where {Qj } are non-overlapping dyadic sub-cubes of Q, with

|Q \ (∪Qj)| > η|Q|
and ∫∫

E∗
Q

|θt1(x)|2 dxdt
t

≤ C

∫∫
E∗
Q

|(θt1(x))(AtbQ(x))|2 dxdt
t
. (2.6)

We establish (2.6) via a stopping time argument as in [HMc], [HLMc] and [AHLMcT]
(but see also [Ch], where a similar idea had previously appeared). Our starting point
is (iii). Dividing by an appropriate complex constant, we may suppose that

1

|Q|
∫
Q

bQ = 1. (2.7)

We then sub-divide Q dyadically, to select a family of non-overlapping cubes {Qj }
which are maximal with respect to the property that

�e 1

|Qj |
∫
Qj

bQ ≤ 1/2. (2.8)

If E∗
Q is defined as in (2.5) with respect to this family {Qj }, then by construction, if

(x, t) ∈ E∗
Q, it follows that

1

2
≤ �e AtbQ(x),

so that (2.6) holds with C = 4. It remains only to verify that there exists η > 0 such
that

|E| > η|Q|, (2.9)

where E ≡ Q\(∪Qj). By (2.7) we have that

|Q| =
∫
Q

bQ = �e
∫
Q

bQ = �e
∫
E

bQ + �e
∑
j

∫
Qj

bQ

≤ |E| 1
2

(∫
Q

|bQ|2
) 1

2 + 1

2

∑
|Qj |,

when in the last step we have used (2.8). From hypothesis (i) of Theorem 2.1, we
then obtain that

|Q| ≤ C|E| 1
2 |Q| 1

2 + 1

2
|Q|,

and (2.9) now follows readily. This concludes the proof of Theorem 2.1. �
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As alluded to above, the previous theorem has an extension to the matrix valued
setting. We shall explain momentarily why this is interesting. Let M

N denote the
space of N ×N matrices with complex entries.

Theorem 2.4. Suppose that � t : R
n × R

n → C
N satisfies (2.1). For f : R

n → C
N

define the operator

�t · f (x) ≡
∫

� t (x, y) · f (y) dy. (2.10)

Suppose also that there are constants δ > 0, C0 < ∞ and a system of matrix valued
functions bQ : R

n → M
N , indexed on the dyadic cubes, such that

(i)
∫

Rn
|bQ|2 ≤ C0|Q|,

(ii)
∫ �(Q)

0

∫
Q

|�tbQ(x)|2 dxdtt ≤ C0|Q|,
(iii) δ|ξ |2 ≤ �e ξ · (|Q|−1

∫
Q

bQ
)
ξ .

where the ellipticity condition (iii) holds for all ξ ∈ C
N, and where the action of �t

on the matrix valued function bQ is defined in the obvious way as in (2.10) by viewing
the kernel � t (x, y) as a 1 ×N matrix which multiplies the N ×N matrix bQ. Then∫∫

R
n+1+

|�t · f |2 dxdt
t

≤ C‖f ‖2
2.

It turns out that a variant of this theorem lies at the heart of the solution of the
Kato problem [HMc], [HLMc], [AHLMcT] (see also [AT]). We now sketch the proof,
which is essentially the same as the argument used to establish the Kato conjecture.
Let 1 denote the N ×N identity matrix. Since

�t1 = (θ1
t 1, θ2

t 1, . . . , θNt 1),

Proposition 2.3 therefore implies that it is enough to show that |�t1|2 t−1dxdt is
a Carleson measure. For ε small, but fixed, we cover C

N by cones of aperture ε.
Enumerating these cones as �ε1, . . . , �

ε
K,, where K = K(ε,N), we see that

∫ �(Q)

0

∫
Q

|�t1|2 dxdt
t

=
K∑
k=1

∫ �(Q)

0

∫
Q

|�t1|2 1�εk (�t1)
dxdt

t
.

Thus, it is enough to show that there is a uniform constant

C1 = C1(ε, δ, C0, n,N)

such that, for each fixed cone �ε with ε small enough,

sup
Q

|Q|−1
∫ �(Q)

0

∫
Q

|�t1|2 1�ε(�t1)
dxdt

t
≤ C1.
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To this end, normalizing so that δ = 1, and fixingQ, we follow the stopping time
argument of the previous theorem, in the present case extracting dyadic subcubes
Qj ⊂ Q which are maximal with respect to the property that at least one of the
following holds: ∫

Qj

|bQ| ≥ 1

4ε
(2.11)

or

�e ν ·
(

|Qj |−1
∫
Qj

bQ

)
ν ≤ 3

4
, (2.12)

where ν ∈ C
N is the unit normal in the direction of the central axis of �ε, i.e.,

�ε =
{
z ∈ C

N :
∣∣∣ z|z|

∣∣∣ − ν

∣∣∣ < ε
}
.

As in the proof of the previous theorem, one may check that

|E| ≡ |Q \ (∪Qj)| ≥ η|Q|,
for some fixed η > 0. Moreover, for (x, t) ∈ E∗

Q ≡ RQ \ ( ⋃
RQj

)
, (we recall that

RQ ≡ Q× (0, �(Q) is the Carleson box above Q) and for z ∈ �ε, we claim that

|z · AtbQ(x)ν| ≥ 1

2
|z|, (2.13)

where again At denotes the dyadic averaging operator with respect to the dyadic grid
of Q. Indeed, since the opposite inequalities to (2.14) and (2.15) hold in E∗

Q, we have
that

|ω · AtbQ(x)ν| ≥ |ν · AtbQ(x)ν| − |(ω − ν) · AtbQ(x)ν| ≥ 3

4
− 1

4
= 1

2

whenever |ω − ν| < ε and (x, t) ∈ E∗
Q. Taking ω = z/|z|, with z ∈ �ε, we obtain

(2.16).
Consequently, we have that∫∫

E∗
Q

|�t1|2 1�ε(�t1)
dxdt

t
≤ 4

∫∫
E∗
Q

|�t1 · AtbQν|2 dxdt
t
,

and the rest of the proof follows as in the previous theorem.
As mentioned above, a variant of this last theorem leads to the solution of the Kato

problem. We recall the statement of the problem. Let B be an n× n matrix of com-
plex, L∞ coefficients, defined on R

n, and satisfying the ellipticity (or “accretivity”)
condition

λ|ξ |2 ≤ �e 〈Bξ, ξ〉 ≡ �e
∑
i,j

Bij (x) ξj ξ i, ‖B‖∞ ≤ �, (2.14)
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for ξ ∈ C
n and for some λ,� such that 0 < λ ≤ � < ∞. We define a divergence

form operator
Ju ≡ − div(B(x)∇u), (2.15)

which we interpret in the usual weak sense via a sesquilinear form. The accretivity
condition (2.14) enables one to define an accretive square root

√
J ≡ J 1/2 (see [K1],

[K2]), and the “Kato problem”, or “square root problem”, is to establish the estimate

‖√Jf ‖L2(Rn) ≤ C‖∇f ‖L2(Rn), (2.16)

with C depending only on n, λ and �. The latter estimate is connected with the

question of the analyticity of the mapping B → J
1
2 , which in turn has applications

to the perturbation theory for certain classes of hyperbolic equations (see [Mc]). We
remark that (2.16) is equivalent to the opposite inequality for the square root of the
adjoint operator J ∗ (which amounts to the L2 boundedness of the Riesz transforms
∇(J ∗)−1/2). In [HMc], [HLMc], [AHLMcT], (but see also [AT]), estimate (2.16)
was deduced, in effect, from a variant of Theorem 2.12, with N = n, in which the
matrix bQ is the derivative matrix of a carefully chosen C

n-valued solution FQ of
an appropriate PDE. For example, one can take FQ to be a certain W 1,2 solution of
the parabolic equation ∂u

∂t
+ Ju = 0, with t frozen at the scale t = (ε�(Q))2 (ε

chosen small, but fixed depending on n, λ and �), or it could be a solution of the
resolvent equation (1 + (ε�(Q))2J )FQ = x. In the case of the Kato problem, the
operators �t which arise do not satisfy the kernel conditions (2.1), but they do posses
some extra structure inherited from the operator J , which suffices to carry through
the same argument sketched above in the proof of Theorem 2.12.

3. Local Tb theorems for singular integrals and applications

To help motivate our next application, we discuss the Kato problem from the perspec-
tive of elliptic boundary value problems. Consider the Dirichlet problem{

utt + divx B(x)∇xu = 0 in R
n+1+ = {(x, t) ∈ R

n × (0,∞)}
u(x, 0) = f (x) ∈ L2(Rn).

(D)

Then a solution u is given in terms of the Poisson semigroup: u(x, t) = e−t
√
J f (x).

Note that the outward normal derivative is given by

∂u

∂ν
= −∂u

∂t
= √

Ju,

and that the tangential gradient is simply

∇tanu = ∇xu.
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Thus the Kato estimate (2.16), together with the reverse inequality for the Riesz
transforms ∇J−1/2, can be thought of as a “Rellich identity”

‖∂u
∂ν

‖2 ≈ ‖∇tanu‖2 (3.1)

for solutions of the boundary value problem (D). The Rellich identity, in turn, plays a
vital role in the solution of the Neumann and regularity problems with L2 estimates
(see, e.g., Jerison and Kenig [JK2], Verchota [V] and Kenig and Pipher [KP]); more-
over, a local scale invariant Rellich identity can be used to establish L2 estimates for
solutions of the Dirichlet problem [JK1], [JK3]. We observe that the equation

utt + divx B(x)∇xu = 0

can be written in the form
divx,t A(x)∇x,tu = 0, (3.2)

where A is the (n+ 1)× (n+ 1) matrix⎡
⎢⎢⎢⎣

0

B
...

0
0 · · · 0 1

⎤
⎥⎥⎥⎦ . (3.3)

The question then naturally arises whether the special “semi-group structure” (3.3)
is needed to establish the “Rellich identity” (3.1) (and more generally, to obtain L2

estimates for the Dirichlet, Neumann and regularity problems). Perhaps one might
be able to consider equations of the type (3.2) with a “full” (n+ 1)× (n+ 1) elliptic
coefficient matrixA(x) (still independent of the t variable). Indeed, for real symmetric
coefficients, this is the case [JK3], [KP], [Ke]. Unfortunately, the analogous statement
fails for coefficients which are real, but non-symmetric (let alone complex): solvability
with L2 estimates does not hold in general if the non-symmetry is sufficiently severe
[KKPT]. On the other hand, it turns out that the magnitude of the non-symmetry
matters. Suppose that A1(x) is a complex, L∞ elliptic matrix (in the sense of (2.17),
but now with ξ ∈ C

n+1), and that ‖A1 − A0‖L∞(Rn) ≤ ε, where A0(x) is real,
symmetric,L∞ and elliptic, and where ε depends only on dimension and the ellipticity
parameters for A0. Then the Rellich identity (3.1) holds for solutions of the equation

L1u = − divA1(x)∇u = 0

(in (3.1), ∂u
∂ν

now denotes the “co-normal” derivative), and one has solvability withL2

estimates for the Dirichlet, Neumann and Regularity problems [AAAHK]. The proof
entails establishing an analytic perturbation result for the layer potentials associated
to operators close to L0 = − divA0(x)∇, and therefore the first step requires that
we obtain L2 boundedness (and invertibility) of the layer potentials associated to L0.

We remark here that since L0 has real, symmetric, t-independent coefficients, the



1386 Steve Hofmann

solvability, with L2 estimates, of the Dirichlet [JK1], [JK3], [Ke, pp. 63–64] and
Neumann and Regularity [KP] problems for the equation L0u = 0 was already
known, but the layer potential theory is new, and is used to jump start the perturbation
scheme. This first step brings us back to the subject of local Tb theorems, this time for
singular integrals rather than for square functions. (Actually, the subsequent analytic
perturbation step also uses local Tb technology, in the spirit of the proof of the Kato
problem, but this aspect of the theory is rather involved, and we shall not discuss it
here).

The following theorem was (essentially) proved in [AHMTT].

Theorem 3.1. LetT be a singular integral operator associated to a kernelK satisfying
the Calderón–Zygmund kernel conditions (1.1) and (1.2), as well as the generalized
truncation conditionK(x, y) ∈ L∞(Rn×R

n). Suppose also that there exist pseudo-
accretive systems {bQ}, {b∗

Q} such that supp bQ, supp b∗
Q ⊆ Q, and

(i)
∫
Q
(|bQ|2+ε + |b∗

Q|2+ε) ≤ C|Q|, for some ε > 0,

(ii)
∫
Q
(|TbQ|2 + |T ∗b∗

Q|2) ≤ C|Q|,
(iii) 1

C
|Q| ≤ min (| ∫

Q
bQ|, | ∫

Q
b∗
Q|).

Then T : L2(Rn) → L2(Rn), with bound independent of ‖K‖∞.

Remark. This theorem was proved in [AHMTT] for so-called “perfect dyadic” sin-
gular integral operators, which are associated to a kernel for which the smoothness
condition (1.2) is replaced by the condition that

K(x, y)−K(x′, y) = 0, (3.4)

whenever x, x′ ∈ Q and y ∈ Qc, where Q is a dyadic cube. In that case, one can
take ε to be 0 in condition (i). The proof of the present theorem is essentially the same
as that in [AHMTT] except that one is forced to treat several error terms caused by
the decaying tail in (1.2), which are absent when one has the perfect localization (3.5)
(see [AAAHK] for details). We will not give the proof of this theorem here (it is a bit
complicated), although we shall briefly discuss some of the ideas involved in its proof.
First however, we describe how one may use this theorem to deduce boundedness of
the layer potentials associated to a divergence form elliptic operator in R

n+1+ , with
real symmetric t-independent coefficients.

Suppose now that
Lu = − divA(x)∇u,

is defined in R
n+1 = {(x, t) ∈ R

n × (−∞,∞)} (so that div,∇ are taken in all n+ 1
variables x and t), where A(x) is real, symmetric, elliptic and L∞. There is a global
fundamental solution

�(x, t, y, s) = �(x, t − s, y, 0)
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associated to L, which by De Giorgi–Nash–Moser estimates satisfies

|�(x, t, y, 0)| ≤ C(|t | + |x − y|)1−n (3.5)∣∣∣∣ ∂∂t �(x, t, y, 0)

∣∣∣∣ ≤ C(|t | + |x − y|)−n, (3.6)∣∣∣∣ ∂∂t (�(x + h, t, y, 0)− �(x, t, y, 0))

∣∣∣∣ +
∣∣∣∣ ∂∂t (�(x, t, y + h, 0)− �(x, t, y, 0))

∣∣∣∣
≤ C

|h|α
(|t | + |x − y|)n+α , (3.7)

whenever |h| ≤ 1
2 |x − y| or |h| ≤ |t |/2, for some α > 0. We define as usual the

single layer potential operator

Stf (x) ≡
∫

Rn

�(x, t, y, 0)f (y) dy,

and also singular integrals

Ttf (x) ≡ ∂

∂t
Stf (x) =

∫
Rn

∂

∂t
�(x, t, y, 0)f (y) dy.

We observe that, by virtue of (3.7) and (3.8), the kernel of the latter operator satisfies
the hypotheses of Theorem 3.4, uniformly in t > 0. Thus, the estimate

sup
t>0

‖Ttf ‖L2(Rn) ≤ C‖f ‖2 (3.8)

will follow immediately if we can produce pseudo-accretive systems {bQ}, {b∗
Q} satis-

fying the conditions (i),(ii) and (iii). Given (3.9), bounds for the tangential derivatives
of Stf will follow from the estimate

‖∇xStf ‖2 ≤ C‖ ∂
∂t
Stf ‖2,

which in turn is easily obtained for real, symmetric coefficients via integration by parts
(indeed, it is a consequence of the Rellich identity). The invertibility of the appropriate
boundary integral operators is also then obtainable from the Rellich identity. Let us
now indicate how one may deduce (3.9) from Theorem 3.4. We shall only produce
a pseudo-accretive system for the operator Tt ; one may treat T ∗

t by a transparent
variation of the same method. We recall the following fundamental result of Jerison
and Kenig [JK3] (see also [Ke, pp. 63–64]):

Theorem 3.2 ([JK3]). Suppose that L = − divA∇, where A is real, symmetric,
(n+1)×(n+1), t-independent,L∞ and uniformly elliptic. Then the elliptic-harmonic
measure associated to L, in the lower half-space R

n+1− , is absolutely continuous with
respect to n-dimensional Lebesgue measure on the boundary {t = 0}. Moreover,



1388 Steve Hofmann

if kA
−
Q(y) denotes the Poisson kernel, at the point A−

Q = (xQ,−�(Q)), where Q is a
cube on the boundary with center xQ, then we have the scale invariant estimate∫

Rn

(k
A−
Q(y))2+ε dy ≤ C|Q|−1−ε, (3.9)

for some ε > 0 depending only on dimension and ellipticity.

We now set
bQ ≡ |Q|1Q kA

−
Q. (3.10)

Observe that condition (i) of Theorem 3.4 follows immediately from Theorem 3.10.
Moreover (iii) is an immediate consequence of the following well-known estimate of
Caffarelli, Fabes, Mortola and Salsa [CFMS] (see also [Ke, Lemma 1.3.2, p. 9]):∫

Q

k
A−
Q(y) dy ≥ 1

C
. (3.11)

It remains to establish condition (ii). We consider first

∂tSt b̃Q(x) = |Q|
∫

Rn

∂t�(x, t, y, 0)kA
−
Q(y) dy

= |Q|∂t�(x, t, A−
Q),

where b̃Q is defined as in (3.10) (except that we have dropped the indicator function
of the cube Q), and where we have used that for (x, t) ∈ R

n+1+ fixed, the function
∂t�(x, t, · , · ) solves Lu = 0 in R

n+1− . Since t > 0, we then have by (3.5) and
translation invariance in t that

|∂tStbQ(x)| ≤ C,

uniformly in (x, t) ∈ R
n+1+ . It is not hard to use integration by parts, coupled again

with the fact that ∂t�(x, t, · , · ) is a solution in the lower half-space to obtain a similar
estimate for ∂tSt (ηQb̃Q)(x), where ηQ ∈ C∞

0 , ηQ ≡ 1 on 5Q, supp ηQ ≤ 6Q, with
‖∇ηQ‖∞ ≤ C/�(Q). One then obtains the L2 bound (ii) for ∂tStbQ by using (i)
and the kernel estimate (3.7) to handle the error ∂tSt

(
(ηQ − 1Q)bQ

)
(x).We omit the

details (the interested reader may consult [AAAHK]).
Let us conclude the article by sketching some of the ideas involved in the proof of

Theorem 3.4. We begin by trying to mimic, as far as possible, the proof of Theorem 2.2.
By the T 1 theorem, it is enough to show that T 1 ∈ BMO (we ignore the matter of
establishing WBP – it turns out that there is a local version of the T 1 condition, in
which 1 is replaced by 1Q, that yields weak boundedness also, and in practice, it is
this local condition that one establishes). By [FS], it would be enough to verify the
Carleson measure estimate

sup
Q

|Q|−1
∫ �(Q)

0

∫
Q

|�tT 1(x)|2 dxdt
t

< ∞, (3.12)
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where

�tf (x) ≡
∫
t−nψ

(
x − y

t

)
f (y) dy,

and ψ ∈ C∞
0 ({|x| < 1}) is radial with∫ ∞

0
|ψ̂(t)|2 dt

t
= 1.

We attempt to proceed as in the proof of Theorem 2.2, but now with �tT in place
of θt . As before, we use conditions (i) and (iii) to produce a dyadic sawtooth region
E∗
Q, with |∂E∗

Q ∩Q| > η|Q|, on which

|�tT 1| ≤ C|(�tT 1)(PtbQ)|
(modulo acceptable errors). It is then enough to control∫∫

E∗
Q

|(�tT 1)(PtbQ)|2 dxdt
t
.

Again following the idea of [CM], we write

(�tT 1)(PtbQ) = [
(�tT 1)(PtbQ)−�tTbQ

] +�tTbQ ≡ �tbQ +�tTbQ.

The contribution of the second summand can be handled using condition (ii) and the
boundedness of the square function

f →
(∫ ∞

0
|�tf |2 dt

t

)1/2

.

It is the first summand which causes problems. In contrast to the situation in Theo-
rem 2.2, in which the kernel of the operator Rt = (θt1)Pt − θt gave rise to a bounded
square function, the contribution of�tbQ is now problematic, owing to the failure of
the estimates (2.1) for the kernel of �t. Let us try to isolate the difficulty, by writing

�t = [(�tT 1)Pt −�tT Pt ] +�tT (Pt − I ) ≡ R̃t + �̃t .

Then we can at least handle R̃t exactly as we did Rt in Theorem 2.2: it is not hard
to show that its kernel satisfies (2.1) (I am cheating a bit here – the bound for the
kernel of �tT Pt uses WBP) and clearly R̃t1 = 0. It is the term �̃t which now
causes problems. If T ∗1 = 0, or even if T ∗1 ∈ BMO, then one can prove square
function bounds for the contribution of �̃t (this is easiest to do when the Littlewood–
Paley operators �t have been discretized, and when T is of “perfect dyadic” type;
see the “one-sided Tb theorem” in [AHMTT]). In the absence of this “one-sided”
condition, the idea is to build discretized �t operators which are adapted to b∗

Q (as
in [CJS]), to take advantage of the fact that we can control (locally) T ∗b∗

Q in place
of T ∗1. The difficulty is that these adapted �t operators are now well behaved only



1390 Steve Hofmann

in sawtooth regions on which b∗
Q is non-degenerate, and therefore there is a stopping

time construction needed just to reach the analogue of (3.14), which now, for a given
cube Q, becomes an estimate over a sawtooth adapted to b∗

Q. Morally speaking, one
then proceeds more or less as I have described above. In practice, this is a bit delicate.
We refer the interested reader to [AHMTT] and [AAAHK] for details.
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Almost everywhere convergence and divergence of Fourier
series

Sergey V. Konyagin∗

Abstract. The aim of this expository paper is to demonstrate that there are several challenging
problems concerning the behavior of trigonometric Fourier series almost everywhere.
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everywhere.

1. Introduction

We write T = R/2πZ for the one-dimensional torus considered as the real line with
x+2π identified withx. LetL(T)denote the class of all Lebesgue integrable functions
T → C. We associate with any function f ∈ L(T) its Fourier series

f ∼
∞∑

k=−∞
f̂ (k)eikx,

where

f̂ (k) = 1

2π

∫
T

f (x) exp(−ikx) dx,
The m-th partial sum of the trigonometric Fourier series of f is

Sm(f, x) =
m∑

k=−m
f̂ (k) exp(ikx).

Unfortunately, the Fourier series of f does not necessarily converge to f . It is
known from Du Bois-Reymond [8] that the Fourier series of a continuous function can
unboundedly diverge at some point. Fejér [10] and Lebesgue [27] constructed other
examples of such functions. Almost one century ago it was proven that a trigonometric
series with coefficients tending to 0 can diverge everywhere. Lusin [30] constructed
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such a series of power type
∑∞
k=0 cke

ikx , and Steinhaus [38] gave an example of
everywhere divergent real series

∞∑
k=1

(ak cos(kx)+ bk sin(kx))

such that ak → 0, bk → 0 as k → ∞. The central problem was: can the Fourier series
of an integrable function diverge almost everywhere (everywhere)? G. H. Hardy [13]
proved that if it is the case the divergence is not too fast:

Sm(f, x) = o(logm) (m → ∞) almost everywhere. (1)

A. N. Kolmogoroff [17] constructed his famous example of a function f ∈ L(T)

such that Sm(f, x) diverges unboundedly almost everywhere. In another paper [19]
he constructed an everywhere divergent Fourier series.

These prominent results caused two type of problems.
I. To find a large class of functions with almost everywhere convergent Fourier

series.
II. To show that a Fourier series of every integrable function converges in some

sense to the function.
Some versions of these problems are discussed in the paper. We will deal not only

with the trigonometric system but also with the Walsh system. The Walsh system is
the following system of functions defined on [0, 1):

w0(x) = 1, wk(x) =
r∏

j=0

(
sign sin 2j+1πx

)εj (k ∈ N),

where ε0, . . . , εr are the digits in the representation of k in the dyadic system

k =
r∑

j=0

εj2j , εj ∈ {0, 1}, εr = 1. (2)

This is a complete orthonormal functional system, and any function f ∈ L[0, 1) has
the Fourier–Walsh representation

f ∼
∞∑
k=0

f̂ (k)wk(x), f̂ (k) =
∫ 1

0
f (x)wk(x) dx.

The Fourier–Walsh partial sums are defined as

Sm(f, x) =
m−1∑
k=0

f̂ (k)wk(x).

The theory and the history of Fourier–Walsh series can be found in [11].
The author is grateful to A. V. Rozhdestvenskii for a careful reading of the paper.

Due to his remarks, some shortcomings have been corrected.
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2. Convergence of the sequence of all partial sums

Let φ : [0,+∞) → [0,+∞) be a nondecreasing function, φ(0) = 0. Denote

φ(L) =
{
f ∈ L(T) :

∫
T

φ(|f (x)|) dx < ∞
}
.

For example, if φ(u) = u, then φ(L) = L(T); if φ(u) = u2, then φ(L) = L2(T).

Problem 2.1. For what functions φ the trigonometric Fourier series of any function
f ∈ φ(L) converges almost everywhere?

In particular, it was not clear whether the Fourier series of a continuous function
can diverge everywhere. Carleson [6] showed that if f ∈ L2(T) (i.e., f is measurable
and

∫
T

|f 2(x)|dx < ∞), then Sm(f, x) → f (x) asm → ∞ almost everywhere. The
condition f ∈ L2(T) in the Carleson theorem was weakened by Hunt [15], Sjölin
[36]. Antonov [2] proved that if f is a measurable function and∫

T

|f (x)| log+ |f (x)| log+ log+ log+ |f (x)| dx < ∞,

then Sm(f, x) → f (x) as m → ∞ for almost all x ∈ T. (We denote log+ u = log u
if u ≥ 1 and log+ u = 0 if u < 1.) The results in [36] were proven for Fourier–Walsh
series, but the proofs can be rewritten for trigonometric series as well. The analog of
Antonov’s result for Fourier–Walsh series was established by Sjölin and Soria [37].
Arias-de-Reyna [1] constructed a rearrangement invariant spaceQA of functions with
almost everywhere convergent Fourier series such thatQA strictly containsAntonov’s
space L log+ L log log log+ L.

On the other hand, Körner [26] proved that if

φ(u) = o(u log log u) (u → ∞) (3)

then there is a function f ∈ φ(L) such that lim supm→∞ |Sm(f, x)| = ∞ for all
x ∈ T. This result was improved by the author [22], [23].

Theorem 2.2. If

φ(u) = o(u
√

log u/ log log u) (u → ∞)

then there is a function f ∈ φ(L) such that

lim sup
m→∞

Sm(f, x) = ∞ for all x ∈ T.

Also, in [22] and [23] it was proven the existence of a function f ∈ L(T) satisfying

Sm(f, x) > ψ(m) for all x and infinitely many m

provided that
ψ(m) = o(

√
logm/ log logm) (m → ∞).
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This improved the result of Chen [7] asserting the existence of such a function f
under a stronger supposition

ψ(m) = o(log logm) (m → ∞).

However, it is still unknown whether Hardy’s inequality (1) can be improved. More
precisely: does there exist a function ψ(u) = o(u) as u → ∞ such that for any
f ∈ L(T) the inequality

Sm(f, x) = o(ψ(logm)) (m → ∞)

holds everywhere?

Conjecture 2.3. For any f ∈ L(T)
Sm(f, x) = o(

√
logm) (m → ∞) almost everywhere.

Due to Bochkarev, we know the existence of a function with almost everywhere
divergent Fourier–Walsh series from a smaller functional class φ(L) than in the case
of trigonometric Fourier series. In fact, the following result was proven in [5].

Theorem 2.4. If
φ(u) = o(u

√
log u) (u → ∞)

then there is a function f ∈ L[0, 1) such that

∫ 1

0
φ(|f (x)|)dx < ∞

and the Fourier–Walsh partial sums of f unboundedly diverge almost everywhere.

Antonov extended his result to convergence of cubic partial sums for multiple
trigonometric Fourier series ([3], [4]; see also [37]). An extension of Körner’s result
to multiple trigonometric Fourier series was made in [21].

3. Convergence of subsequences of the sequence of partial sums

Gosselin [12] proved that for any increasing sequence {mj } there is f ∈ L(T) such
that

sup
j

|Smj (f, x)| = ∞ (4)

for almost all x ∈ T. Totik [39] established the existence of f such that (4) holds for
all x ∈ T.

The problem is to determine under which conditions on a sequence {mj } and a
function φ the partial sums Smj (f ) converge to f almost everywhere for any function
f ∈ φ(L). In particular, is it true that for enough sparse sequence {mj } we can claim
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the almost everywhere convergence of Smj (f ) to f for a wider functional class φ(L)
than in the case of taking the full sequence of the partial sums?

Let {mj } be a lacunary sequence, that is, infj mj+1/mj > 1. If the Fourier series
of a function g is a power-type series, namely,

g ∼
∞∑
k=0

ĝ(k) exp(ikx),

then the sequence {Smj (g)} converges to g almost everywhere ([42], Chapter 15,
Theorem 5.11). Combining the last result with Theorem 5.11 of Chapter 7 from [42]
we get that if a measurable function f satisfies the condition∫

T

|f (x)| log+ |f (x)| dx < ∞, (5)

and {mj } is a lacunary sequence, then {Smj (f )} converges to f almost everywhere.
Let us recall that we do not know whether (5) is sufficient for the almost everywhere
convergence of the Fourier series of the function f .

The following theorem [25] contains the above-mentioned results of [26] and [39].

Theorem 3.1. For any increasing sequence {mj } of positive integers and any nonde-
creasing functionφ : [0,+∞) → [0,+∞) satisfying condition (3), there is a function
f ∈ φ(L) such that

sup
j

|Smj (f, x)| = ∞ for all x ∈ T.

For the proof the construction suggested by Heladze [14] is used.
However, the technique of [22] and [23] employed the partial sums Smj for a quite

rich subsequence {mj } and did not allow to weaken condition (3) in Theorem 3.1.
Moreover, it is quite possible that this condition is sharp.

Conjecture 3.2. For any lacunary increasing sequence {mj } of positive integers and
any measurable function f such that∫

T

|f (x)| log+ log+ |f (x)| dx < ∞,

we have Smj (f, x) → f (x) as j → ∞ for almost all x ∈ T.

There is no a direct analog of Gosselin’s theorem for Fourier–Walsh series. For a
positive integer k denote

s(k) = 1 +
r−1∑
j=0

|εj − εj+1|,

where ε0, . . . , εr are defined by (2). It is well-known that if {mj } is an increasing
sequence of positive integers and

sup
j

s(mj ) < ∞, (6)
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then the Fourier–Walsh sums Smj (f ) converge to f almost everywhere for any f ∈
L[0, 1). In particular, this holds formj = 2j . Moreover, condition (6) is not necessary
for almost everywhere convergence of Smj (f ) to f for all functions f ∈ L[0, 1) [20].

Problem 3.3. Find a necessary and sufficient condition on a sequence {mj } of positive
integers under which the partial Fourier–Walsh sums Smj (f ) converge to f almost
everywhere for every function f ∈ L[0, 1).

One of the most remarkable results in this subject belongs to Lukomskij [29] who
settled the problem for multiple Fourier–Walsh series of any dimension greater than
one [29].

4. Ul’yanov’s problem

Kolmogoroff [18] established the weak-type estimate for conjugate functions. One
of the corollaries of his result is the convergence of trigonometric Fourier series of
any integrable function in Lp(0 < p < 1) and, therefore, in measure. Hence, for any
function f ∈ L(T) there exists an increasing sequence {mj } of positive integers such
that the partial sums Smj (f ) converge to f almost everywhere. Gosselin’s theorem
demonstrates that such a sequence {mj } must depend on a function f .

Ul’yanov [40] asked the following question.

Problem 4.1. Does there exist a sequence {Mj } such that the Fourier series of any
f ∈ L(T) possesses a subsequence {Smj (f )} of its partial sums converging almost
everywhere to f such that mj ≤ Mj for all j?

The following results have been proven in [24].

Theorem 4.2. If φ(u)/u → ∞ as u → ∞ then there exists a sequence {Mj } such
that for every function f ∈ φ(L) there is an increasing sequence {mj } such that
mj ≤ Mj for all j and Smj (f ) → f almost everywhere.

Theorem 4.3. There exists a sequence {Mj } such that for every function f ∈ L(T)

there is an increasing sequence {mj } such that mj ≤ Mj for infinitely many j and
Smj (f ) → f almost everywhere.

The sequence {Mj } from Theorem 4.3 must grow very rapidly, faster than any
multiple iteration of the exponent. Define the function exp∗(k), k ∈ N, as the follow-
ing: exp∗(0) = 0, exp∗(k) = eexp∗(k−1) (k ≥ 1). It turns out that for any ε > 0 any
sequence {Mj } with

Mj = O
(
exp∗([(log log j)1−ε])) (j ≥ 20)

does not satisfy the requirements of Theorem 4.3. (Here [u] is the greatest integer not
exceeding u.)
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Now we consider Ul’yanov’s problem for measures. Let μ be a Borel measure
on T with

∫
T

| dμ| < ∞. Denote

μ̂(k) = 1

2π

∫
T

exp(−ikx)dμ(x), Sm(μ, x) =
m∑

k=−m
μ̂(k) exp(ikx).

In general, one cannot find an increasing sequence {mj } such that for almost all x ∈ T

a sequence {Smj (μ, x)} converges, but, as follows from [18], the latter sequence is
bounded for some {mj } and for almost all x ∈ T. Ul’yanov’s problem for measures
can be formulated as follows.

Problem 4.4. Does there exist a sequence {Mj } such that for any measure μ there is
an increasing sequence {mj } such thatmj ≤ Mj and for almost all x ∈ T the sequence
{Smj (μ, x)} is bounded?

Let {xk}k∈N be a sequence of points in T and {ak}k∈N be a sequence of positive
numbers satisfying the conditions a1 ≥ a2 ≥ · · · , and

∑
k ak < ∞. Let σ = {σk}k∈N

be a sequence of independent (real or complex) uniformly bounded random variables
with the zero expectations. We define the random measureμ = ∑

k σkakδxk , where δx
is the Dirac unit point mass at x. The following assertion has been proved by the author
and F. L. Nazarov.

Theorem 4.5. Let η > 0 andMη,j = Mj = exp∗[η log log(j + 2))] for j ∈ N. Then
for any sequences {xk} and {ak} there exists an increasing sequence {mj } such that
mj ≤ Mj for all sufficiently large j and, moreover, for any σ , almost all ω ∈ 
 the
inequality supj |Smj (dμ(ω))| < ∞ holds almost everywhere on T.

I can prove that in general the estimate for the growth of {Mj } in the theorem is
sharp.

5. Strong summability

There are several ways to reconstruct the values of an integrable function via its partial
Fourier sums almost everywhere. By the classical theorem of Lebesgue [28], the Fejér
means 1

M+1

∑M
m=0 Sm(f ) converge to f almost everywhere for every integrable f .

This fact can be rewritten as

lim
M→∞

1

M + 1

M∑
m=0

(Sm(f, x)− f (x)) = 0

almost everywhere. Marcienkiewicz [31] discovered that the convergence is not
connected with oscillation of positive and negative terms, but reflects the fact that for
most values m the difference Sm(f, x)− f (x) is small. He proved that

lim
M→∞

1

M + 1

M∑
m=0

|Sm(f, x)− f (x)|2 = 0



1400 Sergey V. Konyagin

holds almost everywhere and thus created the theory of strong summability. Let
φ : [0,+∞) → [0,+∞) be a nondecreasing function, φ(0) = 0. There was a
problem: for which φ we have

lim
M→∞

1

M + 1

M∑
m=0

φ(|Sm(f, x)− f (x)|) = 0 (7)

almost everywhere for all f ∈ L(T)? As faster the growth of φ, as stronger the result.
Thus, Marcienkiewicz [31] proved (7) for φ(u) = u2, and Zygmund [41] extended it
to φ(u) = up for any p > 0.

If, moreover, φ(u) > 0 for u > 0, then (7) implies the following property of the
sequence {sm} = {Sm(f, x)} and the number s = f (x): there exists an increasing
sequence {mj } such that limj mj/j = 1 and limj→∞ smj = s. This property is called
almost everywhere ([42], Chapter 13, (9.1)), or statistical, convergence. There are
many recent papers on statistical convergence; see, e.g., [32] and [33].

So, for almost all x ∈ T there exists an increasing sequence {mj } withmj = O(j)

such that limj→∞ Smj (f, x) = f (x). Recall that if we are looking for the same {mj }
for almost all x ∈ T then in general its growth must be much faster.

To describe the contemporary approach to the strong summability, we recall the
notion of the bounded mean oscillation (BMO); see, e.g., ([9], Chapter 6, §2). For a
nondegenerate interval I ⊂ R and a function f ∈ L(I) denote fI = |I |−1

∫
I
f (x)dx.

The set BMO[0,∞) is defined as the class of all locally integrable on [0,∞) func-
tions f such that

‖f ‖∗ = sup
I⊂[0,∞)

{
|I |−1

∫
I

|f (x)− fI | dx
}
< ∞.

Next, for a function f ∈ L(T), x ∈ T, t ∈ [0,∞) denote

gx(t) = S[t](f, x)− f (x).

Let μ(E) be the Lebesgue measure of a set E. The following result was proven by
Rodin in [34], [35].

Theorem 5.1. For any function f ∈ L(T) and for almost all x ∈ T we have gx ∈
BMO[0,∞). Moreover, there exists an absolute constant C > 0 such that for any
α > 0 the following inequality holds

μ
{
x ∈ T : ‖gx‖∗ > α

∫
T

|f (y)| dy
}

≤ Cα−1.

Corollary 5.2. Let λ > 0 and φ(u) = exp(λu)− 1. Then equality (7) holds almost
everywhere for all f ∈ L(T).

Corollary 5.2 easily follows from Theorem 5.1 and the John–Nirenberg inequality
([9], Chapter 6, §4).
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The condition on the function φ in Corollary 5.2 is sharp. Karagulyan [16] proved
that if

lim sup
u→∞

logφ(u)/u = ∞

then (7) fails for some f ∈ L(T) for all x ∈ T.
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Iterated Segre mappings of real submanifolds in complex
space and applications
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Abstract. This article is a survey of various applications of the method of iterated Segre mappings
obtained by a number of mathematicians, including the author, over the past decade. This
method is applied to various problems involving real submanifolds in complex space and their
mappings. The article begins with a description of the iterated Segre mappings associated to
generic submanifolds. The problems addressed concern transversality of holomorphic mappings,
finite jet determination, local stability groups, and algebraicity of holomorphic mappings between
real-algebraic manifolds.
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tion.

1. Introduction and notation

In this survey we consider real submanifolds M ⊂ C
N and M ′ ⊂ C

N ′
through p

and p′ respectively and study local properties of germs of holomorphic mappings
H : (CN, p) → (CN ′

, p′) such that H(M) ⊂ M ′. The questions we consider are the
following:

1. When is H determined by finitely many derivatives at p?

2. If M = M ′ and p = p′, when does the set of all such H form a finite dimen-
sional Lie group?

3. If M and M ′ are real-algebraic manifolds, when does it follow that H is nec-
essarily an algebraic mapping?

4. When is H transversal to M ′ at p′?

The common thread of the approach to these problems is the use of the iterated
Segre mappings, which represent a kind of blow-up of the complexification of a real
submanifold. These mappings first appeared in the joint work of the author with
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Baouendi and Ebenfelt [2]. In what follows I shall assume, without loss of generality,
that p and p′ are both the origin. Then the real submanifold M is given near 0 by the
vanishing of a system of equations ρ = (ρ1, . . . , ρd) = 0, where d is the codimension
of M and the ρj are real-valued functions with linearly independent differentials at 0.

If, in addition, the complex vectors
( ∂ρj

∂Z1
, . . . ,

∂ρj

∂ZN

)
(0), 1 ≤ j ≤ d, are also linearly

independent, the real submanifold M is called generic. In particular, the condition that
M is generic insures that M is a CR manifold, i.e. that the space T

0,1
q M of complex

(0, 1) vectors at q that are tangent to M at q is of constant dimension for q ∈ M

near 0. The assumption that a CR submanifold of C
N is generic is not very restrictive,

since any such manifold can be locally embedded as a generic submanifold in some
complex manifold, possibly of lower dimension (see e.g. [6]).

For quite some time an important tool in the study of holomorphic mappings
has been the complexification of the real manifolds M and M ′ (see e.g. Webster
[48], [49], Diederich-Webster [25], Baouendi–Jacobowitz–Treves [12], Diederich–
Pinchuk [24], Chern–Ji [19]). To simplify notation and statements, I shall assume,
unless stated otherwise, that the real submanifolds M and M ′ are real-analytic, and
hence their defining functions can be assumed to be real-analytic. Then we may regard
the real vector valued function ρ as a convergent power series, ρ(Z, Z), in Z and Z,
which may be complexified as a (germ at 0 of a) convergent power series ρ(Z, ζ ) in
2N complex variables. The complexification M of M is defined to be the (germ at 0
of a) complex manifold M defined near (0, 0) ∈ C

N × C
N by

M = {(Z, ζ ) ∈ C
N × C

N : ρ(Z, ζ ) = 0}. (1.1)

(Here the real-analyticity of M and ρ allows the local complexification of ρ. By abuse
of notation, I shall denote both ρ and its local complexification by the same letter.)
Similarly, I denote by M′ the complexification of M ′. For H : (CN, 0) → (CN ′

, 0)

denote by H = (H, H) : (CN ×C
N, 0) → (CN ′ ×C

N ′
, 0) the complexification of H .

(Here H(ζ) := H(ζ).) Using again real-analyticity, it is easy to see that

H(M) ⊂ M ′ ⇐⇒ H(M) ⊂ M′. (1.2)

The submanifold M is said to be of finite type at 0 in the sense of Kohn [40] (and
also of Bloom–Graham) if the (complex) Lie algebra gM generated by all smooth
(1, 0) and (0, 1) vector fields tangent to M satisfies gM(0) = CT0M , where CT0M is
the complex tangent space to M at 0. The method of Segre mappings is an important
tool in the analysis of the equation on the right hand side of (1.2) in case M and M ′
are of finite type at the origin.

In this survey I shall focus mainly on results for the case N = N ′. Also, for
simplicity of notation, the (germ at 0 of a) holomorphic map H : (CN, 0) → (CN, 0)

will be assumed to be finite, i.e. any Z ∈ C
N near 0 has only finitely many inverse

images under H near 0. An equivalent algebraic condition is that the ideal I (H) in
C{Z} (the ring of convergent power series in Z = (Z1, . . . , ZN)) generated by the
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components, H1(Z), . . . , HN(Z), of H(Z) is of finite codimension, i.e. the vector
space C{Z}/I (H) is finite dimensional.

2. Iterated Segre mappings

Following the approach of [8], I shall give here an outline of the definition and main
properties of the iterated Segre mappings for a generic submanifold M of codimen-
sion d in C

N . Let n := N − d and γ : (CN × C
n, 0) → (CN, 0) be a (germ of a)

holomorphic mapping such that

ρ(γ (ζ, t), ζ ) ≡ 0, rk
∂γ

∂t
(0, 0) = n, (2.1)

where ζ = (ζ1, . . . , ζN), t = (t1, . . . , tn). By the implicit function theorem, the
existence of such γ follows from the genericity assumption on M . We define a
sequence of germs of holomorphic mappings vj : (Cnj , 0) → (CN, 0), j ≥ 0, called
the iterated Segre mappings of M at 0 (relative to γ ), inductively as follows:

v0 = 0,

v1(t1) := γ (0, t1),

vj+1(t1, . . . , tj+1) := γ
(
vj (t1, . . . , tj ), tj+1).

(2.2)

Here vj denotes the vector-valued convergent power series obtained from vj by con-
jugating its coefficients.

For a (germ of a) holomorphic mapping v : (Ck, 0) → (Cl , 0), we denote by Rk v

the generic rank of any representative of v in a sufficiently small neighborhood of 0.
Some of the main properties of the Segre mappings are summarized in the following
theorem.

Theorem 2.1 ([8]). Let M ⊂ C
N be a real-analytic generic submanifold through 0

of codimension d, and let γ , vj be as above. Then:

(i) For l = 1, 2, . . . , the mapping (vl(t1, . . . , t l), vl−1(t1, . . . , t l−1)) sends C
nl

into M.

(ii) There exists an integer k0, 1 ≤ k0 ≤ d + 1, such that Rk vj = Rk vj+1 for
j ≥ k0, and if k0 > 1, then Rk vj < Rk vj+1 for 1 ≤ j ≤ k0 − 1.

If k0 is as in (ii), the following hold.

(iii) The submanifold M is of finite type at 0 if and only if Rk vk0 = N .

(iv) There exists a (germ at 0 of a) submanifold � ⊂ C
2nk0 , such that v2k0(�) = {0}

and v2k0 achieves full rank (i.e. Rk vk0) on some points on � (arbitrarily close
to 0).
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Here are some observations about Theorem 2.1. Part (ii) shows that the generic
ranks of the Segre mappings stabilize before d + 1 iterations. Part (iii) gives a
characterization of finite type in terms of the generic rank of the Segre mappings after
stabilization. Part (iv) shows that after at most 2(d +1) iterations, the Segre mappings
achieve maximal rank on a set that is mapped by v2k0 to the origin in C

N .
The Segre mappings can be used in conjunction with special choices of coordinates

in C
N for a given generic submanifold M . The coordinates (z, w) ∈ C

N = C
n × C

d

are called normal if there exists a (germ of a) holomorphic mapping Q(z, χ, τ ),
Q : (Cn × C

n × C
d, 0) → (Cd, 0), with Q(z, 0, τ ) ≡ Q(0, χ, τ ) ≡ τ , such that M

is given near the origin by the vector equation

w = Q(z, z, w). (2.3)

The existence of normal coordinates may be proved by the use of the implicit function
theorem ([20], [6]). If Z = (z, w) is a choice of normal coordinates for M given by
(2.3), then the equation in (2.1) for γ (ζ, t) = (γ1(ζ, t), γ2(ζ, t)) ∈ C

n ×C
d becomes

γ2(ζ, t) ≡ Q(γ1(ζ, t), ζ ). (2.4)

Hence we may choose

γ (ζ, t) = ((γ1(ζ, t), γ2(ζ, t)) = (t, Q(t, ζ )). (2.5)

Now suppose (z′, w′) ∈ C
N ′ = (Cn′ ×C

d ′
) is a given set of normal coordinates for

a generic submanifold M ′ ⊂ C
N ′

of codimension d ′. Then if H : (CN, 0) → (CN ′
, 0)

we may write

H(Z) = (F (Z), G(Z)), where z′ = F(Z), w′ = G(Z). (2.6)

By (1.2), H(M) ⊂ M ′ is equivalent to the holomorphic vector equation

G(Z) = Q′(F (Z), F (ζ ), G(ζ )) for all (Z, ζ ) ∈ M. (2.7)

By (i) of Theorem 2.1, if (2.7) holds, then for any integer k ≥ 0 we may take
(Z, ζ ) = (vk+1(t1, . . . , tk+1), vk(t1, . . . , tk)) in equation (2.7) to obtain

G � vk+1 = Q′(F � vk+1, F � vk, G � vk
)
, (2.8)

yielding a holomorphic vector equation in n(k + 1) free complex parameters. If M is
of finite type at 0 and (2.8) holds for k ≥ d + 1, then by Theorem 2.1 (iii) it follows
that (2.7) also holds. Hence (2.8) is equivalent to (2.7) in this case.

A construction analogous to that of the iterated Segre mappings was developed
independently by Christ–Nagel–Stein–Wainger [21] in a different context.
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3. Nondegeneracy conditions for generic submanifolds

In order to formulate nontrivial results concerning the questions posed in Section 1, we
recall some nondegeneracy conditions that may be imposed on generic submanifolds.
The best known (and strongest) of these conditions is that of Levi-nondegeneracy for
a real hypersurface in C

N . If M is a hypersurface given in normal coordinates by the
(scalar) equation (2.3), then M is Levi-nondegenerate at 0 if the quadratic form

C
N−1 × C

N−1 
 (z, χ) �→ Q(2)(z, χ) (3.1)

is nondegenerate, where Q(2)(z, χ) is the quadratic part of the Taylor expansion at 0
of Q(z, χ, 0). (Equivalent definitions independent of the choice of coordinates can be
given for Levi-nondegeneracy, as well as for the other nondegeneracy conditions to be
discussed here.) Germs of Levi-nondegenerate hypersurfaces have been completely
classified up to local equivalence in the celebrated work of Chern and Moser [20] in
the 1970s.

For a generic submanifold M of any codimension, given in normal coordinates by
(2.3), a number of weaker geometric conditions can be given in terms of the vector-
valued function Q(z, χ, τ ). We write Q = (Q1, . . . , Qd). The strongest of these
conditions is finite nondegeneracy: M is 	-nondegenerate at 0 if the set of vectors

∂α

∂χα

(
∂Qj

∂z1
, . . . ,

∂Qj

∂zn

)
(0), j = 1, . . . , d, α ∈ N

n, |α| ≤ 	, (3.2)

spans C
n, and 	 is the smallest positive integer for which this is true. If M is 	-

nondegenerate at 0 for some finite integer 	, then M is called finitely nondegenerate.
A hypersurface is Levi-nondegenerate at 0 if and only if it is 1-nondegenerate.

A condition weaker than finite nondegeneracy is the following. Expand Q(z, χ, 0)

as a Taylor series in χ ,

Q(z, χ, 0) =
∑

Qα(z, 0, 0)χα, (3.3)

and let I be the ideal in C{z} generated by all the Qα(z, 0, 0). Then M is said to be
essentially finite at 0 if the ideal I is of finite codimension in C{z}. If so, the dimension
of the vector space C{z}/I is called the essential type of M at 0, denoted ess0 M . It
is easy to see that if M is finitely nondegenerate at 0, then it is essentially finite at 0.
However, the converse is not true. For example, the hypersurface M ⊂ C

2 given as
{(z, w) ∈ C×C : Im w = |z|4} is essentially finite at 0, but not finitely nondegenerate.
The precise relationship is the following (see [6], Proposition 11.8.27):

M is finitely nondegenerate at 0 ⇐⇒ M is essentially finite at 0 with ess0 M = 1.

(3.4)
The conditions of finite nondegeneracy and essential finiteness can be expressed in-
variantly, i.e. independently of any choice of defining function or coordinates (see
[6], Chapter XI), but I shall not do so here. However, I want to point out that the
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condition of finite type, as defined in Section 1, cannot be easily expressed in terms
of an arbitrary defining function, except in the case of hypersurfaces. This is one
reason that Theorem 2.1 (iii) and (iv) turns out to be useful for the study of generic
submanifolds of finite type.

Another condition, which is weaker than essential finiteness, is most easily ex-
pressed in terms of (1, 0) vector fields, i.e. sections of the vector bundle T 1,0

C
N of

(1, 0) vectors on C
N . The generic submanifold M is said to be holomorphically non-

degenerate at 0 if there is no nonzero (1, 0) vector field with holomorphic coefficients
that is tangent to M in a whole neighborhood of 0.

It can be shown (see e.g. [6], Corollary 11.7.28) that holomorphic degeneracy of
a connected generic submanifold M can also be described in terms of finite nonde-
generacy or essential finiteness. In fact, if M is a connected, real-analytic generic
submanifold of C

N with 0 ∈ M , then the following conditions are equivalent:

(i) M is holomorphically nondegenerate at 0.

(ii) M is holomorphically nondegenerate at all p ∈ M .

(iii) M is essentially finite at some point in M .

(iv) M is essentially finite at all points outside a proper real-analytic subset of M .

(v) M is finitely nondegenerate at some point in M .

(vi) M is finitely nondegenerate at all points outside a proper real-analytic subset
of M .

(vii) There is an integer 	 ≤ N − 1 such that M is 	-nondegenerate at all points
outside a proper real-analytic subset of M .

The relation of the above conditions with finite type is more complicated. If
a hypersurface is essentially finite at 0, it is necessarily of finite type at 0, but no
implication holds for generic submanifolds of higher codimension.

In view of the equivalence of (i) and (ii), if M is holomorphically nondegenerate
at 0, one simply says that M is holomorphically nondegenerate. If M is not holo-
morphically nondegenerate, then it is not essentially finite at any point. In this sense,
holomorphic nondegeneracy is the weakest condition that guarantees the existence of
some “good” points.

The notion of essential finiteness has been implicitly used in the work of Diederich–
Webster [25] and was defined first in the work of Baouendi–Jacobowitz–Treves [12].
Holomorphic nondegeneracy was first introduced for hypersurfaces by Stanton [47]
and for higher codimension in [2]. Finite nondegeneracy was implicitly used by Han
[34] for hypersurfaces and defined in joint work with Baouendi and Huang [10]. An
invariant definition for CR manifolds, not necessarily embedded in complex space, is
due to Ebenfelt (see [6]).
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4. Transversality of mappings

The notion of transversality of real differentiable mappings has been central in differ-
ential geometry. Recall that if f : (Rk, 0) → (R	, 0) is a germ of a smooth mapping,
and if E ⊂ R

	 is a smooth manifold through 0, then f is called transversal to E at 0
if

T0E + df (T0R
k) = T0R

	. (4.1)

If E ⊂ C
	 is a generic submanifold, and H : (Ck, 0) → (C	, 0) is a (germ of a)

holomorphic mapping, a stronger notion of transversality is needed, for example, to
guarantee that H−1(E) is again a generic submanifold of C

k . Also, for mappings in
which the target is a real hypersurface, it is desirable to have a notion of transversality
that guarantees the nonvanishing of a derivative of the transversal component. For
generic submanifolds and holomorphic mappings as above, the appropriate notion is
the following. The mapping H is said to be CR transversal to E at 0 if

T
1,0

0 E + dH(T
1,0

0 C
k) = T

1,0
0 C

	. (4.2)

Here T
1,0
0 E denotes the space of (1, 0) vectors tangent to M at 0. It is not hard to

see that CR transversality implies transversality, but the converse is not necessarily
true. However, we shall restrict ourselves here to the case k = 	 and assume that H

maps one generic submanifold into another. In this context it can be shown that the
two notions of transversality coincide (see [30]).

Recently Ebenfelt and the author have obtained the following result.

Theorem 4.1 ([30]). Let M, M ′ ⊂ C
N be real-analytic generic submanifolds of the

same dimension through 0 such that either M or M ′ is of finite type at 0. Then
any finite holomorphic mapping H : (CN, 0) → (CN, 0) with H(M) ⊂ M ′ is CR
transversal to M ′ at 0.

For the case where M and M ′ are assumed to be hypersurfaces, Theorem 4.1 was
proved earlier by Baouendi and the author (see [14]). The case of generic submanifolds
of higher codimension had remained an open problem since then.

Theorem 4.1 can be viewed as a kind of complex Hopf Lemma. For smooth
mappings between hypersurfaces where the target has some convexity properties,
results of this type were previously obtained by Fornaess [31], [32] for the case of
pseudoconvex hypersurfaces (using the classical Hopf Lemma). Related results could
also be found in the author’s joint work with Baouendi [15], as well as with Baouendi
and Huang [11].

I shall describe briefly here how the iterated Segre mappings can be used in the
proof of Theorem 4.1. We begin with normal coordinates (z, w) and (z′, w′) for M

and M ′ respectively, leading to the equation (2.7). The condition of CR transversality
in these coordinates is equivalent to

det
∂G

∂w
(0) �= 0, (4.3)
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where H = (F, G) as in (2.6). Now assume M is of finite type at 0 and let k0 be
given by Theorem 2.1 and take k = 2k0 − 1 in (2.8) to obtain

G � v2k0 = Q′(F � v2k0, F � v2k0−1, G � v2k0−1
)
, (4.4)

which is equivalent to (2.7) since M is of finite type at 0. Put v2k0(t) = (t2k0, u2k0(t)),
with t = (t1, . . . , t2k0) = (t ′, t2k0) ∈ C

2nk0−n × C
n. If � ⊂ C

2nk0 is a submanifold
given by Theorem 2.1 (iv), then necessarily � ⊂ C

2nk0−n × {0}. Taking t2k0 = 0 in
(4.4), differentiating in t ′, and evaluating at any s ∈ � and using the chain rule, the
left hand side of (4.4) becomes

∂G

∂w
(0)

∂u2k0

∂t ′
(s), (4.5)

since v2k0 ≡ 0 on �. Now if (4.3) fails, there is a nonzero constant vector V ∈ C
d

such that V τ ∂G

∂w
(0) = 0. Our proof proceeds by multiplying both sides of (4.4) by V τ ,

differentiating in t ′ and restricting to �. We then show that under the hypotheses of
the theorem, the right hand side cannot vanish identically. The details can be found
in [30].

By using formal power series, instead of convergent ones, we can also prove
Theorem 4.1 when M and M ′ are merely assumed to be smooth and H is replaced by
a CR mapping that is assumed to be “formally” finite.

One may ask also when a finite holomorphic mapping H satisfying H(M) ⊂ M ′
is not only transversal to M ′, but actually is a diffeomorphism at 0. If M is essentially
finite at 0, then we prove, using Theorem 4.1, that M ′ is also essentially finite at 0 and

ess0 M = mult(H) · ess0 M ′, (4.6)

where ess0 denotes the essential type at 0 and mult(H) denotes the multiplicity of H

as a finite holomorphic mapping. If M is finitely nondegenerate at 0, then as noted
in (3.4), it follows that it is essentially finite at 0 with ess0 M = 1. Since ess0 M ′ is a
positive integer, the equation (4.6) implies that mult(H) = 1, i.e., H is a diffeomor-
phism. Hence we have the following consequence of Theorem 4.1:

Theorem 4.2 ([30]). Let M ⊂ C
N be a real-analytic generic submanifold of finite type

and finitely nondegenerate at 0. If M ′ ⊂ C
N is a real-analytic generic submanifold

of the same dimension and H : (CN, 0) → (CN, 0) is a finite holomorphic mapping
with H(M) ⊂ M ′, then H is a local biholomorphism at 0.

Although this paper is mostly focused on the case where the manifolds M and M ′
are equidimensional and contained in the same complex space, I should mention
that in recent years there have been a number of related results for nonequidimen-
sional hypersurfaces. In particular, without striving for completeness, I would like
to mention the work of D’Angelo [23], Forstnerič [33], Huang [35], Huang–Ji [36],
Ebenfelt–Huang–Zaitsev [27], Baouendi–Huang [9].
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5. Finite jet determination

One of the most basic questions to be asked about a (germ of a) holomorphic mapping
H : (CN, 0) → (CN, 0) is to find the least data to determine H . Clearly H is
determined by ∂αH(0) for all α ∈ Z

N . If H(M) ⊂ M ′ for real analytic generic
submanifolds M and M ′, then H also satisfies a system of real analytic equations
when restricted to M , and under favorable circumstances may be determined by
finitely many derivatives at the origin. We denote by jk

pH the k-jet of H at p, i.e.

jk
pH := (∂αH)(p){|α|≤k}. (5.1)

It follows from the work of Chern–Moser [20] that if H is a diffeomorphism and M

and M ′ are both Levi-nondegenerate hypersurfaces in C
N through 0, then H is actually

determined by j2
0 H .

A striking theorem of finite determination for hypersurfaces in C
2 is the following.

Theorem 5.1 (Ebenfelt–Lamel–Zaitsev, [29]). Let M ⊂ C
2 be a real-analytic hyper-

surface of finite type at 0. Then if H 1, H 2 : (CN, 0) → (CN, 0) are (germs of ) holo-
morphic diffeomorphisms both sending M into itself and satisfying j2

0 H 1 = j2
0 H 2,

then H 1 = H 2.

The weakest known conditions, for finite determination, that can be imposed on M

and M ′ in higher codimenson is that of finite type and holomorphic nondegeneracy
at 0. The following result is joint work with Baouendi and Mir [13].

Theorem 5.2 ([13]). Let M and M ′ be real-analytic generic submanifolds of C
N

through 0 of the same dimension, with M of finite type and holomorphically nonde-
generate at 0. Let H 0 : (CN, 0) → (CN, 0) be a finite holomorphic mapping with
H 0(M) ⊂ M ′. Then there exists an integer K such that if H : (CN, 0) → (CN, 0) is
any finite holomorphic mapping sending M into M ′ with jK

0 H = jK
0 H 0, it follows

that H = H 0.

The techniques of the proof do not provide an explicit integer K nor give any kind
of dependence of this integer on the base point. Theorem 5.2 can be strengthened by
merely assuming M and M ′ to be smooth and by a slight weakening of the assumption
that H be finite (see [13]).

For more explicit results in C
N , N > 2, the condition of finite nondegeneracy

might need to be imposed. This condition enters as follows. For simplicity, let us
assume that M = M ′. We wish to describe those mappings H : (CN, 0) → (CN, 0)

that are diffeomorphisms at 0 and satisfy H(M) ⊂ M . If M is 	0-nondegenerate at 0,
by taking appropriate derivatives of (2.7) and applying the implicit function theorem,
the following can be shown (see [6]). For 	 ≥ 0, there exists a holomorphic mapping
�	 defined in a neighborhood of (0, 0, j

	0+	
0 Id) in C

N ×C
N ×C

J (for an appropriate
integer J ) such that one has the following “basic identity”. For every (Z, ζ ) ∈ M
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near 0 and every H sending M into itself with j
	0+	
0 H sufficiently close to j

	0+	
0 Id,

the following holds:

(Z, j	
ZH) = �	

(
Z, (ζ, j

	0+	
ζ H)

)
. (5.2)

We now use (5.2), by taking (Z, ζ ) = (vk(t1, . . . , tk), vk−1(t1, . . . , tk−1)) ∈ M (as
defined in Section 2). In this way, we express all derivatives of H of length ≤ 	 on
the image of vk in terms of the derivatives of H of length ≤ 	0 + 	 on the image of
vk−1. We begin by taking (Z, ζ ) = (v1(t1), v0) = ((t1, 0), (0, 0)) ∈ M in (5.2) to
obtain (

(t1, 0), j	
(t1,0)

H
) = �	

(
(t1, 0), ((0, 0), j

	0+	
0 H)

)
. (5.3)

Hence all derivatives of H up to order 	 on v1 are determined by the 	0 + 	 jet
of H at 0. Taking (Z, ζ ) = (v2(t1, t2), v1(t1)), we find that all derivatives of H

up to order 	 on v2 are determined by the 	0 + 	 jet of H on v1. Since the latter
is determined by j

2	0+	
0 H by the first step (after complex conjugation), we observe

that j	
v2H is determined by j

2	0+	
0 H . Now let k0 be as in Theorem 2.1. By using

inductively the above argument, we conclude that j0
vk0 (t)

H is determined by j
k0	0
0 H .

If M is of finite type at 0, then by Theorem 2.1 (iii), H is completely determined by
the values of j0

vk0 (t)
H as t varies in C

nk0 . Since k0 ≤ d +1, the above argument gives
an outline of a proof of the following.

Theorem 5.3 ([4]). Let M ⊂ C
N be a real-analytic generic submanifold of finite type

and 	0-nondegenerate at 0. If Hi : (CN, 0) → (CN, 0), i = 1, 2 are holomorphic
diffeomorphisms both sending M into itself and satisfying j

(d+1)	0
0 H 1 = j

(d+1)	0
0 H 2,

it follows that H 1 = H 2.

The results stated in this paper are given for (germs of) holomorphic mappings,
but many can also be formulated for (germs of) smooth generic submanifolds and
smooth CR mappings that are diffeomorphisms. Since the methods described above
rely on unique determination by the Taylor series at 0, different techniques must be
used to prove finite determination for mappings that are merely smooth. By using the
method of complete systems, Ebenfelt [26] proved unique determination results for
smooth CR mappings between finitely nondegenerate hypersurfaces. These were later
generalized by Ebenfelt–Lamel [28]. General results for smooth CR diffeomorphisms
between finitely nondegenerate smooth generic submanifolds of any codimension
were recently obtained by Kim–Zaitsev [39]. The reader is referred to the survey
article of Zaitsev [52] for a more detailed discussion of this topic.

6. Stability groups

In this section I shall discuss questions concerned with the structure of the group of
holomorphic mappings that send a generic submanifold into itself. Let M ⊂ C

N
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be (the germ at 0 of) a real-analytic generic submanifold. The holomorphic stability
group, Hol (M, 0) of M at 0 is defined as the set of all (germs at 0) of holomorphic
diffeomorphisms H : (CN, 0) → (CN, 0) such that H(M) ⊂ M , where the group
structure is given by composition. The group Hol (M, 0) is equipped with its natural
inductive limit topology. In particular, a sequence {Hj } in Hol (M, 0) converges to H

if there exists a compact neighborhood U of 0 such that each Hj has a representative
holomorphic in an open neighborhood of U and Hj converges uniformly to H on U .

One may ask whether Hol (M, 0) may be given the structure of a finite dimensional
Lie group compatible with its topology. For any integer 	 ≥ 0, let G	(CN) denote
the set of all 	-jets of invertible holomorphic mappings, i.e.

G	(CN) := {j	
0 H : H : (CN, 0) → (CN, 0), H biholomorphic}. (6.1)

The set G	(CN) has a finite dimensional Lie group structure with the multiplication
defined by (j	

0 H 1)·(j	
0 H 2) := j	

0 (H 1�H 2). It is easy to check that this multiplication
is independent of the choice of representatives H 1 and H 2. If M is holomorphically
nondegenerate and of finite type at 0, then by taking M = M ′ and H 0 = Id in
Theorem 5.2, it follows that there exists an integer K > 0 such that the mapping
Hol (M, 0) 
 H �→ jK

0 H ∈ GK(CN) is continuous and injective. Hence Hol (M, 0)

may be identified with a subgroup of GK(CN) in this case. However, to show that
Hol (M, 0) is a Lie group one must show that its image is closed in GK(CN). This was
proved for any finitely nondegenerate hypersurface M by the author with Baouendi
and Ebenfelt [3] and later by Zaitsev [50] for any finitely nondegenerate generic
submanifold of finite type in higher codimension. The following sharper result was
given in [5].

Theorem 6.1 ([5]). Let M ⊂ C
N be a real-analytic generic submanifold, which is

	0-nondegenerate and of finite type at 0. Then the mapping

Hol (M, 0) 
 H �→ j
	0(d+1)
0 H ∈ G	0(d+1)(CN),

taking a germ of a local biholomorphism at 0 to its 	0(d + 1)-jet, gives a diffeomor-

phism of Hol (M, 0) onto a real-algebraic Lie subgroup of G	0(d+1)(CN).

It should be noted here that Theorem 6.1 for the case of a Levi-nondegenerate
hypersurface (i.e. 	0 = d = 1) follows from the work of Chern–Moser [20] and
Burns–Shnider [18].

Recent work of Kim–Zaitsev [38] gives a construction of a smooth hypersurface
M ⊂ C

N , finitely nondegenerate at 0, for which Hol (M, 0) is not a Lie group,
although it is contained as a subgroup of a finite dimensional Lie group. In at-
tempting to generalize Theorem 6.1 in another direction, one may ask whether the
condition that M be finitely nondegenerate can be weakened (see the equivalences
(i)–(vii) in Section 3). As observed above, in the case of a holomorphically nondegen-
erate generic submanifold of finite type there is an integer K for which the mapping
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Hol (M, 0) 
 H �→ jK
0 H ∈ GK(C) is an injection, but it is not known if its image

is closed. However, very recently Lamel and Mir [42] gave a positive answer in the
slightly more restrictive case of a real-analytic generic submanifold that is essentially
finite and of finite type at 0.

Although global questions are outside the announced scope of this paper, I would
like to mention here a recent result joint with Baouendi, Winkelmann, and Zaitsev [16]
in which we prove that the global automorphism group of a CR manifold that is finitely
nondegenerate and of finite type at every point has the structure of a finite dimensional
Lie group. This work uses the above mentioned results of Kim–Zaitsev [39].

7. Algebraicity of mappings

Recall that a real submanifold is real-algebraic if it is contained in a real-algebraic
subset of the same dimension. A (germ at 0 of a) holomorphic mappingH : (CN, 0) →
(CN, 0) is complex-algebraic if its graph is a (germ at 0 of a) complex algebraic variety
of C

N × C
N . One may ask under what conditions a mapping that sends one real-

algebraic generic submanifold into another is necessarily complex-algebraic. Very
early results on this question are contained in the work of Poincaré [46], who proved
that a local biholomorphism between two pieces of spheres in C

2 must be a rational
mapping. In 1977 Webster [48] solved the above problem for the case when M and M ′
are algebraic hypersurfaces that are Levi-nondegenerate, proving that any such local
biholomorphism is necessarily complex-algebraic. The following result for higher
codimensional submanifolds was obtained in joint work of the author with Baouendi
and Ebenfelt [2].

Theorem 7.1 ([2]). Let M, M ′ ⊂ C
N be two real-algebraic generic submanifolds of

the same dimension through 0. Assume that M is connected and of finite type and
holomorphically nondegenerate at some point. Then if H : (CN, 0) → (CN, 0) is a
germ of a holomorphic mapping with H(M) ⊂ M ′ satisfying Jac H �≡ 0 then H is
complex-algebraic.

If the condition that Jac H �≡ 0 is not assumed, or if M and M ′ are generic
submanifolds in complex spaces of different dimensions, a stronger assumption must
be imposed on the target space. For the case of strongly pseudoconvex hypersurfaces
of different dimensions, see the work of Huang [37], see also [10]. One of the most
general results in this direction is due to Zaitsev:

Theorem 7.2 (Zaitsev [51]). Let M ⊂ C
N and M ′ ⊂ C

N ′
be real-algebraic submani-

folds through 0. Then all (germs at 0 of) local holomorphic maps H : (CN, 0) →
(CN ′

, 0) with H(M) ⊂ M ′ are complex-algebraic if and only if the following are
satisfied:

(i) M is generic and of finite type on a dense subset;

(ii) M ′ contains no analytic discs.
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8. Concluding remarks

Although I have attempted to survey a number of recent results in CR geometry
that make use of the Segre mappings (as defined in Section 2), I have omitted a
number of other interesting questions to which this method has also been applied. In
particular, I would like to mention one such area of current research, namely the study
of the convergence of formal mappings sending one generic submanifold into another.
Here “formal” means that the mappings consist of formal power series, rather than
convergent ones. In addition to the method of Segre mappings, the celebrated Artin
Approximation Theorem [1] has been an important tool in this area of research. For
some recent results in this direction I refer the reader to [7], [44], [45], [41], [13],
[17], [43]. With these references, as well as with all the other references given here,
I apologize in advance for any omissions.
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Towards conformal invariance of 2D lattice models

Stanislav Smirnov

Abstract. Many 2D lattice models of physical phenomena are conjectured to have conformally
invariant scaling limits: percolation, Ising model, self-avoiding polymers, etc. This has led
to numerous exact (but non-rigorous) predictions of their scaling exponents and dimensions.
We will discuss how to prove the conformal invariance conjectures, especially in relation to
Schramm–Loewner evolution.
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81T40.

Keywords. Statistical physics, conformal invariance, universality, Ising model, percolation,
SLE.

1. Introduction

For several 2D lattice models physicists were able to make a number of spectacular
predictions (non-rigorous, but very convincing) about exact values of various scaling
exponents and dimensions. Many methods were employed (Coulomb gas, Conformal
Field Theory, Quantum Gravity) with one underlying idea: that the model at criticality
has a continuum scaling limit (as mesh of the lattice goes to zero) and the latter is
conformally invariant. Moreover, it is expected that there is only a one-parameter
family of possible conformally invariant scaling limits, so universality follows: if
the same model on different lattices (and sometimes at different temperatures) has
a conformally invariant scaling limit, it is necessarily the same. Indeed, the two
limits belong to the same one-parameter family, and usually it directly follows that
the corresponding parameter values coincide.

Recently mathematicians were able to offer different, perhaps better, and certainly
more rigorous understanding of those predictions, in many cases providing proofs.
The point which is perhaps still less understood both from mathematics and physics
points of view is why there exists a universal conformally invariant scaling limit.
However such behavior is supposed to be typical in 2D models at criticality: Ising,
percolation, self-avoiding polymers; with universal conformally invariant curves aris-
ing as scaling limits of the interfaces.

Until recently this was established only for the scaling limit of the 2D random
walk, the 2D Brownian motion. This case is easier and somehow exceptional be-
cause of the Markov property. Indeed, Brownian motion was originally constructed
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by Wiener [43], and its conformal invariance (which holds in dimension 2 only) was
shown by Paul Lévy [24] without appealing to random walk. Note also that unlike in-
terfaces (which are often simple, or at most “touch” themselves), Brownian trajectory
has many “transversal” self-intersections.

For other lattice models even a rigorous formulation of conformal invariance con-
jecture seemed elusive. Considering percolation (a model where vertices of a graph
are declared open independently with equal probability p – see the discussion below)
at criticality as an example, Robert Langlands, Philippe Pouliot andYvan Saint-Aubin
in [20] studied numerically crossing probabilities (of events that there is an open cross-
ing of a given rectangular shape). Based on experiments they concluded that crossing
probabilities should have a universal (independent of lattice) scaling limit, which is
conformally invariant (a conjecture they attributed to Michael Aizenman). Thus the
limit of crossing probability for a rectangular domain should depend on its conformal
modulus only. Moreover an exact formula (5) using hypergeometric function was
proposed by John Cardy in [9] based on Conformal Field Theory arguments. Later
Lennart Carleson found that the formula has a particularly nice form for equilateral
triangles, see [38]. These developments got many researchers interested in the subject
and stimulated much of the subsequent progress.

Rick Kenyon [16], [17] established conformal invariance of many observables
related to dimer models (domino tilings), in particular to uniform spanning tree and
loop erased random walk, but stopped short of constructing the limiting curves.

In [32], Oded Schramm suggested to study the scaling limit of a single interface
and classified all possible curves which can occur as conformally invariant scaling
limits. Those turned out to be a universal one-parameter family of SLE(κ) curves,
which are now called Schramm–Loewner evolutions. The word “evolution” is used
since the curves are constructed dynamically, by running classical Loewner evolution
with Brownian motion as a driving term. We will discuss one possible setup, chordal
SLE(κ) with parameter κ ∈ [0,∞), which provides for each simply-connected do-
main � and boundary points a, b a measure μ on curves from a to b inside �. The
measures μ(�, a, b) are conformally invariant, in particular they are all images of
one measure on a reference domain, say a half-plane C+. An exact definition appears
below.

In [37], [38] the conformal invariance was established for critical percolation on
triangular lattice. Conformally invariant limit of the interface was identified with
SLE(6), though its construction does not use SLE machinery. See also Federico
Camia and Charles Newman’s paper [8] for the details on subsequent construction of
the full scaling limit.

In [23] Greg Lawler, Oded Schramm and Wendelin Werner have shown that a
perimeter curve of the uniform spanning tree converges to SLE(8) (and the related
loop erased random walk – to SLE(2)) on a general class of lattices. Unlike the proof
for percolation, theirs utilizes SLE in a substantial way. In [35], Oded Schramm and
Scott Sheffield introduced a new model, Harmonic Explorer, where properties needed
for convergence to SLE(4) are built in.
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Despite the results for percolation and uniform spanning tree, the problem re-
mained open for all other classical (spin and random cluster) 2D models, including
percolation on other lattices. This was surprising given the abundance of the physics
literature on conformal invariance. Perhaps most surprising was that the problem of
a conformally invariant scaling limit remained open for the Ising model, since for the
latter there are many exact and often rigorous results – see the books [27], [6].

Recently we were able to work out the Ising case [39]:

Theorem 1. As lattice step goes to zero, interfaces in Ising and Ising random clus-
ter models on the square lattice at critical temperature converge to SLE(3) and
SLE(16/3) correspondingly.

Computer simulations of these interfaces (Figures 2, 4) as well as the definition
of the Ising models can be found below. Similarly to mentioned experiments for per-
colation, Robert Langlands, Marc André Lewis and Yvan Saint-Aubin conducted in
[21] numerical studies of crossing probabilities for the Ising model at critical temper-
ature. A modification of the theorem above relating interfaces to SLE’s (with drifts)
in domains with five marked boundary points allows a rigorous setup for establishing
their conjectures.

The proof is based on showing that a certain Fermionic lattice observable (or
rather two similar ones for spin and random cluster models) is discrete analytic and
solves a particular covariant Riemann Boundary Value Problem. Hence its limit is
conformally covariant and can be calculated exactly. The statement is interesting in
its own right, and can be used to study spin correlations. The observable studied has
more manifest physics meaning than one in our percolation paper [38].

The methods lead to some progress in fairly general families of random cluster
and O(n) models, and not just on square lattices. In particular, besides Ising cases,
they seem to suggest new proofs for all other known cases (i.e. site percolation on
triangular lattice and uniform spanning tree).

In this note we will discuss this proof and general approach to scaling limits and
conformal invariance of interfaces in the SLE context. We will also state some of the
open questions and speculate on how one should approach other models.

We omit many aspects of this rich subject. We do not discuss the general math-
ematical theory of SLE curves or their connections to physics, for which interested
reader can consult the expository works [5], [10], [15], [41] and the book [22]. We do
not mention the question of how to deduce the values of scaling exponents for lattice
models with SLE help once convergence is known. It was explored in some detail
only for percolation [40], where convergence is known and the required (difficult) es-
timates were already in place thanks to Harry Kesten [19]. We also restrict ourselves
to one interface, whereas one can study the collection of all loops (cf. exposition [42]),
and many of our considerations transfer to the loop soup observables. Finally, there
are many other open questions related to conformal invariance, some of which are
discussed in Oded Schramm’s paper [34] in these proceedings.
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2. Lattice models

We focus on two families of lattice models which have nice “loop representations”.
Those families include or are closely related to most of the “important” models,
including percolation, Ising, Potts, spherical (or O(n)), Fortuin–Kasteleyn (or random
cluster), self-avoiding random walk, and uniform spanning tree models. For their
interrelations and for the discussion of many other relevant models one can consult
the books [6], [12], [26], [27]. We also omit many references which can be found
there.

There are various ways to understand the existence of the scaling limit and its
conformal invariance. One can ask for the full picture, which can be represented as a
loop collection (representing all cluster interfaces), random height function (changing
by ±1 whenever we cross a loop), or some other object. It however seems desirable
to start with a simpler problem.

One can start with observables (like correlation functions, crossing probabilities),
for which it is easier to make sense of the limit: there should exist a limit of a number
sequence which is a conformal invariant. Though a priori it might seem to be a weaker
goal than constructing a full scaling limit, there are indications that to obtain the full
result it might be sufficient to analyze just one observable.

We will discuss an intermediate goal to analyze the law of just one interface, explain
why working out just one observable would be sufficient, and give details on how to
find an observable with a conformally invariant limit. To single out one interface, we
consider a model on a simply connected domain with Dobrushin boundary conditions
(which besides many loop interfaces enforce existence of an interface joining two
boundary points a and b). We omit the discussion of the full scaling limit, as well as
models on Riemann surfaces and with different boundary conditions.

2.1. Percolation. Perhaps the simplest model (to state) is Bernoulli percolation on
the triangular lattice. Vertices are declared open or closed (grey or white in Figure 1)
independently with probabilities p and (1−p) correspondingly. The critical value is
p = pc = 1/2 – see [18], [11], in which case all colorings are equally probable.

Then each configuration can be represented by a collection of interfaces – loops
which go along the edges of the dual hexagonal lattice and separate open and closed
vertices.

We want to distinguish one particular interface, and to this effect we introduce
Dobrushin boundary conditions: we take two boundary points a and b in a simply
connected � (or rather its lattice approximation), asking the counterclockwise arc ab

to be grey and the counterclockwise arc ba to be white. This enforces existence of a
single non-loop interface which runs from a to b. The “loop gas” formulation of our
model is that we consider all collections of disjoint loops plus a curve from a to b on
hexagonal lattice with equal probability.

For each value of the lattice step ε > 0 we approximate a given domain � by a
lattice domain, which leads to a random interface, that is a probability measure με
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a

bx

y

Figure 1. Critical site percolation on triangular lattice superimposed over a rectangle. Every site
is grey or white independently with equal probability 1/2. Dobrushin boundary conditions (grey
on lower and left sides, white on upper and right sides) produce an interface from the upper left
corner a to the lower right corner b. The law of the interface converges to SLE(6) when lattice
step goes to zero, while the rectangle is fixed.

on curves (broken lines) running from a to b. The question is whether there is a
limit measure μ = μ(�, a, b) on curves and whether it is conformally invariant. To
make sense of the limit we consider the curves with uniform topology generated by
parameterizations (with distance between γ1 and γ2 being inf ‖f1 − f2‖∞ where the
infimum is taken over all parameterizations f1, f2 of γ1, γ2), and ask for weak-∗
convergence of the measures με.

2.2. O(n) and loop models. Percolation turns out to be a particular case of the
loop gas model which is closely related (via high-temperature expansion) to O(n)

(spherical) model. We consider configurations of non-intersecting simple loops and
a curve running from a to b on hexagonal lattice inside domain � as for percolation
in Figure 1. But instead of asking all configurations to be equally likely, we introduce
two parameters: loop-weight n ≥ 0 and edge-weight x > 0, and ask that probability
of a configuration is proportional to

n# loops xlength of loops.

The vertices not visited by loops are called monomers. Instead of weighting edges
by x one can equivalently weight monomers by 1/x.

We are interested in the range n ∈ [0, 2] (after certain modifications n ∈ [−2, 2]
would work), where conformal invariance is expected (other values of n have different
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behavior). It turns out that there is a critical value xc(n), such that the model exhibits
one critical behavior at xc(n) and another on the interval (xc(n),+∞), corresponding
to “dilute” and “dense” phases (when in the limit the loops are simple and non-simple
correspondingly).

Bernard Nienhuis [28], [29] proposed the following conjecture, supported by
physics arguments:

Conjecture 2. The critical value is given by

xc(n) = 1√
2+√2− n

.

Note that though for all x ∈ (xc(n),∞) the critical behavior (and the scaling limit)
are conjecturally the same, the related value x̃c(n) = 1/

√
2−√2− n turns out to be

distinguished in some ways.
The criticality was rigorously established for n = 1 only, but we still may discuss

the scaling limits at those values of x. It is widely believed that at the critical values
the model has a conformally invariant scaling limit. Moreover, the corresponding
criticalities under renormalization are supposed to be unstable and stable correspond-
ingly, so for x = xc there should be one conformally invariant scaling limit, whereas
for the interval x ∈ (xc,∞) another, corresponding to x̃c. The scaling limit for low
temperatures x ∈ (0, xc), a straight segment, is not conformally invariant.

Plugging in n = 1 we obtain weight

xlength of loops.

Assigning the spins ±1 (represented by grey and white colors in Figure 1) to sites of
triangular lattice, we rewrite the weight as

x# pairs of neighbors of opposite spins, (1)

obtaining the Ising model (where the usual parameterization is exp(−2β) = x). The
critical value is known to be βc = log 3/4, so one gets the Ising model at critical
temperature for n = 1, x = 1/

√
3. A computer simulation of the Ising model on

the square lattice at critical temperature, when the probability of configuration is
proportional to (1), is shown in Figure 2.

For n = 1, x = 1 we obtain critical site percolation on triangular lattice. Taking
n = 0 (which amounts to considering configurations with no loops, just a curve

running from a to b), one obtains for xc = 1/
√

2+√2 a version of the self-avoiding
random walk.

The following conjecture (see e.g. [15]) is a direct consequence of physics pre-
dictions and SLE calculations:

Conjecture 3. For n ∈ [0, 2] and x = xc(n), as lattice step goes to zero, the law of
the interface converges to Schramm–Loewner evolution with

κ = 4π/(2π − arccos(−n/2)).
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For n ∈ [0, 2] and x ∈ (xc,∞) (in particular for x = x̃c), as lattice step goes to zero,
the law of the interface converges to Schramm–Loewner evolution with

κ = 4π/ arccos(−n/2).

Figure 2. The Ising model at critical temperature on a square. White and grey sites represent
±1 spins. Dobrushin boundary conditions (grey on lower and left sides, white on upper and
right sides) produce, besides loop interfaces, an interface from the upper left to the lower right
corner, pictured in black. When lattice step goes to zero, the law of the interface converges to
SLE(3), which is a conformally invariant random curve, almost surely simple and of Hausdorff
dimension 11/8.

Note that to address this question one does not need to prove that the Nienhuis
temperature is indeed critical (Conjecture 2).

We discussed loops on the hexagonal lattice, since it is a trivalent graph and so at
most one interface can pass through a vertex. One can engage in similar considerations
on the square lattice with special regard to a possibility of two interfaces passing
through the same vertex, in which case they can be split into loops in two different
ways (with different configuration weights). In the case of Ising (n = 1) this poses
less of a problem, since number of loops is not important. For n = 1 and x = 1
we get percolation model with p = 1/2, but for a general lattice this p need not be
critical, so e.g. critical site percolation on the square lattice does not fit directly into
this framework.
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2.3. Fortuin–Kasteleyn random cluster models. Another interesting class is For-
tuin–Kasteleyn models, which are random cluster representations of q-state Potts
model. The random cluster measure on a graph (a piece of the square lattice in our
case) is a probability measure on edge configurations (each edge is declared either
open or closed), such that the probability of a configuration is proportional to

p# open edges (1− p)# closed edges q# clusters,

where clusters are maximal subgraphs connected by open edges. The two parameters
are edge-weight p ∈ [0, 1] and cluster-weight q ∈ (0,∞), with q ∈ [0, 4] being
interesting in our framework (similarly to the previous model, q > 4 exhibits different
behavior). For a square lattice (or in general any planar graph) to every configuration
one can prescribe a cluster configuration on the dual graph, such that every open edge
is intersected by a dual closed edge and vice versa. See Figure 3 for a picture of two
dual configurations with respective open edges. It turns out that the probability of a
dual configuration becomes proportional to

p
# dual open edges∗ (1− p∗)# dual closed edges q# dual clusters,

with the dual to p value p∗ = p∗(p) satisfying p∗/(1 − p∗) = q(1 − p)/p. For
p = psd := √q/(

√
q + 1) the dual value coincides with the original one: one gets

psd = (psd)∗ and so the model is self-dual. It is conjectured that this is also the
critical value of p, which was only proved for q = 1 (percolation), q = 2 (Ising) and
q > 25.72.

Again we introduce Dobrushin boundary conditions: wired on the counterclock-
wise arc ab (meaning that all edges along the arc are open) and dual-wired on the
counterclockwise arc ba (meaning that all dual edges along the arc are open, or equiv-
alently all primal edges orthogonal to the arc are closed) – see Figure 3. Then there
is a unique interface running from a to b, which separates cluster containing the arc
ab from the dual cluster containing the arc ba.

We will work with the loop representation, which is similar to that in 2.2. The
cluster configurations can be represented as Hamiltonian (i.e. including all edges)
non-intersecting (more precisely, there are no “transversal” intersections) loop con-
figurations on the medial lattice. The latter is a square lattice which has edge centers
of the original lattice as vertices. The loops represent interfaces between cluster and
dual clusters and turn by ±π

2 at every vertex – see Figure 3. It is well-known that
probability of a configuration is proportional to

(
p

1− p

1√
q

)# open edges

· (√q
)# loops

,

which for the self-dual value p = psd simplifies to

(√
q
)# loops

. (2)
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Figure 3. Loop representation of the random cluster model. The sites of the original lattice
are colored in black, while the sites of the dual lattice are colored in white. Clusters, dual
clusters and loops separating them are pictured. Under Dobrushin boundary conditions besides
a number of loops there is an interface running from a to b, which is drawn in bold. Weight of
the configuration is proportional to (

√
q)# loops.

Dobrushin boundary conditions amount to introducing two vertices with odd number
of edges: a source a and a sink b, which enforces a curve running form a to b (besides
loops) – see Figure 3 for a typical configuration.

Conjecture 4. For all q ∈ [0, 4], as the lattice step goes to zero, the law of the
interface converges to Schramm–Loewner evolution with κ = 4π/ arccos(−√q/2).

The conjecture was proved by Greg Lawler, Oded Schramm and Wendelin Werner
[23] for the case of q = 0, when they showed that the perimeter curve of the uniform
spanning tree converges to SLE(8). Note that with Dobrushin boundary conditions
loop representation still makes sense for q = 0. In fact, the formula (2) means that
we restrict ourselves to configurations with no loops, just a curve running from a to
b (which then necessarily passes through all the edges), and all configurations are
equally probable.

Below we will outline our proof [39] that for the Ising parameter q = 2 the
interface converges to SLE(16/3), see Figure 4. It almost directly translates into a
proof that the interface of the spin cluster for the Ising model on the square lattice at
the critical temperature (which can be rewritten as the loop model in 2.2 for n = 1,
only on the square lattice) converges to SLE(3), as shown in Figure 2. It seems likely
that it will work in the n = 1 case for the loop model on hexagonal lattice described
above, providing convergence to SLE(3) for x = xc and (a new proof of) convergence
to SLE(6) for x = x̃c (and possibly for all x > xc).
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Figure 4. Interface in the random cluster Ising model at critical temperature with Dobrushin
boundary conditions (loops not pictured). The law converges to SLE(16/3) when mesh goes to
zero, so in the limit it has Hausdorff dimension 5/3 and touches itself almost surely. The random
cluster is obtained by deleting some bonds from the spin cluster, so the interfaces are naturally
different. Indeed, they converge to different SLE’s and have different dimensions. However
they are related: conjecturally, the outer boundary of the (non-simple) pictured curve and the
(simple) spin interface in Figure 2 have the same limit after appropriate conditioning.

Summing it up, Conjecture 3 was proved earlier for n = 1, x = x̃c, see [38], [37],
whereas Conjecture 4 was established for q = 0, see [23]. We outline a technique,
which seems to prove conformal invariance in two new cases, and provide new proofs
for the only cases known before, making Conjecture 4 solved for q = 0 and q = 2,
and Conjecture 3 for n = 1. The method also contributes to our understanding of
universality phenomenon.

Much of the method works for general values of n and q. The most interesting
values of the parameters (where it does not yet work all the way) are n = 0, related to
the self-avoiding random walk, and q = 1, equivalent to the critical bond percolation
on the square lattice (in the latter case some progress was achieved by Vincent Beffara
by a different method). Hopefully the lemma (essentially the discrete analyticity
statement – see below) required to transfer our proof to other models will be worked
out someday, leading to full resolution of these conjectures.
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3. Schramm–Loewner evolution

3.1. Loewner evolution. Loewner evolution is a differential equation for a Riemann
uniformization map for a domain with a growing slit. It was introduced by Charles
Loewner in [25] in his work on Bieberbach’s conjecture.

In the original work, Loewner considered slits growing towards interior point.
Though such radial evolution (along with other possible setups) is also important
in the context of lattice models and fits equally well into our framework, we will
restrict ourselves to the chordal case, when the slit is growing towards a point on the
boundary.

In both cases we choose a particular Riemann map by fixing its value and derivative
at the target point. Chordal Loewner evolution describes uniformization for the upper
half-plane C+ with a slit growing from 0 to∞ (one deals with a general domain �

with boundary points a, b by mapping it to C+ so that a �→ 0, b �→ ∞).
Loewner only considered slits given by smooth simple curves, but more gener-

ally one allows any set which grows continuously in conformal metric when viewed
from ∞. We will omit the precise definition of allowed slits (more extensive dis-
cussion in this context can be found in [22]), only noting that all simple curves are
included. The random curves arising from lattice models (e.g. cluster perimeters or
interfaces) are simple (or can be made simple by altering them on the local scale).
Their scaling limits are not necessarily simple, but they have no “transversal” self-
intersections. For such a curve to be an allowed slit it is sufficient if it touches itself to
never venture into the created loop. This property would follow if e.g. a curve visits
no point thrice.

Parameterizing the slit γ in some way by time t , we denote by gt (z) the conformal
map sending C+\γt (or rather its component at∞) to C+ normalized so that at infinity
gt (z) = z+ α(t)/z+O(1/|z|2), the so called hydrodynamic normalization. It turns
out that α(t) is a continuous strictly increasing function (it is a sort of capacity-type
parameter for γt ), so one can change the time so that

gt (z) = z+ 2t

z
+O

(
1

|z|2
)

. (3)

Denote by w(t) the image of the tip γ (t). The family of maps gt (also called a
Loewner chain) is uniquely determined by the real-valued “driving term” w(t). The
general Loewner theorem can be roughly stated as follows:

Loewner’s theorem. There is a bijection between allowed slits and continuous real
valued functions w(t) given by the ordinary differential equation

∂tgt (z) = 2

gt (z)− w(t)
, g0(z) = z. (4)

The original Loewner equation is different since he worked with smooth radial
slits and evolved them in another (but related) way.



1432 Stanislav Smirnov

3.2. Schramm–Loewner evolution. While a deterministic curve γ corresponds to
a deterministic driving term w(t), a random γ corresponds to a random w(t). One
obtains SLE(κ) by taking w(t) to be a Brownian motion with speed κ:

Definition 5. Schramm–Loewner evolution, or SLE(κ), is the Loewner chain one
obtains by taking w(t) = √κBt , κ ∈ [0,∞). Here Bt denotes the standard (speed
one) Brownian motion (Wiener process).

The resulting slit will be almost surely a continuous curve. So we will also use
the term SLE for the resulting random curve, i.e. a probability measure on the space
of curves (to be rigorous one can think of a Borel measure on the space of curves
with uniform norm). Different speeds κ produce different curves: we grow the slit
with constant speed (measured by capacity), while the driving term “wiggles” faster.
Naturally, the curves become more “fractal” as κ increases: for κ ≤ 4 the curve is
almost surely simple, for 4 < κ < 8 it almost surely touches itself, and for κ ≥ 8 it
is almost surely space-filling (i.e. visits every point in C+) – see [22], [30] for these
and other properties. Moreover, Vincent Beffara [7] has proved that the Hausdorff
dimension of the SLE(κ) curve is almost surely min (1+ κ/8, 2).

3.3. Conformal Markov property. Suppose we want to describe the scaling limits
of cluster perimeters, or interfaces for lattice models assuming their existence and
conformal invariance. We follow Oded Schramm [32] to show that Brownian motion
as the driving force arises naturally. Consider a simply connected domain � with two
boundary points, a and b. Superimpose a lattice with mesh ε and consider some lattice
model, say critical percolation with the Dobrushin boundary conditions, leading to
an interface running from a to b, which is illustrated by Figure 1 for a rectangle with
two opposite corners as a and b. So we end up with a random simple curve (a broken
line) connecting a to b inside �. The law of the curve depends of course on the
lattice superimposed. If we believe the physicists’ predictions, as mesh tends to zero,
this measure on broken lines converges (in an appropriate weak-∗ topology) to some
measure μ = μ(�, a, b) on continuous curves from a to b inside �.

In this setup the conformal invariance prediction can be formulated as follows:

(A) Conformal invariance. For a conformal map φ of the domain � one has

φ (μ(�, a, b)) = μ(φ(�), φ(a), φ(b)).

Here a bijective map φ : � → φ(�) induces a map acting on the curves in �,
which in turn induces a map on the probability measures on the space of such curves,
which we denote by the same letter. By a conformal map we understand a bijection
which locally preserves angles.

Moreover, if we start drawing the interface from the point a, we will be walking
around the grey cluster following the right-hand rule – see Figure 1. If we stop at some
point a′ after drawing the part γ ′ of the interface, we cannot distinguish the boundary
of � from the part of the interface we have drawn: they both are colored grey on the
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�

�

�

a

b

μ(�, a, b)

�

�

φ(a)

φ(b)

φ(�)

φ (μ(�, a, b))

�

�

φ(a)

φ(b)

φ(�)

μ (φ(�), φ(a), φ(b))�−→φ

−→φ

↙
identical laws

↘

Figure 5. (A) Conformal invariance: conformal image of the law of the curve γ (dotted) in �

coincides with the law of the curve γ in the image domain φ(�).

(counterclockwise) arc a′b and white on the arc ba′ of the domain � \ γ ′. So we can
say that the conditional law of the interface (conditioned on it starting as γ ′) is the
same as the law in a new domain with a slit. We expect the limit law μ to have the
same property:

(B) Markov property. The law conditioned on the interface already drawn is the
same as the law in the slit domain:

μ (�, a, b) |γ ′ = μ(� \ γ ′, a′, b).

�

�

�

a

b

μ(�, a, b)

�

a′γ ′

�

�

�

a

b

μ(�, a, b) | γ ′

�

a′

�
b

� \ γ ′

μ
(
� \ γ ′, a′, b

)�−→
conditioning ↙

identical laws
↘

Figure 6. (B) Markov property: The law conditioned on the curve already drawn is the same as
the law in the slit domain. In other words when drawing the curve we do not distinguish its past
from the boundary.

If one wants to utilize these properties to characterize μ, by (A) it is sufficient to
study some reference domain (to which all others can be conformally mapped), say
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the upper half-plane C+ with a curve running from 0 to∞. Given (A), the second
property (B) is easily seen to be equivalent to the following:

(B′) Conformal Markov property. The law conditioned on the interface already
drawn is a conformal image of the original law. Namely, for any conformal map
G = Gγ ′ from C+ \ γ ′ to C+ preserving∞ and sending the tip of γ ′ to 0, we have

μ (C+, 0,∞) |γ ′ = G−1(μ (C+, 0,∞)).

C+

�

0

μ(C+, 0,∞)

C+

γ ′
�

0

G−1 (μ(C+, 0,∞))

C+

γ ′

�

�

0

μ(C+, 0,∞) | γ ′�−→
G−1

←−G

↙
identical laws

↘

Figure 7. (B′) Conformal Markov property: The law conditioned on the curve already drawn
is a conformal image of the original law. In other words the curve has “Markov property in
conformal coordinates”.

Remark 6. Note that property (B′) is formulated for the law μ for one domain only,
say C+ as above. If we extend μ to other domains by conformal maps, it turns out
that (A) and (B) are equivalent to (B′) together with scale invariance (under maps
z �→ kz, k > 0).

To use the property (B′), we describe the random curve by the Loewner evolution
with a certain random driving force w(t) (we assume that the curve is almost surely
an allowed slit). If we fix the time t , the property (B′) with the slit γ [0, t] and the map
Gt(z) = gt (z)−w(t) can be rewritten for random conformal map Gt+δ conditioned
on Gt (which is the same as conditioning on γ [0, t]) as

Gt+δ|Gt = Gt(Gδ).

Expanding G’s near infinity we obtain

z− w(t + δ)+ · · · |Gt = (z− w(t)+ · · · ) � (z− w(δ)+ · · · )
= z− (w(t)+ w(δ))+ · · · ,

concluding that
w(t + δ)− w(t)|Gt = w(δ).
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This means that w(t) is a continuous (by Loewner’s theorem) stochastic process
with independent stationary increments. Thus for a random curve satisfying (B′) the
driving force w(t) has to be a Brownian motion with a certain speed κ ∈ [0,∞) and
drift α ∈ R:

w(t) = √κBt + αt.

Applying (A) with anti-conformal reflection φ(u+ iv) = −u+ iv or with stretching
φ(z) = 2z shows that α vanishes. So one logically arrives at the definition of SLE
and the following

Schramm’s principle. A random curve satisfies (A) and (B) if and only if it is given
by SLE(κ) for some κ ∈ [0,∞).

The discussion above is essentially contained in Oded Schramm’s paper [32]
for the radial version, when slit is growing towards a point inside and the Loewner
differential equation takes a slightly different form. To make this principle a rigorous
statement, one has to require the curve to be almost surely an allowed slit.

4. SLE as a scaling limit

4.1. Strategy. In order to use the above principle one still has to show the existence
and conformal invariance of the scaling limit, and then calculate some observable
to pin down the value of κ . For percolation one can employ its locality or Cardy’s
formula for crossing probabilities to show that κ = 6. Based on this observation Oded
Schramm concluded in [32] that if percolation interface has a conformally invariant
scaling limit, it must be SLE(6).

But it is probably difficult to show that some interface has a conformally invariant
scaling limit without actually identifying the latter.

To identify a random curve in principle one needs “infinitely many observables,”
e.g. knowing for any finite number of points the probability of passing above them.
This seems to be a difficult task, which is doable for percolation since the locality
allows us to create many observables from just one (crossing probability), see [38].

Fortunately it turns out that even in the general case if an observable has a limit
satisfying analogues of (A) and (B), one can deduce convergence to SLE(κ) (with κ

determined by the values of the observable).
This was demonstrated by Greg Lawler, Oded Schramm and Wendelin Werner in

[23] in establishing the convergence of two related models: of loop erased random
walk to SLE(2) and of uniform spanning tree to SLE(8).

They described the discrete curve by a Loewner evolution with unknown random
driving force. Stopping the evolution at times t and s and comparing the values of
the observable, one deduces (approximate) formulae for the conditional expectation
and variance of the increments of the driving force. Skorokhod embedding theorem
is then used to show that driving force converges to the Brownian motion. Finally
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one has to prove a (stronger) convergence of the measures on curves. The trick is that
knowing just one observable (but for all domains) after conditioning translates to a
continuum of information about the driving force.

We describe a different approach with the same general idea, which is perhaps
more transparent, separating “exact calculations” from “a priori estimates”. The idea
is to first get a priori estimates, which imply that collection of laws is precompact
in a suitable space of allowed slits. Then to establish the convergence it is enough
to show that limit of any converging subsequence coincides with SLE. To do that
we describe the subsequential limit by Loewner evolution (with unknown random
driving force w(t)) and extract from the observable enough information to evaluate
expectation and quadratic variation of increments of w(t). Lévy’s characterization
implies that w(t) is the Brownian motion with a particular speed κ and so our curves
converge to SLE(κ).

As an example we discuss below an alternative proof of convergence to SLE(6)

in the case of percolation, which uses crossing probability as an observable. For a
domain � with boundary points a, b superimpose triangular lattice with mesh ε and
Dobrushin boundary conditions. We obtain an interface γε (between open vertices on
one side and closed on another) running from a to b, see Figure 1, i.e. a measure με

on random curves running from a to b.

4.2. Compactness. First we note that the collection {με} is precompact (in weak-∗
topology) in the space of continuous curves that are Loewner allowed slits.

The necessary framework for precompactness in the space of continuous curves
was suggested by Michael Aizenman and Almut Burchard [2]. It turns out that appro-
priate bounds for probability of an annulus being traversed k times imply tightness: a
curve has a Hölder parameterization with stochastically bounded norm. Hence {με} is
precompact by Prokhorov’s theorem: a (uniformly controlled) part of με is supported
on a compact set (of curves with norm bounded by M), and so such parts are weakly
precompact by Banach–Alaoglu theorem, whereas the mass of the remainder tends
uniformly to zero as M →∞.

The curves on the lattice are simple, so they cannot have transversal self-inter-
sections even after passing to the limit. So to check that for any weak limit of με’s
almost every curve is an allowed slit, one has to check that as we grow it the tip is
always visible and moves continuously when viewed from infinity. Essentially, one
has to rule out two scenarios: that the curve passes for a while inside already visited
set, and that the curve closes a loop, and then travels inside before exiting. Both are
reduced to probabilities of annuli traversing.

In the case of percolation one uses the Russo–Seymour–Welsh theory [31], [36]
together with Michael Aizenman’s observation [1] (that in the limit interface can visit
no point thrice – “no 6 arms”) to obtain the required estimates.

Since the collection of interface laws {με} is precompact (in weak-∗ topology) in
the space of continuous curves that are Loewner allowed slits, to show that as mesh
goes to zero the interface law converge to the law of SLE(6), it is sufficient to show
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that the limit of any converging subsequence is in fact SLE(6).
Take some subsequence converging to a random curve in the domain � from a

to b. We map conformally to a half-plane C+, obtaining a curve γ from 0 to∞ with
law μ. We must show that μ is given by SLE(6).

By a priori estimates γ is almost surely an allowed slit. So we can describe γ

by a Loewner evolution with a (random) driving force w(t). It remains to show that
w(t) = √6Bt . Note that at this point we only know that w(t) is an almost surely
continuous random function – we do not even have a Markov property.

4.3. Martingale observable. Given a topological rectangle (a simply connected
domain � with boundary points a, b, c, d) one can superimpose a lattice with mesh ε

onto � and study the probability �ε (�, [a, b], [c, d]) that there is an open cluster
joining the arc [a, b] to the arc [c, d] on the boundary of �. It is conjectured that
there is a limit � := limε→0 �ε, which is conformally invariant (depends only on the
conformal modulus of the configuration �, a, b, c, d), and satisfies Cardy’s formula
(predicted by John Cardy in [9] and proved in [37]) in half-plane:

� (C+, [1− u, 1], [∞, 0]) = 
(2/3)


(1/3)
(4/3)
u1/3

2F1

(
1

3
,

2

3
; 4

3
; u

)
=: F(u). (5)

Above 2F1 is the hypergeometric function, so one can alternatively write

F(u) =
∫ u

0
(v(1− v))−2/3 dv

/ ∫ 1

0
(v(1− v))−2/3 dv.

Particular nature of the function is not important, we rather use the fact that there is
an explicit formula for half-plane with four marked boundary points and hence by
conformal invariance for an arbitrary topological rectangle. The value κ = 6 will
arise later from some expression involving derivatives of F .

Assume that for some percolation model we are able to prove the above conjecture
(for critical site percolation on the triangular lattice it was proved in [37], [38]).

Add two points on the boundary, making � a topological rectangle axby and
consider the crossing probability �ε (�, [a, x], [b, y]) (from the arc ax to the arc by

on a lattice with mesh ε).
Parameterize the interface γε in some way by time, and draw the part γε[0, t]. Note

that it has open vertices on one side (arc γε(t)a) and closed on another (arc aγε(t)).
Then any open crossing from the arc by to the arc ax inside � is either disjoint from
γε[0, t], or hits its “open” arc γε(t)a. In either case it produces an open crossing from
the arc by to the arc γε(t)x inside � \ γε[0, t], and converse also holds. Therefore
one sees that for every realization of γε[0, t] the crossing probability conditioned on
γε[0, t] coincides with crossing probability in the slit domain � \ γε[0, t]:

�ε (�, [a, x], [b, y]|γε[0, t]) = �ε (� \ γε[0, t], [γε(t), x], [b, y]), (6)

an analogue of the Markov property (B). Alternatively this follows from the fact that
� can be understood in terms of the interface as the probability that it touches the
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arc xb before the arc by. For example, in Figure 1 there is no horizontal grey (open)
crossing (there is a vertical white crossing instead), and interface traced from the left
upper corner a touches the lower side xb before the right side by.

Stopping the curve at times t < s and using (6) we can write by the total probability
theorem for every realization of γε[0, t]

�ε (� \ γε[0, t], [γε(t), x], [b, y])
= Eγε[t,s] (�ε (� \ γε[0, s], [γε(s), x], [b, y]) |γ [0, t]) .

(7)

The same a priori estimates as in the previous subsection show that the identity (7)
also holds for the (subsequential) scaling limit μ (strictly speaking there is an error
term in case the interface touches the arcs [ax] or [ya] before time s, but it decays very
fast as we move x and y away from a). We know that the scaling limit � := limε→0 �ε

of the crossing probabilities exists and is conformally invariant, so we can rewrite (7)
for the curve γ with Loewner parameterization as

� (C+ \ γ [0, t], [γ (t), x], [∞, y])
= Eγ [t,s] (� (C+ \ γ [0, s], [γ (s), x], [∞, y]) |γ [0, t]) ,

(8)

for almost every realization of γ [0, t]. Moreover we can plug in exact values of
the crossing probabilities, given by the Cardy’s formula. Recall that the domain
C+ \ γ [0, t] is mapped to half-plane by the map gt (z) with γ (t) �→ w(t). Then the
map z �→ gt (z)−gt (y)

gt (x)−gt (y)
also maps it to half-plane with γ (t) �→ w(t)−gt (y)

gt (x)−gt (y)
, y �→ 0,

x �→ 1. Using conformal invariance and applying Cardy’s formula we write

� (C+ \ γ [0, t], [γ (t), x], [∞, y]) = �

(
C+,

[
− gt (y)− w(t)

gt (x)− gt (y)
, 1

]
, [∞, 0]

)

= F

(
gt (x)− w(t)

gt (x)− gt (y)

)
,

(9)

for Cardy’s hypergeometric function F .

4.4. Conformally invariant martingale. Plugging (9) into both sides of (8) we
arrive at

F

(
gt (x)− w(t)

gt (x)− gt (y)

)
= Eγ [t,s]

(
F

(
gs(x)− w(s)

gs(x)− gs(y)

)
|γ [0, t]

)
. (10)

Remark 7. Denote by xt := gt (x) − w(t) and yt := gt (y) − w(t) trajectories of x

and y under the random Loewner flow. Then (10) essentially means that F
(

xt

xt−yt

)
is

a martingale.

Since we want to extract the information about w(t), we fix the ratio x/(x−y) :=
1/3 (anything not equal to 1/2 would do) and let x tend to infinity: y := −2x,
x → +∞. Using the normalization gt (z) = z + 2t/z + O(1/z2) at infinity, writing
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Taylor expansion for F , and plugging in values of derivatives of F at 1/3, we obtain
the following expansion for the right-hand side of (10):

· · · = F

(
x − w(t)+ 2t/x +O(1/x2)

(x + 2t/x +O(1/x2))− (−2x + 2t/(−2x)+O(1/x2))

)

= F

(
1

3
− w(t)

3

1

x
+ t

3

1

x2 +O

(
1

x3

))

= F

(
1

3

)
− w(t)

3
F ′

(
1

3

)
1

x
+

(
t

3
F ′

(
1

3

)
+ w(t)2

32 · 2 F ′′
(

1

3

))
1

x2 +O

(
1

x3

)

= F

(
1

3

)
− 1

x


(2/3)


(1/3)
(4/3)

31/3

22/3 E w(t)

− 1

x2


(2/3)


(1/3)
(4/3)

1

32/325/3
E

(
w(t)2 − 6t

)+O

(
1

x3

)

=: A− 1

x
B E w(t)− 1

x2 C E
(
w(t)2 − 6t

)+O

(
1

x3

)
,

where we plugged in values of the derivative for hypergeometric function. Using
similar reasoning for the right-hand side of (10) we arrive at the following identity:

A− 1

x
B E w(t)− 1

x2 C E
(
w(t)2 − 6t

)+O

(
1

x3

)

= A− 1

x
B Eγ [t,s] (w(s)|γ [0, t])− 1

x2 C Eγ [t,s]
(
w(s)2 − 6s|γ [0, t])+O

(
1

x3

)
.

Equating coefficients in the series above, we conclude that

Ew[t,s] (w(s)|w[0, t]) = 0, Ew[t,s]
(
w(s)2 − 6s|w[0, t]) = w(t)2 − 6t. (11)

Thus w(t) is a continuous (by Loewner’s theorem) process such that both

w(t) and w(t)2 − 6t

are martingales so by Lévy’s characterization of the Brownian motion w(t) = √6Bt ,
and therefore SLE(6) is the scaling limit of the critical percolation interface.

The argument will work wherever Cardy’s formula and a priori estimates are
available, particularly for triangular lattice. More generally, any conformally invariant
martingale will do, with value of κ arising from its Taylor expansion.

Remark 8. The scheme can also be reversed to do calculations for SLE’s, if an ob-
servable is a martingale (e.g. crossing probability). Indeed, writing the same formulae
with x/(x − y) = a we conclude that the coefficient by 1

x2 , namely

2a(1− 2a)

1− a
tF ′(a)+ a

2
E

(
w(t)2)F ′′(a)
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vanishes. Since for w(t) = √6B(t) one has E
(
w(t)2

) = 6t , we arrive at the
differential equation

2(1− 2a)

3(1− a)
F ′(a)+ F ′′(a) = 0.

With the given boundary data it has a unique solution, which is Cardy’s hypergeometric
function.

5. Ising model and beyond

The martingale method as described above shows that to construct a conformally
invariant scaling limit for some model we need a priori estimates and a non-trivial
martingale observable with a conformally invariant scaling limit.

5.1. A priori estimates. A priori estimates are necessary to show that collection
of interface laws is precompact in weak-∗ topology (on the space of measures on
continuous curves which are allowed slits).

If we follow the same route as for percolation (via the work [2] of Michael Aizen-
man and Almut Burchard), we only need to evaluate probabilities of traversals of an
annulus in terms of its modulus. For percolation such estimates are (almost) readily
available from the Russo–Seymour–Welsh theory. For uniform spanning tree and
loop erased random walk one can derive the estimates using random walk connection
and the known estimates for the latter (a “branch” of a uniform spanning tree is a loop
erased random walk), see [3], [32].

For the Ising model the required estimates do not seem to be readily available,
but a vast arsenal of methods is at hand. Essentially all we need can be reduced
by monotonicity arguments to spin correlation estimates of Bruria Kaufman, Lars
Onsager and Chen Ning Yang [14], [44].

For general random cluster or loop models such exact results are not available,
but we actually need much weaker statements, and many of the techniques used by
us for the Ising model (like FKG inequalities) are well-known in the general case.

So this part does not seem to be the main obstacle to construction of scaling limits,
though it might require very hard work. Moreover, following the proposed approach
we actually get that interfaces have a Hölder parameterization with uniformly stochas-
tically bounded norm. Thus rather weak kinds of convergence of interfaces would
lead to convergence in uniform norm (or rather weak-∗ convergence of measures on
curves with uniform norm).

It also appears that the same a priori estimates can be employed to show observable
convergence in the cases concerned, and hopefully they will be sufficient for other
models. So a more pressing question is how to construct a martingale observable.

5.2. Conformally covariant martingales. Suppose that for every simply connected
domain � with a boundary point a we have defined a random curve γ starting from a.
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Mark several points b, c, . . . in � or on the boundary. Remark 7 suggests the following
definition:

Definition 9. We say that a function (or rather a differential) F(�, a, b, c, . . . ) is a
conformal (covariant) martingale for a random curve γ if

F is conformally covariant:

F (�, a, b, c, . . . ) = F (φ(�), φ(a), φ(b), φ(c), . . . )

· φ′(b)αφ̄′(b)βφ′(c)γ φ̄′(c)δ . . . ,

(12)

and
F(� \ γ [0, t], γ (t), b, c, . . . ) is a martingale (13)

with respect to the random curve γ drawn from a (with Loewner parameterization).

Introducing covariance at b, c, . . . we do not ask for covariance at a, since it
always can be rewritten as covariance at other points. And applying factor at a would
be troublesome: once we started drawing a curve the domain becomes non-smooth
in its neighborhood, creating problems with the definition.

If the exponents α, β, . . . vanish, we obtain an invariant quantity. While the
crossing probability for the percolation was invariant, many quantities of interest in
physics are covariant differentials, e.g. open edge density at c would scale as a lattice
step to some power (depending on the model), so we would arrive at a factor

|φ′(c)|δ = φ′(c)δ/2φ̄′(c)δ/2.

There are other possible generalisations, e.g. one can add the Schwarzian derivative
of φ to (12).

The two properties in Definition 9 are analogues of (A) and (B), and similarly
combined they show that for the curve γ mapped to half-plane from any domain �

so that a �→ 0, b �→ ∞, c �→ x (note that the image curve in C+ might depend on �

– we only know the conformal invariance of an observable, not of the curve itself) we
have an analogue of (B′), which was already mentioned in Remark 7 for percolation.
Namely

F (C+, 0,∞, gt (x), . . . ) · g′t (x)γ ḡ′t (x)δ . . . ,

is a martingale with respect to the random Loewner evolution (covariance factor at
b = ∞ is absent, since g′t (∞) = 1).

The equation (10) can be written for this F , and if we can evaluate F exactly, the
same machinery as one used by Greg Lawler, Oded Schramm and Wendelin Werner
in [23] or as the one discussed above for percolation proves that our random curve is
SLE. So one arrives at a following generalization of Oded Schramm’s principle:

Martingale principle. If a random curve γ admits a (non-trivial) conformal mar-
tingale F , then γ is given by SLE with κ (and drift depending on modulus of the
configuration) derived from F .
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Remark 10. In chordal situation we consider curves growing from a towards another
boundary point b in a simply connected domain. But the same conclusion would hold
on general domains or Riemann surfaces with boundary once we find a covariant mar-
tingale (for appropriate generalizations of Loewner evolutions see e.g. the book [4]).
The only difference is that driving force of the corresponding Loewner evolution will
be a Brownian motion with drift depending on conformal modulus of the configura-
tion �, a, b, c, . . . , leading to SLE generalizations. Starting from lattice models with
various boundary conditions and conditioned on various events, one can see which
drifts will be of interest for SLE generalizations.

5.3. Discrete analyticity. Passing to the lattice model, we want to find a discrete
object, which in the limit becomes a conformally covariant martingale.

Martingale property is actually more accessible in the discrete setting. For exam-
ple, functions which are defined as observables (like probability of the interface going
through a vertex, edge density for the model, etc.) have the martingale property built
in, and so only conformal covariance must be established.

Alternatively, one can work with a discrete function F(�, a, b, c) (a priori not
related to lattice models) which has a conformally covariant scaling limit by con-
struction. Then we need to connect it to a particular lattice model, establishing a
martingale property (13). In the discrete case it is sufficient to check the latter for
a curve advanced by one step. Assume that once we have drawn the part γ ′ of the
interface from the point a to point a′, it turns left with probability p = p(�, γ ′, a′, b)

creating a curve γl = γ ∪ {al} or right with probability (1 − p) creating a curve
γr = γ ∪ {ar}. Then it is enough to check the identity

F(� \ γ ′, a′, b, c) = pF(� \ γl, al, b, c)+ (1− p)F(� \ γr, ar , b, c), (14)

p = p(�, γ ′, a′, b).

Actually our proof for the Ising model can be rewritten that way, with F defined as
a solution of an appropriate discretization of the Riemann Boundary Value Problem
(17) – the observable nature of F never comes up.

Moreover, starting with F one can define a random curve by choosing “turning
probabilities” p so that identity (14) is satisfied, obtaining a model with conformally
invariant scaling limit by “reverse engineering.” For example, starting with a harmonic
function of c with boundary values 1 on the arc ba and 0 on the arc ab, one obtains a
unique discrete random curve, which has it as a martingale. Note that such a function
is a particular case α = 1 of the martingale (15) below, corresponding to κ = 4 (or
rather its integral). In [35] Oded Schramm and Scott Sheffield introduced this curve
with a nicer “Harmonic Explorer” definition, and utilizing the mentioned observable
showed that it indeed converges to SLE(4). It seems that in this way one can use
the solutions to the problem (17) to construct models converging to arbitrary SLE’s,
however it is not clear though whether they would similarly have “nicer” definitions.

Anyway, for either approach to work we need a discrete conformal covariant
with a scaling limit. We have tried discretizations of many conformally invariant



Towards conformal invariance of 2D lattice models 1443

objects (extremal length, capacity, solutions to variational problems, …) and the
most promising in this context seem to be discrete harmonic or analytic functions
in additional variable(s) (in c, . . . ). Firstly, all other invariants can be rewritten in
this way. Secondly, discretization of harmonic and analytic functions is a nice and
very well studied (especially in the case of harmonic ones) object. Thirdly, one can
obtain very non-trivial invariants by just checking local conditions: harmonicity or
analyticity inside plus some boundary conditions (Dirichlet, Neumann, Riemann–
Hilbert, etc.). The most natural candidate would be a harmonic function solving
some Dirichlet problem.

Note that such an observable is known for the Brownian motion. A classical
theorem [13] of Shizuo Kakutani states that in a domain � exit probabilities for
Brownian motion started at z are harmonic functions in z with easily determinable
boundary values. Though Kakutani works directly with Brownian motion, one can do
the same for the random walk (which is actually much easier, since discrete Laplacian
of the exit probability is trivially zero), and then passing to a limit deduce statements
about Brownian motion, including its conformal invariance.

5.4. Classification of conformal martingales. Before we start working in the dis-
crete setting, we might want to investigate which functions are conformal martingales
for SLE curves, and so can arise as scaling limits of martingale observables for lattice
models.

As discussed in Remark 8, one can write partial differential equations for SLE
conformal martingales. For small number of points those equations can be solved,
and in such a way one computes dimensions, scaling exponents and other quantities of
interest. For any particular value of κ we can see which martingales have the simplest
form and so are probably easier to work with. Also if they have a geometric SLE
interpretation (like probability of SLE curve going to one side of a point, etc.) we can
study similar quantities for the lattice model.

It turns out that only for κ = 4 one obtains a nice harmonic martingale with
Dirichlet boundary conditions. In that case the probability of SLE(4) passing to one
side of a point z is harmonic in z and has boundary conditions 0 and 1, see [33]. Oded
Schramm and Scott Sheffield [35] constructed a model which has this property on
discrete level built in. Unfortunately the property was not yet observed in any of the
classical models conjecturally converging to SLE(4), though results of Kenyon [16]
show it holds for double-domino curves in Temperley domains (i.e. a domain with
the boundary satisfying a certain local condition).

In the case of mixed Dirichlet–Neumann conditions, it becomes possible to work
with some other values of κ , including uniform spanning tree κ = 8, which is exploited
in [23]. There are also covariant candidates for a few other values of κ (notably 8/3
which corresponds to self-avoiding random walk), but they were not yet observed in
lattice models.

Thus to study general models, one is forced to utilize more general boundary
value problems with a Riemann(–Hilbert) Boundary Value Problem being the natural
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candidate. Besides harmonic function it involves its harmonic conjugate, and so
is better formulated in terms of analytic functions. Moreover, discrete analyticity
involves a first order Cauchy–Riemann operator, rather than a second order Laplacian,
and so it should be easier to deal with than harmonicity.

As discussed above, we can classify all analytic martingales. For chordal SLE
and F with three points a, b, z as parameters we discover two particularly nice fami-
lies. The following proposition will be discussed in [39] and our subsequent work:

Proposition 11. Let � be a simply connected domain with boundary points a, b. Let
�(z) = �(�, a, b, z) be a mapping of � to a horizontal strip R × [0, 1], such that
a and b are mapped to ∓∞. Then

F(�, a, b, z) = �′(z)α with α = 8

κ
− 1, (15)

is a martingale for SLE(κ). Let �(z) = �(�, a, b, z) be a mapping of � to a
half-plane C+, such that a and b are mapped to∞ and 0 correspondingly. Then

G(�, a, b, z) = � ′(z)α� ′(b)−α with α = 3

κ
− 1

2
, (16)

is a martingale for SLE(κ).

These martingales make most sense for κ ∈ [4, 8] and κ ∈ [8/3, 8] correspond-
ingly, and are related to observables of interest in Conformal Field Theory (which was
part of our motivation to introduce them). Note that both functions are covariant with
power α (which is the spin in physics terminology), and solve the Riemann boundary
value problems

Im
(
F(z)τ(z)α

) = 0, z ∈ ∂�, (17)

where τ(z) is the tangent vector to ∂� at z.
The problem is to observe these functions in the discrete setting, and some intuition

can be obtained from their geometric meaning for SLE’s. For example, F is roughly
speaking (one has to consider an intermediate scale to make sense of it) an expectation
of SLE curve passing through z taken with some complex weight depending on the
winding.

5.5. Height models and Coulomb gas. The above-mentioned expectation actually
makes more sense (and is immediately well-defined) in the discrete setting and one
arrives at the same object with the same complex weight via several different ap-
proaches.

One way is to consider the Coulomb gas arguments (cf. [29] by Bernard Nienhuis)
for the loop representation. In the random cluster case at criticality, the weight of a
loop is

√
q – recall (2). We randomly and independently orient the loops, and introduce

the height function h which whenever a loop is crossed changes by ±1 (depending
on loop direction – think of a topographic map). One could weight oriented loops by
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√
q/2, obtaining essentially the same model. However it makes sense to consider a

complex weight instead. When q is in the [0, 4] range, there is a complex unit number
μ = exp(k · 2πi) such that

k = 1

2π
arccos

(√
q/2

)
or μ+ μ̄ = √q. (18)

We (independently and randomly) orient all loops, prescribing weight μ per counter-
clockwise and μ̄ per clockwise loop.

Forgetting orientation of loops reconstructs the original model. Unfortunately
the new partition function is complex and no longer leads to a probability measure
(moreover, its variation blows up as the lattice step goes to zero), but it can be defined
locally, making it much more accessible.

Indeed, going around a cycle, and turning by �z at vertex z, the total sum of turns∑
z∈cycle �z is ±2π depending on whether the cycle is counter or clockwise. So the

weight per cycle can be written as
∏

z∈cycle exp(ik · �z) and the total weight of the
configuration is

∏
z∈� exp(ik ·�z), which can be computed locally (without reference

to the global order of cycles). The same weight can also be written in terms of the
gradient of height function.

The interface is always oriented from a to b, so that the height function is always
equal to 0 on the arc ab and to 1 on the arc ba. From physics arguments the interface
curve (being “attached” to the boundary on both sides) should be weighted differently
from loops, namely by exp(i(2k − 1/2) ·�z) per turn. When interface runs between
two boundary points (being oriented from a to b), these factors do not matter, since
total turn from a to b is independent of the configuration.

However, if we choose a point z on an interface and reverse the orientation of one
of its halves (so that it is oriented from a to z and from z to b), the interface inputs
a non-constant complex factor. This orientation reversal has a nice meaning: after it
the height function acquires a +2 monodromy at z: when we go around z we cross
two curves (halves of the interface) incoming into it.

All the loops (when we forget their orientation) still contribute the same
√

q per
loop, and the complex weight can be expressed in terms of the interface winding (total
turn expressed in radians) from b to z, denoted by w(γ, b → z). So one logically
arrives at the partition function Z for our model with +2 monodromy at z:

F(�, a, b, z) := Z+2 monodromy at z = Eχz∈γ exp (i(4k − 1)w(γ, b→ z)). (19)

This function is clearly a martingale, and there are strong indications (both from
mathematics and physics points of view) that it is discrete analytic.

This follows from the fact that the interface can arrive at a boundary point z from b

with a unique winding equal to the winding of the boundary from b to z, so we can
express it in terms of the tangent vector τ(z). Writing this down, we discover that the
function F solves a discrete version of the Riemann Boundary Value Problem (17)
with α = 1− 4k.
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Remark 12. The continuum problem was solved by the function (15), so if we
establish discrete analyticity it only remains to show that a solution to a discrete
Riemann BoundaryValue Problem converges to its continuum counterpart. Moreover,
combining identity α = 1− 4k with (15) and (18) we obtain the relation between κ

and q stated in Conjecture 4.

This convergence problem seems to be difficult (and open in the general case).
The way we solve it in the Ising case is sketched below.

There are other indications that this function is nice to work with. Indeed, the
easiest form of discrete analyticity involves local partial difference relations, and to
prove those we should count configurations included into our expectation. To obtain
relations, we need some bijections in the configuration space, and the easiest ones are
given by local rearrangements (we worked with global rearrangements for percolation
[37], but such work must be more difficult for non-local models).

The easiest rearrangement involves redirecting curves passing through z, see Fig-
ure 8, and we have a good control over relative weights of configurations whenever
they are defined through windings. Counting how much a pair of configurations con-
tributes to values of F at neighbors of z, we get some relations. Moreover, a careful
analysis shows that the maximal number of relations is attained with the complex
weight (19).

a

b

z

�

�

�

a

b

z

�

�

�

Figure 8. Rearrangement at a point z: we only change connections inside a small circle marking z.
Either interface does not pass through z in both configurations, or it passes in a way similar to
the pictured above. On the left the interface (in bold) passes through z twice, on the right (after
the rearrangement) it passes once, but a new loop through z appears (also in bold). The loops
not passing through z remain the same, so the weights of configurations differ by a factor of√

q because of the additional loop on the right. To get some linear relation on values of F , it is
enough to check that any pair of such configurations makes equal contributions to two sides of
the relation.

5.6. Ising model. We finish with a sketch of our proof for the random cluster rep-
resentation of the Ising model (i.e. q = 2) on the square lattice εZ

2 at the critical
temperature. As before consider loop representation in a simply connected domain
� with two boundary points a and b and Dobrushin boundary conditions.



Towards conformal invariance of 2D lattice models 1447

Consider function F = Fε(�, a, b, z) given by (19) which is the expectation that
interface from a to b passes through a vertex z taken with appropriate unit complex
weight. Note that for Ising q = 2, so k = 1/8 and the weight is Fermionic (which of
course was expected): a passage in the same direction but with a 2π twist has a relative
weight −1, whereas a passage in the opposite direction with a counterclockwise π

twist has a relative weight −i.
As discussed F automatically has the martingale property when we draw γ starting

from a, so only conformal invariance in the limit has to be checked.
Color lattice vertices in chessboard fashion, and to each edge e prescribe orienta-

tion such that it points from a black vertex to a white one, turning it into a vector, or
equivalently a complex number e. Denote by �(e) the line passing through the origin
and
√

ē – the square root of the complex conjugate to e (the choice of the square root is
not important). Careful analysis of the rearrangement in Figure 8 shows that F satis-
fies the following relation: for every edge e ∈ � orthogonal projections of the values
of F at its endpoints on the line �(e) coincide. We denote this common projection by
F(e) as it would also be given by the same formula (19) with z taken on the edge e

(to be exact one has to divide by 2 cos(π/8) to arrive at the same normalization).
It turns out to be a form of discrete analyticity, and implies (but does not follow

from) the common definition. The latter asks for the discrete version of the Cauchy–
Riemann equations ∂iαF = i∂αF to be satisfied. Namely for every lattice square the
values of F at four corners (denoted u, v, w, z in the counter-clockwise direction)
should obey

F(z)− F(v) = i(F (w)− F(u)).

Remark 13. In the complex plane holomorphic (i.e. having a complex derivative)
and analytic (i.e. admitting a power series expansion) functions are the same, so the
terms are often interchanged. Though the term discrete analytic is in wide use, in
discrete setting there are no power expansions, so it would be more appropriate to
speak of discrete holomorphic (or discrete regular) functions.

As discussed above, F solves a discrete version of the Riemann Boundary Value
Problem (17) with α = 1 − 4k = 1/2, which was solved in the continuum case by√

�′. It remains to show that as the lattice step goes to zero, properly normalized F

converges to the latter.
A logical thing to do is to integrate F 2 to retrieve �. Unfortunately, the square of

a discrete analytic function is no longer discrete analytic and so cannot be integrated.
However it turns out that there is a unique function H = Im

∫
F 2dz, which is defined

on the dual lattice by
H(b)−H(w) = |F(e)|2, (20)

where edge e separates the centers of two adjacent squares, black b and white w.
After writing (20), one checks that

1. H is well defined and unique up to an additive constant,

2. H restricted to white (black) squares is super (sub) harmonic,
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3. H = 1 on (counterclockwise) boundary arc ba and H = 0 on (counterclock-
wise) boundary arc ab,

4. The (local) difference between H restricted to white and to black squares tends
uniformly to zero.

The properties 1, 2 are consequences of discrete analyticity: 1 a rather direct one,
while 2 follows from the identity

�H(u) = ± |F(x)− F(y)|2 ,

where u is a center of white (black) square with two opposite corner vertices x and y

(particular choice is unimportant). Definition of F implies the property 3. The prop-
erty 4 easily follows from a priori estimates (namely Kaufman–Onsager–Yang results
[14], [44]). In principle it should also directly follow from the discrete analyticity
of F and the property 3.

We immediately infer that H converges to Im�, and after differentiating and
taking a square root we obtain the following:

Proposition 14. Suppose that the lattice mesh εj goes to zero and a lattice domain �j

with boundary points aj , bj converges (in a weak sense, e.g. in Carathéodory metric)
to a domain � with boundary points a, b as j →∞. Then away from the boundary
there is a uniform convergence:

1√
εj

F (�j , aj , bj , z) ⇒
√

�′(�, a, b, z)

Since by Proposition 11 the function on the right is a martingale for SLE(16/3),
convergence of the interface to the Schramm–Löwner evolution with κ = 16/3 fol-
lows.

6. Conclusion

At the moment the approach discussed above works only for a (finite) number of
models. Another notable case when it works is the usual spin representation of
the Ising model at critical temperature on the square lattice, pictured in Figure 2,
where considering a similar observable (partition function with +1 monodromy, cf.
(19)) leads to the martingale (16) and to Schramm–Loewner evolution with κ = 3.
Interestingly, exactly the same definition of discrete analyticity arises.

Analogously, examination of partition function with +1 monodromy at z for
hexagonal loop models (for all values of n at criticality) suggests its convergence
to conformal martingale (16). These considerations lead to a new explanation of the
Nienhuis’ Conjecture 2 for the critical value of x. In this case we firmly believe that
our method works all the way for n = 1 constructing conformally invariant scaling
limits for the O(1) model, but convergence estimates still have to be verified.
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Two parallel methods, with observables related to (15) and (16), seem specially
adapted to the square lattice and the hexagonal lattice correspondingly. However, the
main arguments work for a large family of four- and trivalent graphs correspondingly.
So we advance towards establishing the universality conjectures.

Though only for a few models the conformal invariance was proved, the only
essential missing step for the remaining ones is discrete analyticity, and it can be
attacked in a large number of ways.

So from our point of view, the perspectives for establishing conformal invariance of
classical 2D lattice models are quite encouraging. Moreover, we can start discussing
reasons for universality, and try to construct the full loop ensemble starting from the
discrete picture. The approach discussed above is rigorous, but what makes it (and
the whole SLE subject) even more interesting is that while borrowing some intuition
from physics, it gives a new way to approach these phenomena.
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Aspects of the L2-Sobolev theory of the ∂-Neumann
problem

Emil J. Straube∗

Abstract. The ∂-Neumann problem is the fundamental boundary value problem in several com-
plex variables. It features an elliptic operator coupled with non-coercive boundary conditions.
The problem is globally regular on many, but not all, pseudoconvex domains.

We discuss several recent developments in the L2-Sobolev theory of the ∂-Neumann problem
that concern compactness and global regularity.
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domains.

1. Introduction

The ∂-Neumann problem was formulated in the fifties by D. C. Spencer as a means
to generalize the theory of harmonic integrals (i.e. Hodge theory) to non-compact
complex manifolds. For domains in C

n, which is the context we will restrict ourselves
to almost exclusively in this paper, the problem can be formulated as follows. Denote
by � a pseudoconvex domain in C

n, and by L2
(0,q)(�) the space of (0, q)-forms on �

with square integrable coefficients. Each such form can be written uniquely as a sum

u =
∑′

J

uJ dzJ , (1.1)

where J = (j1, . . . , jq) is a multi-index with j1 < j2 < · · · < jq , dzJ = dzj1 ∧
· · · ∧ dzjq , and the ′ indicates summation over increasing multi-indices. The inner
product

(u, v) =
( ∑′

J

uJ dzJ ,
∑′

J

vJ dzJ

)
=

∑′

J

∫
�

uJ vJ (1.2)

turns L2
(0,q)(�) into a Hilbert space. Set

∂
( ∑′

J

uJ dzJ

)
=

n∑
j=1

∑′

J

∂uJ

∂zj
dzj ∧ dzJ , (1.3)
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where the derivatives are computed as distributions, and the domain of ∂ is defined
to consist of those u ∈ L2

(0,q)(�) where the result is a (0, q + 1)-form with square

integrable coefficients. Then ∂ = ∂q is a closed, densely defined operator from
L2

(0,q)(�) to L2
(0,q+1)(�), and as such has a Hilbert space adjoint. This adjoint is

denoted by ∂∗
q . (We will not use the subscripts when the form level at which the

operators act is clear or not an issue.) One can check that ∂∂ = 0, so that we arrive
at a complex, the ∂ (or Dolbeault)-complex:

L2(�)
∂−→ L2

(0,1)(�)
∂−→ L2

(0,2)(�)
∂−→ · · · ∂−→ L2

(0,n)(�)
∂−→ 0.

In analogy to the Laplace–Beltrami operator associated to the DeRham complex on
a Riemannian manifold, one forms the complex Laplacian

�q = ∂q−1∂
∗
q−1 + ∂∗

q ∂q, (1.4)

with domain so that the compositions are defined. The ∂-complex is elliptic. The
∂-Neumann problem is the problem of inverting �q ; that is, given v ∈ L2

(0,q)(�), find
u ∈ Dom(�q) such that �qu = v. Note that Dom(�q) involves the two boundary

conditions u ∈ Dom(∂∗) and ∂u ∈ Dom(∂∗); these are the ∂-Neumann boundary
conditions. The condition u ∈ Dom(∂∗) is equivalent to a Dirichlet condition for
the (complex) normal component of u. Similarly, the condition ∂u ∈ Dom(∂∗) is
equivalent to a Dirichlet condition on the normal component of ∂u, that is, a complex
(or ∂-) Neumann condition for u.

From the point of view of partial differential equations, the ∂-Neumann problem
represents the prototype of a problem where the operator is elliptic, but the bound-
ary conditions are not coercive, so that the classical elliptic theory does not apply.
From the point of view of several complex variables, the importance of the problem
stems from the fact that its solution provides a Hodge decomposition in the context
of the ∂-complex, together with the attendant elegant machinery (as envisioned by
Spencer). For example, such a decomposition readily produces a solution to the inho-
mogeneous ∂ equation, as follows. Assume for the moment that �q has a (bounded)
inverse in L2

(0,q)(�), say Nq . Then we have the orthogonal decomposition

u = ∂∂∗Nqu + ∂∗∂Nqu, u ∈ L2
(0,q)(�). (1.5)

If ∂u = 0, then ∂∗∂Nqu is ∂-closed as well (from (1.5)). Consequently, ∂∗∂Nqu = 0

(since it is also orthogonal to Ker(∂)), and

u = ∂
(
∂∗Nqu

)
, (1.6)

with ‖∂∗Nqu‖2 = (∂∂∗Nqu, Nqu) ≤ C‖u‖2. Thus the operator ∂∗N provides an

L2-bounded solution operator to ∂ . In fact, this operator gives the (unique) solution
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orthogonal to Ker(∂) (equivalently: the solution with minimal norm). This solution
is called the canonical (or Kohn) solution.

That �q does have a bounded inverse Nq on bounded pseudoconvex domains was

known by the mid sixties. Kohn ([64], [65], [66]) solved the ∂-Neumann problem
for strictly pseudoconvex domains, showing that in this case, not only is there an
L2-bounded inverse, but Nq exhibits a subelliptic gain of one derivative as measured
in the L2-Sobolev scale. Another interesting approach was given by Morrey in [79].
Hörmander ([58], see also Andreotti–Vesentini [1] for similar techniques) proved
certain Carleman type estimates which in the case of bounded pseudoconvex domains
imply the existence of Nq as a bounded self-adjoint operator on L2

(0,q)(�). Early
applications included embedding of real analytic manifolds ([78], [79]), a new solution
of the Levi problem ([65]), a new proof of the Newlander–Nirenberg theorem on
integrable almost complex manifolds ([65]), and in general, an approach to several
complex variables which takes advantage of the then newly developed ∂-methods
([58], [59]). Interesting ‘eyewitness’ accounts of this foundational period by two of
the principals appear in [60] and [69], respectively.

It is not hard to see that Kohn’s results for strictly pseudoconvex domains are
optimal: N can never gain more than one derivative, and it can gain one derivative
only when the domain is strictly pseudoconvex. However, under what circumstances
subellipticity with a fractional gain of less than one derivative holds was not understood
until the early eighties. Kohn gave sufficient conditions in [67], satisfied for example
when the boundary is real-analytic [40]. In deep work, his students Catlin ([18], [19],
[21]) and D’Angelo ([28], [29], [30]) resolved this question: on a smooth bounded
pseudoconvex domain in C

n, the ∂-Neumann problem is subelliptic if and only if each
boundary point is of finite type,that is, the order of contact, at the point, of complex
varieties with the boundary is finite. For more on these ideas, see [32], [34], [33], [70].

When Nq does not gain derivatives, but is still compact (as an operator on
L2

(0,q)(�)), it follows from work of Kohn and Nirenberg ([71]) that Nq preserves

the Sobolev spaces Ws
(0,q)(�) for all s ≥ 0. In particular, Nq preserves C∞

(0,q)(�) (it
is globally regular). Work of Catlin ([20], compare also Takegoshi [95]) and Sibony
([84]) shows that compactness provides indeed a viable route to global regularity:
the compactness condition can be verified on large classes of domains. We refer the
reader to [47] for a survey of compactness in the ∂-Neumann problem. In Section 2
below, we will discuss some developments that have occurred since the publication
of [47].

In addition to the ‘usual’ (pde) reasons for studying regularity properties of a dif-
ferential operator, there are, in the case of the ∂-Neumann problem, the implications
global regularity of the ∂-Neumann operator has for several complex variables. Chief
among these is the relevance for boundary behavior of biholomorphic or proper holo-
morphic maps. Namely, if �1 and �2 are two bounded pseudoconvex domains in C

n

with smooth boundaries, such that the ∂-Neumann operator on (0, 1)-forms (i.e. N1)
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on �1 is globally regular, then any proper holomorphic map from �1 to �2 extends
smoothly to the boundary of �1 ([7], [41]). This is a highly nontrivial result: in
contrast to the one variable situation, where the result is classical, the general case in
higher dimensions, even for biholomorphic maps, is open. An exposition of the ideas
and issues involved here can be found in [6], [72], [23].

That global regularity holds on large classes of pseudoconvex domains where
local regularity or compactness fail was shown in the early nineties by Boas and
the author ([11], [13]). They proved in [11] that if � admits a defining function
whose complex Hessian is positive semi-definite at points of the boundary (a condi-
tion slightly more restrictive than pseudoconvexity), then the ∂-Neumann problem is
globally regular (for all q). This class of domains includes in particular all (smooth)
convex domains. The proof is based on the existence of certain families of vec-
tor fields which have good approximate commutator properties with ∂ . In [13], the
authors studied the situation when the boundary points of infinite type form a com-
plex submanifold (with boundary) of the boundary of the domain. They identified a
DeRham cohomology class associated to the submanifold as the obstruction to the
existence of the vector fields needed. In particular, a simply connected complex man-
ifold in the boundary is benign for global regularity of the ∂-Neumann problem. It
is noteworthy that this cohomology class also plays a role in deciding whether or not
the closure of the domain admits a Stein neighborhood basis ([5]).

The question whether global regularity holds on general pseudoconvex domains
turned out to be very difficult and was resolved only in the mid nineties. Barrett ([3],
see also [2] and [63] for predecessors) showed that on the worm domains of Diederich
and Fornæss ([38]), N1 does not preserve Ws

(0,1)(�) for s sufficiently large, depending
on the winding (that is, exact regularity fails). Christ ([24], see also [25], [26]) resolved
the question by proving certain a priori estimates for N1 on these domains that would
imply exact regularity in Sobolev spaces (and thus would contradict Barrett’s result)
if N1 were to preserve the space of forms smooth up to the boundary.

In Section 3, we will discuss some recent developments. In [93] and [45], the
authors consider the case where the boundary is finite type except for a Levi-flat piece
which is ‘nicely’ foliated by complex hypersurfaces. Whether or not the families of
vector fields with good approximate commutator properties with ∂ exist turns out to be
equivalent to a property of the Levi foliation much studied in foliation theory, namely
whether or not the foliation can be defined globally by a closed one-form. Sucheston
and the author showed in [92] that the approaches via plurisubharmonic defining
functions and vector fields with good approximate commutator properties with ∂ are
actually equivalent, when suitably reformulated. This left two main avenues to global
regularity: compactness and plurisubharmonic defining functions and/or good vector
fields. These two approaches were unified by the author in [91], via a new sufficient
condition for global regularity.

Detailed accounts of the ∂-Neumann theory, from different points of view, may
be found in [43], [59], [72], [23], [73], [81]. Developments up to about ten years ago
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are covered in [14] (for compactness, see [47]). Two recent informative surveys that
concentrate on topics not covered here are the following: [83] deals with estimates on
Lipschitz domains, and [77] discusses applications obtained by inserting a so called
twisting factor into the ∂-complex.

Although this paper concentrates on aspects of the ∂-Neumann problem on do-
mains in C

n, we wish to mention a very important and fruitful development, namely
the application of L2-methods to algebraic and complex geometry, and vice versa.
For expositions of this very active area of research, we refer the reader to [35], [36],
[86], [87].

2. Compactness

It is of interest in several contexts to know whether or not the ∂-Neumann operator is,
or is not, compact. Examples include global regularity ([71]), the Fredholm theory of
Toeplitz operators(see e.g. [54]), and existence or non-existence of Henkin–Ramirez
type kernels for solving ∂ ([51]). A fairly comprehensive discussion of compactness,
up to about 1999, is in [47]. There one also finds complete proofs and/or references
for background material. In this section, we review some recent developments.

2.1. Sufficient conditions for compactness. In [20] Catlin introduced a sufficient
condition for compactness which he called property (P ). The boundary of a domain
is said to satisfy property (P ) if for every positive number M there are an open
neighborhood UM of b� and a plurisubharmonic function λM ∈ C2(UM ∩ �) with
0 ≤ λM ≤ 1, such that for all z ∈ UM ∩ �,

n∑
j,k

∂2λM

∂zj ∂zk

(z)wjwk ≥ M|w|2. (2.1)

(This is somewhat more general than the formulation given in [20], but see also [47].)
Property (P ) can be very nicely reformulated, on Lipschitz domains, in the spirit of
Oka’s lemma: the boundary satisfies property (P ) if and only if it locally admits func-
tions ρ comparable to minus the boundary distance, such that the complex Hessian of
− log(−ρ) tends to infinity upon approach to the boundary ([50]). If the bound-
ary of the bounded pseudoconvex domain satisfies property (P ), then the ∂-Neumann
operator Nq on � is compact, 1 ≤ q ≤ n ([20], [88] when no boundary regularity is as-
sumed). There are natural versions of property (P ) for (0, q)-forms, see [47]: (2.1) is
replaced by the requirement that the sum of the smallest q eigenvalues of the complex
Hessian of λM should be at least M . Note that then P = P1 ⇒ P2 ⇒ · · · ⇒ Pn. This
is appropriate, since compactness of Nq likewise percolates up the complex: if Nq is
compact, then so is Nq+1 (an observation due to McNeal ([76]), see also the proof of
Lemma 2 in [91]). A detailed study of property (P1) is in [84],where various equiva-
lent characterizations are given (with some minimal boundary regularity required for
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equivalence to the definition we have adopted here, see [47], section 3). In partic-
ular, b� satisfies property (P1) if and only if every continuous function on b� can
be approximated uniformly on b� by functions plurisubharmonic in a neighborhood
of b�.

In ∂-problems, the condition that a function be bounded can sometimes be replaced
by the condition that the gradient of the function be bounded in the metric induced
by the complex Hessian of the function (compare [9] and the references there). In
the present context, this was realized by McNeal ([75]). Say that the boundary of the
domain � satisfies condition (P̃q ) if, for every M > 0, there exists λM ∈ C2(UM ∩�),
where UM is an open neighborhood of b�, such that the sum of any q eigenvalues of
its complex Hessian is at least M , and

∑′

K

∣∣∣ n∑
j=1

∂λM

∂zj
(z)wjK

∣∣∣2 ≤ C
∑′

K

n∑
j,k=1

∂2λM

∂zj ∂zk

(z)wjKwkK (2.2)

for all w ∈ �
(0,q)
z and z ∈ UM ∩ �, where �

(0,q)
z denotes the space of (0, q)-forms

at z. (Actually, for q > 1, this definition is slightly more general than McNeal’s; in
particular, it does not force λM to be plurisubharmonic.) McNeal ([75]) proved the
following theorem.

Theorem 2.1. Let � be a bounded pseudoconvex domain in C
n, 1 ≤ q ≤ n. If �

satisfies condition (P̃q), then Nq is compact.

Again note that P̃1 ⇒ P̃2 ⇒ · · · ⇒ P̃n (compare the proof of Lemma 2 in [91].)
Also, there is a weak formulation of (2.2) in terms of currents which is sufficient for
Theorem 2.1, see [75] for details.

To prove Theorem 2.1, one uses that compactness of Nq is equivalent to com-

pactness of the canonical solution operators ∂∗Nq and ∂∗Nq+1 (or their adjoints, see
e.g. [47], Lemma 1.1). Since (P̃q) ⇒ (P̃q+1), it suffices to establish compactness

of ∂∗Nq . We sketch an argument (slightly different from McNeal’s) to show how the
hypotheses of the theorem enter (as well as for use in Remark 2.2 below). We only
consider (0, 1)-forms for simplicity. Also, we assume that � is smooth and that λM is
smooth up to the boundary (see [88] and [47] for the regularization procedure in the
non-smooth case). We may extend λM smoothly to all of � (by shrinking UM , where
the estimates hold). The starting point is the classical Morrey–Kohn–Hörmander in-
equality ([23], Proposition 4.3.1, and the density Lemma 4.3.2). Taking the weight
function to be λM and computing the adjoint of ∂∗ in the weighted metric in terms
of ∂∗ and terms of order zero in u gives for u ∈ Ker(∂) ∩ Dom(∂∗)∫

�

∑
j,k

∂2λM

∂zj ∂zk

ujuke
−λM � ‖∂∗(e−λM/2u)‖2 +

∥∥∥e−λM/2
∑
j

∂λM

∂zj
uj

∥∥∥2
. (2.3)

The constant in (2.2) may be assumed as small as we wish (by scaling λ → tλ, see
[75], p. 199). Therefore, the last term in (2.3) can be absorbed into the left hand side,
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for z ∈ UM . The result is, upon also applying (2.1), using interior elliptic regularity to
estimate ‖e−λM/2u‖2

�\UM

(this term controls the various error terms), and absorbing
terms:

‖e−λM/2u‖2 � 1

M
‖∂∗(e−λM/2u)‖2 + CM‖e−λM/2u‖2−1, (2.4)

when u ∈ Ker(∂) ∩ Dom(∂∗). Denote by B the standard Bergman projection, and
by Bϕ the Bergman projection in the weighted space with weight eϕ . Let v ∈ Ker(∂).

Then v = B(e−λM/2u), with u = B−λM/2(e
λM/2v) ∈ Ker(∂). We obtain

‖v‖2 � 1

M
‖∂∗v‖2 + CM‖e−λM/2B−λM/2(e

λM/2v)‖2−1. (2.5)

For M fixed, the norm in the last term on the right hand side of (2.5) is compact with
respect to ‖v‖, hence with respect to ‖∂∗v‖ (the canonical solution operator to ∂∗
is continuous in L2). Since M is arbitrary, this implies that (∂∗N1)

∗, the canonical
solution operator to ∂∗, is compact (see e.g [22], Lemma 1, [75], Lemma 2.1). This
concludes the (sketch of) proof of Theorem 2.1.

It is easy to see that Pq implies P̃q , by considering the family μM := eλM , M > 0
(see [75] for details). The exact relationship is however not understood. But there are
two classes of domains where property (Pq ) is known to be equivalent to compactness
of Nq , and hence condition (P̃q ) is also equivalent to both compactness of Nq and
property (Pq ). These are the bounded locally convexifiable domains (with no bound-
ary smoothness assumptions assumed beyond what is implied by local convexifiability
(Lipschitz), [46], [47]) and the smooth bounded Hartogs domains in C

2 ([27]). In ad-
dition, (P ) and (P̃ ) are known to agree for planar domains ([48], Lemma 7). Although
condition (P̃1) also appears naturally in connection with another important question in
several complex variables, namely with that of the existence of a Stein neighborhood
basis for the closure of the domain ([84], (4.4) on p. 317), it is not well studied at all.
This is in stark contrast to property (Pq ), where we have Sibony’s theory ([84], see
also [47] when q > 1). It would be very interesting to have an analogous treatment of
condition (P̃q ). Finally, its connection with Stein neighborhoods suggests studying

what the implications of compactness in the ∂-Neumann problem are for the existence
of a Stein neighborhood basis for the closure.

Compactness can be viewed as a limiting case of subellipticity. Subellipticity
is equivalent to having a bounded plurisubharmonic function, near the boundary,
whose Hessian blows up like a power of the reciprocal of the boundary distance ([21],
[88], compare also [50], [55]). The only way to show the direction subellipticity ⇒
good plurisubharmonic functions that the author is aware of is via finite type of the
boundary. It would be very interesting to have a direct proof of this fact, arguing
directly from the subelliptic estimates and bypassing the geometric arguments related
to finite type. If there is a reasonable characterization of compactness in terms of
(potential theoretic) properties of the boundary (such as P/P̃ or a slightly weaker
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property), it should emerge from such a proof when one extracts the features that
remain valid in the limiting case.

Remark 2.2. Takegoshi gives a sufficient condition for compactness in [95] which
is a precursor to condition (P̃1), in the sense that it replaces the uniform boundedness
condition on the functions in property (P1) by a boundedness condition on the gra-
dients. In fact, Takegoshi’s condition implies (P̃1), but with (2.2) only for complex
tangential w’s. But this is enough to prove Theorem 2.1, because the forms to which
one needs to apply the estimates are in the domain of ∂∗ (see (2.3) above), so they are
complex tangential (at points of the boundary, but the normal component of a form
satisfies a subelliptic estimate, and so terms caused by it are under control).

We next want to describe a technique for establishing compactness that does not
rely on (P )/(P̃ ), introduced recently by the author ([90]). Such a technique is of inter-
est because it is not understood how much stronger (if at all) (P̃ ) is than compactness.
Also, as will be seen, for domains in C

2, this technique yields a sufficient condition
that modulo a certain (albeit crucial) lower bound on certain radii is also necessary.

Let � be a smooth bounded pseudoconvex domain in C
2. If Z is a (real) vector

field defined in some open subset of b� (or of C
2), we denote by F t

Z the flow generated
by Z. In C

2, the various notions of finite type coincide (see [32]), so we do not need
to specify which notion we mean. Recall that the set of infinite type points in the
boundary is compact. Finally, B(P, r) denotes the open ball of radius r centered at P .
The following theorem is the main result in [90].

Theorem 2.3. Let � be a smooth bounded pseudoconvex domain in C
2. Denote by K

the set of boundary points of infinite type. Assume there exist constants C1, C2 > 0,
and C3 with 1 ≤ C3 < 3/2, and a sequence {εj > 0}∞j=1 with limj→∞ εj = 0 so
that the following holds. For every j ∈ N and P ∈ K there is a (real) complex
tangential vector field ZP,j of unit length defined in some neighborhood of P in b�

with max | div ZP,j | ≤ C1 such that FZP,j
(B(P, C2(ε)

C3)∩K) ⊆ b� \K . Then the

∂-Neumann operator on � is compact.

The assumptions in the theorem quantify the notion that at points of K , there
should exist a (real) complex tangential direction transversal to K in which b� \ K

(the good set) is ‘thick’ enough. A geometrically very simple special case occurs
when b� \ K satisfies a complex tangential cone condition (that is, the axis of the
cone at a point P lies in a complex tangential direction). In this case, the assumptions
in the theorem are satisfied with C3 = 1 (see [90] for details).

Corollary 2.4. Let � be a smooth bounded pseudoconvex domain in C
2. Denote by K

the set of boundary points of infinite type. Assume that b� \ K satisfies a complex
tangential cone condition (as an open subset of b�). Then the ∂-Neumann operator
is compact.

The main idea of the proof of Theorem 2.3 is very simple. In order to derive a
compactness estimate, what needs to be estimated is the L2-norm of a form u near K .
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To do this near a point P in K , we express u near P in terms of u in a patch which
meets the boundary in a relatively compact subset of b� \ K , plus the integral of
the derivative of u in the direction ZP,j . The first contribution is easily handled by
subelliptic estimates, while the second is dominated by the length of the curve (which
is εj ) times the L2-norm of ZP,ju on a certain subset of the boundary. But in C

2,

this norm is dominated by ‖∂u‖ + ‖∂∗u‖, because ZP,j is complex tangential (so
called maximal estimates hold, c.f. [37]). When one sums up over the various patches
(for a fixed j ), overlap as well as divergence issues arise. These are handled by the
uniformity built into the assumptions.

The conditions in Theorem 2.3 are natural, and, in fact, modulo the size of the
lower bound C2(εj )

C3 on the radius of the balls, necessary. Indeed, if N1 is compact,
the boundary contains no analytic discs (since we are in C

2, see [47] for a proof). This
implies, by a result of Catlin ([16], Proposition 3.1.12, see also [82], Lemma 3) that for
each point P ∈ K and for every ε > 0, there is a complex tangential vectorfield ZP,ε

(of unit length) near P so that on the integral curve of ZP,ε through P there is a
strictly pseudoconvex point at distance (measured along the curve) less than ε. Then
there is a ball B(P, r) which is transported, for t = ε, by the flow generated by ZP,ε,
into the points of finite type: it suffices to take r small enough. Since there are
smooth bounded pseudoconvex domains in C

2 without discs in their boundaries, but
whose ∂-Neumann operator is not compact ([74], [47]), this discussion also shows
that without a lower bound on r , the conclusion of the theorem does not hold. The
lower bound given in Theorem 2.3 is probably not optimal. An ‘optimal’bound (if one
exists), in a sense to be made precise, would be of great interest: in light of the above
discussion, such a bound essentially amounts to a characterization of compactness in
the ∂-Neumann problem on domains in C

2.

Theorem 2.3 does not hold in dimension n > 2. Consider a convex domain with a
disc in its boundary. When n > 2, there is an additional complex tangential direction
in which to flow, so that the assumptions in Theorem 2.3 can be satisfied. Yet such
domains have noncompact ∂-Neumann operator ([46]). Since the only place where
the proof uses that the domain is in C

2 is the invocation of maximal estimates, an
obvious generalization to C

n is to require the domain to satisfy maximal estimates
(equivalently: all the eigenvalues of the Levi form are comparable, see [37]).There is,
however, a more interesting generalization in [80]. It suffices to be able to flow into
the set of finite type points along curves whose tangents lie in a complex tangential
direction associated with the smallest eigenvalue of the Levi form.

The author does not know examples of domains that satisfy the assumptions in
Theorem 2.3, but do not satisfy condition (P̃ ). As far as just asserting compactness
of the ∂-Neumann problem on the domains in the theorem is concerned, it does not
matter whether or not these domains always satisfy (P̃ ): we have, in any case, a simple
geometric proof of compactness for these domains. However, from the point of view
of understanding to what extent (P̃ ) is necessary for compactness, this question is
obviously very important.
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2.2. Obstructions to compactness. An analytic disc in the boundary constitutes the
most blatant violation of condition (P̃ ) (on domains whose boundaries are locally the
graph of a continuous function) as well as of the condition in Theorem 2.3. This is
obvious for the condition in Theorem 2.3 (recall that the setup is in C

2). For condition
(P̃ ), this can be seen by pulling back (suitable translates of) the plurisubharmonic
functions to the unit disc D in the plane: there do not exist subharmonic functions
in D satisfying (2.1) and (2.2) for arbitrarily large M (compare Appendix A in [47]).
Indeed, integration by parts and (2.2) give for u ∈ C∞

0 (D)∫
D

∂2λ

∂z∂z
|u|2 =

∫
D

∂2λ

∂z∂z
uu ≤

∣∣∣∣
∫

D

∂λ

∂z

∂u

∂z
u

∣∣∣∣ +
∣∣∣∣
∫

D

∂λ

∂z
u

∂u

∂z

∣∣∣∣
≤

∫
D

∣∣∣∣∂λ

∂z

∣∣∣∣
2

|u|2 +
∫

D

∣∣∣∣∂u

∂z

∣∣∣∣
2

≤ C

∫
D

∂2λ

∂z∂z
|u|2 +

∫
D

∣∣∣∣∂u

∂z

∣∣∣∣
2

,

(2.6)

where C is the constant from (2.2). We have used here that ‖∂u/∂z‖2 = ‖∂u/∂z‖2.
As pointed out earlier, C may be taken as small as we wish. Taking a family with
C = 1/4 in (2.2) (hence in (2.6)) and combining with (2.1) gives

M

4
≤ inf

u∈C∞
0 (D)

∫
D

∣∣ ∂u
∂z

∣∣2∫
D

|u|2 . (2.7)

(The infimum on the right hand side of (2.7) is (up to a factor 1/4) the smallest
eigenvalue of the Dirichlet realization of −	 on D.) In the case of property (P ),
this is of course also an obvious consequence of its characterization (see above) by
the approximation property by continuous functions. A disc in the boundary is also
known to be an obstruction to hypoellipticity of ∂ ([17], [42]). It is therefore very
natural to ask whether such a disc is an obstruction to compactness of the ∂-Neumann
operator.

An old folklore result, usually attributed to Catlin, says that this is indeed the case
for sufficiently regular domains in C

2. A proof for the case of Lipschitz boundary
may be found in [47]. There, a simple example (the unit ball in C

2 minus the variety
{z1 = 0}) is given that shows that some boundary regularity is needed. Whether
for domains in C

2 there can be other obstructions to compactness was resolved only
surprisingly recently. Matheos ([74]) showed that there are indeed more subtle ob-
structions:

Theorem 2.5. Let K be a compact subset of the complex plane with non-empty
fine interior, but empty Euclidean interior. There exists a smooth bounded complete
pseudoconvex Hartogs domain in C

2 with the following properties: (i) its set of weakly
pseudoconvex boundary points projects onto K; (ii) it contains no analytic discs in
its boundary; (iii) its ∂-Neumann operator is not compact.

For properties of the fine topology, see e.g. [53], [48], section 3; in particular, there
do exist (many) sets K as in the theorem (an explicit construction of such sets may also
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be found in section 4 of [27]). The version of the theorem given here comes from [47],
to where we refer the reader for details (compare also [27]). Note in particular that
this also means that there are more subtle obstructions to property (P )/condition (P̃ )
than discs in the boundary. This was known before, see [84].

Remark 2.6. It is easy to see that on a smooth bounded complete pseudoconvex
Hartogs domain in C

2, there is no disc in the boundary if and only if the projection
of the weakly pseudoconvex boundary points has empty Euclidean interior. It will be
seen in Subsection 2.3 below that the ∂-Neumann operator is compact if and only if
this set has empty fine interior (as a compact subset of C); see the discussion following
Theorem 2.11.

Remark 2.7. Whether on a smooth bounded pseudoconvex domain in C
2 the absence

of discs from the boundary implies global regularity is open.

It is folklore that the methods that work in C
2 can be used in C

n to show that when
the ∂-Neumann operator N1 is compact, the boundary cannot contain an (n − 1)-
dimensional complex manifold. However, whether a disc is necessarily an obstruction
is open in general, and is arguably the most important problem concerning compact-
ness. Şahutoğlu and the author recently showed that when the disc contains a point
at which the boundary is strictly pseudoconvex in the directions transverse to the disc
([82]), then compactness does fail. This holds more generally for complex submani-
folds of the boundary of arbitrary (positive) dimension.

Theorem 2.8. Let � be a smooth bounded pseudoconvex domain in C
n, n ≥ 2.

Let p ∈ b� and assume that the Levi form of b� at P has the eigenvalue zero
with multiplicity at most k, 1 ≤ k ≤ n − 1 (i.e. the rank is at least n − 1 − k).
If the ∂-Neumann operator on (0, 1)-forms is compact, then b� does not contain a
k-dimensional complex manifold through P .

It follows immediately from the theorem that if the set K of weakly pseudoconvex
boundary points has nonempty relative interior in the boundary, then the ∂-Neumann
operator (on (0, 1)-forms) is not compact ([82]). It suffices to observe that near a
relative interior point of K where the Levi form attains its maximal rank (among
points of the relative interior of K), say m, the rank has to be constant, so that the
boundary is foliated there by complex manifolds of dimension n − 1 − m. Note that
in general, K is considerably bigger than the set of Levi flat points.

The proof of Theorem 2.8 results from the following ideas. Compactness is a local
property (see [47], Lemma 1.2). Therefore, it suffices to argue locally. Assume the
boundary contains a complex manifold, say M . There is a holomorphic change of
coordinates near P so that in the new coordinates M is affine, and the real normal to
the boundary of � is constant on M . This is always possible ([82], Lemma 1). Next,
consider a section �1 of � through P , perpendicular to M . If �1 has a subdomain �2,
whose boundary shares P with b� and such that (i) the restriction operator from the
Bergman space of �1 to the Bergman space of �2 is not compact, and (ii) the product
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�2 × M is contained in � (near P ), then the arguments from [46] (which in turn are
based on ideas from [17], [42]) carry over to produce a contradiction to the existence
of a compact solution operator to ∂ (which would be a consequence of compactness
of N1). In the situation of Theorem 2.8, any smooth subdomain �2 will do, because �1
is strictly pseudoconvex at P ([82], Lemma 2). If we take for �2 a ball with small
radius and tangent to b�1 at P , (ii) also holds (because the real normal to b� is
constant along M).

Experience indicates that a flatter boundary should be even more favorable to
noncompactness of the ∂-Neumann operator. In other words, the extra assumption
that the boundary is strictly pseudoconvex in the directions transverse to M should not
be needed. However, the present methods do not seem to yield this. An interesting
recent contribution to this circle of ideas, involving the Kobayashi metric of the
domain, is in [62].

The above proof of Theorem 2.8 also raises a question of independent interest.
Namely given a domain � and a subdomain �1, when is the restriction operator from
the Bergman space of � to that of �1 compact? Of course, this happens when �1
is relatively compact in �, so the case of interest is that where the domains share
a boundary point. As mentioned above, this restriction is known not to be compact
when � is smooth near a strictly pseudoconvex boundary point P and b�1 shares P

with b� and is smooth there ([82], Lemma 2). In addition, this restriction is known
not to be compact when � is convex, P = 0 ∈ b�, and �1 = r�, for r < 1 ([46]).
The general situation is not understood.

2.3. Hartogs domains in C
2 and semi-classical analysis of Schrödinger operators.

It is well known that ∂ and related operators on Hartogs domains can be studied by
means of weighted operators on the base domain. In the sequel, the base domain U

will be a planar domain (i.e. the Hartogs domain is in C
2). The resulting weighted

problems lead to Schrödinger operators on U , see for example [8] and the references
there.

Let U be a bounded domain in C, φ(z) ∈ C2(U). Denote by Sφ the Schrödinger
operator with magnetic potential A = −(∂φ/∂y)dx + (∂φ/∂x)dy, magnetic field
dA = 	φ(dx ∧ dy), and electric potential V = 	φ. That is, Sφ is given by (the
Dirichlet realization of)

Sφ = − [
(∂/∂x + i∂φ/∂y)2 + (∂/∂y − i∂φ/∂x)2] + 	φ. (2.8)

Denote by S0
φ the corresponding nonmagnetic Schrödinger operator, given by (the

Dirichlet realization of)
S0

φ = −	 + 	φ. (2.9)

For (very) brief introductions to Schrödinger operators, we refer the reader to [48],
section 2 or [27], section 2.3. For a detailed treatment in the context of semi-classical
analysis relevant here, see [52].

Let � be a bounded complete pseudoconvex Hartogs domain in C
2 given by

� = {(z, w) ∈ C
2 : z ∈ U, |w| < e−φ(z)}, where U is a domain in C. Note that
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pseudoconvexity forces φ to be plurisubharmonic. Also, smoothness of � means
that φ is smooth on U , but not on U , but the notions needed here are still well
defined, compare [48], [27]. The rotation invariance in the w variable brings a discrete
Fourier variable into play, and so what one actually has when analyzing the ∂ and
related problems on Hartogs domains are sequences of Schrödinger operators of the
form {Snφ}∞n=1 and {S0

nφ}∞n=1, respectively (see [48] for details). Compactness of

the ∂-Neumann operator on � is closely linked to the behavior of the sequence of
lowest eigenvalues {λnφ}∞n=1 (the ground state energies) of the magnetic Schrödinger
operators, while property (P ) of b� is similarly linked to the behavior of the sequence
{λ0

nφ}∞n=1 of lowest eigenvalues of their nonmagnetic counterparts. The former idea
originates with [74], the latter with [48]. The precise relationships are given in the
following theorem ([48]).

Theorem 2.9. Let � = {(z, w) ∈ C
2 : |w| < e−φ(z), z ∈ U} be a smooth bounded

complete pseudoconvex Hartogs domain. Suppose that b� is strictly pseudoconvex
on b� ∩ {w = 0}. Then

(1) b� satisfies property (P ) if and only if λ0
nφ → ∞ as n → ∞.

(2) The ∂-Neumann operator on � is compact if and only if λnφ → ∞.

We remark that for the domains in Theorem 2.9, property (P ) and property (P̃ )
are equivalent ([48], Lemma 6). It was already noted in [48] that for some of the
implications, regularity of the boundary is not needed. For a version of Theorem 2.9
that assumes very little regularity of φ, see [27].

It is the limit in part (2) of Theorem 2.9 that gives rise to the terminology used
in the title of this subsection. Note that Snφ = −n2[((1/n)(∂/∂x) + i(∂φ/∂y))2 +
((1/n)(∂/∂y) − i(∂φ/∂x))2]+n	φ. Understanding the behavior of the ground state
energy as n tends to infinity is thus analogous to understanding (modulo the factor n2)
what happens when ‘Planck’s constant’ h = 1/n tends to zero. This situation is
typically referred to as semi-classical analysis in the mathematical physics literature.
Mathematical physics also has its own version of (1) ⇒ (2): Simon’s diamagnetic
inequality asserts that λ0

nφ ≤ λnφ ([85], see also [61]). Reverse relationships, when
there is some kind of domination of the magnetic eigenvalues by the nonmagnetic
ones, obviously of interest in our context, are known in the physics literature as
paramagnetism. For more thorough discussions of these topics, we refer again to [52],
[48], and [27], and their references.

This point of view has allowed to clarify the relationship between property (P ) and
compactness of the ∂-Neumann operator on the (special) class of Hartogs domains
in C

2. Namely, Christ and Fu recently established the paramagnetic property required
for the implication (2) ⇒ (1) in Theorem 2.9.

Theorem 2.10. Let φ be subharmonic on the domain U ⊆ C, and let 	φ be Hölder
continuous of some positive order. If supn λ0

nφ < ∞ then lim infn→∞ λnφ < ∞.
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Since the sequence {λ0
nφ}∞n=1 is increasing (this is obvious from (2.9); φ is sub-

harmonic), we immediately get the corollary that on the domains from Theorem 2.9,
property (P ) and compactness of the ∂-Neumann operator are equivalent. In fact,
combining this with some additional work, Christ and Fu ([27]) were able to handle
general (not necessarily complete) Hartogs domains, thus establishing the following
equivalence.

Theorem 2.11. Let � ⊆ C
2 be a smooth bounded pseudoconvex Hartogs domain.

The ∂-Neumann operator on � is compact if and only if b� satisfies property (P ).

While we have not made an effort to state Theorem 2.11 with optimal boundary
smoothness assumptions (see [27]), we point out that in view of the example mentioned
before the statement of Theorem 2.5, some boundary regularity is needed for the
equivalence in Theorem 2.11 to hold. If the Hartogs domain is complete, then the
two properties in Theorem 2.11 are also equivalent to the set K (as defined above)
having empty fine interior, by work of Sibony. Namely, b� satisfies property (P ) if
and only if K does (as a subset of C, [84], p. 310). In turn, K satisfies property (P )
if and only if it has empty fine interior ([84], Proposition 1.11).

3. Global regularity

The ∂-Neumann operatorNq is said to be globally regular if it mapsC∞(0, q)(�) (nec-
essarily continuously) into itself. It is said to be exactly regular if it maps Ws

(0,q)(�)

into itself for s ≥ 0. Exact regularity implies of course global regularity. So far, in
all instances where one can prove global regularity, one actually proves exact regular-
ity. On the worm domains, failure of global regularity ([24]) is proved via failure of
exact regularity ([3]): for most s, exact a priori estimates hold in Ws(�), and global
regularity would then give exact regularity. It is consistent with what is known that
such a priori estimates might hold on all domains (they are also known to hold on the
nonpseudoconvex counterexample domains from [2], see [12]).

For a survey of results up to about ten years ago, we refer he reader to [14]. In
this section, we first discuss regularity on domains whose boundary contains an open
patch foliated by complex hypersurfaces ([93], [45]. In Subsection 3.2, we describe
a unified approach to global regularity ([92], [91]).

We recall the following important 1-form on the boundary of a domain. Let � be
a smooth bounded pseudoconvex domain. Denote by η a purely imaginary nowhere
vanishing 1-form on b� that annihilates the complex tangent space and its conjugate.
Let T denote the purely imaginary vector field on b� orthogonal to the complex
tangent space and its conjugate and such that η(T ) ≡ 1. The real 1-form α is defined
by α = −LT η, the Lie derivative of η in the direction of T (compare [31], [32]).
The form arises naturally in the computation of (normal components of) commutators
of vector fields; indeed, if η = ∂ρ − ∂ρ, and X is a local section of T 0,1(b�),
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then α(X) = 2∂ρ([Ln, X]) (Ln is the complex normal). The cohomology class on
complex submanifolds of the boundary mentioned in the introduction in connection
with [13] is the class of α.

3.1. A foliation in the boundary. Background on foliation theory and notions used
here can be found in [15] and [96], as well as in [93], [45], and their references.
Assume now there is a codimension one foliation in the boundary, say the relative
interior of the set K of weakly pseudoconvex points is foliated by complex manifolds
of dimension n − 1. Note that such a foliation is always transversely orientable (by
the vector field T defined on all of b�). In order to run the machinery from [11], [13],
one needs a function h smooth in a relative neighborhood of K , satisfying

dh|L = α|L, for all leaves L. (3.1)

For details, see [93]. Of course, this requires that the restriction of α to a leaf is
closed. This does indeed hold: dα|NP

= 0 always, where NP is the null space of
the Levi form at P , see the lemma in section 2 of [13]. Thus solving (3.1) is always
possible locally. Globally, topological constraints arise. Also, the boundary behavior
of h on K needs to be controlled.

It turns out that these issues are very much related to ones studied in foliation
theory. Note that the foliation can be defined by η: the tangent planes to the leaves
are given by the null space of η. Then the Frobenius condition reads dη ∧ η = 0.
Hence dη = β ∧ η for some 1-form β. α is such a form, that is

dη = α ∧ η on K (3.2)

([96], Proposition 2.2). With (3.2), solving (3.1) is easily tied to an important property
in foliation theory ([93]).

Lemma 3.1. (3.1) can be solved (say on the relative interior of K) if and only if the
Levi foliation of K can be defined globally by a closed 1-form.

Indeed, if ω is a 1-form defining the foliation, then ω = e−hη, and

dω = d(e−hη) = e−h(−dh ∧ η + dη) = e−h(−dh + α) ∧ η. (3.3)

Therefore,

dω = 0 ⇔ (−dh + α) ∧ η = 0 ⇔ −dh|L + α|L = 0. (3.4)

In addition to closedness of α|L, solvability of (3.1) also requires that the De
Rham cohomology class of α|L vanishes. This again fits nicely into the foliation
framework: this cohomology class coincides with the infinitesimal holonomy of L

([93], Remark 2, [15], Example 2.3.15).
We first present a result in C

2 from [93]. The relative boundary of K in b�, say �,
is assumed smooth, and so is a smooth compact orientable surface embedded in C

2.
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Recall that a complex tangency at a point of � is called generic if it is either elliptic
or hyperbolic (see [93] for more information). Note that at a hyperbolic point there
are locally two leaves that meet.

Theorem 3.2. Let � be a smooth bounded pseudoconvex domain in C
2. Suppose

that the set K of infinite type points of b� is smoothly bounded (in b�) and that its
boundary � is connected and has only isolated generic complex tangencies. Assume
that the two leaves meeting at a hyperbolic point are distinct globally and that they
have no other hyperbolic points in their closure (in K). If each leaf of the Levi foliation
is closed (in the relative interior of K) and has trivial infinitesimal holonomy, then
the ∂-Neumann operator on � is continuous on Ws

(0,1)(�) for s ≥ 0.

If one assumes that the Levi foliation of K is part of a foliation of a bigger smooth
Levi flat hypersurface M , with M ∩ � = K , then boundary behavior of the leaves is
easier to control, and one needs no conditions on the boundary of K . This results in a
geometrically appealing sufficient condition. The following theorem is from [45]. A
codimension one foliation is called simple if through every point there exists a local
transversal (a line) that meets each leaf at most once.

Theorem 3.3. Let � ⊆ C
n be a smooth bounded pseudoconvex domain such that

the set K of all boundary points of infinite D’Angelo-type is the closure of its relative
interior in b�. Assume K is contained in a smooth Levi-flat (open) hypersurface
M ⊂ C

n, whose Levi foliation satisfies one (hence both) of the following equivalent
conditions: (i) the leaves of the restriction of the foliation to a neighborhood of K

are topologically closed; (ii) the foliation is simple in a neighborhood of K . Then the
∂-Neumann operators Nq on � are continuous in Ws

(0,q)(�) for s ≥ 0, 1 ≤ q ≤ n.

Very roughly speaking, in both Theorems 3.2 and 3.3, one would like to obtain a
closed form that defines the foliation by pulling back from the leaf space (which is one
dimensional) a form roughly like dx. One then has to deal with the non-Hausdorff
nature of this space. In Theorem 3.2, one also has to control the boundary behavior.

It is interesting to note that the main concern in [45] is not the ∂-Neumann problem,
but rather holomorphic convexity properties of compact subsets of M . The authors
use asymptotically pluriharmonic defining functions for M (near a compact subset)
for constructing Stein neighborhoods, and whether such defining functions exist leads
precisely to the question whether the foliation, near the compact set (globally), can
be defined by a closed 1-form. In view of Lemma 3.1, this is related to the equiv-
alence between ‘pluriharmonic defining functions’ and ‘exactness of α’ in [92] (see
Theorem 3.4 below). In a local context, compare also [4].

The two equivalent conditions in Lemma 3.1 are equivalent to a third one, given
in terms of the flow generated by T ([93], Proposition 2). This is at least potentially
of interest because the condition is in terms of T , (rather than the Levi foliation),
which is well defined on the boundary of any smooth domain. Furthermore, this leads
to a homological necessary and sufficient condition for the existence of a function
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h ∈ C∞(K) as above ([93], Theorem 3), in terms of foliation currents ([94], [15])
associated to T .

3.2. Sufficient conditions for global regularity. In [13], Remark 3 in section 4, the
authors point out that the families of vector fields with good approximate commutator
conditions with ∂ , required in their approach to global regularity ([11], [13]) can
exist in situations where the domain does not admit (even a local) plurisubharmonic
defining function. On the other hand, they had noted in [11] that it suffices to have the
commutator conditions with components of ∂ in directions that lie in the null space of
the Levi form. For this, positivity of the Hessian of a defining function at a boundary
point is needed only on the span of the null space of the Levi form and the complex
normal. The situation was cleared up in [92]: the authors showed that the vector
fields and the plurisubharmonic defining functions approaches can be reformulated
naturally and then become equivalent.

Let � be a smooth bounded pseudoconvex domain. Say that � admits a family of
essentially pluriharmonic defining functions if there exists a family {ρε}ε>0 of defining
functions with gradients bounded and bounded away from zero on b� uniformly in ε,
such that the complex Hessian of ρε is O(ε) on the span, over C, of NP and Ln(P ), for
all P ∈ b�. We emphasize that this notion is indeed a generalization of the notion of
a plurisubharmonic defining function (see [92]). We say that the form α (see above)
is approximately exact on the null space of the Levi form if there exists a family
{hε}ε>0 of functions smooth in neighborhoods Uε of the set K of boundary points
of infinite D’Angelo type, bounded uniformly in ε, such that dh|NP

= α|NP
+ O(ε)

for all P ∈ K . A family of conjugate normals which are approximately holomorphic
in weakly pseudoconvex directions is defined similarly; see [92], where Sucheston
and the author established the following equivalence (compare also the remarks in
section 5 of [91] concerning (iii)).

Theorem 3.4. Let � be a smooth bounded pseudoconvex domain in C
n. The following

are equivalent:

(i) � admits a family of essentially pluriharmonic defining functions.

(ii) � admits a family of conjugate normals which are approximately holomorphic
in weakly pseudoconvex directions.

(iii) � admits a family of vector fields as in [13].

(iv) The form α is approximately exact on the null space of the Levi form.

The equivalence to condition (ii) is of interest because the existence of such a family
leads, under favorable circumstances (K is uniformly H-convex), to the existence of
transverse vector fields holomorphic in a neighborhood of K , and these lead to Stein
neighborhood bases for � and to Mergelyan type approximation ([44], [92], [45]).

Theorem 3.4 shows that the approaches to global regularity in the ∂-Neumann
problem through plurisubharmonic defining functions and through good vector fields
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are really equivalent. Left unanswered was the question of how to unify this approach
with that via compactness. This is achieved in the following theorem from [91].

Theorem 3.5. Let � be a smooth bounded pseudoconvex domain in C
n, ρ a defining

function for �. Let 1 ≤ q ≤ n. Assume that there is a constant C such that for all
ε > 0 there exists a defining function ρε for � and a constant Cε with

1/C < |∇ρε| < C on b�, (3.5)

and∥∥∥ ∑′

|K|=q−1

( n∑
j,k=1

∂2ρε

∂zj ∂zk

∂ρ

∂zj
ukK

)
dzK

∥∥∥2 ≤ ε
(‖∂u‖2 + ‖∂∗u‖2) + Cε‖u‖2−1 (3.6)

for all u ∈ C∞
(0,q)(�) ∩ Dom(∂∗). Then

‖Nqu‖s ≤ Cs‖u‖s, (3.7)

for s ≥ 0 and all u ∈ Ws
(0,q)(�).

Notice that the assumptions in Theorem 3.5 are for q-forms, q fixed. It is not hard
to see that when they are satisfied at level q, then they are satisfied at level q +1 ([91],
Lemma 2). It would be interesting to know whether global regularity similarly moves
up to higher form levels (recall from Section 2 that subellipticity and compactness
do).

The simplest situation occurs when there is one defining function, say ρ, that
works for all ε. This covers the case when Nq is compact: the left hand side is in this
case bounded by ‖u‖2 independently of ε, and compactness says precisely that ‖u‖2

can be bounded in the manner required by the right hand side of (3.6) (this is the right
hand side of a compactness estimate).

When � admits a defining function ρ that is plurisubharmonic at the boundary,
ρε = ρ for all ε also works. Assume q = 1 for the moment. Applying the Cauchy-
Schwarz inequality to the left hand side of (3.6) at boundary points gives that this
left hand side is dominated by

∑
(∂2ρ/∂zj ∂zk)ujuk plus a term of order ρ plus a

compactly supported term. The latter two are benign for (3.6). Estimating the former
in the way required in (3.6) can be done via subelliptic multiplier properties of the
Levi matrix ([34], Lemma 4.1), or via the Kohn–Morrey formula (see [91] for details).
When q > 1, one can reformulate (3.6) so that the left hand side of the inequality
involves a pairing between q-forms ([91], Lemma 1), and the above argument works
under the weaker assumption that the sum of any q eigenvalues of the Hessian of
ρ is nonnegative. In view of the equivalence results in [10], this recovers, in the
pseudoconvex case, a recent result of Herbig–McNeal ([56]), where the authors prove
Sobolev estimates for the Bergman projection on j -forms, q − 1 ≤ j ≤ n, under this
weaker assumption.

More generally, the sufficient conditions for global regularity from Theorem 3.4
imply those in Theorem 3.5:
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Proposition 3.6. Let � be a smooth bounded pseudoconvex domain in C
n. Assume

that � satisfies one (hence all) of the equivalent conditions in Theorem 3.4. Then the
assumptions in Theorem 3.5 are satisfied for q = 1, 2, . . . , n.

We indicate what is involved, details are in [91], Proposition 1. Assume (i) in The-
orem 3.4. It suffices to consider the case q = 1. Fix ε. Then Lρε(z)(w) = O(ε)|w|2
when (z, w) is in a neighborhood Uε of the compact subset {(z, w) : w ∈ Nz} of the
unit sphere bundle in T 1,0(b�). Here, Lg denotes the complex Hessian of a func-
tion g. There is a constant Cε such that |w|2 ≤ CεLρε(z)(w) when (z, w) /∈ Uε. This
implies the estimate, when z ∈ b�, w ∈ T 1,0(b�):

∣∣∣ n∑
j,k=1

∂2ρε

∂zj ∂zk

(z)
∂ρ

∂zj
(z)wk

∣∣∣2 ≤ Cε|w|2 + C̃ε

n∑
j,k=1

∂2ρε

∂zj ∂zk

(z)wjwk (3.8)

(since both terms on the right are nonnegative). By continuity and homogeneity, (3.8)
holds near (depending on ε) the boundary. To verify (3.6) for u ∈ C∞

(0,1)(�), it suffices
to apply (3.8) to u pointwise, near the boundary (the normal component of u is zero
only on the boundary, but it satisfies a subelliptic estimate, so is under control). In
view of the discussion preceding the statement of Proposition 3.6, integration over �

now gives (3.6).
It should not be surprising that condition (3.6) has a potential theoretic flavor:

global regularity probably is not determined by geometric conditions alone (unlike
the much stronger property of subellipticity). However, it is not hard to extract a
geometric sufficient condition from (3.6), compare [91], section 2. What one arrives
at is precisely condition (i) in Theorem 3.4. In other words, the vector field approach
constitutes what might be called the geometric content of Theorem 3.5.

It is noteworthy that whether or not a family of defining functions satisfies (3.5)
and (3.6) is determined entirely by the interplay of the gradients with the boundary.
That is, if a family {ρε}ε>0 satisfies (3.5) and (3.6), and {ρ̃ε}ε>0 is another family
such that ∇(ρ̃ε) = ∇(ρε) for all ε and all z ∈ b�, then {ρ̃ε}ε>0 also satisfies (3.5)
and (3.6) (possibly after rescaling). For details, see [91], Remark 2.

At the level of a priori estimates, a proof of Theorem 3.5 follows from a small
modification of the ideas in [11], [13]. We briefly indicate what changes, keeping
the general setup from [11]. This will show how (3.6) enters into the estimates. Set
Xε = e−hε

∑
(∂ρ/∂zj )(∂/∂zj ), where hε is defined by ρε = ehερ, and ρ is a defining

function with normalized gradient (all of this is near b�, away from b�, any smooth
continuation will do). For the Bergman projection P , the key quantity to be estimated
is

‖ϕ(Xε − Xε)Pf ‖2 �
(
N1∂f, ϕ2(Xε − Xε)[∂, Xε − Xε]Pf

) + o.k., (3.9)

where ‘o.k.’ stands for terms that are under control or can be absorbed, and ϕ is a
smooth cutoff function supported near the boundary (see [11], p. 83–84). One needs
to control the normal component of the commutator in (3.9). In contrast to [11], we
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do not have a pointwise estimate on this normal component. But there is some slack
built into the argument in [11], in that there the contribution from the commutator
of Xε − Xε with each component of ∂ is estimated separately. If one takes this into
account, computing the commutator gives the main term (after integrating Xε − Xε

back to the left)

( n∑
j,k=1

∂2ρε

∂zj ∂zk

(
(Xε − Xε)N1∂f

)
j

∂ρ

∂zk

, XεPf
)

(3.10)

(as opposed to estimating
∑n

k=1 · · · for each j , j = 1, . . . , n). The term in the left
hand side of this inner product is now (the conjugate of) one to which (3.6) can be
applied. (As usual, we let Xε − Xε act in special boundary charts so that it preserves
Dom(∂∗).) Note that Xε = ehεLn, and that ehε is bounded independently of ε.
Consequently (by (3.6)), the square of the L2-norm of this term is dominated by

ε
(‖∂(Ln − Ln)N1∂f ‖2 + ‖∂∗(Ln − Ln)N1∂f ‖2) + Cε‖(Ln − Ln)N1∂f ‖2−1

� ε
(‖N1∂f ‖2

1 + ‖∂∗N1∂f ‖2
1

) + Cε‖f ‖2.
(3.11)

From here on, the argument proceeds as in [11]; in particular, in the setup of the
downward induction on q there, N1∂ is ‘as good as’ P . Absorbing terms, one arrives
at the required a priori estimate (compare p. 84–85 in [11]).

The situation changes rather markedly with regard to genuine estimates. In [11],
the authors simply observe that the estimates can be carried out uniformly on suitable
approximating strictly pseudoconvex subdomains, by using the same family of vector
fields. By contrast, the assumptions in Theorem 3.5 do not seem strong enough
to be inherited by these approximating subdomains. Therefore, one has to employ
some other regularization procedure, such as elliptic regularization. This makes the
argument considerably more involved, and the author derives in [91] certain needed
new estimates for the regularized operators. This is also in contrast to [23], where the
results of [11] are proved working directly with the ∂-Neumann operator and using
elliptic regularization. There too it is the strength of the pointwise estimates on the
size of the normal component of the commutators that makes elliptic regularization
routine (once the derivation of the a priori estimates is in place).

Note that to get estimates at a fixed Sobolev level k, it suffices to have (3.6) in
Theorem 3.5 for some ε = ε(k). Kohn ([68]) has proved estimates where the level
in the Sobolev scale up to which estimates hold is tied to the Diederich–Fornæss
exponent ([39]) of the domain. The discussion above of Proposition 3.6, combined
with [89], where the plurisubharmonicity of − log(−ρ) is exploited, suggests that it
should be possible to obtain results of this type by the methods in [91].

Remark 3.7. Consider the operator Aρ from Dom(∂)∩ Dom(∂∗), provided with the
graph norm, to L2(�), given by
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Aρ(u) =
n∑

j,k=1

∂2ρ

∂zj ∂zk

∂ρ

∂zj
uk, u ∈ Dom(∂) ∩ Dom(∂∗). (3.12)

Then (3.6) holds with ρε = ρ for all ε precisely when Aρ is compact (see e.g. [22],
Lemma 1, [75], Lemma 2.1). The form of Aρ suggests that one study sesquilinear
forms that produce compact operators via (3.12). It is possible that there is a theory of
‘compactness multipliers’. We mention that compactness of Aρ for a suitable defining
function ρ is considerably weaker than compactness of N1. It holds on all convex
domains (since they admit a plurisubharmonic defining function), yet N1 is compact
(if and) only if the boundary of the domain contains no analytic disc ([46]).
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Greedy approximations with regard to bases

Vladimir N. Temlyakov

Abstract. This paper is a survey of recent results on greedy approximations with regard to
bases. The theory of greedy approximations is a part of nonlinear approximations. The standard
problem in this regard is the problem ofm-term approximation where one fixes a basis and seeks
to approximate a target function by a linear combination ofm terms of the basis. When the basis
is a wavelet basis or a basis of other waveforms, then this type of approximation is the starting
point for compression algorithms. We are interested in the quantitative aspects of this type of
approximation. Introducing the concept of bestm-term approximation we obtain a lower bound
for the accuracy of any method providing m-term approximation. It is known that a problem of
simultaneous optimization over many parameters (like in best m-term approximation) is a very
difficult problem. We would like to have an algorithm for constructing m-term approximants
that adds at each step only one new element from the basis and keeps elements of the basis
obtained at the previous steps. The primary object of our discussion is the Thresholding Greedy
Algorithm (TGA) with regard to a given basis. The TGA, applied to a function f , picks at the
mth step an element with themth biggest coefficient (in absolute value) of the expansion of f in
the series with respect to the basis. We show that this algorithm is very good for a wavelet basis
and is not that good for the trigonometric system. We discuss in detail the behavior of the TGA
with regard to the trigonometric system. We also discuss one example of an algorithm from a
family of very general greedy algorithms that works in the case of a redundant system instead of
a basis. It turns out that this general greedy algorithm is very good for the trigonometric system.

Mathematics Subject Classification (2000). Primary 41A25; Secondary 41A46.

Keywords. Nonlinear approximation, greedy algorithm, convergence, best m-term approxima-
tion, greedy basis.

1. Introduction. Historical remarks

In order to give the reader some ideas for comparing the quality of approximation
methods we now discuss some classical results in approximation of periodic func-
tions. In this section we briefly discuss various classical approaches, created in linear
approximation, for the estimation of the quality of a method of approximation. We
will use and refine these approaches in nonlinear approximation. We confine our
discussion to the case of approximation of periodic functions of a single variable.
The two main parameters of a method of approximation are accuracy and complexity.
These concepts may be treated in various ways depending on the particular problems
involved. Here we will start from the classical idea about approximation of functions
by polynomials. After Fourier’s article (1807) the representation of a 2π -periodic
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function by its Fourier series became natural. In other words, the function f (x) is
approximately represented by a partial sum Sn(f, x) of its Fourier series.

We will be interested in the approximation of a function f by a polynomial Sn(f )
in some Lp-norm, 1 ≤ p ≤ ∞. In the case p = ∞ we will assume that we deal with
the uniform norm. As accuracy of the method of approximating a periodic function by
its Fourier partial sum we will consider the quantity ‖f −S(f )‖p. The complexity of
this method of approximation contains the two following characteristics. The order of
the trigonometric polynomial Sn(f ) is the quantitative characteristic. The following
observation gives us the qualitative characteristic. The coefficients of this polynomial
are found by the Fourier formulas which means that the operator Sn is the orthogonal
projection onto the subspace of trigonometric polynomials of order n.

In 1854 Chebyshev suggested to represent a continuous function f by its polyno-
mial of best approximation, namely by the polynomial tn(f ) such that

‖f − tn(f )‖∞ = En(f )∞ := inf
αk,βk

∥∥∥f (x)−
n∑
k=0

(αk cos kx + βk sin kx)
∥∥∥∞.

He proved the existence and uniqueness of such a polynomial. We will consider
this method of approximation not only in the uniform norm, but in all Lp-norms,
1 ≤ p < ∞. The accuracy of the Chebyshev method can be easily compared with
the accuracy of the Fourier method:

En(f )p ≤ ‖f − Sn(f )‖p.
The quantitative characteristics of complexity coincide for the two methods but the

qualitative characteristics are different (for example, it is not difficult to understand that
for p = ∞ the mapping f → tn(f ) is not a linear operator). The du Bois-Reymond
example (1873) of a continuous function f such that ‖f − Sn(f )‖∞ → ∞ when
n → ∞, and the Weierstrass theorem which says that for each continuous function f
we have En(f )∞ → 0 as n → ∞, showed the advantage of the Chebyshev method
in comparison with the Fourier method from the point of view of accuracy. It is
known that for each f ∈ L2(T) the approximation with the error En(f )2 can be
realized by the operator Sn of orthogonal projection onto the space of trigonometric
polynomials of order n. The performance of the operator Sn was studied thoroughly
in all Lp spaces, 1 ≤ p ≤ ∞. It was proved that Sn provides almost optimal or close
to optimal approximation for each f ∈ Lp(T):

‖f − Sn(f )‖p ≤ C(p)En(f )p, 1 < p < ∞,

‖f − Sn(f )‖p ≤ C ln(n+ 2)En(f )p, p = 1,∞.

The desire to construct methods of approximation which have the advantages of the
Fourier and Chebyshev methods led to the study of various methods of summation
of the Fourier series. The most important among them from the point of view of
approximation are the de la Vallée Poussin, Fejér and Jackson methods which were
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constructed early in the 20th century. All these methods are linear. For example, the
de la Vallée Poussin method is the method of approximation of a function f by the
polynomial

Vn(f ) = 1

n

2n−1∑
l=n

Sl(f )

of order 2n− 1.
From the point of view of accuracy this method is close to the Chebyshev method;

de la Vallée Poussin proved that

‖f − Vn(f )‖p ≤ 4En(f )p, 1 ≤ p ≤ ∞.

From the point of view of complexity it is close to the Fourier method, and the property
of linearity essentially distinguishes it from the Chebyshev method.

We see that common to all these methods is the approximation by means of trigono-
metric polynomials; however, the ways of constructing these polynomials differ: or-
thogonal projections on the subspace of trigonometric polynomials of fixed order, the
operator of best approximation, and linear operators.

In 1936 Kolmogorov introduced the concept of width dn(F,X) of a class F in a
Banach space X:

dn(F,X) = inf
{φj }nj=1

sup
f∈F

inf
{cj }nj=1

∥∥∥f −
n∑
j=1

cjφj

∥∥∥
X
.

This concept is designed to find for a fixed n and for a class F a subspace of di-
mension n, optimal with respect to the construction of an approximating element
as the element of best approximation. In other words, the Kolmogorov width gives
the lower bound for accuracy of Chebyshev’s methods, having the same quantitative
characteristic of complexity (the dimension of the approximating subspace). In anal-
ogy to the concept of the Kolmogorov width, that is, to the problem concerning the
best Chebyshev method, the problems concerning the best linear method and the best
Fourier method were considered. Tikhomirov ([51]) introduced the concept of linear
width

λn(F,X) = inf
A:rankA≤n sup

f∈F
‖f − Af ‖X.

The concept of orthowidth (Fourier width) was introduced in [38]:

ϕn(F,X) := d⊥
n (F,X) := inf

orthonormal
system {ui }ni=1

sup
f∈F

∥∥∥f −
n∑
i=1

〈f, ui〉ui
∥∥∥
X
.

We discuss these widths in more detail later in this section. We present here some
well-known results for the Sobolev classes

Wr
q := {f : f (r−1) is absolutely continuous, ‖f (r)‖q ≤ 1}.
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The first result about widths, namely Kolmogorov’s result (1936)

d2n+1(W
r
2 , L2) = (n+ 1)−r ,

showed that the best subspace of dimension 2n + 1 for approximation of classes of
periodic functions is the subspace of trigonometric polynomials of order n. This
result confirmed that the approximation of functions in the classWr

2 by trigonometric
polynomials is natural. Further estimates of the widths d2n+1(W

r
q , Lp), 1 ≤ q,

p ≤ ∞, some of which are discussed here, showed that for some values of the
parameters q, p the subspace of trigonometric polynomials of order n is optimal (in
the sense of order) but for other values of q, p this subspace is not optimal.

The Ismagilov estimate [20] for the quantity dn(Wr
1 , L∞) gave the first example

where the subspace of trigonometric polynomials of order n is not optimal. This
phenomenon was thoroughly studied by Kashin [22]. We remark that from the point
of view of orthowidth the Fourier operator Sn is optimal (in the sense of order of
approximation in the Lp-norm) for all Sobolev classes Wr

q with 1 ≤ q, p ≤ ∞ with
the exception of the two cases q = p = 1 and q = p = ∞.

All the above defined widths have as a starting point a function class F . Thus
in this setting we choose a priori a function class F and look for optimal subspaces
for approximation of a given class. The following results are well known [39]. We
present these results for r a positive integer. In the case q = 1, p = ∞ we assume
r > 1. For a number a we denote (a)+ := max(a, 0).

A. In the case 1 ≤ p ≤ q ≤ ∞ or 1 ≤ q ≤ p ≤ 2 one has

ϕn(W
r
q , Lp) 
 λn(W

r
q , Lp) 
 dn(W

r
q , Lp) 
 n−r+(1/q−1/p)+ . (1.1)

B. In the case 1 ≤ q < p ≤ ∞, p > 2, one has

dn(W
r
q , Lp) 
 n−r+(1/q−1/2)+,

λn(W
r
q , Lp) 
 n−r+max(1/q−1/2,1/2−1/p),

ϕn(W
r
q , Lp) 
 n−r+1/q−1/p.

In caseA the classical trigonometric system provides the optimal orders for all widths,
except for ϕn for q = p = 1,∞. Let us discuss the more interesting case B for the
particular choice q = 2 and p = ∞. We have

dn(W
r
2 , L∞) 
 n−r , (1.2)

λn(W
r
2 , L∞) 
 ϕn(W

r
2 , L∞) 
 n−r+1/2. (1.3)

These relations show that if we drop the linearity requirement for the approximation
method we gain in accuracy a factor n−1/2. However, there is a big difficulty in
realization of the estimate (1.2). We know by Kashin’s result that there exists a
subspace realizing (1.2) but we do not know a way to construct it. Thus it is only an
existence theorem for now.
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Let us discuss one more special case: q = 1 and p = ∞. In this case we have

dn(W
r
1 , L∞) 
 λn(W

r
1 , L∞) 
 n−r+1/2 (1.4)

and
ϕn(W

r
1 , L∞) 
 n−r+1. (1.5)

Therefore, by (1.4) the best possible approximation (in the sense of order) can be real-
ized by a linear method, say,An. However, by (1.5) this linear methodAn is certainly
not an orthogonal projector. Moreover, by [39] it cannot satisfy even the following
much weaker restriction ‖An(eikx)‖2 ≤ C, k ∈ Z. This means that the optimal linear
operator An is unstable. A small change in some of the Fourier coefficients of f may
result in a big change of ‖An(f )‖2.

Let us make some conclusions now. In linear approximation of Wr
q in Lp the

bottom line is given by ϕn(Wr
q , Lp) where the approximation method is the simplest,

namely orthogonal projection. Partial sums with regard to classical systems provide
an optimal error of approximation for this width. The trigonometric system works for
all 1 ≤ q, p ≤ ∞ except for (q, p) = (1, 1), (∞,∞). The wavelet systems (see [1])
work for all 1 ≤ q, p ≤ ∞. In the example of the pair (Wr

1 , L∞)we have seen that we
need to sacrifice important and convenient properties of the approximating operator
in order to achieve better accuracy. In the example of (Wr

2 , L∞) we have seen that
we need to pay even a bigger price for better accuracy in a form of proving only an
existence theorem instead of providing a constructive method of approximation.

Our main interest in this paper is nonlinear approximation. We begin our dis-
cussion with the trigonometric system. Let T be the complex trigonometric system
{eikx}k∈Z. Denote for f ∈ Lp(T)

σm(f,T )p := inf
c1,...,cm;φ1,...,φm∈T

∥∥∥f −
m∑
j=1

cjφj

∥∥∥
p

the bestm-term trigonometric approximation of f in theLp-norm. It is clear that one
can get an upper estimate for σ2m+1(f,T )p by approximating f by trigonometric
polynomials of orderm. Denote T (m) the subspace of trigonometric polynomials of
order m and define

Em(f,T )p := inf
t∈T (m)

‖f − t‖p.

The first result that indicated an advantage ofm-term approximation over approx-
imation by trigonometric polynomials of order m is due to Ismagilov [20]:

σm(| sin x|,T )∞ ≤ Cεm
−6/5+ε, for any ε > 0. (1.6)

Let us compare it with the well-known result due to de laVallée Poussin and Bernstein:

Em(| sin x|,T )∞ 
 m−1. (1.7)



1484 Vladimir N. Temlyakov

Maiorov [35] improved the estimate (1.6):

σm(| sin x|,T )∞ 
 m−3/2. (1.8)

In [11] we proved the following rate of bestm-term approximation of the Sobolev
classes Wr

q in Lp, 1 ≤ q, p ≤ ∞:

σm(W
r
q ,T )p := sup

f∈Wr
q

σm(f,T )p 
 m−r+(1/q−max(1/p,1/2))+ . (1.9)

Comparing (1.9) with the above bounds for the Kolmogorov width we conclude that

σm(W
r
q ,T )p 
 dm(W

r
q , Lp).

In particular, this means, that in the case (Wr
2 ,L∞) the nonlinear m-term approxima-

tions provide much better accuracy than the trigonometric polynomials of order m.
The best m-term approximations σm(f,T )p may be considered as a nonlinear ana-
logue (counterpart) of the best approximations Em(f,T )p. The main goal of this
paper is to discuss a nonlinear analogue (counterpart) of the operator Sn(f ). We
consider the greedy approximant to be a nonlinear analogue of the partial sum. In
Sections 2 and 3 we discuss the general theory of greedy approximation with regard
to bases. Our primary object of discussion is the Thresholding Greedy Algorithm
(TGA). We return to a discussion of nonlinear approximations with regard to the
trigonometric system in Sections 4 and 5. In Section 6 we deviate from the main
stream of the paper of studying the TGA and discuss one example of a family of
greedy algorithms that works in a very general situation. The most important feature
of this algorithm is that it providesm-term approximation with regard to a very general
system that may be redundant (overcomplete). It turns out (this will be seen from the
discussion in Section 6) that this general approximation method is very good for the
trigonometric system.

2. Greedy algorithms with regard to bases

Let X be a Banach space with a given basis 
 = {ψk}∞k=1. We assume that ‖ψk‖ ≥
C > 0, k = 1, 2, . . . , and consider the following theoretical greedy algorithm. For a
given element f ∈ X we consider the expansion

f =
∞∑
k=1

ck(f,
)ψk. (2.1)

For an element f ∈ X we call a permutation ρ, ρ(j) = kj , j = 1, 2, . . . , of the
positive integers decreasing and write ρ ∈ D(f ) if

|ck1(f,
)| ≥ |ck2(f,
)| ≥ · · · . (2.2)
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In the case of strict inequalities here D(f ) consists of only one permutation. We
define them-th greedy approximant of f with regard to the basis
 corresponding to
a permutation ρ ∈ D(f ) by the formula

Gm(f ) := Gm(f,
) := Gm(f,
, ρ) :=
m∑
j=1

ckj (f,
)ψkj .

We note that there is another natural greedy type algorithm based on ordering
‖ck(f,
)ψk‖ instead of ordering absolute values of coefficients. In this case we
do not need the restriction ‖ψk‖ ≥ C > 0, k = 1, 2, . . . . Denote by 
m(f ) a set of
indices such that

min
k∈
m(f )

‖ck(f,
)ψk‖ ≥ max
k /∈
m(f )

‖ck(f,
)ψk‖.

We define GXm(f,
) by the formula

GXm(f,
) := S
m(f )(f,
), where SE(f ) := SE(f,
) :=
∑
k∈E

ck(f,
)ψk.

It is clear that in the case of the normalized basis (‖ψk‖ = 1, k = 1, 2, . . . ) the above
two greedy algorithms coincide.

In the case X = Lp we will write p instead of Lp in notations. It is a simple
algorithm which describes the theoretical scheme for m-term approximation of an
element f . We call this algorithm the Thresholding Greedy Algorithm (TGA). In
order to understand the efficiency of this algorithm we compare its accuracy with the
best possible when an approximant is a linear combination of m terms from 
. We
define the best m-term approximation with regard to 
 as follows:

σm(f ) := σm(f,
)X := inf
ck,


∥∥∥f −
∑
k∈


ckψk

∥∥∥
X
,

where inf is taken over coefficients ck and sets of indices
with cardinality |
| = m.
The best we can achieve with the algorithm Gm is

‖f −Gm(f,
, ρ)‖X = σm(f,
)X,

or, a little weaker,

‖f −Gm(f,
, ρ)‖X ≤ Gσm(f,
)X (2.3)

for all elements f ∈ X with a constant G = C(X,
) independent of f and m. It
is clear that in the case X = H is a Hilbert space and 
 is an orthonormal basis we
have

‖f −Gm(f,
, ρ)‖H = σm(f,
)H .



1486 Vladimir N. Temlyakov

Let us begin our discussion with an important class of bases: wavelet type bases.
Denote H := {Hk}∞k=1 the Haar basis on [0, 1) normalized in L2(0, 1): H1 = 1 on
[0, 1) and for k = 2n + l, n = 0, 1, . . . , l = 1, 2, . . . , 2n,

Hk(x) =

⎧⎪⎨
⎪⎩

2n/2, x ∈ [(2l − 2)2−n−1, (2l − 1)2−n−1)

−2n/2, x ∈ [(2l − 1)2−n−1, 2l2−n−1)

0, otherwise.

We denote by Hp := {Hk,p}∞k=1 the Haar basis H renormalized in Lp(0, 1). We will
use the following definition of theLp-equivalence of bases. We say that
 = {ψk}∞k=1
isLp-equivalent to� = {φk}∞k=1 if for any finite set
 and any coefficients ck , k ∈ 
,
we have

C1(p,
,�)

∥∥∥ ∑
k∈


ckφk

∥∥∥
p

≤
∥∥∥ ∑
k∈


ckψk

∥∥∥
p

≤ C2(p,
,�)

∥∥∥ ∑
k∈


ckφk

∥∥∥
p

with two positive constants C1(p,
,�), C2(p,
,�) which may depend on p,

, and �. For sufficient conditions on 
 to be Lp-equivalent to H see [16] and
[10]. In particular, it is known that all reasonable univariate wavelet type bases are
Lp-equivalent to H for 1 < p < ∞. We proved the following theorem in [40].

Theorem 2.1. Let 1 < p < ∞ and let a basis 
 be Lp-equivalent to the Haar
basis H . Then for any f ∈ Lp(0, 1) we have

‖f −G
p
m(f,
)‖p ≤ C(p,
)σm(f,
)p

with a constant C(p,
) independent of f and m.

By a simple renormalization argument one obtains the following version of The-
orem 2.1.

Theorem 2.2. Let 1 < p < ∞ and let a basis 
 be Lp-equivalent to the Haar
basis Hp. Then for any f ∈ Lp(0, 1) and any ρ ∈ D(f ) we have

‖f −Gm(f,
, ρ)‖p ≤ C(p,
)σm(f,
)p

with a constant C(p,
) independent of f , ρ, and m.

We note that [40] also contains a generalization of Theorem 2.1 to the multivariate
Haar basis obtained by the multiresolution analysis procedure. These theorems mo-
tivated us to consider the general setting of greedy approximation in Banach spaces.
We concentrated on studying bases which satisfy (2.3) for all individual functions.
The following Definitions 2.1, 2.2 and 2.3 are from [27].

Definition 2.1. We call a basis 
 a greedy basis if for every f ∈ X there exists a
permutation ρ ∈ D(f ) such that

‖f −Gm(f,
, ρ)‖X ≤ Gσm(f,
)X (2.4)

holds with a constant independent of f , m.
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The following proposition has been proved in [27].

Proposition 2.1. If 
 is a greedy basis, then inequality (2.4) holds for any permu-
tation ρ ∈ D(f ).

Theorem 2.2 shows that each basis 
 which is Lp-equivalent to the univariate
Haar basis Hp is a greedy basis for Lp(0, 1), 1 < p < ∞. We note that in the case
of Hilbert space each orthonormal basis is a greedy basis with a constant G = 1
(see (2.4)).

We give now the definitions of unconditional and democratic bases.

Definition 2.2. A basis
 = {ψk}∞k=1 of a Banach spaceX is said to be unconditional
if for every choice of signs θ = {θk}∞k=1, θk = 1 or −1, k = 1, 2, . . . , the linear
operator Mθ defined by Mθ

( ∑∞
k=1 akψk

) = ∑∞
k=1 akθkψk is a bounded operator

from X into X.

Definition 2.3. We say that a basis 
 = {ψk}∞k=1 is a democratic basis for X if there
exists a constant D := D(X,
) such that for any two finite sets of indices P and Q
with the same cardinality |P | = |Q| we have

∥∥ ∑
k∈P ψk

∥∥ ≤ D
∥∥ ∑

k∈Q ψk
∥∥.

We proved in [27] the following theorem.

Theorem 2.3. A basis is greedy if and only if it is unconditional and democratic.

This theorem gives a characterization of greedy bases. Further investigations
([41], [6], [25], [18], [21]) showed that the concept of greedy bases is very useful in
direct and inverse theorems of nonlinear approximation and also in applications in
statistics. The papers [27], [40] contain other results on greedy bases.

Let us discuss a question of weakening the property of a basis of being a greedy
basis. We begin with the concept of quasi-greedy basis introduced in [27].

Definition 2.4. We call a basis 
 a quasi-greedy basis if for every f ∈ X and every
permutation ρ ∈ D(f ) we have

‖Gm(f,
, ρ)‖X ≤ C‖f ‖X (2.5)

with a constant C independent of f , m, and ρ.

It is clear that (2.5) is weaker then (2.4). P. Wojtaszczyk [53] proved the following
theorem.

Theorem 2.4. A basis 
 is quasi-greedy if and only if for any f ∈ X and any
ρ ∈ D(f ) we have

‖f −Gm(f,
, ρ)‖ → 0 as m → ∞. (2.6)
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We proceed to an intermediate concept of almost greedy basis. This concept has
been introduced and studied in [14]. Let

f =
∞∑
k=1

ck(f )ψk.

We define the following expansional best m-term approximation of f :

σ̃m(f ) := σ̃m(f,
) := inf

,|
|=m

∥∥∥f −
∑
k∈


ck(f )ψk

∥∥∥.
It is clear that

σm(f,
) ≤ σ̃m(f,
).

It is also clear that for an unconditional basis 
 we have

σ̃m(f,
) ≤ Cσm(f,
).

Definition 2.5. We call a basis 
 almost greedy if for every f ∈ X there exists a
permutation ρ ∈ D(f ) such that

‖f −Gm(f,
, ρ)‖X ≤ Cσ̃m(f,
)X (2.7)

holds with a constant independent of f , m.

The following proposition follows from the proof of Theorem 3.3 of [14] (see
Theorem 2.5 below).

Proposition 2.2. If
 is an almost greedy basis then (2.7) holds for any permutation
ρ ∈ D(f ).

The following characterization of almost greedy bases has been obtained in [14].

Theorem 2.5. Suppose
 is a basis of a Banach space. The following are equivalent:

A. 
 is almost greedy.

B. 
 is quasi-greedy and democratic.

C. For any (respectively, every) λ > 1 there is a constant C = Cλ such that

‖f −G[λm](f,
)‖ ≤ Cλσm(f,
).

We now proceed to a generalization of the concept of greedy bases from [26] that
is useful in statistical applications. Let 
 be a basis for X. If infk ‖ψk‖ > 0 then
ck(f ) → 0 as k → ∞, where

f =
∞∑
k=1

ck(f )ψk.
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Then we can rearrange the coefficients {ck(f )} in the decreasing way

|ck1(f )| ≥ |ck2(f )| ≥ · · ·

and define the mth greedy approximant as

Gm(f,
) :=
m∑
j=1

ckj (f )ψkj . (2.8)

In the case infk ‖ψk‖ = 0 we define Gm(f,
) by (2.8) for f of the form

f =
∑
k∈Y

ck(f )ψk, |Y | < ∞. (2.9)

Let a weight sequence w = {wk}∞k=1, wk > 0, be given. For
 ⊂ N denote w(
) :=∑
k∈
 wk. For a positive real number v > 0 define

σwv (f,
) := inf{bk},
:w(
)≤v ‖f −
∑
k∈


bkψk‖,

where the sets 
 are finite.

Definition 2.6. We call a basis 
 a weight-greedy basis (w-greedy basis) if for any
f ∈ X in the case infk ‖ψk‖ > 0 or for any f ∈ X of the form (2.9) in the case
infk ‖ψk‖ = 0 we have

‖f −Gm(f,
)‖ ≤ CGσ
w
w(
m)

(f,
),

where

Gm(f,
) =
∑
k∈
m

ck(f )ψk, |
m| = m.

Definition 2.7. We call a basis 
 weight-democratic (w-democratic basis) if for any
finite A,B ⊂ N such that w(A) ≤ w(B) we have

‖
∑
k∈A

ψk‖ ≤ CD‖
∑
k∈B

ψk‖.

Recently, we proved in [26] the following criterion for w-greedy bases.

Theorem 2.6. A basis 
 is a w-greedy basis if and only if it is unconditional and
w-democratic.

The reader can find a further discussion in the surveys [8], [28], [46], [47].



1490 Vladimir N. Temlyakov

3. Optimal methods in nonlinear approximation

In the widths problem of linear approximation (see Section 1) we were looking for an
optimaln-dimensional subspace for approximating a given function class. A nonlinear
analogue of this setting is the following. Let a function class F and a Banach spaceX
be given. Assume that on the basis of some additional information we know that our
basis form-term approximation should satisfy some structural properties, for instance,
it has to be orthogonal. Then similarly to the setting for the widths dn, λn, ϕn we get
the optimization problems form-term nonlinear approximation. Let B be a collection
of bases satisfying a given property.

I. Define an analogue of the Kolmogorov width

σm(F,B)X := inf

∈B

sup
f∈F

σm(f,
)X.

II. Define an analogue of the orthowidth

γm(F,B)X := inf

∈B

sup
f∈F

‖f −Gm(f,
)‖X.

We present here some results in the case B = O, the set of orthonormal bases,
F = Wr

q , X = Lp, 1 ≤ q, p ≤ ∞. First of all we formulate a result (see [24], [43])
that shows that in the case p < 2 we need some more restrictions on B in order to
obtain meaningful results (lower bounds).

Proposition 3.1. For any 1 ≤ p < 2 there exists a complete in L2(0, 1) orthonormal
system � such that for each f ∈ Lp(0, 1) we have σ1(f,�)p = 0.

Let us restrict our further discussion to the case p ≥ 2. This case was also more
interesting in the linear approximation discussion (see Section 1). Kashin [23] proved
that

σm(W
r∞,O)2 
 m−r . (3.1)

We proved (see [11]) that
σm(W

r
2 ,T )∞ � m−r . (3.2)

The estimates (3.1) and (3.2) imply that for 2 ≤ q, p ≤ ∞ we have

σm(W
r
q ,O)p 
 σm(W

r
q ,T )p 
 m−r . (3.3)

Let us compare this relation with (1.2). We see that the best m-term trigonometric
approximation provides the same accuracy as the best approximation from an optimal
m-dimensional subspace. An advantage of nonlinear approximation here is that we
use a natural basis instead of an existing but nonconstructive subspace. However, we
should note that the estimate (3.2) was proved in [11] as an existence theorem. We
did not give an algorithm to get (3.2) in [11]. We gave such an algorithm in [49]
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(see a further discussion in Section 6). The Thresholding Greedy Algorithm does not
provide the estimate (3.2). We have (see [42])

sup
f∈Wr

2

‖f −Gm(f,T )‖∞ 
 m−r+1/2.

It is known from different results (see [9], [8], [45]) that wavelets are well designed
for nonlinear approximation.

In the multivariate periodic case the following basis Ud := U × · · · × U has
approximation properties close to the corresponding properties of wavelets. We define
the system U := {UI } in the univariate case. Denote

U+
n (x) :=

2n−1∑
k=0

eikx = ei2
nx − 1

eix − 1
, n = 0, 1, 2, . . . ;

U+
n,k(x) := ei2

nxU+
n (x − 2πk2−n), k = 0, 1, . . . , 2n − 1;

U−
n,k(x) := e−i2nxU+

n (−x + 2πk2−n), k = 0, 1, . . . , 2n − 1.

We normalize the system of functions {U+
n,k, U

−
n,k} in L2 and enumerate it by dyadic

intervals. We write

UI (x) := 2−n/2U+
n,k(x) with I = [(k + 1/2)2−n, (k + 1)2−n);

UI (x) := 2−n/2U−
n,k(x) with I = [k2−n, (k + 1/2)2−n);

and
U[0,1)(x) := 1.

P. Wojtaszczyk [52] proved that the systemU is an unconditional basis forLp(T),
1 < p < ∞.

We define the anisotropic multivariate periodic Hölder–Nikol’skii classesNHR
p in

the following way. The class NHR
p , R = (R1, . . . , Rd) and 1 ≤ p ≤ ∞, is the set of

periodic functions f ∈ Lp([0, 2π ]d) such that for each lj = [Rj ] + 1, j = 1, . . . , d ,
the following relations hold:

‖f ‖p ≤ 1, ‖�lj ,jt f ‖p ≤ |t |Rj , j = 1, . . . , d, (3.4)

where �l,jt is the l-th difference with step t in the variable xj . In the case d = 1
NHR

p coincides with the standard Hölder classHR
p . For R = (R1, . . . , Rd), Rj > 0,

j = 1, . . . , d , we define g(R) := ( ∑d
j=1 R

−1
j

)−1. The following result has been
proved in [45].

Theorem 3.1. Let 1 < q, p < ∞. Then for R such that g(R) > (1/q − 1/p)+ we
have

sup
f∈NHR

q

‖f −G
Lp
m (f,U

d)‖p � m−g(R).
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We also proved in [45] that the basis Ud is an optimal orthonormal basis for
approximation of classes NHR

q in Lp:

σm(NH
R
q ,O)p 
 σm(NH

R
q ,U

d)p 
 m−g(R) (3.5)

for 1 < q < ∞, 2 ≤ p < ∞, g(R) > (1/q − 1/p)+. It is important to remark that
Theorem 3.1 guarantees that the estimate in (3.5) can be realized by the TGA with
regard to Ud .

4. The TGA with regard to the trigonometric system

Let us consider nonlinear approximation with regard to the trigonometric system
T d := T × · · · × T (d times). The existence of best m-term trigonometric approx-
imation was proved in [2] (see also [42]). The method Gm(f ) := Gm(f,T

d) has
an advantage over the traditional approximation by trigonometric polynomials in the
case of approximation of functions of several variables. In this case (d > 1) there
is no natural order of trigonometric system and the use of Gm allows us to avoid the
problem of finding natural subspaces of trigonometric polynomials for approximation
purposes. We proved in [42] the following results.

Theorem 4.1. For each f ∈ Lp(Td) we have

‖f −Gm(f )‖p ≤ (1 + 3mh(p))σm(f )p, 1 ≤ p ≤ ∞,

where h(p) := |1/2 − 1/p|.
Remark 4.1. For all 1 ≤ p ≤ ∞

‖Gm(f )‖p ≤ mh(p)‖f ‖p.
Remark 4.2. There is a positive absolute constant C such that for each m and
1 ≤ p ≤ ∞ there exists a function f �= 0 with the property

‖Gm(f )‖p ≥ Cmh(p)‖f ‖p. (4.1)

The above results show that the trigonometric system is not a quasi-greedy basis
for Lp, p �= 2. This leads to a natural attempt to consider some other algorithms
that may have some advantages over the TGA in the case of T . We discuss here the
performance of the WCGA (see Section 6) with regard to T .

Let us compare the rate of approximation of the TGA and the WCGA. Let RT
denote the real trigonometric system 1/2, sin x, cos x, . . . . We need to switch to
this system from the complex trigonometric system because the algorithm WCGA is
defined for the real Banach space. We note that the system RT is not normalized in
Lp but quasinormalized: C1 ≤ ‖t‖p ≤ C2 for any t ∈ RT with absolute constants
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C1, C2, 1 ≤ p ≤ ∞. It is sufficient for the application of the general methods
developed in Section 6. For a function f with absolutely convergent Fourier series

f (x) = a0/2 +
∞∑
k=1

(ak cos kx + bk sin kx)

denote

‖f ‖A := |a0| +
∞∑
k=1

(|ak| + |bk|).

Define the class
A := A(RT ) := {f : ‖f ‖A ≤ 1}.

For a sequence τ := {tk} with tk = t , k = 1, 2, . . . , we replace τ by t in the notation.
Theorem 6.1 and (6.2) imply the following result.

Theorem 4.2. Let 0 < t ≤ 1. For f ∈ A we have

‖f −Gc,tm (f,RT )‖p ≤ C(p, t)m−1/2, 2 ≤ p < ∞. (4.2)

This estimate and Theorem 4.1 imply that for f ∈ A we have

‖f −Gm(f,RT )‖p ≤ C(p, t)m−1/p, 2 ≤ p < ∞, (4.3)

which is weaker than (4.2). It is proved in [15] that (4.3) can not be improved. Thus
the WCGA works better than the TGA for the class A. We note that the restriction
p < ∞ in (4.2) is important. We gave a lower estimate for m-term approximation in
L∞ in [47].

Proposition 4.1. For a given m define

f :=
2m∑
k=0

cos 3kx.

Then we have
σm(f,T )∞ ≥ m/8.

5. Convergence of the TGA with regard to the trigonometric system

We discuss in this section the following nonlinear method of summation of trigono-
metric Fourier series. Consider a periodic function f ∈ Lp(T

d), 1 ≤ p ≤ ∞,
(L∞(Td) = C(Td)), defined on thed-dimensional torus T

d . Take a number t ∈ (0, 1].
Let a number m ∈ N be given and 
m be a set of k ∈ Z

d with the properties

min
k∈
m

|f̂ (k)| ≥ t max
k /∈
m

|f̂ (k)|, |
m| = m, (5.1)
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where

f̂ (k) := (2π)−d
∫

Td

f (x)e−i(k,x)dx

is a Fourier coefficient of f . We define

Gtm(f ) := Gtm(f,T
d) := S
m(f ) :=

∑
k∈
m

f̂ (k)ei(k,x)

and call it an mth weak greedy approximant of f with regard to the trigonometric
system T d = {ei(k,x)}k∈Zd . We write Gm(f ) = G1

m(f ) and call it an mth greedy
approximant. Clearly, an mth weak greedy approximant and even an mth greedy
approximant may not be unique. Here we do not impose any extra restrictions on
m
in addition to (5.1). Thus theorems formulated below hold for any choice of 
m
satisfying (5.1) or, in other words, for any realization Gtm(f ) of the weak greedy
approximation.

There has recently been (see the surveys [8], [47], [28]) much interest in ap-
proximation of functions bym-term approximants with regard to a basis (or minimal
system). In this section we will discuss in detail only results concerning the trigono-
metric system. Answering a question raised by Carleson and Coifman, T. W. Körner
constructed in [31] a function from L2(T) and then in [32] a continuous function
such that {Gm(f,T )} diverges almost everywhere. It has been proved in [42] for
p �= 2 and in [7] for p < 2 that there exists an f ∈ Lp(T) such that {Gm(f,T )}
does not converge in Lp. It was remarked in [47] that the method from [42] gives a
little bit more: 1) There exists a continuous function f such that {Gm(f,T )} does not
converge in Lp(T) for any p > 2; and 2) there exists a function f that belongs to any
Lp(T), p < 2, such that {Gm(f,T )} does not converge in measure. Thus the above
negative results show that the condition f ∈ Lp(Td), p �= 2, does not guarantee con-
vergence of {Gm(f,T d)} in the Lp-norm. The main goal of this section is to discuss
an additional (to f ∈ Lp) condition on f to guarantee that ‖f −Gm(f,T

d)‖p → 0
as m → ∞. Some results in this direction have been obtained in [29], [30]. In the
case 2 < p ≤ ∞ we found in [29] necessary and sufficient conditions on a decreasing
sequence {An}∞n=1 to guarantee theLp-convergence of {Gm(f )} for all f ∈ Lp, satis-
fying an(f ) ≤ An, where {an(f )} is a decreasing rearrangement of absolute values
of the Fourier coefficients of f . We will formulate three theorems from [29].

For f ∈ L1(T
d) let {f̂ (k(l))}∞l=1 denote the decreasing rearrangement of

{f̂ (k)}k∈Zd , i.e.

|f̂ (k(1))| ≥ |f̂ (k(2))| ≥ · · · . (5.2)

Denote an(f ) := |f̂ (k(n))|.
Theorem 5.1. Let 2 < p < ∞ and let a decreasing sequence {An}∞n=1 satisfy the
condition

An = o(n1/p−1) as n → ∞. (5.3)



Greedy approximations with regard to bases 1495

Then for any f ∈ Lp(Td) with the property an(f ) ≤ An, n = 1, 2, . . . , we have

lim
m→∞ ‖f −Gtm(f,T )‖p = 0. (5.4)

We also proved in [29] that for any decreasing sequence {An} satisfying

lim sup
n→∞

Ann
1−1/p > 0

there exists a function f ∈ Lp such that an(f ) ≤ An, n = 1, . . . , with divergent in
the Lp norm sequence of greedy approximants {Gm(f )}.
Theorem 5.2. Let a decreasing sequence {An}∞n=1 satisfy the following condition
(A∞): ∑

M<n≤eM
An = o(1) as M → ∞. (5.5)

Then for any f ∈ C(T) with the property an(f ) ≤ An, n = 1, 2, . . . , we have

lim
m→∞ ‖f −Gtm(f,T )‖∞ = 0. (5.6)

The following theorem from [29] shows that the condition (A∞) in Theorem 5.2
is sharp.

Theorem 5.3. Assume that a decreasing sequence {An}∞n=1 does not satisfy the con-
dition (A∞). Then there exists a function f ∈ C(T) with the property an(f ) ≤ An,
n = 1, 2, . . . , and such that we have

lim sup
m→∞

‖f −Gm(f,T )‖∞ > 0

for some realization Gm(f,T ).

In [30] we concentrated on imposing extra conditions in the following form. We
assume that for some sequence {M(m)}, M(m) > m, we have

‖GM(m)(f )−Gm(f )‖p → 0 as m → ∞. (5.7)

In the case that p is an even number or p = ∞ we found in [30] necessary and
sufficient conditions on the growth of the sequence {M(m)} to provide convergence
‖f −Gm(f )‖p → 0 as m → ∞. We proved the next theorem in [30].

Theorem 5.4. Let p = 2q, q ∈ N, be an even integer, δ > 0. Assume that f ∈ Lp(T)
and there exists a sequence of positive integers M(m) > m1+δ such that

‖Gm(f )−GM(m)(f )‖p → 0 as m → ∞.

Then we have
‖Gm(f )− f ‖p → 0 as m → ∞.
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In [30] we proved that the condition M(m) > m1+δ cannot be replaced by the
condition M(m) > m1+o(1).

Theorem 5.5. For any p ∈ (2,∞) there exists a function f ∈ Lp(T) with divergent
in the Lp(T) norm sequence {Gm(f )} of greedy approximations with the following
property. For any sequence {M(m)} such that m ≤ M(m) ≤ m1+o(1) we have

‖GM(m)(f )−Gm(f )‖p → 0 (m → 0).

In [30] we also considered the case p = ∞. We proved there necessary and
sufficient conditions for convergence of greedy approximations in the uniform norm.
For a mapping α : W → W we denote by αk its k-fold iteration: αk := α � αk−1.

Theorem 5.6. Let α : N → N be strictly increasing. Then the following conditions
are equivalent:

a) For some k ∈ N and for any sufficiently large m ∈ N we have αk(m) > em.

b) If f ∈ C(T) and ∥∥Gα(m)(f )−Gm(f )
∥∥∞ → 0 (m → ∞)

then

‖f −Gm(f )‖∞ → 0 (m → ∞).

The proof of the necessary condition is based on the above Theorem 5.3 from
[29]. In the proof of the sufficient condition we use the following special inequality
(see [30]).

By �m(T ) we denote the set of all trigonometric polynomials with at most m
nonzero coefficients.

Theorem 5.7. For any h ∈ �m(T ) and any g ∈ L∞ one has

‖h+ g‖∞ ≥ K−2‖h‖∞ − eC(K)m‖{ĝ(k)}‖�∞, K > 1. (5.8)

We note that in the proof of the above inequality we used a deep result on the
uniform approximation property of the spaceC(X) (see [4]). The paper [30] contains
some other inequalities in the style of (5.8).

6. General greedy algorithms

The purpose of this section is to discuss nonlinearm-term approximation and greedy
algorithms with regard to a general system (dictionary). We concentrate here on a
discussion of m-term approximation with regard to redundant dictionaries in Banach
spaces. We will discuss only one example of an algorithm from the family of greedy
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algorithms. The reader can find a further discussion of greedy approximation in
Banach spaces in the survey [47]. This section is based on the paper [44] which in turn
is a combination of ideas and methods developed for Banach spaces in a fundamental
paper [13] with the approach used in [50] in the case of Hilbert spaces. The papers [13]
and [50] contain detailed historical remarks and we refer the reader to those papers.
Two greedy type approximation methods the Weak Chebyshev Greedy Algorithm
(WCGA) and theWeak Relaxed GreedyAlgorithm (WRGA) have been introduced and
studied in [44]. These methods (WCGA and WRGA) are very general approximation
methods that work well in an arbitrary uniformly smooth Banach space X for any
dictionary D (see below). Surprisingly, it turned out that these general approximation
methods are also very good for specific dictionaries. It has been observed in [15] that
the WCGA provides constructive methods in m-term trigonometric approximation
in Lp, p ∈ [2,∞), which realizes optimal rate ofm-term approximation for different
function classes. In [48] the WCGA and WRGA have been used in constructing
deterministic cubature formulas for a wide variety of function classes with error
estimates similar to those for the Monte Carlo Method. It looks like WCGA and
WRGA can be considered as a constructive deterministic alternative to (substitute for)
some powerful probabilistic methods. This observation encouraged us to continue
thorough study of WCGA and WRGA.

In this section we discuss in detail only WCGA. In [44] we developed the theory
of the Weak Chebyshev Greedy Algorithm in a general setting: X is an arbitrary
uniformly smooth Banach space and D is any dictionary. We keep the term greedy
algorithm in the name of this approximation method for two reasons. First, this term
has been used in previous papers and has become a standard name for procedures like
WCGA. For more discussion of the terminology see [47, Remark 1.1, p. 38]. Second,
clearly, in the above general setting the term algorithm cannot be confused with the
same term used in a more restricted sense, say, in computer science. We note that in
the case of finite dimensional X and finite D the above methods are algorithms in a
strict sense.

In this section we discuss the following two applications of general greedy al-
gorithms from [49]. In [49] we used WCGA to build a constructive method for
m-term trigonometric approximation in the uniform norm. It is known that the case
of approximating by m-term trigonometric polynomials in the uniform norm is the
most difficult. We note that in the case of Lp-norms with p < ∞ the correspond-
ing constructive method has been provided in [15]. In [49] we also studied a slight
modification of incremental type algorithm from [13]. We applied that algorithm for
constructing deterministic sets of points with small Lp discrepancy and also with
small symmetrized Lp discrepancy.

We now proceed to a systematic presentation of the mentioned above results. Let
X be a Banach space with norm ‖ · ‖. We say that a set of elements (functions) D
from X is a dictionary if each g ∈ D has norm less than or equal to one (‖g‖ ≤ 1),

g ∈ D implies − g ∈ D,
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and spanD = X. We note that in [44] we required in the definition of a dictionary
normalization of its elements (‖g‖ = 1). However, it is pointed out in [49] that it
is easy to check that the arguments from [44] work under the assumption ‖g‖ ≤ 1
instead of ‖g‖ = 1. In applications it is more convenient for us to have the assumption
‖g‖ ≤ 1 than normalization of a dictionary.

For an element f ∈ X we denote by Ff a norming (peak) functional for f :

‖Ff ‖ = 1, Ff (f ) = ‖f ‖.
The existence of such a functional is guaranteed by the Hahn–Banach theorem. Let
τ := {tk}∞k=1 be a given sequence of nonnegative numbers tk ≤ 1, k = 1, . . . .
We define (see [44]) the Weak Chebyshev Greedy Algorithm (WCGA) which is a
generalization for Banach spaces of the Weak Orthogonal Greedy Algorithm defined
and studied in [50] (see also [12] for the Orthogonal Greedy Algorithm).

6.1. Weak Chebyshev Greedy Algorithm (WCGA). We define f c0 := f
c,τ
0 := f .

Then for each m ≥ 1 we inductively define

1) ϕcm := ϕ
c,τ
m ∈ D is any element satisfying

Ff cm−1
(ϕcm) ≥ tm sup

g∈D
Ff cm−1

(g).

2) Define
�m := �τm := span{ϕcj }mj=1,

and define Gcm := G
c,τ
m to be the best approximant to f from �m.

3) Denote
f cm := f c,τm := f −Gcm.

The term “weak” in this definition means that at step 1) we do not shoot for the
optimal element of the dictionary which realizes the corresponding supremum but are
satisfied with the weaker property rather than being optimal. The obvious reason for
this is that we do not know in general that the optimal one exists. Another practical
reason is that, the weaker the assumption, the easier to satisfy it and, therefore, easier
to realize in practice.

We consider here approximation in uniformly smooth Banach spaces. For a Ba-
nach space X we define the modulus of smoothness by

ρ(u) := sup
‖x‖=‖y‖=1

(
1

2
(‖x + uy‖ + ‖x − uy‖)− 1

)
.

The uniformly smooth Banach space is the one with the property

lim
u→0

ρ(u)/u = 0.
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It is easy to see that for any Banach space X its modulus of smoothness ρ(u) is an
even convex function satisfying the inequalities

max(0, u− 1) ≤ ρ(u) ≤ u, u ∈ (0,∞). (6.1)

It is well known (see for instance [13], Lemma B.1) that in the case X = Lp,
1 ≤ p < ∞ we have

ρ(u) ≤
{
up/p if 1 ≤ p ≤ 2,

(p − 1)u2/2 if 2 ≤ p < ∞.
(6.2)

It is also known (see [34], p. 63) that for any X with dimX = ∞ one has

ρ(u) ≥ (1 + u2)1/2 − 1

and for every X, dimX ≥ 2,

ρ(u) ≥ Cu2, C > 0.

This limits power type moduli of smoothness of nontrivial Banach spaces to the case
1 ≤ q ≤ 2. Denote by A(D) the closure of the convex hull of D . The following
theorem from [44] gives the rate of convergence of the WCGA for f in A(D).

Theorem 6.1. Let X be a uniformly smooth Banach space with the modulus of
smoothness ρ(u) ≤ γ uq , 1 < q ≤ 2. Then for a sequence τ := {tk}∞k=1, tk ≤ 1,
k = 1, 2, . . . , we have for any f ∈ A(D) that

‖f −Gc,τm (f,D)‖ ≤ C(q, γ )
(

1 +
m∑
k=1

t
p
k

)−1/p
, p := q

q − 1
,

with a constant C(q, γ ) which may depend only on q and γ .

In [49] we demonstrated the power of the WCGA in classical areas of harmonic
analysis. The problem concerns the trigonometric m-term approximation in the uni-
form norm. Let RT (N) be the subspace of real trigonometric polynomials of orderN .
Both R. S. Ismagilov [20] and V. E. Maiorov [35] used constructive methods to get
their estimates (1.6) and (1.8). V. E. Maiorov [35] applied a number theoretical method
based on Gaussian sums. The key point of that technique can be formulated in terms
of best m-term approximation of trigonometric polynomials. Using the Gaussian
sums one can prove (constructively) the estimate

σm(t,RT )∞ ≤ CN3/2m−1‖t‖1, t ∈ RT (N). (6.6)

Denote

∥∥∥a0/2 +
N∑
k=1

(ak cos kx + bk sin kx)
∥∥∥
A

:= |a0| +
N∑
k=1

(|ak| + |bk|).
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We note that by the simple inequality

‖t‖A ≤ (2N + 1)‖t‖1, t ∈ RT (N),

the estimate (6.6) follows from the estimate

σm(t,RT )∞ ≤ C(N1/2/m)‖t‖A, t ∈ RT (N). (6.7)

Thus (6.7) is stronger than (6.6). The following estimate was proved in [11]:

σm(t,RT )∞ ≤ Cm−1/2(ln(1 +N/m))1/2‖t‖A, t ∈ RT (N). (6.8)

In a way (6.8) is much stronger than (6.7) and (6.6). The proof of (6.8) from [11]
is not constructive. The estimate (6.8) has been proved in [11] with the help of a
nonconstructive theorem of Gluskin [17]. In [49] we gave a constructive proof of
(6.8). The key ingredient of that proof is the WCGA. In the paper [15] we already
pointed out that the WCGA provides a constructive proof of the estimate

σm(f,T )p ≤ C(p)m−1/2‖f ‖A, p ∈ [2,∞). (6.9)

The known proofs (before [15]) of (6.9) were nonconstructive (see discussion in [15,
Section 5]).

We formulate here a result from [49] (see Theorem 4.1).

Theorem 6.2. There exists a constructive method A(N,m) such that for any t ∈
RT (N) it provides anm-term trigonometric polynomialA(N,m)(t)with the follow-
ing approximation property:

‖t − A(N,m)(t)‖∞ ≤ Cm−1/2(ln(1 +N/m))1/2‖t‖A
with an absolute constant C.

In [49] we applied greedy type algorithms for constructing points with small
discrepancy and small symmetrized discrepancy. Let 1 ≤ p ≤ ∞. We will define first
theLp discrepancy (theLp-star discrepancy) of points {ξ1, . . . , ξm} ⊂ �d := [0, 1]d .
Let χ[a,b]( · ) be a characteristic function of the interval [a, b]. Denote for x, y ∈ �d

B(x, y) :=
d∏
j=1

χ[0,xj ](yj ).

Then the Lp discrepancy of ξ := {ξ1, . . . , ξm} ⊂ �d is defined by

D(ξ,m, d)p :=
∥∥∥ ∫

�d

B(x, y)dy − 1

m

m∑
μ=1

B(x, ξμ)

∥∥∥
Lp(�d)

.

We are interested in ξ with small discrepancy. Consider

D(m, d)p := inf
ξ
D(ξ,m, d)p.
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The concept of discrepancy is a fundamental concept in numerical integration.
There are many books and survey papers on discrepancy and related topics. We
mention some of them as a reference for the history of the subject: [33], [3], [36], [5],
[37], [48]. For 1 < p < ∞ the following relation is known (see [3, p. 5]):

D(m, d)p 
 m−1(lnm)(d−1)/2 (6.10)

with constants in 
 depending onp and d. The right order ofD(m, d)p,p = 1,∞, for
d ≥ 3 is unknown. Recently, driven by possible applications (see [37]) in numerical
integration the tendancy to control dependence ofD(m, d)p on both variables m and
d has appeared. Very interesting results in this direction have been obtained in [19].
The authors established the estimate

D(m, d)∞ ≤ Cd1/2m−1/2 (6.11)

with C an absolute constant. It is pointed out in [19] that (6.11) is only an existence
theorem and even a constant C in (6.11) is unknown. The proof is a probabilistic one.
There are also some other estimates in [19] with explicit constants. We mention one
of them:

D(m, d)∞ ≤ C(d ln d)1/2((lnm)/m)1/2 (6.12)

with an explicit constant C. The proof of (6.12) is also probabilistic.
In [49] we gave constructive proofs of the following two upper estimates:

D(m, d)p ≤ C1p
1/2m−1/2, p ∈ [2,∞),

D(m, d)∞ ≤ C2d
3/2(max(ln d, lnm))1/2m−1/2, d,m ≥ 2,

with effective absolute constants C1 and C2. The term constructive proof goes back
to Kronecker who outlined the program of giving constructive proofs of theorems that
were established as existence theorems. Following traditions of approximation theory
we understand constructive proof as a proof that provides a construction of an object
and this construction has a potential of being implemented numerically. For instance,
a proof by contradiction or a probabilistic proof establishing existence of an object
is not a constructive proof for us. In [49] we provided a method which consists of
maximizing (approximately) certain functions of d variables at each step. For a given
p ∈ [2,∞) after m steps of this method we obtain a set ξ = {ξ1, . . . , ξm} ⊂ �d of
points with small Lp discrepancy

D(ξ,m, d)p ≤ C1p
1/2m−1/2

with effective absolute constant C1. The above method is a greedy type algorithm
(see the IA(ε) below) which is a slight modification of the corresponding procedure
from [13]. Here we do not assume that a dictionary D is symmetric: g ∈ D implies
−g ∈ D . To indicate this we will use the notation D+ for such a dictionary. We do
not assume that elements of a dictionary D+ are normalized (‖g‖ = 1 if g ∈ D+)
we only assume that ‖g‖ ≤ 1 if g ∈ D+. By A1(D

+) we denote the closure of the
convex hull of D+. Let ε = {εn}∞n=1, εn > 0, n = 1, 2, . . . .
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6.2. Incremental algorithm with schedule ε (IA(ε)). Let f ∈ A1(D
+). Denote

f
i,ε
0 := f and Gi,ε0 := 0. Then for each m ≥ 1 we inductively define

1. ϕi,εm ∈ D+ is any element satisfying

F
f
i,ε
m−1
(ϕi,εm − f ) ≥ −εm.

2. Define
Gi,εm := (1 − 1/m)Gi,εm−1 + ϕi,εm /m.

3. Denote
f i,εm := f −Gi,εm .
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Analytic capacity, rectifiability, and the Cauchy integral

Xavier Tolsa∗

Abstract. A compact set E ⊂ C is said to be removable for bounded analytic functions if
for any open set � containing E, every bounded function analytic on � \ E has an analytic
extension to �. Analytic capacity is a notion that, in a sense, measures the size of a set as a non
removable singularity. In particular, a compact set is removable if and only if its analytic capacity
vanishes. The so-called Painlevé problem consists in characterizing removable sets in geometric
terms. Recently many results in connection with this very old and challenging problem have
been obtained. Moreover, it has also been proved that analytic capacity is semiadditive. We
review these results and other related questions dealing with rectifiability, the Cauchy transform,
and the Riesz transforms.
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1. Introduction

In this paper we survey recent results in connection with analytic capacity, rectifiability
and the Cauchy and Riesz transforms. We are specially interested in the interaction
between analytic and geometric notions. Most of the results that we will review are
a mixture of harmonic analysis and geometric measure theory. Some of them may
have also some little amount of complex analysis.

Let us introduce some notation and definitions. A compact set E ⊂ C is said to be
removable for bounded analytic functions if for any open set � containing E, every
bounded function analytic on � \ E has an analytic extension to �. In order to study
removability, in the 1940s Ahlfors [Ah] introduced the notion of analytic capacity.
The analytic capacity of a compact set E ⊂ C is

γ (E) = sup |f ′(∞)|, (1)

where the supremum is taken over all analytic functions f : C \E → C with |f | ≤ 1
on C \ E, and f ′(∞) = limz→∞ z(f (z) − f (∞)).

In [Ah], Ahlfors showed that E is removable for bounded analytic functions if and
only if γ (E) = 0.
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Painlevé’s problem consists in characterizing removable singularities for bounded
analytic functions in a metric/geometric way. By Ahlfors’ result this turns out to
be equivalent to describing compact sets with positive analytic capacity in met-
ric/geometric terms.

Vitushkin in the 1950s and 1960s showed that analytic capacity plays a central
role in problems of uniform rational approximation on compact sets of the complex
plane. Because of its applications to this type of problems he raised the question of
the semiadditivity of γ . Namely, does there exist an absolute constant C such that

γ (E ∪ F) ≤ C(γ (E) + γ (F )) ?

It has recently been proved [To5] that analytic capacity is indeed semiadditive.
Moreover, a characterization of removable sets for bounded analytic functions in
terms of the so-called curvature of measures is also given in [To5]. In Section 2 of the
present paper we will review these results and other recent advances in connection
with analytic capacity and Painlevé’s problem. We will describe some of the ideas
involved in their proofs. In particular, we will see that L2 estimates for the Cauchy
transform play a prominent role in most of these results.

Recall that if ν is a finite complex Borel measure on C, the Cauchy transform (or
Cauchy integral) of ν is defined by

Cν(z) =
∫

1

ξ − z
dν(ξ).

Although the integral above is absolutely convergent a.e. with respect to Lebesgue
measure, it does not make sense, in general, for z ∈ supp(ν). This is the reason why
one considers the truncated Cauchy transform of ν, which is defined as

Cεν(z) =
∫

|ξ−z|>ε

1

ξ − z
dν(ξ),

for any ε > 0 and z ∈ C.
In Section 3 we will survey several results about the μ-almost everywhere (a.e.)

existence of the principal value

p.v.Cμ(z) = lim
ε→0

Cεμ(z),

where μ is some positive finite Borel measure on C, and its relationship with rectifi-
ability.

Section 4 deals with the natural generalization of analytic capacity to higher di-
mensions, the so-called Lipschitz harmonic capacity. The role played by the Cauchy
transform in connection with analytic capacity corresponds to the Riesz transforms
in the case of Lipschitz harmonic capacity. See Section 4 for more details.

In the final section of the paper we recall some open problems related to analytic
capacity, the Cauchy and Riesz transforms, and rectifiability. This is a rather short list
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which reflects our personal interests and it is not intended to be a complete account
of open problems in the area.

Some comments about the notation used in the paper: as usual, the letter ‘C’stands
for an absolute constant which may change its value at different occurrences. The
notation A � B means that there is a positive absolute constant C such that A ≤ CB.
Also, A ≈ B is equivalent to A � B � A.

2. Analytic capacity and the Cauchy transform

2.1. Basic properties of analytic capacity. In a sense, analytic capacity measures
the size of a set as a non removable singularity for bounded analytic functions. A
direct consequence of the definition is that for all λ ∈ C and E ⊂ C compact one has
γ (λ + E) = γ (E) and γ (λE) = |λ|γ (E). Further, if E is connected, then

diam(E)/4 ≤ γ (E) ≤ diam(E).

The second inequality (which holds for any compact set E) follows from the fact
that the analytic capacity of a ball coincides with its radius, and the first one is a
consequence of Koebe’s 1/4 theorem (see [Gam, Chapter VIII] or [Gar2, Chapter I]
for the details, for example). Thus if E is connected and different from a point, then
it is non removable. This implies that any removable compact set must be totally
disconnected.

The relationship between analytic capacity and Hausdorff measure is as follows:

• If dimH (E)>1 (here dimH stands for the Hausdorff dimension) then γ (E)> 0.
This result is an easy consequence of Frostman’s Lemma.

• γ (E) ≤ H1(E), where H s is the s-dimensional Hausdorff measure, or length
when s = 1. This follows from Cauchy’s integral formula, and it was proved by
Painlevé about one hundred years ago. In particular, notice that if dimH (E) < 1
then γ (E) = 0.

By the statements above, one infers that dimension 1 is the critical dimension in
connection with analytic capacity. It turns out that some sets of positive length and
dimension 1 have positive analytic capacity (for example, a segment), while others
have vanishing analytic capacity. The latter assertion was proved by Vitushkin [Vi1].
Later on, an easier example of a set with positive length and zero analytic capacity
was found by Garnett [Gar1] and Ivanov [Iv].

2.2. The Cauchy transform and the capacity γ+. Recall that given a positive Borel
measure μ on the complex plane, Cμ stands for the Cauchy transform of μ. If f is a
μ-measurable function f on C, we denote Cμf (z) := C(f dμ)(z) for z �∈ supp(f ),
and Cμ,εf (z) := Cε(f dμ)(z) for any ε > 0 and z ∈ C. We say that Cμ is bounded
on L2(μ) if the operators Cμ,ε are bounded on L2(μ) uniformly on ε > 0.
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Let us denote by M+(C) the set of finite (positive) Borel measures on C. The
capacity γ+ of a compact set E ⊂ C is

γ+(E) := sup{μ(E) : μ ∈ M+(C), supp(μ) ⊂ E, ‖Cμ‖L∞(C) ≤ 1}. (2)

That is, γ+ is defined as γ in (1) with the additional constraint that f should coincide
with Cμ, where μ is some positive Borel measure supported on E (observe that
(Cμ)′(∞) = −μ(C) for any Borel measure μ). Moreover, there is another slight
difference: in (1) we required ‖f ‖L∞(C\E) ≤ 1, while in (2), ‖f ‖L∞(C) ≤ 1 (for
f = Cμ). Trivially, we have γ+(E) ≤ γ (E).

We introduce now some additional notation. A Borel measure μ on R
d has growth

of degree n if there exists some constant C such that μ(B(x, r)) ≤ Crn for all x ∈ R
d ,

r > 0. When n = 1, we say that μ has linear growth. If μ satisfies μ(B(x, r)) ≈ rn

for all x ∈ supp(μ), 0 < r ≤ diam(supp(μ)), we say that μ is n-Ahlfors–David
(n-AD) regular, or abusing language, AD regular. A set E ⊂ C is called n-AD
regular (abusing language, AD regular) if Hn|E is AD regular. We say that μ is
doubling if there exists some constant C such that μ(B(z, 2r)) ≤ Cμ(B(z, r)) for all
z ∈ supp(μ), r > 0. In particular, AD regular measures are doubling.

The next theorem shows why L2 estimates for the Cauchy transform are useful in
connection with analytic capacity.

Theorem 2.1. Let μ be a measure with linear growth on C. Suppose that the Cauchy
transform is bounded in L2(μ). Then, for any compact E ⊂ C there exists a function
h supported on E with 0 ≤ h ≤ 1 such that

∫
h dμ ≈ μ(E), with ‖Cε(h dμ)‖∞ ≤ C

for all ε > 0, and ‖C(h dμ)‖∞,C\E ≤ C. All the constants depend only on the linear
growth of μ and on ‖C‖L2(μ),L2(μ).

In the statement above, ‖Cμ‖L2(μ),L2(μ) stands for the operator norm of Cμ on
L2(μ). That is, ‖Cμ‖L2(μ),L2(μ) = supε>0 ‖Cμ,ε‖L2(μ),L2(μ).

From the preceding result one infers that if E supports a non zero measure μ

with linear growth such that the Cauchy transform Cμ is bounded on L2(μ), then
γ (E) ≥ γ+(E) > 0.

Theorem 2.1 is from Davie and Øksendal [DØ] and it follows from the fact that
the L2 boundedness of the Cauchy transform implies weak (1, 1) estimates. Theo-
rem 2.1 is obtained by a suitable dualization of these weak (1, 1) estimates. See [Uy]
for a connected result prior to [DØ] which also involves a dualization of a weak (1, 1)

inequality.

2.3. Menger curvature and rectifiability. Given three pairwise different points
x, y, z ∈ C, their Menger curvature is

c(x, y, z) = 1

R(x, y, z)
,

where R(x, y, z) is the radius of the circumference passing through x, y, z. If two
among these points coincide, we let c(x, y, z) = 0. For a positive Borel measure μ,
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we define the curvature of μ as

c2(μ) =
∫∫∫

c(x, y, z)2 dμ(x)dμ(y)dμ(z). (3)

Given ε > 0, c2
ε(μ) stands for the ε-truncated version of c2(μ), defined as in the right

hand side of (3), but with the triple integral over {(x, y, z) ∈ C
3 : |x − y|, |y − z|,

|x − z| > ε}.
The notion of curvature of a measure was introduced by Melnikov [Me] when

he was studying a discrete version of analytic capacity, and it is one of the notions
which is responsible of the big recent advances in connection with analytic capacity.
The notion of curvature is connected to the Cauchy transform by the following result,
proved by Melnikov and Verdera [MeV].

Proposition 2.2. Let μ be a Borel measure on C with linear growth. We have

‖Cεμ‖2
L2(μ)

= 1

6
c2
ε(μ) + O(μ(C)), (4)

where |O(μ(C))| ≤ Cμ(C).

Sketch of the proof of Proposition 2.2. If we do not worry about truncations and the
absolute convergence of the integrals, we can write

‖Cμ‖2
L2(μ)

=
∫ ∣∣∣∣

∫
1

y − x
dμ(y)

∣∣∣∣
2

dμ(x)

=
∫∫∫

1

(y − x)(z − x)
dμ(y)dμ(z)dμ(x).

By Fubini (assuming that it can be applied correctly), permuting x, y, z, we get,

‖Cμ‖2
L2(μ)

= 1

6

∫∫∫ ∑
s∈S3

1

(zs2 − zs1)(zs3 − zs1)
dμ(z1)dμ(z2)dμ(z3),

where S3 is the group of permutations of three elements. An elementary calculation
shows that ∑

s∈S3

1

(zs2 − zs1)(zs3 − zs1)
= c(z1, z2, z3)

2.

So we get

‖Cμ‖2
L2(μ)

= 1

6
c2(μ).

To argue rigorously, above we should use the truncated Cauchy transform Cεμ

instead of Cμ, and then we would obtain

‖Cεμ‖2
L2(μ)

=
∫∫∫

|x−y|>ε
|x−z|>ε

1

(y − x)(z − x)
dμ(y)dμ(z)dμ(x)

=
∫∫∫

|x−y|>ε
|x−z|>ε
|y−z|>ε

1

(y − x)(z − x)
dμ(y)dμ(z)dμ(x) + O(μ(C)).

(5)



1510 Xavier Tolsa

By the linear growth of μ, it is easy to check that |O(μ(C))| ≤ μ(C). As above,
using Fubini and permuting x, y, z, one shows that the triple integral in (5) equals
c2
ε(μ)/6. �

The identity (4) is remarkable because it relates an analytic notion (the Cauchy
transform of a measure) with a metric/geometric one (curvature).

The above proposition was used in [MeV] to give a simple geometric proof of
the L2 boundedness of the Cauchy transform on a Lipschitz graph (the original proof is
from Coifman, McIntosh and Meyer [CMM]). Indeed, using a Fourier type estimate, it
was proved in [MeV] that if � is a Lipschitz graph, then c2(H1|�∩B(z,r) � r for all z ∈
�, r > 0. From (4) one infers that ‖Cε(b χB(z,r)H

1|�)‖L2(H1|�∩B(z,r)) � ‖b‖∞r1/2

for all b ∈ L∞, z ∈ �, and r > 0, uniformly on ε > 0. Now a simple argument
shows that CH1|� sends boundedly L∞ into BMO(H1|�) and thus H 1(H1|�) into
L1(H1|�). Interpolating one gets the conclusion.

Let us turn our attention to rectifiability and its relationship with curvature of
measures. A set is called rectifiable if it is H1-almost all contained in a countable
union of rectifiable curves. On the other hand, it is called purely unrectifiable if it
intersects any rectifiable curve at most in a set of zero length.

Now we wish to recall the traveling salesman theorem of P. Jones [Jo]. First we
introduce some notation. Given E ⊂ C and a square Q, let VQ be an infinite strip (or
line in the degenerate case) of smallest possible width which contains E ∩ 3Q, and
let w(VQ) denote the width of VQ. Then we set

βE(Q) = w(VQ)

�(Q)
,

where �(Q) stands for the side length of Q. We denote by D the family of all dyadic
squares in C. In [Jo] the following result was proved:

Theorem 2.3. A set E ⊂ C is contained in a rectifiable curve � (with finite length)

if and only ∑
Q∈D

βE(Q)2�(Q) < ∞. (6)

Moreover, the length of the shortest curve � containing E satisfies

H1(�) ≈ diam(E) +
∑
Q∈D

βE(Q)2�(Q),

with absolute constants.

The theorem also holds for sets E contained in R
d . The proof of the “if” part of

the theorem in [Jo] is also valid in this case. The “only if” part (for R
d ) was proved

by Okikiolu [Ok]. Several versions of Jones’ result which involve n-dimensional
AD regular sets in R

d have been obtained by David and Semmes [DS1], [DS2]. In
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fact, David and Semmes have developed a whole theory of the so-called “uniform
rectifiability” for n-dimensional AD regular sets in R

d .
The next result, proved by P. Jones (see [Pa, Chapter 3]), shows that there is a strong

connection between curvature and the coefficients β in Jones’ traveling salesman
theorem.

Theorem 2.4. (a) If E ⊂ C is 1-AD regular, then

∑
Q∈D

βE(Q)2�(Q) ≤ C c2(H1|E),

where C depends only on the AD regularity constant of E.
(b) If μ is a measure with linear growth supported on a rectifiable curve � ⊂ C,

then

c2(μ) ≤ C
∑
Q∈D

β�(Q)2μ(Q),

where C depends only on the linear growth constant of μ.

From (a) in the preceding theorem and Theorem 2.3 it turns out that if E ⊂ C is
AD regular and c2(H1|E) < ∞, then E is rectifiable. If one does not assume E to be
AD regular, David and Léger [Lé] showed that the result still holds:

Theorem 2.5. Let E ⊂ C be compact with H1(E) < ∞. If c2(H1|E) < ∞, then E

is rectifiable.

The proof of this result in [Lé] uses geometric techniques, in the spirit of the
ones used by P. Jones for Theorem 2.3 in [Jo] and by David and Semmes in [DS1].
Recently, in [To9] a very different proof of Theorem 2.5 has been obtained. The
new arguments are based on some kind of isoperimetric inequality involving analytic
capacity and on the characterization of rectifiability in terms of densities.

From Theorem 2.5 and Proposition 2.2 one infers that if H1(E) < ∞ and the
Cauchy transform is bounded on L2(H1|E), then E must be rectifiable. A more
quantitative version of this result proved by Mattila, Melnikov and Verdera [MMV]
asserts that if E is AD regular and the Cauchy transform is bounded on L2(H1|E),
then E is contained in an AD regular curve �.

Recently, some of the results above dealing with rectifiability, β’s, and curvature
have been extended in different directions. For example, Lerman [Lr] has obtained a
result analogous to Theorem 2.3 which involves very general Borel measures μ on R

d

(instead of H1|E) and L2(μ) versions of Jones’ β’s. Ferrari, Franchi and Pajot [FFP]
have extended the “if” part of the Theorem 2.3 to the Heisenberg group. Schul [Sch]
has proved a version of the same theorem which is valid for Hilbert spaces. On the
other hand, Hahlomaa [Hah] has obtained a version of Léger’s Theorem 2.5 suitable
for metric spaces.
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2.4. Vitushkin’s conjecture. For θ ∈ [0, π), let pθ denote the orthogonal projection
onto the line through the origin and direction (cos θ, sin θ). Given a Borel set E ⊂ C,
its Favard length is

Fav(E) =
∫ π

0
H1(pθ (E)) dθ. (7)

Vitushkin conjectured in the 1960s that γ (E) > 0 if and only if Fav(E) > 0. In
1986 Mattila [Ma1] showed that this conjecture is false. Indeed, he proved that the
property of having positive Favard length is not invariant under conformal mappings
while removability for bounded analytic functions remains invariant. Mattila’s result
did not tell which implication in the above conjecture was false. Later on, Jones and
Murai [JM] constructed a set with zero Favard length and positive analytic capacity.
An easier example using curvature was obtained more recently by Joyce and Mör-
ters [JyM].

Although Vitushkin’s conjecture is not true in full generality, it turns out that it
holds in the particular case of sets with finite length. This was proved by G. David
[Da] in 1998. Recall that when has E with finite length, by Besicovitch theorem,
Fav(E) = 0 if and only if E is purely unrectifiable.

The precise statement of David’s result is the following.

Theorem 2.6. Let E ⊂ C be compact with H1(E) < ∞. Then, γ (E) = 0 if and
only if E is purely unrectifiable.

This result is the solution of Painlevé’s problem for sets with finite length. To be
precise, let us remark that the “if” part of the theorem is not due to David. In fact, it
follows from Calderón’s theorem on the L2 boundedness of the Cauchy transform on
Lipschitz graphs with small Lipschitz constant and from Theorem 2.1. The “only if”
part of the theorem, which is more difficult, is the one proved by David. Let us also
mention that Mattila, Melnikov and Verdera [MMV] had proved previously the same
result under the assumption that E is a 1-dimensional AD regular set.

The scheme of the proof of the “only if” part of Theorem 2.6 is the following. Let
E ⊂ C be compact with γ (E) > 0 and finite length. Then there exists a function
f analytic on C \ E such that |f (z)| ≤ 1 on C \ E and f ′(∞) = γ (E) (this is
the so-called Ahlfors function, which maximizes γ (E)). Since H1(E) < ∞ it is
not difficult to see that there exists some complex, bounded function g supported
on E such that f (z) = C(g dH1|E)(z) for z �∈ E. Then it easily follows that
‖Cε(g dH1|E)‖L∞ ≤ C uniformly on ε > 0. On the other hand, g also satisfies
| ∫ g dH1|E| = |f ′(∞)| = γ (E) > 0. By a suitable T (b) type theorem (which
involves some delicate stopping time arguments, and non doubling measures) proved
in [Da], one infers that there exists a subset F ⊂ E with H1(F ) > 0 such the
Cauchy transform is bounded on L2(H1|F ). From Proposition 2.2 it follows that
c2(H1|F ) < ∞, and then by Theorem 2.5 F is rectifiable. So E cannot be purely
unrectifiable.

Let us remark that the T (b) theorem in [Da] uses a preliminary result from [DM].
A similar theorem had been previously obtained by Christ [Ch] in the AD regular case.
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The result analogous to Theorem 2.6 for sets with infinite length is false. For this
type of sets there is no such a nice geometric solution of Painlevé’s problem, and we
have to content ourselves with a characterization such as the one in Corollary 2.10
below (at least, for the moment).

2.5. Characterization of γ+ in terms of curvature of measures and L2 estimates
for the Cauchy transform. The following theorem characterizes γ+ in terms of
curvature of measures and in terms of the L2 norm of the Cauchy transform.

Theorem 2.7. Let �(E) denote class of Borel measures supported on E such that
μ(B(x, r)) ≤ r for all x ∈ C, r > 0. For any compact set E ⊂ C we have

γ+(E) ≈ sup{μ(E) : μ ∈ �(E), c2(μ) ≤ μ(E)}
≈ sup{μ(E) : μ ∈ �(E), ‖Cμ‖L2(μ),L2(μ) ≤ 1}. (8)

Sketch of the proof of Theorem 2.7. Call S1 and S2 the first and second suprema on
the right side of (8), respectively.

To see that S1 � γ+(E) take μ supported on E such that ‖Cμ‖∞ ≤ 1 and
μ(E) ≥ γ+(E)/2. One easily gets that ‖Cεμ‖∞ � 1 on supp(μ) for every ε > 0
and μ(B(x, r)) ≤ Cr for all r > 0. From Proposition 2.2, it follows then that
c2(μ) ≤ Cμ(E).

Consider now the inequality S2 � S1. Let μ be supported on E with linear growth
such that c2(μ) ≤ μ(E) and S1 ≤ 2μ(E). We set

A :=
{
x ∈ E :

∫∫
c(x, y, z)2 dμ(y)dμ(z) ≤ 2

}
.

By Tchebychev’s inequality μ(A) ≥ μ(E)/2. Moreover, for any set B ⊂ C,

c2(μ|B∩A) ≤
∫∫∫

x∈B∩A

c(x, y, z)2 dμ(x)dμ(y)dμ(z) ≤ 2μ(B).

In particular, this estimate holds when B is any square in C. Then, by the so-called
T (1) theorem (see [To1] or [NTV1]), one infers that Cμ|A is bounded on L2(μ|A).
Thus S2 � μ(A) ≈ S1.

Finally, the inequality γ+(E) � S2 follows from Theorem 2.1. �

For the complete arguments of the preceding proof, see [To1] or [To4]. Notice
that since the term

sup{μ(E) : μ ∈ �(E), ‖Cμ‖L2(μ),L2(μ) ≤ 1}
is countably semiadditive, from Theorem 2.7 one infers that γ+ is also countably
semiadditive.
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Corollary 2.8. The capacity γ+ is countably semiadditive. That is, if Ei , i = 1, 2, . . . ,
is a countable (or finite) family of compact sets, we have

γ+
( ∞⋃

i=1

Ei

)
≤ C

∞∑
i=1

γ+(Ei).

2.6. Comparability between γ and γ+. In [To5] the following result has been
proved.

Theorem 2.9. There exists an absolute constant C such that for any compact set
E ⊂ C we have

γ (E) ≤ Cγ+(E).

As a consequence, γ (E) ≈ γ+(E).

The comparability between γ and γ+ had been previously proved by P. Jones for
compact connected sets by geometric arguments, very different from the ones in [To5]
(see [Pa, Chapter 3]). Also, in [MTV] it had already been shown that γ ≈ γ+ holds
for a big class of Cantor sets. The proof of Theorem 2.9 in [To5] is inspired in part
by the ideas in [MTV].

An obvious corollary of Theorem 2.9 and the characterization of γ+ in terms of
curvature in Theorem 2.7 is the following.

Corollary 2.10. Let E ⊂ C be compact. Then, γ (E) > 0 if and only if E supports
a non zero Borel measure with linear growth and finite curvature.

Since we know that γ+ is countably semiadditive, the same happens with γ :

Corollary 2.11. Analytic capacity is countably semiadditive. That is, for any count-
able (or finite) family of compact sets Ei , i = 1, 2, . . . , we have

γ
( ∞⋃

i=1

Ei

)
≤ C

∞∑
i=1

γ (Ei).

Some few words about the proof of Theorem 2.7 are in order: it is enough to
show that there exists some measure μ supported on E with linear growth, satisfying
μ(E) ≈ γ (E), and such that the Cauchy transform Cμ is bounded on L2(μ) with
absolute constants. To this end, an important tool used in [To5] is the T (b) theorem
of Nazarov, Treil and Volberg in [NTV2], which is valid for non doubling measures.
To apply this T (b) theorem, one has to construct a suitable measure μ and a function
g ∈ L∞(μ) fulfilling some precise conditions, similarly to the proof of Vitushkin’s
conjecture by David.

However, the situation now is more delicate because a direct application of that
T (b) theorem does not suffice. Indeed, let f be the Ahlfors function of E, so that f

is analytic and bounded in C \E, with f ′(∞) = γ (E). By a standard approximation
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argument, it is not difficult to see that one can assume that H1(E) < ∞. Thus there
exists some function g such that f (z) = C(g dH1|E)(z) for z �∈ E. If we argue like
in [Da] (see Subsection 2.4 above), we will deduce that there exists a subset F ⊂ E

such that the Cauchy transform is bounded in L2(H1|F ). However, the size of F

and the L2 norm of the Cauchy transform CH1|F will depend strongly on the ratio
H1(E)/γ (E), which blows up as H1(E) → ∞ or γ (E) → 0. This difficulty is
overcome in [To5] by using some ideas from potential theory and a suitable “induction
on scales” argument.

Corollary 2.10 yields a characterization of removable sets for bounded analytic
functions in terms of curvature of measures. Although this result has a definite geomet-
ric flavor, it is not clear if this is a really good geometric characterization. Nevertheless,
in [To7] it has been shown that the characterization is invariant under bilipschitz map-
pings, using a corona type decomposition for non doubling measures. Previously,
Garnett and Verdera [GV] had proved an analogous result for some Cantor sets. The
problem about the behavior of removability and analytic capacity under bilipschitz
mappings was raised by Verdera. See [Ve2].

2.7. Other results. In [To6], some results analogous to Theorems 2.7 and 2.9 have
been obtained for the continuous analytic capacity α. This capacity is defined like γ

in (1), with the additional requirement that the functions f considered in the sup should
extend continuously to the whole complex plane. The capacity α is important because
its many applications in connection with problems of uniform rational approximation
in the complex plane, as shown by Vitushkin [Vi3]. In [To6] it is proved that α is
semiadditive. This result has some nice consequences. For example, it implies the
so-called inner boundary conjecture.

The inner boundary of a compact set E ⊂ C, denoted by ∂iE, is the set of boundary
points of E which do not belong to the boundary of any connected component of
C \ E. The inner boundary conjecture (or theorem) says that if α(∂iE) = 0, then

any function analytic in
�
E and continuous on E can be approximated uniformly by

functions which are analytic in neighborhoods of E (i.e. different neighborhoods for
different functions).

The techniques for the proof of Theorem 2.9 have also been used by Prat [Pr]
and Mateu, Prat and Verdera [MPV] to study the capacities γs associated to the s-
dimensional signed Riesz kernel ks(x) = x/|x|s+1, with s non integer. Given a
compact E ⊂ R

n, the precise definition of γs(E) is

γs(E) = sup |〈ν, 1〉|, (9)

where the supremum is taken over all distributions ν supported on E such that Ks ∗ ν

is an L∞ function with ‖Ks ∗ ν‖∞ ≤ 1.
The results in [Pr] and [MPV] show that the behavior of γs with s non integer

is very different from the one with s integer. In [Pr] it is shown that sets with finite
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s-dimensional Hausdorff measure have vanishing capacity γs when 0 < s < 1.
Moreover, for these s’s it is proved in [MPV] that γs is comparable to the capacity
C 2

3 (n−s), 3
2

from nonlinear potential theory. Recall that for 1 < p < ∞ and 0 < tp ≤ d

the capacity Ct,p of a compact set E ⊂ R
d is defined by

Ct,p(E) = inf
{‖ϕ‖p

p : ϕ ∈ C∞
c (Rd), ϕ ∗ 1

|x|d−t ≥ 1 on E
}
.

It is not known if the comparability γs ≈ C 2
3 (n−s), 3

2
holds for non integers s > 1.

This case seems much more difficult to study, although in the AD regular situation
some results have been obtained in [Pr].

Using the corona type decomposition for measures with finite curvature and linear
growth obtained in [To7], it has been proved in [To8] that if μ is a measure without
atoms such that the Cauchy transform is bounded on L2(μ), then any Calderón–
Zygmund operator associated to an odd kernel sufficiently smooth is also bounded
in L2(μ).

3. Principal values for the Cauchy integral and related results

There is a strong relationship between rectifiability and the behavior of the Cauchy
transform. Indeed, in Section 2 we saw that the L2 boundedness of the Cauchy
transform with respect to the arc length measure implies rectifiability. In this section
we will describe some related results which involve the existence of principal values
instead of L2 boundedness.

Recall that given a Borel measure μ on C, the principal of the Cauchy transform
Cμ at z ∈ C is

p.v.Cμ(z) = lim
ε→0

Cεμ(z),

whenever the limit exists. The maximal Cauchy transform of μ is

C∗μ(z) = sup
ε>0

∣∣∣∣
∫

|ξ−z|>ε

1

ξ − z
dμ(ξ)

∣∣∣∣.
Obviously, the existence of p.v.Cμ(z) implies that C∗μ(z) is finite. The converse
needs not to be true.

Recall also that the upper and lower linear densities of μ at z are defined, respec-
tively, by

�∗
μ(z) = lim sup

r→0

μ(B(z, r))

2r
, �∗,μ(z) = lim inf

r→0

μ(B(z, r))

2r
.

When both densities coincide one writes �μ(z) := �∗
μ(z) = �∗,μ(z) and calls it

linear density. A Dirac delta on a point z ∈ C is denoted by δz.
Mattila and Melnikov proved in [MMe] that if E ⊂ C has finite length and is

rectifiable, then p.v.Cμ(z) exists H1-a.e. on E, for any Borel measure μ (see [Ve1]
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for an easier proof). Using this result and Léger’s Theorem 2.5 it was shown later
in [To3] that if σ is a measure with linear growth such that the Cauchy transform is
bounded on L2(σ ), then p.v.Cμ(z) exists σ -a.e. As a consequence, by Theorem 2.9,
for any Borel measure μ on C, p.v.Cμ(z) exists γ -a.e., that is to say, the set where
p.v.Cμ(z) fails to exist has zero analytic capacity (this result answers a question from
Verdera [Ve2]).

In the converse direction (existence of principal values implies rectifiability) the
first result was obtained by Mattila [Ma3]: he proved that if �∗,μ(z) > 0 and
p.v.Cμ(z) exists (and is finite) for μ-a.e. z ∈ C, then μ is concentrated on a rectifi-
able set, that is μ vanishes out of a rectifiable set. Let us remark that this result was
obtained before the proof of the identity (4) which relates the Cauchy transform and
curvature. Mattila’s techniques were based on the use of tangent measures. In [Huo],
Huovinen extended Mattila’s result to other kernels in the plane different from the
Cauchy transform.

In [Ma3] Mattila wondered if the assumption�∗,μ(z) > 0 μ-a.e. might be replaced
by �∗

μ(z) > 0 μ-a.e. In [To2] a partial answer was given: using the T (b) theorem
of Nazarov, Treil and Volberg in [NTV2] and the “curvature method” (identity (4)
and Léger’s Theorem 2.5 were used), it was shown that the main result in [Ma3] also
holds for measures such that 0 < �∗

μ(z) < ∞ μ-a.e. Also, it was proved that one
can replace the assumption on the existence of principal values by finiteness of the
maximal Cauchy transform. As a consequence, one deduces that if E ⊂ C has finite
length and C∗H1|E(z) < ∞ H1-a.e. on E, then E must be rectifiable.

A complete answer to Mattila’s question has been given in [To10] recently. The
precise result is the following.

Theorem 3.1. Assume that μ is a finite Radon measure on the complex plane and
set E = {z ∈ supp(μ) : C∗μ(z) < ∞}. Then μ|E can be decomposed as μ|E =
μd + μr + μ0, where

μd =
∑

i

aiδzi

for some ai > 0 and zi ∈ C,
μr =

∑
i

giH
1|�i

for some rectifiable curves �i and non negative functions gi ∈ L1(H1|�i
), and

μ0 =
∑

i

σi,

where σi are measures with finite curvature such that �σi
(z) = 0 for σi-a.e. z ∈ C.

Notice that the preceding result asserts that there is a kind of “dimensional gap”
between 0 and 1 for the measures μ such that C∗μ(z) < ∞ μ-a.e. For instance, for
0 < s < 1 there are no measures of the form μ = H s|E , with 0 < H s(E) < ∞,
such that C∗μ(z) < ∞ μ-a.e.



1518 Xavier Tolsa

A straightforward corollary of the theorem above is the following.

Corollary 3.2. Let μ be a finite Radon measure on the complex plane such that
�∗

μ(z) > 0 for μ-a.e. z ∈ C. If C∗μ(z) < ∞ at μ-a.e. z ∈ C, then μ can be
decomposed as μ = μd + μr , where μd = ∑

i aiδzi
for some ai > 0 and zi ∈ C,

and μr = ∑
i giH

1|�i
for some rectifiable curves �i and non negative functions

gi ∈ L1(H1|�i
).

In particular, under the assumptions of the corollary, μ is concentrated on a count-
able union of rectifiable curves.

The main difficulty to prove Theorem 3.1 consists in proving that if C∗μ(z) < ∞
μ-a.e. on C, then on the set {z : �∗

μ(z) = ∞} μ must be discrete (i.e. the addition
of countably many point masses). Once this is proved, one can argue as in [To2]. A
basic tool for the proof is the identity (4) again. However, notice that (4) holds for
measures with linear growth, and the measures μ considered in Theorem 3.1 may
be very far from having this property. This is the main obstacle that is overcome in
[To10].

Before [To10], Jones and Poltoratski proved in [JP], among other things, that
if μ is supported on a line (and more generally on a C1 curve) and C∗μ(z) < ∞
μ-a.e., then μ equals a countable collection of point masses plus some measure
absolutely continuous with respect to arc length. Observe that this result is implied
by Corollary 3.2, because any measure μ supported on a line satisfies �∗

μ(z) > 0 μ-
a.e. In [JP] it was also shown that if one does not assume μ to be supported on a line
and instead one asks the same conditions as Mattila in [Ma3] (i.e. �∗,μ(z) > 0 and
p.v.Cμ(z) exists μ a.e. on C), then the conclusion of Corollary 3.2 holds: μ equals a
countable collection of point masses plus some measure absolutely continuous with
respect to arc length on a rectifiable set.

The same techniques used for Theorem 3.1 also yield the following result, proved
previously by Jones and Poltoratski [JP] when μ is supported on a C1 curve.

Theorem 3.3. Assume that μ is a finite Radon measure on the complex plane and
set E = {

x ∈ supp(μ) : Cεμ(x) = o
(
μ(B(x, ε)/ε

)
as ε → 0+}

. Then μ|E can be
decomposed as μ|E = μd + μr + μ0, with μd , μr , and μ0 as in Theorem 3.1.

The arguments in [To10] rely on the relationship between the Cauchy transform
and curvature and so they do not extend to higher dimensions (i.e. to Riesz transforms).
This is not the case with the results in [Ma3] and [JP]. Mattila’s results in [Ma3] have
been extended to the case of Riesz transforms by Mattila and Preiss [MPr], while
some theorems in [JP] deal both with Cauchy and Riesz transforms. See next section
for the precise definition of Riesz transforms.
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4. Lipschitz harmonic capacity and Riesz transforms

Let E ⊂ R
d be a compact set. Its Lipschitz harmonic capacity is

κ(E) = sup |〈�f, 1〉|,
where � stands for the Laplacian in the distributional sense and the supremum is
taken over all functions f which are harmonic in R

d \ E and Lipschitz on R
d , with

‖∇f ‖∞ ≤ 1 and ∇f (∞) = 0. If, in addition, in the supremum above one asks f to
be C1, then one obtains the so-called C1 harmonic capacity.

Given a distribution ν on R
d , let R(ν) = y

|y|d ∗ν be its (vectorial) Riesz transform,
so that when ν is a real measure,

Rν(x) =
( y

|y|d ∗ ν
)
(x) =

∫
x − y

|x − y|d dν(y). (10)

If μ is a positive Borel measure and f a μ-measurable function, we consider the
operator Rμf := R(f dμ). For ε > 0, the truncated Riesz transforms Rε, Rμ,ε are
defined analogously to Cε and Cμ,ε. One says that Rμ is bounded on L2(μ) if the
operators Rμ,ε are bounded on L2(μ) uniformly on ε > 0.

An equivalent definition of κ(E) in terms of Riesz transforms is the following:

κ(E) = sup σ−1
d |〈ν, 1〉|, (11)

where σd stands for the (d − 1)-dimensional volume of the sphere {|x| = 1} in R
d

and the supremum is taken over all real distributions ν supported on E such that Rν

is a bounded function on R
d , with ‖Rν‖∞ ≤ 1. An analogous definition exists for

the C1 harmonic capacity.
The notions of Lipschitz harmonic capacity and C1 harmonic capacity were intro-

duced by Paramonov [Par] in order to study problems of approximation of harmonic
functions in the C1 norm. These capacities can be considered as real versions of the
analytic capacity γ and the continuous analytic capacity α in R

d , d ≥ 2, respec-
tively. Indeed, in R

2, κ coincides (modulo a multiplicative absolute constant) with
the so-called real analytic capacity γR:

γR(E) = sup |f ′(∞)|,
where the supremum is taken over all functions f analytic on C \ E with ‖f ‖∞ ≤ 1
which are Cauchy transforms of real distributions. Analogously with respect to the
C1 harmonic capacity.

Some geometric properties of κ in R
d have been studied in [MPa]. In particular,

the relationship with the (d − 1)-dimensional Hausdorff measure. Analogously to
the case of analytic capacity, (d − 1)-dimensional rectifiability seems to play a key
role in the understanding of κ . Recall that E ⊂ R

d is called n-rectifiable if there are
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Lipschitz maps fi : R
n → R

d such that

Hn
(
E \

∞⋃
i=1

fi(R
n)

)
= 0.

For example, if Hd−1(E) > 0 and E is (d −1)-rectifiable, then κ(E) > 0. However,
unlike in the case of analytic capacity, it is not known if the compact sets E ⊂ R

d

with Hd−1(E) < ∞ and κ(E) = 0 must be purely (d − 1)-unrectifiable (recall
Theorem 2.6). The main obstacle is the lack of a formula similar to (4) which relates
the L2 norm of the Riesz transforms with something which has some geometric
meaning, or at least with something non negative, which may act as a square function
for Riesz transforms. See [Fa] for this question.

Because of the same reason, many of the results in connection with the Cauchy
transform which have been described in Sections 2 and 3 are missing in the case of
Riesz transforms. See next section for some open questions.

On the other hand, although in the proof of the comparability between γ and γ+
in [To5], curvature seems to play an important role, Volberg [Vo] has been able to
show κ and κ+ are also comparable (κ+ is defined like κ in (11), but taking only
the supremum over positive measures ν supported on E). As a consequence, κ is
countably semiadditive, because κ+ has the following characterization (compare with
Theorem 2.7):

κ+(E) ≈ sup{μ(E) : supp(μ) ⊂ E, μ(B(x, r)) ≤ rd−1 for all x, r,

‖Rμ‖L2(μ),L2(μ) ≤ 1},

which is clearly subadditive. The main difference between the arguments used in
[To5] for analytic capacity and ones in [Vo] for Lipschitz harmonic capacity stems
from the choice of an appropriate potential useful for κ+ which is very different from
the one used for γ+ in [To5].

Another paper concerning Lipschitz harmonic capacity is [MT]. In this article
some Cantor sets in R

d are considered, and their Lipschitz harmonic capacity is
estimated. The results are analogous to the ones in [MTV] for analytic capacity. The
main difficulty in [MT] consists in estimating the L2 norm of the Riesz transforms
with respect to the natural probability measure associated to these Cantor sets.

5. Some open problems

In this section we collect some open problems related to analytic capacity, the Cauchy
and Riesz transforms, and rectifiability. Most of them are well known, and there is
no attempt at originality or completeness.
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1. Subadditivity of analytic capacity. Is analytic capacity subadditive? That is to
say, we are asking if γ is semiadditive with constant 1:

γ (E ∪ F) ≤ γ (E) + γ (F ) for all compact sets E, F ⊂ C.

There are a couple of facts that suggest that this may be true: first, γ is countably
semiadditive; and second, the above inequality holds when E and F are disjoint
compact connected sets [Su].

Even when γ (F ) = 0, the identity γ (E ∪ F) = γ (E) remains unproved.

2. The Cauchy capacity. Given E ⊂ C compact, consider the so-called Cauchy
capacity of E:

γC(E) = sup |ν(E)|,
where the supremum is taken over all complex measures supported on E such that
|Cν(z)| ≤ 1 for z �∈ E. This definition is similar to the one of analytic capacity, but
now the supremum is restricted to Cauchy transforms of complex measures instead
of distributions. Is it true that

γ (E) = γC(E)?

Notice that Theorem 2.9 implies that γ (E) ≈ γC(E). However, it is not known if
the identity holds, except in some particular cases: for example, when E has finite
length.

There exist compact sets E and functions f that are bounded and analytic on C\E

which are not the Cauchy transform of any complex measure ν. Nevertheless, the
identity γ (E) = γC(E) may still hold. See [Kha1] and [Kha2] for more information
about this question.

3. Analytic capacity and Favard length. Recall the definition of Favard length
in (7). We have already mentioned in Subsection 2.4 that Vitushkin’s conjecture fails
for sets with infinite length [Ma1]. In fact, Jones and Murai [JM] showed that there
are sets with zero Favard length and positive analytic capacity.

So one of the implications in Vitushkin’s conjecture is false. However the other
implication is still open:

Fav(E) > 0 ⇒ γ (E) > 0?

Observe that by the characterization of γ in terms of curvature, this question can be
restated in a more geometric way.

A related problem is the following. Let E be the so-called corner quarters Cantor
set. This set is constructed as follows. Let Q0 = [0, 1] × [0, 1]. At the first step
we take four closed squares inside Q0 with side length 1/4, with sides parallel to the
coordinate axes, and so that each square contains a vertex of Q0. At the second step
we apply the preceding procedure to each of the four squares obtained in the first step,



1522 Xavier Tolsa

so that we get 16 squares of side length 1/16. Proceeding inductively, at each step
we obtain 4n squares Qn

j , j = 1, . . . , 4n with side length 4−n. We denote

En =
4n⋃

j=1

Qn
j ,

and we define E = ⋂∞
n=1 En. This set has positive finite length and is purely unrecti-

fiable, and so it has zero analytic capacity by David’s theorem (this had been proved
before David’s result in [Gar1] and [Iv]). In fact, by [MTV] one has the asymptotic
estimate γ (En) ≈ n−1/2. By Besicovitch theorem, we have Fav(E) = 0. However,
the asymptotic behavior of Fav(En) as n → ∞ is not known. An interesting prob-
lem consists in finding more or less precise estimates for the asymptotic behavior of
Fav(En).

From some results due to Mattila [Ma2] one gets the lower estimate Fav(En) �
1/n. Other recent results by Peres and Solomyak [PS] for random Cantor sets suggest
that the estimate Fav(En) ≈ 1/n may hold. However, up to now the best upper
estimate is

Fav(En) � exp(−a log∗ n) (12)

where C, a are positive absolute constants and log∗ is the function

log∗ x = min
{
n ∈ N : log log · · · log︸ ︷︷ ︸

n

x ≤ 1
}
.

Inequality (12) has been obtained in [PS]. It turns out that exp(−a log∗ n) → 0
extremely slowly, much more slowly than 1/n.

Many difficulties that arise in connection with Favard length are related to the fact
that there is no a quantitative proof of Besicovitch theorem. For more information
concerning Favard length and projections we recommend to have a look at the nice
survey [Ma4].

4. Vanishing Cauchy transforms. Let ν be a complex Borel measure on C. Suppose
that p.v.Cν(z) exists and vanishes |ν|-a.e. on C. Does this imply that ν is an atomic
measure?

Notice that if ν is a positive measure, then Theorem 3.1 applies to ν and so in
this case we know that ν = νd + νr + ν0, where νd is discrete and νr , ν0 are as in
Theorem 3.1.

In [TVe] two particular cases have been studied. In the first one ν is absolutely
continuous with respect to Lebesgue measure, and in the second one ν is a positive
measure with linear growth and finite curvature. In both cases, if p.v.Cν(z) exists
and vanishes |ν|-a.e., then ν = 0.

Let us remark that there are positive discrete (non zero) measures such that
p.v.Cν(z) exists and vanishes ν-a.e. A trivial example is a single point mass. One
can also construct other examples with countably many point masses.
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5. Riesz transforms and rectifiability. Let E ⊂ R
d be a compact set with 0 <

Hn(E) < ∞, for some integer 0 < n < d. Take μ = Hn|E and consider the
n-dimensional Riesz transform:

Rn
μf (x) =

∫
x − y

|x − y|n+1 f (y) dμ(y),

for f ∈ L2(μ), and x �∈ E. As usual, we say that Rn
μ is bounded in L2(μ) if the

corresponding ε-truncated operators are bounded in L2(μ) uniformly on ε > 0. If
Rn

μ is bounded in L2(μ), is then E n-rectifiable? The answer is known (and it is
positive in this case) only for n = 1, because the curvature method works for n = 1.
By [Vo], when n = d − 1 this question is equivalent to the following, which has
already appeared in Section 4: is it true that κ(E) = 0 if and only if E is purely
(d − 1)-unrectifiable?

A variant of this problem consist in taking E AD regular and n-dimensional. If
Rn

μ is bounded in L2(μ), is then E uniformly n-rectifiable? For the definition of
uniform rectifiability, see [DS1] and [DS2] (for the reader’s convenience let us say
that, roughly speaking, uniform rectifiability is the same as rectifiability plus some
quantitative estimates). For n = 1 the answer is true again, because of curvature.
The result is from Mattila, Melnikov and Verdera [MMV]. For n > 1, in [DS1] and
[DS2] some partial answers are given. Let Hn be class of all the operators T defined
as follows:

Tf (x) =
∫

k(x − y)f (y) dμ(x),

where k is some odd kernel (i.e. k(−x) = −k(x)) smooth away from the origin such
that |x|n+j |∇j k(x)| ∈ L∞(Rd \{0}) for j ≥ 0. Suppose that all operators T from Hn

are bounded in L2(μ). Then it is shown in [DS1] that E is uniformly rectifiable. See
[DS2] for other related results.

Consider again the case of a general compact set E ⊂ R
d with 0 < Hn(E) < ∞,

for some integer 0 < n < d, and set μ = Hn|E . If μ satisfies

lim inf
r→0

μ(B(x, r))

rn
> 0 μ-a.e. on R

d,

then the μ-a.e. existence of the principal value limε→0 Rn
μ,ε1(x) implies that E is

n-rectifiable, by a theorem of Mattila and Preiss [MPr]. However, this does not help
to solve the questions above because it is not known if the L2(μ) boundedness of the
Riesz transforms Rn

μ implies the existence of principal values. Notice the contrast
with the case of the Cauchy transform (see Section 3), where the latter assertion is
known to be true, because of curvature again.

I would like to thank Joan Verdera for his remarks on preliminary versions of this
paper.
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The Brunn–Minkowski theorem and related geometric
and functional inequalities

Franck Barthe∗

Abstract. The Brunn–Minkowski inequality gives a lower bound of the Lebesgue measure of a
sum-set in terms of the measures of the individual sets. It has played a crucial role in the theory
of convex bodies. This topic has many interactions with isoperimetry or functional analysis. Our
aim here is to report some recent aspects of these interactions involving optimal mass transport
or the Heat equation. Among other things, we will present Brunn–Minkowski inequalities for
flat sets, or in Gauss space, as well as local versions of the theorem which apply to the study of
entropy production in the central limit theorem.
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1. Introduction

The Brunn–Minkowski theory studies the relations between addition of vectors and
the volume of convex sets. Let us start with some notation. For λ ∈ R and A a subset
of R

d , one sets λA = {λa; a ∈ A}. The Minkowski sum of two sets A, B ⊂ R
d is

by definition
A + B := {a + b; (a, b) ∈ A × B}.

The Brunn–Minkowski inequality gives a lower bound on the volume of a sum-set.

Theorem 1.1. Let A, B be non-empty compact subsets of R
d , then

Vold(A + B)
1
d ≥ Vold(A)

1
d + Vold(B)

1
d . (1)

If A, B are convex homothetic sets, there is equality. Brunn discovered this result
in 1887 for A, B convex in dimension at most 3. Minkowski proved the inequality
for convex sets in arbitrary dimension and realized the importance of the statement.
Indeed, it could be combined with a former result by Steiner, which calculated the
volume of the t-enlargement of a convex compact set A ⊂ R

3 defined for t > 0 by

At = {x ∈ R
3; there exists y ∈ A such that |x − y| ≤ t}.
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A

B A + B At

t0 00

Note that At = A+ tB3 where Bd denotes the Euclidean unit ball of R
d . The Steiner

formula asserts that for t > 0

Vol3(A + tB3) = Vol3(K) + tS(A) + 2πt2W(A) + 4

3
πt3,

where S(A) is the surface area of A and W(A) is its mean width (the average on
unit vectors u of the width of the minimal slab orthogonal to u and containing A).
The Brunn–Minkowski theorem provides relations between the above coefficients.
Indeed, it implies that

Vol3(A + tB3) ≥ (
Vol3(A)

1
3 + tVol3(B

3)
1
3
)3

with equality at t = 0. Comparing derivatives at zero gives

S(A) ≥ 3Vol3(B
3)

1
3 Vol3(A)

2
3 .

This is the classical isoperimetric inequality; it means that among sets of given volume,
balls have minimal surface area (the argument actually extends to non-convex sets).
Another relation can be obtained by noting that the Brunn–Minkowski inequality

shows that Vol3(A + tB3)
1
3 is a concave function of t ≥ 0 when A is convex.

Minkowski extended the Steiner formula as follows: for non-empty compact
convex sets K1, . . . , Km ⊂ R

d and λ1, . . . , λm ≥ 0, the volume of λ1K1+· · ·+λmKm

is a homogeneous polynomial of the form

Vold(λ1K1 + · · · + λmKm) =
m∑

i1,...,id=1

λi1 . . . λid V (Ki1, . . . , Kid ).

Here and by definition V (K1, . . . , Kd) is the mixed volume of d convex sets in R
d .

The theory of mixed volumes studies the properties of these quantities, their geometric
interpretations and the inequalities among them. We refer to the book [53] for more
on this topic. See also [52] where such volume estimates are used in the local theory
of Banach spaces.
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2. Functional extensions, functional tools

There exist several proofs of the Brunn–Minkowski theorem, see the surveys [34],
[36] for details and precise references. However the most fruitful approach is probably
the one based on the following functional version of the statement:

Theorem 2.1 (Prékopa–Leindler). Let f , g, h be measurable non-negative functions
on R

d and λ ∈ [0, 1]. If for all x, y in R
d ,

h(λx + (1 − λ)y) ≥ f λ(x)g1−λ(y),

then
∫

Rd h ≥ (∫
Rd f

)λ (∫
Rd g

)1−λ
.

Remark 2.2. When applied to characteristic functions of sets, the above result pro-
vides a multiplicative version of the Brunn–Minkowski inequality, which is equivalent
to the one we stated. The functional inequality can be written with an outer integral,
as ∫ ∗

Rd

sup
λx+(1−λ)y=z

f λ(x)g1−λ(y) dz ≥
(∫

Rd

f

)λ (∫
Rd

g

)1−λ

.

It appears as a reverse form of the classical inequality of Hölder which asserts that
the right hand side in the latter inequality is at least

∫
f λg1−λ.

An elementary proof of the above inequality appears in [52]. Here we sketch
another proof. Its main idea is quite old and appears e.g. in [38]. It contains implicitly
the idea of measure transportation which allowed recent developments.

Proof. We work in dimension 1, the general case follows by induction. By approx-
imation arguments one may restrict to positive continuous f and g. One introduces
functions x, y : [0, 1] → R satisfying for t ∈ [0, 1]

∫ x(t)

−∞
f = t

∫
f ;

∫ y(t)

−∞
g = t

∫
g. (2)

Consequently for t ∈ [0, 1] it holds x′(t)f (x(t)) = ∫
f and y′(t)g(y(t)) = ∫

g.

One defines a third function z on [0, 1] by z(t) = λx(t) + (1 − λ)y(t). Our three
functions are strictly increasing. Comparing geometric mean and arithmetic mean
yields z′(t) ≥ (x′(t))λ(y′(t))1−λ. Finally we use z as a change of variables to evaluate
the integral of h. Using the above relations

∫
h ≥

∫ 1

0
h(z(t))z′(t) dt

≥
∫ 1

0
f λ(x(t))g1−λ(y(t))(x′(t))λ(y′(t))1−λ dt

=
(∫

f

)λ (∫
g

)1−λ

. �
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2.1. Measure transportation. If μ, ν are two probability measures on R
n, one says

that a map T : R
d → R

d transports μ to ν if T μ = ν, meaning ν(B) = μ(T −1(B))

for every Borel set B.
In dimension 1, a canonical choice always exist when the first measure has no

atoms: one can choose T non-decreasing. Note that the maps x, y of the previous
proof are particular non-decreasing transporting maps. Indeed, if μ is the Lebesgue
measure restricted to [0, 1] and dν(t) = f (t)dt/

∫
f the first relation in (2) can be

rewritten as follows
μ((−∞, t]) = ν((−∞, x(t)]).

Since x is increasing and onto, this is equivalent to ν(B) = μ(T −1(B)) for B =
(−∞, s], and this relation extends to the Borel σ -field.

In higher dimension a remarkable analogue is available due to the works of Brenier
[22] and McCann [48].

Theorem 2.3. Letμ, ν be probability measures on R
d . Assume that wheneverB ⊂ R

d

is a Borel set with Hausdorff dimension d − 1 one has μ(B) = 0. Then there exists
a convex function � : R

d → R such that the map T = ∇� (defined a.e.) satisfies
ν = T μ. The map T is uniquely determined almost everywhere too.

If μ and ν have second moments, then among all maps S with Sμ = ν, T minimizes
the quadratic transportation cost∫

Rd

|x − S(x)|2dμ(x).

As recalled in the second part of the theorem, this monotone transport T is related
to the theory of optimal transportation, which looks for the best way to ship some
amount of material from a configuration to another one. We refer to the book [59] for
more on this fascinating topic.

If we consider measures with densities ρμ, ρν with respect to Lebesgue’s measure,
then � is a generalized solution for the Monge–Ampère equation

ρμ(x) = ρν(∇�(x)) det
(
Hess�(x)

)
.

Weak and strong regularity theory for this equation were developed respectively by
McCann [47] and Caffarelli [23]. McCann also introduced the following interpolation
between the measures μ and ν: ((1 − t)I + tT )μ = ∇(x �→ (1 − t)|x|2/2 +
t�(x))μ for t ∈ [0, 1]. He found applications to equilibrium states (and also to a
proof of the Brunn–Minkowski inequality). Optimal transport allows to interpolate
between general densities. However it has more structure when Gaussian measures
are involved, as Caffarelli proved:

Theorem 2.4 ([24]). Let Q be a positive definite quadratic form on R
d let dμ(x) =

e−Q(x)dx/Z be the corresponding Gaussian probability measure. Let dν = ρ dμ

be another probability measure with log-concave density ρ with respect to μ (i.e.
ρ(λx + (1λ)y) ≥ ρ(x)λρ(y)1−λ for x, y ∈ R

d and λ ∈ [0, 1]). Then the monotone
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transportation map T such that T μ = ν is a contraction for the canonical Euclidean
distance.

2.2. Heat equation. Let � = ∑d
i=1

∂2

∂x2
i

be the Laplace operator in R
d . Following

the probabilistic normalization we define the heat semigroup as Pt = et�/2. More
precisely, for a function f on R

d the function u(t, x) = Ptf (x) solves the equation
∂tu = 1

2�u on R
+×R

d with initial condition u(0, ·) = f . When f has three bounded
derivatives, one has

Ptf (x) =
∫

Rd

f (z)e− (z−x)2
2t

dz

(2πt)d/2 for t > 0.

C. Borell discovered that the heat flow preserves in some sense the hypothesis of the
Prékopa–Leindler inequality. More precisely, given λ ∈ (0, 1) and three sufficiently
regular non-negative functions f, g, h : R

d → R
+ satisfying

h(λx + (1 − λ)y) ≥ f (x)λg(y)1−λ,

he proved [18] that for all t > 0 and all x, y the following is true

Pth(λx + (1 − λ)y) ≥ Ptf (x)λPtg(y)1−λ.

The Prékopa–Leindler inequality is obtained in the limit t → +∞ since

Ptf (x) ∼t→+∞ (2πt)−d/2
( ∫

f (y)dy
)
.

Borell’s method was recently applied with success to derive other important Brunn–
Minkowski type results. We will describe them in the next sections.

Remark 2.5. It has been known for many years that the heat equation is a powerful tool
to prove functional inequalities of geometric flavor. In particular Bakry and Emery
developed a general framework for deriving logarithmic Sobolev inequalities (which
ensure Gaussian concentration of measure), or Sobolev type inequalities by semi-
group techniques. More recently Bakry and Ledoux where able to prove Bobkov’s
functional form of the Gaussian isoperimetric inequality along these lines. It was also
observed that the Brunn–Minkowski inequality implies various types of isoperimet-
ric inequality. So morally, the use of the heat equation for Brunn–Minkowski type
inequalities is not a complete surprise. The interested reader will find details in [3],
[44], [43]. Recently the transportation method also allowed to derive concentration
estimates and Sobolev type inequalities, see e.g. [59], [32].

2.3. Riemannian manifolds. McCann [49] has solved the optimal transport problem
on a Riemannian manifold when the transportation cost is the square of the geodesic
distance. This provides a natural generalization of the monotone map, and allowed
remarkable extensions of the Prékopa–Leindler inequality by Cordero-Erausquin,
McCann and Schmuckenschläger [31], [30]. The following statement is valid under
a curvature assumption in the spirit of Bakry–Emery



1534 Franck Barthe

Theorem 2.6 ([30]). Let (M, g) be a Riemannian manifold, and let μ be a measure
on M with density e−V with respect to the volume measure. Assume that for ρ ∈ R,
the Ricci curvature and the Hessian of V satisfy

HessxV + Ricx ≥ ρg

for all x ∈ M . Let λ ∈ [0, 1] and f, g, h : M → R
+ such that for all x, y ∈ M and

all z such that d(x, z) = (1 − λ)d(x, y) and d(z, y) = λd(x, y) one has

h(z) ≥ e−ρd2(x,y)/2f λ(x)g1−λ(y),

then one gets:
∫
M

h dμ ≥ (∫
M

f dμ
)λ (∫

M
g dμ

)1−λ
.

The condition on the intermediate point z (involving geodesic distances) simply
means that z is a geodesic barycenter of x, y with weights λ, 1−λ. Unlike in Euclidean
spaces, there might be many of them.

3. Multilinear inequalities

The Brascamp–Lieb [21] inequalities are a powerful extension of Hölder’s inequality.
Their original motivation was the calculation of the best constant in Young’s convo-
lution inequality. Their most general form was established by Lieb. The setting of
the theorem is the following. For 1 ≤ i ≤ m, one considers linear surjective maps
Bi : R

n → R
ni and numbers ci ∈ [0, 1].

Theorem 3.1 (Lieb [45]). The best constant K ∈ [0, +∞] such that the inequality

∫
Rn

m∏
i=1

fi(Bix)ci dx ≤ K

m∏
i=1

(∫
R

fi

)ci

holds for all integrable functions fi : R
ni → R

+ can be computed by considering only
centered Gaussian functions fi(x) = exp(−〈Aix, x〉) where the Ai’s are symmetric
positive definite matrices of size ni .

Homogeneity shows that the constant may be finite only when
∑m

i=1 cini = n.
This condition is assumed in the following. Since Gaussian integral may be computed,
one gets K = D−1/2 where

D = inf
Ai>0

det
( ∑m

i=1 ciB
∗
i AiBi

)
∏m

i=1 det(Ai)ci
. (3)

Here B∗
i denotes the adjoint of Bi . The proofs of Brascamp–Lieb and Lieb relied

partially on tensorization arguments in higher dimension. We gave another proof
using the monotone transport when proving an extension of the Prékopa–Leindler
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inequality conjectured by K. Ball. The inequality is a reverse form of the Brascamp–
Lieb inequality. The argument of proof is sophistication of the one given in the
previous section, and gives both inequalities at a time. It uses the fact that the Jacobian
matrices of monotone transport are symmetric positive matrices. This matches exactly
the quantity appearing in the calculation of the Gaussian constant (3). The statement
is

Theorem 3.2 ([10]). The best constant L ≥ 0 such that for all integrable functions
fi : R

ni → R
+ one has

∫
Rn

sup∑
ciB

∗
i xi=x; xi∈R

ni

m∏
i=1

fi(xi)
ci dx ≥ L

m∏
i=1

(∫
R

ni

fi

)ci

,

can be computed on centered Gaussian functions, and L = √
D.

Our motivation for studying these inequalities came from convex geometry. Ball
first understood the relevance of the Brascamp–Lieb inequality for this topic. In the
case ni = 1, Bi(x) = 〈x, ui〉 where ui are unit vectors in R

n with the additional
condition

IdRn =
m∑

i=1

ciPui

(Pu is the orthogonal projection onto the line spanned by u) he showed that D = 1.
So for non-negative functions on R one has

∫
Rn

m∏
i=1

f
ci

i (〈x, ui〉)dx ≤
m∏

i=1

(∫
R

fi

)ci

.

Applied to characteristic functions of intervals this inequality gives an upper bound
on the volume of an intersection of slabs. This was one of the crucial ingredients in
Ball’s exact estimates on slices of the cubes or on the volume ratios of convex bodies,
see [4] for details. The reverse Brascamp–Lieb inequality allows to estimate from
below the volumes of convex hull and of sums of flat sets. For example, we obtain
the following extension of the Brunn–Minkowski inequality

Theorem 3.3. Let (Ei)
m
i=1 are vector-subspaces of R

n and ci ∈ (0, 1] be such that
IdRn = ∑m

i=1 ciPEi
. Set ni = dim(Ei). If Ki ⊂ Ei then

Voln
( m∑

i=1

ciKi

)
≥

m∏
i=1

Volni
(Ki)

ci .

It was recently understood that the Brascamp–Lieb inequalities can be derived
using the heat equation. This new approach is due to Carlen, Lieb and Loss [26] for
functions of one variable and was developed to full generality by Bennett, Carbery,
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Christ and Tao [15]. One advantage is that it allows a better description of equality
cases. However, contrary to the mass transport approach, the heat equation method
requires to know in advance which Gaussian functions are best, and to find a way
around when there is no best Gaussian function. It was necessary to understand more
precisely the Gaussian optimization problem summed up in Equation (3) and to un-
derstand when the constant D is positive (this corresponds to a non-trivial inequality)
and when it is achieved (i.e. when a Gaussian maximizer exists). We present answer
to the first question, which is of independent interest. The case of functions of one
variable has a more explicit solution:

Theorem 3.4 ([10], [26]). Let (ui)i≤m be non-zero vectors in R
n. There exists a finite

constant K such that for all integrable functions fi : R → R
+,

∫
Rn

m∏
i=1

fi(〈x, ui〉)ci dx ≤ K

m∏
i=1

(∫
R

fi

)ci

if and only if c = (c1, . . . , cm) belongs to the set

C = conv{1I ; I ⊂ {1, . . . , m} and (ui)i∈I is a basis}
= {

c ∈ R
m+; ∑m

i=1 cini = n and for all S ⊂ {1, . . . , m},∑
i∈S ci ≤ dim(Span(ui, i ∈ S))

}
.

Here 1I is a vector in R
m whose ith coordinate is 1 if i ∈ I and 0 otherwise.

In the general case, only a description by facets of the set of exponents leading to
a finite constant (domain of finiteness) is available

Theorem 3.5 ([16], [15]). There exist K < +∞ such that for all fi : R
ni → R

+

∫
Rn

m∏
i=1

(fi � Bi)
ci ≤ K

m∏
i=1

(∫
R

fi

)ci

if and only if for all i, ci ≥ 0,
∑m

i=1 cini = n and for all vector subspaces V ⊂ R
n it

holds

dim V ≤
m∑

i=1

ci dim(BiV ).

Remark 3.6. In the interior of the domain of finiteness, Gaussian maximizers exist
and the inequality is equivalent to the multidimensional version of Ball’s form (also
called the geometric form) of the Brascamp–Lieb inequality: if vector subspaces Ei

and numbers ci ∈ (0, 1] are such that IdRn = ∑m
i=1 ciPEi

then for non-negative
functions fi : Ei → R

+, one has

∫
Rn

m∏
i=1

(fi � PEi
)ci ≤

m∏
i=1

(∫
Ei

fi

)ci

.
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This is proved using the heat semigroup, showing that t �→ ∫ ∏m
i=1((Ptfi) � PEi

)ci

is non-decreasing and interpolates between the two terms of the above inequality. On
the boundary of the finiteness domain, a factorization argument allows to reduce the
dimension and conclude by induction.

Remark 3.7. The reverse Brascamp–Lieb inequality can be proved by the heat flow
too, along the lines of Borell’s argument for the Prékopa–Leindler inequality. This is
written in [12] for functions of one variables and the geometric form. However this
easily extends as well as the others steps of the proof.

But the heat equation approach does not only provide us with new proofs. It allows
remarkable extensions of the results together with new applications. We refer to [15]
for inequalities restricted to special classes of functions. Carlen, Lieb and Loss where
able to prove similar inequalities in other spaces as the sphere [26] and the symmetric
group [25]. The spherical inequality was motivated by the study of a system of n

particles in one dimension, preserving total kinetic energy. Hence their n speeds form
a vector in the Euclidean sphere Sn−1 ⊂ R

n. In order to know how the information
on an individual particle influences the one of the whole system, they established the
following: for fi : [−1, 1] → R

+,

∫
Sn−1

m∏
i=1

fi(xi) dσ (x) ≤
m∏

i=1

(∫
Sn−1

fi(xi)
2dσ(x)

) 1
2

,

where σ is the uniform probability measure on the sphere. The surprise here is the
2-norm, which is best possible and in particular does not disappear when n → +∞.
In [14] this is extended to general decompositions of the identity IdRn = ∑m

i=1 ciPEi
,

where for functions fi : Ei → R
+ it holds

∫
Sn−1

m∏
i=1

fi(PEi
x)ci/2dσ(x) ≤

m∏
i=1

(∫
Sn−1

fi(PEi
x) dσ (x)

)ci/2

.

This allows to consider particle systems ind dimension, and also with fixed momentum
for example. However the exponents ci/2 may not be best possible in this generality.
In the work [13] a general framework of commuting Markov generator is developed
to deal with these inequalities in general settings. Also the geometric meaning of the
best exponents is better understood in continuous settings, and several new examples
are provided.

4. Geometry in Gauss space

Let us denote by γd the standard Gaussian probability measure on R
d with density with

respect to Lebesgue’s measure given by ρ(x) = (2π)−d/2 exp(−|x|2/2), x ∈ R
d .

There is no need to emphasize its importance, and it is natural and useful to have
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Brunn–Minkowski type inequalities for γd . Applying the Prékopa–Leindler theorem
to f = ρ1A, g = ρ1B, where A, B ⊂ R

d and using the log-concavity of ρ yields

γ ∗
d (λA + (1 − λ)B) ≥ γd(A)λγd(B)1−λ. (4)

This inequality is not sharp. An optimal version was proved by Ehrhard [35] for
convex sets, using a symmetrization procedure. Latała [40] showed next that one a
the sets may be non-convex and recently Borell [19] completely removed the convexity
assumption. His approach is functional and uses the Heat equation. The most general
version of his result is given below.

Theorem 4.1 ([20]). Let λ, μ ≥ 0 with λ + μ ≥ 1 and |λ − μ| ≤ 1. Then for all
measurable sets A, B ⊂ R

d the following holds:

�−1(γ ∗
d (λA + μB)) ≥ λ�−1(γd(A)) + μ�−1(γd(B)),

where � is the distribution function of γ1, defined by �(t) = ∫ t

−∞ e−u2/2du/
√

2π

for t ∈ R.

Here �−1 : [−1, 1] → [−∞, +∞] is the reciprocal of � and by convention
+∞ − ∞ = −∞. The inequality becomes an equality when A and B are parallel
half-spaces. It recovers and unifies classical results on dilates and enlargements of
convex sets:

Corollary 4.2 ([56]). Let A be a convex set in Rd , and let H ⊂ R
d be a half-space

with γd(A) = γd(H). Then for all r ≥ 1,

γd(rA) ≥ γd(rH).

This is reversed when r ∈ (0, 1].
Corollary 4.3 ([56], [17]). Let A ⊂ Rd be measurable, and H ⊂ R

d be a half-space
such that γd(A) = γd(H). Then for all r ≥ 0,

γd(A + rBd) ≥ γd(H + rBd).

The latter statement is the sharp Gaussian isoperimetric inequality. It implies
among others the concentration phenomenon (see e.g. [44]). It asserts that every
L-Lipschitz function f : R

d → R is close to its median M with high probability:

γd (|f − M| ≥ t) ≤ 2e−t2/(2L2).

This fact is of fundamental importance in particular in the geometry of Banach spaces
[50], [52], where it is often applied to norms. This is one of the motivations for
studying improvements of the above results for symmetric convex sets. Little is
known in this direction. Latała–Oleszkiewicz [41]] established a sharp analogue of
Corollary 4.2 for symmetric convex sets. Let us mention another result of similar
flavor. Caffarelli’s Theorem 2.4 on monotone transportation nicely enters its proof.
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Theorem 4.4 (Cordero-Erausquin–Fradelizi–Maurey [29]). Let A ⊂ R
d be an origin-

symmetric convex set. Then the function t �→ log(γd(tA)) is concave on (0, +∞).

In other words for λ ∈ (0, 1) and s, t > 0, γd(sλt1−λA) ≥ γd(sA)λγd(tA)1−λ.
As sλt1−λA ⊂ (λs + (1 − λ)t)A, this is an improvement on what could be obtained
before from the Prékopa–Leindler inequality

γd((λs + (1 − λ)t)A) ≥ γd(sA)λγd(tA)1−λ.

This fact and the isoperimetric inequality were used to derive the following im-
provement of the Gaussian concentration of norm, as conjectured by Vershynin.

Theorem 4.5 (Latała–Oleszkiewicz [42]). Let G be a standard Gaussian vector in
(Rd, ‖ · ‖). Let M be a median of ‖G‖ and σ 2 = sup‖f ‖∗≤1 Ef 2(G). Then for all
t ∈ (0, 1] one has

P(‖G‖ ≤ tM) ≤ 1

2
(2t)M

2/(4σ 2).

Remark 4.6. Finally let us point out that Caffarelli’s contraction Theorem 2.4 also
played a crucial role in the recent progress towards the Gaussian correlation conjec-
ture which predicts that every two origin symmetric convex sets A, B ⊂ R

d satisfy
γd(A ∩ B) ≥ γd(A)γd(B). See [28], [37].

5. Shannon entropy

Let X be a random variable with density f : R → [0, ∞) and, to fix ideas, such that
EX = 0 and EX2 = 1. Its Shannon entropy is by definition

Ent(X) = −
∫

R

f log f.

This fundamental notion of information theory also plays a crucial role in the study
of return to equilibrium of many random systems. In this section we are interested
in entropic aspects of the Central Limit Theorem (CLT). A new approach to entropy
estimates was developed, which was formally inspired by a local version of the Brunn–
Minkowski theorem.

Among variables of given variance, Gaussian variables are known to maximize
entropy. In other words, if G is a standard Gaussian variable with density given by
g(t) = (2π)−1 exp(−|t |2/2), t ∈ R, it holds that

Ent(X) ≤ Ent(G).

Moreover, the difference between these two entropies is a strong distance between
the laws of X and G. Indeed, the Pinsker–Csiszar–Kullback inequality [51], [33],
[39] asserts that it dominates the square of the total variation distance. If Y, Z are
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independent random variables and λ ∈ (0, 1), the Shannon–Stam inequality [54], [55]
asserts that

λEnt(Y ) + (1 − λ)Ent(Z) ≤ Ent(
√

λ Y + √
1 − λ Z). (5)

In particular if (Xi)i≥1 are independent copies of X one gets that

Ent(X1) ≤ Ent

(
X1 + X2√

2

)
,

and by iteration that

Ent

(
1√
2k

2k∑
1

Xi

)

is non-decreasing k (and bounded from above by the entropy of the standard Gaussian
variable). Linnik [46] was the first to prove the CLT using entropy. Next Barron [9]
established the CLT with entropic convergence. Obtaining rates for the convergence
of the entropy requires to improve on the Shannon–Stam inequality (5). Carlen and
Soffer [27] obtained non-explicit results in this direction.

In [5] Ball, Naor and the author developed a new technique to estimate entropy
production. It is based on a new representation of the Fisher information of a marginal.
Recall that the Fisher information of a variable X with density f is defined as I (X) =
I (f ) := ∫

(f ′)2/f . It corresponds to the derivative of entropy along the Ornstein–
Uhlenbeck semigroup: let G be a standard Gaussian variable independent of X; set
Xt := √

e−t X + √
1 − e−t G and let ft denote its density. Then

Ent(G) − Ent(X) =
∫ ∞

0
(I (Xt ) − I (G)) dt.

This classical relation allows to integrate linear inequalities on I in order to derive
entropic estimates. The Fisher information representation was inspired by the Brunn–
Minkowski theorem, as explained in the following section.

Remark 5.1. There was already a nice connection with Brunn–Minkowski theory.
Indeed an equivalent form of the Shannon–Stam inequality (5) known as the entropy
power inequality asserts that for independent random variables Y, Z one has

e2Ent(Y+Z) ≥ e2Ent(Y ) + e2Ent(Z).

The similarity with the Brunn–Minkowski theorem was noted early and it was sup-
ported by the interpretation of Shannon entropy in terms of volumes of typical sets
of values of independent copies of a variable. This analogy as well as the occurrence
of the number 2 was explained by Szarek and Voiculescu [57], [58], who derived
the entropy power inequality from a restricted Brunn–Minkowski inequality. Mass
transport allows to establish a functional version of the latter, see [11].
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5.1. A local version of the Brunn–Minkowski theorem. Consider a probability
density w(x, y) on R

2 together with the density of its first marginal.

h(x) =
∫

w(x, y) dy.

Under appropriate regularity and integrability assumptions, the Fisher information of
the marginal is expressed in terms of (log h)′′:

I (h) =
∫

(h′)2

h
=

∫
h′(log h)′ = −

∫
h(log h)′′.

A direct consequence of the Prékopa–Leindler theorem is that log h is concave
when log w is (this fact is actually formally equivalent to Brunn–Minkowski for
convex sets). In [5] this is explained in terms of second derivatives. The direct
calculation is not conclusive and has to be rearranged as

h(x)(− log h)′′(x)

=
∫

R

w(x, y)

[
(∂yρ)2(x, y) + D2(− log w)(x,y) ·

(
1

ρ(x, y)

)
·
(

1

ρ(x, y)

)]
dy

where ρ is defined by

ρ(x, y) = 1

w(x, y)

(
h′(x)

h(x)

∫ y

−∞
w(x, v) dv −

∫ y

−∞
∂xw(x, v) dv

)
.

One easily reads on the first formula that D2(log w) ≤ 0 implies (log h)′′ ≤ 0.
Actually the function y �→ ρ(x, y) described above minimizes the term on the right.
Hence we get the following representation

h(x)(− log h)′′(x)

= inf
p : R→R

∫
R

w(x, y)

[
(p′(y))2 + D2(− log w)(x,y) ·

(
1

p(y)

)
·
(

1

p(y)

)]
dy.

Integrating with respect to x yields an expression of the Fisher information of the
marginal.

5.2. Variational expressions for the Fisher information. In subsequent papers
with Artstein, Ball and Naor [2], [1], more intrinsic formulations are given: let
w : R

n → R
+ be a probability density and let e ∈ Sn−1 be a unit vector. One

considers the marginal obtained by projection onto Re:

h(t) =
∫

te+e⊥
w.
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Its Fisher information can be expressed as an infimum in the following ways:

I (h) = inf
k

∫
Rn

wk2

= inf
q

∫
Rn

w

(
div(wq)

w

)2

= inf
q

∫
Rn

w
[
Tr(Dq)2 + D2(− log w).q.q

]

where the first infimum is over functions k : R
n → R such that for all t ∈ R it holds∫

te+e⊥ ∂ew = ∫
te+e⊥ wk. The last two infima range over applications q : R

n → R
n

such that for all x ∈ R
n one has 〈q(x), e〉 = 1 (we have omitted here a few regularity

conditions).
These formulas are convenient tools to estimate the Fisher information of (X1 +

· · ·+Xk)/
√

k which is a marginal of (X1, . . . , Xk). Applications are presented next.

5.3. The monotonicity of entropy in the CLT. The paper [2] answers an old con-
jecture of Shannon by showing that if (Xn)n≥1 are independent copies of square
integrable a random variable X with finite entropy then the sequence

ek := Ent

(
X1 + · · · + Xk√

k

)

is non-decreasing. The classical Shannon–Stam inequality gives ek ≤ e2k , but ek ≤
ek+1 is much harder. This is deduced from a similar fact for Fisher information, which
is proved using the infimum representation: the best test function for k variables is
used to build a suitable test functions for k + 1. A corresponding version of the
entropy-power inequality is also proved

Theorem 5.2 ([2]). Let X1, . . . , Xn+1 be independent square integrable random
variables. Then

exp
[
2Ent

( n+1∑
i=1

Xi

)]
≥ 1

n

n+1∑
j=1

exp
[
2Ent

( ∑
i �=j

Xi

)]
.

5.4. Rate of convergence in the entropic CLT. In [5], [1] the rate of entropy pro-
duction, when adding independent copies, is studied under a spectral gap hypothesis.
Recall that a random variable X has a spectral gap (or satisfies a Poincaré inequality)
if there exists c > 0 such that every smooth function s : R → R verifies

c(E(s(X)2) − (Es(X))2) ≤ E(s′(X)2). (6)

The strategy of proof was to choose specific functions in the variational formula for
the Fisher information. Barron and Johnson where able to recover this result by a
different method [8].
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Theorem 5.3 ([1]). Let G be a standard Gaussian random variable and let X be a
random variable with variance 1. Assume that X satisfies a spectral gap inequality
with constant c > 0. If X1, . . . , Xn are independent copies of X, denote as usual
Sn = (X1 + · · · + Xn)/

√
n. Then

Ent(G) − Ent(Sn) ≤ 1

1 + c
2 (n − 1)

(Ent(G) − Ent(X)).

The rate 1/n is best possible. The spectral gap assumption is easy to decide on the
real line. It is however rather strong, as it imply in particular exponential integrability.
It is natural to try and replace this assumption with weaker moment conditions. A
first quantitative result in this direction was obtained by Ball and Cordero-Erausquin:

Theorem 5.4 ([6]). Let X be a symmetric random variable with E(X2) = 1. Assume
that it has finite Fisher information I (X) and third moment τ = (E|X|3)1/3. Then
for n ≥ 1

Ent(G) − Ent(Sn) ≤ c
√

τ I (X)3/2

nα
,

where c, α are universal constants.

Remark 5.5. Entropy production in the case of Markov chains with spectral gap was
recently understood [7].
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Isomorphic and almost-isometric problems in
high-dimensional convex geometry

Bo’az Klartag∗

Abstract. The classical theorems of high-dimensional convex geometry exhibit a surprising level
of regularity and order in arbitrary high-dimensional convex sets. These theorems are mainly
concerned with the rough geometric features of general convex sets; the so-called “isomorphic”
features. Recent results indicate that, perhaps, high-dimensional convex sets are also very regular
on the almost-isometric scale. We review some related research directions in high-dimensional
convex geometry, focusing in particular on the problem of geometric symmetrization.
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1. Introduction

We will begin by quoting a sample of two fundamental theorems from the asymptotic
theory of finite-dimensional normed spaces. The first will be Dvoretzky’s theorem
(for proofs, credits and history see, e.g., [47], [58] and references therein). We work
in R

n, endowed with the standard Euclidean norm | · | and scalar product 〈 ·, ·〉. A
convex body in R

n is a compact, convex set with a non-empty interior.

Theorem 1.1 (Dvoretzky’s theorem). LetK ⊂ R
n be a convex body that is centrally-

symmetric (i.e. K = −K) and let 0 < ε < 1. Then there exist r > 0 and a subspace
F ⊂ R

n with dim(F ) > cε2 log n such that

(1 − ε)rDF ⊂ K ∩ F ⊂ (1 + ε)rDF ,

whereDF = {x ∈ F ; |x| ≤ 1} is the Euclidean unit ball in the subspace F and c > 0
is a universal constant.

Theorem 1.1 reveals a basic property of centrally-symmetric convex sets in high
dimension: They all contain almost-spherical sections of logarithmic dimension. The
second theorem we quote is Milman’s quotient of subspace theorem [53]. It presents
an almost full-dimensional approximate ellipsoid that is “hidden” in a certain way
within any convex body in high dimension.
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Theorem 1.2 (Milman’s quotient of subspace theorem). Let K ⊂ R
n be a centrally-

symmetric convex body, and let 0 < δ < 1
2 . Then there exist subspaces E ⊂ F ⊂ R

n

with dim(E) > 	(1 − δ)n
 and an ellipsoid E ⊂ E such that

1

c(δ)
E ⊂ ProjE(K ∩ F) ⊂ c(δ)E .

Here ProjE stands for the orthogonal projection operator onto E in R
n and c(δ) <

c 1
δ

log 1
δ
, where c > 0 is a universal constant.

Asymptotic convex geometry is a discipline that emerged in the 1970s and 1980s
from the geometric study of Banach spaces. It is also known by other names, such
as the theory of high-dimensional normed spaces, asymptotic geometric analysis,
etc. Theorem 1.1 and Theorem 1.2 are typical representatives of the achievements of
asymptotic convex geometry. We refer the reader to, e.g., [31] for a more complete
picture of this theory. Theorem 1.1, Theorem 1.2 and other results impose stringent
regularity on the geometry of a general high-dimensional convex set (the central sym-
metry requirement is, in many cases, not entirely essential). An important feature of
these results is their broad scope; a not-so-obvious fact that we learn from the asymp-
totic theory of convex geometry, is that there exist non-trivial, structural geometric
statements that apply to all high-dimensional convex bodies.

The precise convexity is rarely used in this theory, and corresponding principles
also hold under much weaker assumptions, such as quasi convexity. The focus is
on the high dimension; the theory makes sense only when the dimension n is a very
large number, tending to infinity. A protagonist in many proofs of high-dimensional
results is the concentration of measure phenomenon, that is, the strong concentra-
tion inequalities that typical high-dimensional measures satisfy. This phenomenon
and its applications were largely put forward by Milman, starting from his proof
of Dvoretzky’s theorem [52]. The concentration phenomenon forces regularity and
simplicity on some apriori complicated objects such as a Lipshitz function on the
sphere, and is one reason for the success of the high-dimensional theory (see, e.g.,
the review [54]).

A key characteristic of the theory is its “isomorphic” nature. That is, the scale in
which convex bodies are viewed is such that two centrally-symmetric convex bodies
K, T ⊂ R

n are considered to be “close enough” when

c1K ⊂ T ⊂ c2K (1)

for c1, c2 > 0 being universal constants, independent of the dimension. In other
words, the norms that have K and T as their unit balls, are uniformly isomorphic.
This approach is most natural to functional analysis, the origin of the subject, and
has led to an interesting and elegant theory. On the other hand, even some of the
most basic questions of an “almost-isometric” nature in high dimension (as opposed
to “isomorphic” nature) still remain unanswered. Let us present two such “almost-
isometric” problems. The first is due to Bourgain [15], and will be discussed in more
detail in Section 3. One of its many formulations reads as follows:
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Question 1.1 (The slicing problem). Does there exist c > 0, such that for any di-
mension n and every convex body K ⊂ R

n of volume one, there exists at least one
hyperplane section of K whose (n− 1)-dimensional volume is larger than c?

The second question we would like to present, is the almost-isometric version of
Dvoretzky’s theorem.

Question 1.2. Fix a positive integer k. Do there exist c(k), c′(k) > 0 such that for

any 0 < ε < 1, N = ⌊
c′(k)

(1
ε

)c(k) ⌋
and for any centrally-symmetric convex body

K ⊂ R
N , one may find r > 0 and a k-dimensional subspace E ⊂ R

N such that

(1 − ε)rDE ⊂ K ∩ E ⊂ (1 + ε)rDE ?

In fact, it has been conjectured (see [55]) that the answer to Question 1.2 is
affirmative, with c(k) = k−1

2 . This was proven by Bourgain and Lindenstrauss [20],
for k ≥ 4 and up to a factor of log 1

ε
, but only when the convex set K is assumed to

have certain symmetries. Question 1.2 has not even been resolved for small values
of k; in particular k = 3. An exception is the case k = 2, where a proof due to
Gromov appears in [55].

Question 1.1, Question 1.2 and problems of the same spirit are sensitive to the
fine geometry of the convex body K . In this sense, these questions are more related
to classical convexity theory. Moreover, the answers to the above two questions are
both negative, if we relax the exact convexity requirement to quasi convexity, or even
to isomorphic convexity (i.e., if we only assume that the convex hull ofK is contained
in 2K).

We expect that in order to better understand the almost-isometric nature of high-
dimensional convex bodies, new techniques should be employed, beyond the tra-
ditional concentration of measure phenomenon. Those techniques should take into
account the precise convexity of the bodies, unlike in the isomorphic theory. Next, we
demonstrate the transition from isomorphic to almost-isometric behavior in a specific
test problem, that of geometric symmetrization.

2. Symmetrization of convex bodies

Let K ⊂ R
n be a convex body. For any hyperplane H that passes through the

origin in R
n we will consider two types of symmetrization procedures. Our first

symmetrization technique was described by Steiner ([66], see also [13]) in his proof
of the isoperimetric inequality in two and three dimensions. Let h ∈ Sn−1 be a
unit vector such that H = h⊥. The Steiner symmetral of K with respect to the
hyperplane H is the unique set σH (K) for which the following two conditions hold:

1. For any y ∈ H , the set σH (K) ∩ [y + Rh] is a translation of the (possibly
empty) segment K ∩ [y + Rh].
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2. For any y ∈ H , the segment σH (K) ∩ [y + Rh], whenever non-empty, is
centered at H .

Here y + Rh stands for the line through y that is orthogonal to H . The set σH (K)
is symmetric with respect to the hyperplane H , hence the term “symmetrization”. In
addition, σH (K) is convex and has the same volume as that of K . We will examine
processes of symmetrization, where one begins with a convex body K ⊂ R

n, and
consecutively applies Steiner symmetrizations with respect to varying hyperplanes.
It is a classical fact (see [25]) that given an arbitrary convex body K ⊂ R

n, one may
select appropriate hyperplanes H1, H2, . . . in R

n so that the sequence of bodies

σHm . . .
(
σH2

(
σH1(K)

))
for m = 1, 2, . . .

converges in the Hausdorff metric to a Euclidean ball. This Euclidean ball will
clearly have the same volume as that of the body we started with. Moreover, suppose
we symmetrize a given convex body K ⊂ R

n with respect to randomly chosen
hyperplanes, that are selected independently and uniformly over the grassmannian.
Then convergence to a Euclidean ball occurs with probability one [49].

The second symmetrization procedure we consider is Minkowski symmetrization
(also known as Blaschke symmetrization [9]). As before, K ⊂ R

n is a convex body
and H ⊂ R

n is a hyperplane through the origin. For x ∈ R
n, let πH (x) stand for the

reflection of x with respect to H . The Minkowski symmetral of K with respect to H
is the set

τH (K) = K + πH (K)

2
,

where K+πH (K)
2 = {x+πH (y)

2 ; x, y ∈ K
}

is half of the Minkowski sum of K and
πH (K). The set τH (K) is convex, yet its volume is usually different from that of K .
Minkowski symmetrization preserves a different characteristic of the body, namely
the mean width. The mean width of K is the quantity

w(K) = 2
∫
Sn−1

[
sup
x∈K

〈x, θ〉] dμ(θ),
where Sn−1 = {x ∈ R

n; |x| = 1} is the unit sphere in R
n and μ is the unique rota-

tionally-invariant probability measure on Sn−1. Thus,w(τH (K)) = w(K). A simple
relation between Steiner and Minkowski symmetrization is that

σH (K) ⊂ τH (K). (2)

As in the case of Steiner symmetrizations, by applying an appropriate series of
consecutive Minkowski symmetrizations to a given convex body K ⊂ R

n, we obtain
a sequence of convex bodies that converges towards a Euclidean ball. This Euclidean
ball has the same mean width as the original body K .

Many geometric inequalities in which the Euclidean ball is the extremal case, may
be proven using symmetrization techniques. Once we know that a certain geometric
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quantity is, say, decreasing under symmetrization, we deduce that this quantity is
minimized for the Euclidean ball, among all convex bodies of a given volume or

mean width. For instance, from (2) we conclude that the ratio w(K)/Voln(K)
1
n

is minimal for the Euclidean ball, among all convex bodies in R
n. A sample of

geometric inequalities proven via symmetrization includes the Brunn–Minkowski
inequality (see, e.g., [13]), Santaló’s inequality [50], Sylvester’s problem [10], best
approximation by polytopes [48] and a rearrangement inequality for integrals [23].

For a convex body K ⊂ R
n and ε > 0, we define S(K, ε) (or M(K, ε)) to be

the minimal number � for which there exist � Steiner symmetrizations (or Minkowski
symmetrizations) that transform K into K̃ such that

e−εrD ⊂ K̃ ⊂ eεrD,

where D = {x ∈ R
n; |x| ≤ 1} is the unit Euclidean ball and r =

(
Voln(K)
Voln(D)

) 1
n (or

r = w(K)
2 ). An interpretation I learned from V. Milman (e.g., [57]), is that the

functions S(K, ε),M(K, ε) measure the complexity of the body K in the following
sense. We view the Euclidean ball as the simplest of all convex bodies. If few
symmetrizations are sufficient in order to transform K to become only ε-far from a
Euclidean ball, then we think of K as being geometrically “simple”. Convex bodies
that require a large number of symmetrizations to attain this goal are viewed as more
“complex”. Define

S(n, ε) = sup
K⊂Rn

S(K, ε), M(n, ε) = sup
K⊂Rn

M(K, ε), (3)

where the suprema run over all convex bodies in R
n. Consider first the isomorphic

problem, where we try to symmetrize a convex body to make it close to a Euclidean
ball in the isomorphic sense, as in (1). That is, we take ε in (3) to be of the order of
magnitude of 1.

Theorem 2.1 ([37], [44]). There exists a universal constant c > 0 such that for any
dimension n ≥ 1,

1. S(n, c) ≤ 3n, and

2. M(n, c) ≤ 5n.

In addition, the slightly better inequality M
(
n, c

log log(n+2)√
log(n+1)

)
≤ 5n holds.

Previous estimates in the literature are M(n, c) < c′n log n [21] and S(n, c) <
c̃n log n [22]. See also [33] and [67]. Here, and throughout this note, the letters c, C,
c′, c̃ etc. denote positive universal constants. These constants need not be the same
from one occurrence to the next. According to Theorem 2.1, all convex sets in R

n are
geometrically “simple” in the above sense, at least in the isomorphic scale. Indeed,
the number of symmetrizations needed to transform an arbitrary convex body into an
isomorphic Euclidean ball, the simplest body, is only linear in the dimension n.
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The constants “3” and “5” in Theorem 2.1 are probably not optimal, and the best
constants are yet to be found. Yet, the exact constant is essentially known for a variant
of our problem: Suppose we apply consecutive Steiner symmetrizations to a given
convex body, and we are already satisfied when we arrive at an isomorphic ellipsoid,
rather than a Euclidean ball. It is not very difficult to see (e.g. [44]) that for some
convex bodies, at least (1 − o(1))n Steiner symmetrizations are required in order
to arrive at an isomorphic ellipsoid. The following theorem expresses the fact that
roughly n symmetrizations are also sufficient, for all n-dimensional convex sets.

Theorem 2.2 ([44]). For any δ > 0, there exists a number c(δ) > 0 for which the
following holds: For any dimension n ≥ 1 and a convex body K ⊂ R

n, there exist
an ellipsoid E ⊂ R

n and �(1 + δ)n� Steiner symmetrizations that transformK into a
convex body K̃ such that

1

c(δ)
E ⊂ K̃ ⊂ c(δ)E .

Moreover, c(δ) < c′ 1
δ

log 1
δ
, where c′ is a universal constant.

The proofs of Theorem 2.1 and Theorem 2.2 utilize some of the cornerstones of the
asymptotic theory of convex geometry, such as concentration of measure inequalities,
Kashin’s splitting ([35], and the precise estimates in [30]) and Milman’s quotient of
subspace theorem mentioned above. Let us discuss some details from the proof of
Theorem 2.1. We will focus our attention on the case of Minkowski symmetrizations,
which is easier to analyze.

Given a convex body K ⊂ R
n, our task is to design a sequence of symmetriza-

tions that transform K into an approximate Euclidean ball. A plausible solution is
choosing the symmetrizations randomly, that is, the hyperplanes are selected indepen-
dently and uniformly. This approach was manifested in [21], and leads to the bound
M(n, c) < c′n log n. In fact, the effect of random Minkowski symmetrizations may be
described even more precisely: For any convex bodyK ⊂ R

n, the minimal number of
random Minkowski symmetrizations needed in order to transformK , with reasonable
probability, into an isomorphic Euclidean ball, has the order of magnitude of

n log
diam(K)

w(K)
. (4)

Here diam(K) is the diameter ofK (See [36] for exact formulation of this statement,
based on [21]. See also [36] for a related phase-transition of the diameter in the
process). We would like to emphasize that (4) is not merely a bound; it is actually
an asymptotic formula for the minimal number of random symmetrizations required,
valid for each convex body in R

n. Just two simple geometric parameters, the diameter
and the mean width, suffice to completely characterize the performance of a compli-
cated process such as random Minkowski symmetrizations. This is a typical situation
in asymptotic convex geometry (compare with [56] and [59]). The ratio diam(K)

w(K)
is

never larger than c
√
n, when K ⊂ R

n. There are convex bodies in R
n for which
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diam(K)
w(K)

> c′
√
n; a segment in R

n is an example of such a body. We thus conclude
from (4) that for some convex bodies K ⊂ R

n, at least cn log n random Minkowski
symmetrizations are necessary in order to transform, with reasonable probability, the
body K into an isomorphic Euclidean ball.

Consequently, the proof of the estimate M(n, c) ≤ 5n must involve a differ-
ent symmetrization process: It is not efficient to simply take random, independent,
Minkowski symmetrizations. This is in contrast to some other results in the theory,
where the random choice is essentially the best choice (see, e.g. [59]). The approach
taken in [37] is to perform several iterations, each consisting of n symmetrizations,
that are carried out with respect to n mutually orthogonal hyperplanes in R

n. There
is more than one way of selecting these n mutually orthogonal hyperplanes. For in-
stance, one may choose them randomly; that is, the iterations are independent, and
the choice of the hyperplanes corresponds to the uniform probability measure on the
orthogonal group (this leads to a proof that M(n, c) ≤ 6n). As in [21], the proof of
Theorem 2.1 still involves randomness, but of a different type.

We have explained why high-dimensional convex bodies are “simple objects”, in
some sense, in the isomorphic scale. One might be tempted to believe that the true
complexity of high-dimensional convex sets resides in the almost-isometric scale. Per-
haps the simplicity of convex bodies, as manifested in Theorem 2.1 and in the promi-
nent theorems of asymptotic convex geometry (e.g., Theorem 1.1 and Theorem 1.2
above), is relevant only in the isomorphic scale? For the case of symmetrization, a
negative answer is provided by the next theorem.

Theorem 2.3 ([39]). There exists a universal constant c > 0 such that for any
dimension n ≥ 1 and 0 < ε < 1

2 ,

1. M(n, ε) ≤ cn log 1
ε
, and

2. S(n, ε) ≤ cn4 log2 1
ε
.

The proof of Theorem 2.3 involves harmonic analysis on the sphere Sn−1. The
dependence on n and the dependence on ε in the bound forM(n, ε) are each optimal,
up to the exact value of the constant c. The exponents “4” and “2” in the bound
for S(n, ε) are probably not optimal. Yet, the dependence on ε in Theorem 2.3 is
surprisingly good. Very few results with a logarithmic dependence on the distance ε
are known in high-dimensional convex geometry. Another example is described in [7]
(see S. Szarek’s contribution in these proceedings for an explanation). It would be
interesting to also find such good dependencies in other problems in the theory.

3. Volume distribution in convex bodies

The next family of problems we consider is related to the distribution of mass in
high-dimensional convex bodies. For a convex body K ⊂ R

n, let E ⊂ R
n be the
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Legendre ellipsoid of inertia of K; that is, E is the unique ellipsoid that has the same
barycenter as K and also ∫

K

〈x, θ〉2dx =
∫

E
〈x, θ〉2dx

for any θ ∈ R
n. A convex body K ⊂ R

n of volume one is called isotropic if its
barycenter lies at the origin and its Legendre ellipsoid is a Euclidean ball. In that
case, ∫

K

〈x, θ〉2dx = L2
K

independently of θ in the unit sphere Sn−1. The quantity LK is the isotropic constant
of the convex body K . For any convex body K ⊂ R

n there exists a unique, up to
orthogonal transformations, isotropic body K̃ which is an affine image ofK (see, e.g.,
[51]). The isotropic constant of a general convex body K is defined as LK := L

K̃
,

where K̃ is an isotropic affine image of K .
The isotropic constant of K encompasses many of the volumetric properties of

the convex body K . See [51] for a list. For instance, if K is isotropic, then for any
hyperplane H through the origin,

c1

LK
≤ Voln−1(K ∩H) ≤ c2

LK
(5)

where c1, c2 > 0 are universal constants (see [34], or the survey paper [51]). Note
that the relation (5) is a non-trivial rigidity property of convex bodies, in the almost-
isometric scale. It is well-known (e.g. [51]) that for any dimension n and a convex
body K ⊂ R

n, we have LK > c for some universal constant c > 0. Denote,

Ln = sup
K⊂Rn

LK

where the supremum runs over all convex bodies in R
n. Question 1.1 is equivalent

(see [51]) to the following question: Is it true that supn≥1 Ln < ∞? The best estimate
for the isotropic constant known to date is

Ln < cn
1
4 (6)

for a universal constant c > 0. The estimate (6), proven in [41], is a slight improvement
on a previous boundLn < cn1/4 log n, due to Bourgain (See [16], [17], [28]. See [60]
or the last remark in [38] for the non-symmetric case of Bourgain’s bound). Aside
from the general bound (6), an affirmative answer to Question 1.1 was obtained for
large classes of convex bodies, including unconditional convex sets, zonoids, duals to
zonoids, convex bodies with a bounded outer volume ratio and unit balls of Schatten
norms (see, e.g., references in [41]). A reduction of the slicing problem, from general
convex bodies to the simpler class of finite-volume-ratio bodies, appears in [18], [19]
(see [18], [19] for precise definitions and statements).
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A possible relaxation of Question 1.1 is its isomorphic version. Rather than trying
to bound the isotropic constant of a given convex body K ⊂ R

n, the isomorphic
version asks whether there exists another convex body K ′, isomorphic to K in the
sense of (1), for which the isotropic constant is bounded. A positive answer is provided
in the following theorem.

Theorem 3.1 ([41]). Let K ⊂ R
n be a convex body, and let 0 < ε < 1. Then there

exists another convex body K ′ ⊂ R
n such that

1. LK ′ < c√
ε
, and

2. for some x0 ∈ R
n,

(1 − ε)K ′ ⊂ K + x0 ⊂ (1 + ε)K ′.

Here, c > 0 is a universal constant.

Theorem 3.1 reduces the slicing problem to a question regarding the stability of
the isotropic constant under isomorphic change of the body. Theorem 3.1, together
with Ball’s observation (see [4] or [51, page 78]), provides another derivation of
the existence of a Milman ellipsoid with a universal constant, for any convex body
K ⊂ R

n. A Milman ellipsoid for K with constant c is an ellipsoid E ⊂ R
n with

Voln(K) = Voln(E) such that K may be covered by ecn translations of E (see, e.g.,
[56] for a detailed discussion).

Given a convex bodyK ⊂ R
n, there are several ellipsoids or Euclidean structures

associated with K , such as Milman ellipsoids, the maximal volume ellipsoid, the
Legendre inertia ellipsoid, the minimal surface area ellipsoid, etc. It is customary
to call these Euclidean structures various “positions” of K . The relations between
different positions of a convex body are not clear in general. See [43] for a certain non-
trivial relation, applicable only to 2-convex bodies. As is proven in [19], Question 1.1
is equivalent to the following question: Is it true that for any convex bodyK ⊂ R

n, the
Legendre ellipsoid of K is also a Milman ellipsoid for K , with a universal constant?

A very interesting development stems from the recent Paouris theorem. Suppose
that K ⊂ R

n is an isotropic convex body. Let X be a random vector, that distributes
uniformly over K . Then EX = 0. What can be said about the distribution of |X|?
Clearly

√
E|X|2 = √

nLK . Moreover, a direct consequence of the Brunn–Minkowski
inequality is that Prob(|X| > √

nLKt) decays exponentially in t , i.e., at least as fast
as e−ct for a universal constant c > 0 (see [1] for a subgaussian decay). A surprisingly
strong improvement is contained in the following theorem [63], [64].

Theorem 3.2 (Paouris theorem). LetK ⊂ R
n be an isotropic convex body. Then, for

any t ≥ 1,
Voln

({x ∈ K; |x| ≥ ct
√
nLK}) ≤ exp(−t√n) (7)

where c > 0 is a universal constant.
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The proof of Theorem 3.2 involves, among other ingredients, a clever use of
Dvoretzky’s theorem. In the case where the convex body K is also assumed to be
unconditional, the conclusion of Theorem 3.2 was proven in [11], [12], and for K
being the normalized �n1-ball, the result was proven in [65]. The inequality (7) is
actually tight for the normalized �n1-ball, up to the value of the constant c.

According to Theorem 3.2, all the mass of an isotropic convex body, except for a
mere e−

√
n-fraction, lies inside a ball of radius c

√
nLK around the origin. A conjecture

put forward by Anttila, Ball and Perissinaki [2] suggests that there exists a sequence
εn → 0 with the following property: WheneverK ⊂ R

n is an isotropic convex body,
then for some ρ > 0,

Voln
({x ∈ K; (1 − εn)ρ ≤ |x| ≤ (1 + εn)ρ}) ≥ 1 − εn. (8)

This “thin shell” conjecture (8) was verified in [2] for unit balls of lnp-spaces, and
for a large family of uniformly convex bodies. A positive answer to this conjecture
would imply, in particular, that all high-dimensional isotropic convex bodies have
many near-gaussian one-dimensional marginal distributions. See [2] for the exact
formulation and proof of this implication, and see [24] for a discussion pertaining to
the question of existence of near-gaussian marginals, for all high-dimensional convex
bodies.

Our next topic is related to large deviation estimates for marginal distributions
of general convex sets. Suppose K ⊂ R

n is a convex body of volume one, and let
ϕ : R

n → R be a linear functional. Denote ‖ϕ‖L1(K) = ∫
K

|ϕ(x)| dx. A well-known
consequence of the Brunn–Minkowski inequality, observed by Borell [14], is that for
all t ≥ 1,

Voln
({x ∈ K; |ϕ(x)| ≥ t‖ϕ‖L1(K)}

) ≤ exp(−ct) (9)

where c > 0 is a universal constant. Thus, a uniform sub-exponential estimate holds
for the distribution of an arbitrary linear functional on an arbitrary convex set. A
typical case in which (9) is sharp, is that of a cone over an (n− 1)-dimensional base;
the distribution of a linear functional that vanishes on the base of the cone, is very
close to being an exact exponential.

When K ⊂ R
n is an ellipsoid of volume one, the sub-exponential bound (9) may

be substantially improved. It is easy to see that in this case, any linear functional
ϕ : R

n → R satisfies the sub-gaussian estimate

Voln
({x ∈ K; |ϕ(x)| ≥ t‖ϕ‖L1(K)}

) ≤ exp(−ct2) for all t ≥ 1, (10)

where c > 0 is a universal constant. Inequality (10) is rather sharp, since the distribu-
tion of a linear functional on an ellipsoid is very close to being gaussian. A question
that is often attributed to Milman [6], [61], [62], asks whether for any convex body
K ⊂ R

n of volume one, there exists a non-zero linear functional ϕ : R
n → R, for

which a sub-gaussian estimate holds as in (10). A positive answer to this question
would have the interpretation that for any convex body K ⊂ R

n, there exists a direc-
tion in which, in a sense, K does not look like an apex or a cone, but rather exhibits
quite regular behavior, like that of an ellipsoid or a Euclidean ball.
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An affirmative answer to Milman’s question was obtained for unconditional convex
bodies [11], for zonoids [61] and for some other classes of convex sets [61], [62]. A
recent, general principle provides an affirmative answer to Milman’s question, up to
a logarithmic factor:

Theorem 3.3 ([42]). Let K ⊂ R
n be a convex body of volume one. Then there exists

a non-zero linear functional ϕ : R
n → R, such that for any t ≥ 1,

Voln
({x ∈ K; |ϕ(x)| ≥ t‖ϕ‖L1(K)}

) ≤ exp

(
−c t2

log5(t + 1)

)
,

where c > 0 is a universal constant.

The proofs of Theorem 3.1 and Theorem 3.3 make use of several properties of the
logarithmic Laplace transform of log-concave functions. We would like to conclude
this section with the “random cotype-2” result of Gluskin and Milman. Suppose
K ⊂ R

n is a centrally-symmetric convex body, and X1, . . . , Xn are independent,
random vectors, distributed uniformly in K . In [32] it is proven that with probability
larger than 1 − e−cn,

1

2n
∑

ε∈{−1,1}n

∥∥∥ n∑
i=1

εiλiXi

∥∥∥
K
> c

√
n∑
i=1

λ2
i for all (λ1, . . . , λn) ∈ R

n, (11)

where ‖ · ‖K is the norm whose unit ball isK and c > 0 is a universal constant. Con-
sequently, any finite-dimensional norm satisfies a cotype-2 condition as in (11), with
high probability, when the vectors X1, . . . , Xn are random vectors that are selected
independently and uniformly in the unit ball of that norm. See, e.g., [58, Section 9],
for definitions and basic properties of type and cotype of normed spaces.

4. Beyond Brunn–Minkowski and Santaló inequalities

Some of the recent developments regarding volume distribution in high-dimensional
convex sets are connected with a better understanding of log-concave functions, which
are functions f : R

n → [0,∞) whose logarithm is concave. The relation between
the slicing problem and log-concave functions goes back at least to [5]. Recall that
the Legendre transform of a function ϕ : R

n → R is defined as

Lϕ(x) = sup
y∈Rn

[〈x, y〉 − ϕ(y)] .

The following result follows from the Santaló and Bourgain–Milman inequalities
[3], [45]: For any measurable function ϕ : R

n → R, there exists x0 ∈ R such that
ϕ̃(x) = ϕ(x − x0) satisfies

c ≤
(∫

Rn

e−ϕ̃
∫

Rn

e−Lϕ̃

) 1
n ≤ 2π, (12)
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where c > 0 is a universal constant (and we agree, for the purpose of (12), that
c ≤ ∞ · 0 ≤ 2π ). Equality on the right hand side of (12) holds if and only if ϕ is a.e.
a positive definite quadratic form (see [3]). For the case where ϕ is an even function,
we may select x0 = 0 in (12). In that case, the right hand side of (12) was proven by
K. Ball (see [4] and also [29], for related inequalities). When ϕ is an even function,
the following generalization holds (see [40]):

∫
Rn

e−ϕ dμ
∫

Rn

e−Lϕ dμ ≤
(∫

Rn

e−
|x|2

2 dμ

)2

(13)

where μ is any log-concave measure on R
n (for example, a measure on R

n whose
density is a log-concave function). This is closely related to an interesting theorem
of Cordero-Erausquin [26]: SupposeK, T ⊂ R

2n are convex bodies. We endow R
2n

with a complex structure, and assume that K, T are unit balls of complex Banach
norms, and T = T where T is the conjugate of T . Then

Vol2n(K ∩ T )Vol2n(K
� ∩ T ) ≤ Vol2n(D ∩ T )2, (14)

where K� = {x ∈ R
2n; for all y ∈ K, 〈x, y〉 ≤ 1} is the dual body. The proof

of (14) uses complex interpolation and a recent complex version of the Prékopa–
Leindler inequality due to Berndtsson [8]. It is not clear at the moment whether
(14) generalizes to arbitrary centrally-symmetric convex sets. Inequality (13) may be
viewed as a functional version of this suspected generalization. See [40] for related
inequalities.

Inequality (14) suggests that, perhaps, convex bodies obey some additional geo-
metric inequalities, beyond the classical Santaló and Brunn–Minkowski inequalities.
Further evidence for this stems from the result of Cordero-Erausquin, Fradelizi and
Maurey in [27]. Solving a conjecture from [46], they show that for any centrally-
symmetric convex body K ⊂ R

n and s, t > 0,

γn(
√
stK) ≥ √

γn(sK)γn(tK), (15)

where γn is the standard gaussian measure in R
n, whose density is given by dγn =

(2π)−n/2 exp(−|x|2/2)dx. The Brunn–Minkowski type arguments only yield (15)
with

√
st replaced by s+t

2 (see also F. Barthe’s article in this volume). In the case
where n is even, and K is the unit ball of a complex Banach norm, it is possible to
replace the gaussian measure in (15) with any log-concave measure that respects the
complex structure in a natural way (this follows from [26, Theorem 3.2]). It would be
desirable to understand whether (14) and (15) actually hold in the context of arbitrary
centrally-symmetric convex sets and arbitrary even log-concave measures, without an
underlying complex structure.

Note added in proof. We would like to report on two very recent developments: First,
Giannopoulos, Pajor and Paouris have simplified and slightly improved the proof of
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Theorem 3.3, see http://arxiv.org/abs/math.FA/0604299. Second, the “thin shell” con-
jecture (8) has been proved by the author for all isotropic, convex sets. Consequently,
typical one-dimensional marginal distributions of high-dimensional, isotropic, convex
sets are approximately gaussian. Similar principles also hold for multi-dimensional
marginal distributions. See http://arxiv.org/abs/math.MG/0605014.
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Amenable actions and applications

Narutaka Ozawa

Abstract. We will give a brief account of (topological) amenable actions and exactness for
countable discrete groups. The class of exact groups contains most of the familiar groups
and yet is manageable enough to provide interesting applications in geometric topology, von
Neumann algebras and ergodic theory.
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1. Introduction

The notion of amenable groups was introduced by J. von Neumann in 1929 in his
investigation of the Banach–Tarski paradox. He observed that non-abelian free groups
are not amenable and that this fact is the source of the Banach–Tarski paradox. Since
then it has been shown that the amenability of a locally compact group is equivalent to
many fundamental properties in harmonic analysis of the group: the Følner property,
the fixed point property and the weak containment of the trivial representation in the
regular representation, to name a few. For a discrete group, amenability of the group is
also characterized by nuclearity of its group C∗-algebra, and by injectivity of its group
von Neumann algebra. In this note, we are mainly interested in countable discrete
groups. The class of amenable groups contains all solvable groups and is closed under
subgroups, quotients, extensions and directed unions. As we mentioned before, a
non-abelian free group, or any group which contains it, is not amenable. Amenable
groups play a pivotal role in the theory of operator algebras. Many significant operator
algebra-related problems on groups have been solved for amenable groups. We just
cite two of them; the classification of group von Neumann algebras [14] and measure
equivalences [16], [58] on the one hand, and the Baum–Connes conjecture [46] on the
other hand. In recent years, there have been exciting breakthroughs in both subjects
beyond the amenable cases. We refer to [68] and [84] for accounts of this progress.
We will also treat the classification of group von Neumann algebras and measure
equivalences in Section 4. Since many significant problems, if not all, are already
solved for amenable groups, we would like to set out for the world of non-amenable
groups. Still, as Gromov’s principle goes, no statement about all groups is both non-
trivial and true. So we want a good class of groups to play with. We consider a class
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as good if it contains many of the familiar examples, is manageable enough so that it
maintains non-trivial theorems, and can be characterized in various ways so that it is
versatile. We believe that the class of exact groups, which will be introduced in the
following section, stands these tests. The study of exactness originates in C∗-algebra
theory [50], [51], [52] and was propagated to groups. The class of exact groups is
fairly large and it contains all amenable groups, linear groups [39] and hyperbolic
groups [2], to name a few. It is closed under subgroups, extensions, directed unions
and amalgamated free products. (Since every free group is exact and there exists a
non-exact group [37], a quotient of exact group needs not be exact unless the normal
subgroup is amenable.) Moreover, there is a remarkable theorem that the injectivity
part of the Baum–Connes conjecture holds for exact groups [45], [76], [83], [84].
Since this part of the Baum–Connes conjecture has a lot of applications in geometry
and topology, including the strong Novikov conjecture, it is an interesting challenge
to prove exactness of a given group. We will encounter some other applications in
von Neumann algebra theory and ergodic theory in Section 4.

2. Amenable actions and exactness

We first review the definition of and basic facts on amenable actions. We refer to
[65] for the theory of amenable groups and to [5], [11] for the theory of amenable
actions. The notion of amenability for a group action was first introduced in the
measure space setting in the seminal paper [85], which has had a great influence in
both ergodic theory and von Neumann algebra theory. In this spirit the study of its
topological counterpart was initiated in [3]. In this note, we restrict our attention to
continuous actions of countable discrete groups on (not necessarily second countable)
compact spaces. All topological spaces are assumed to be Hausdorff and all groups,
written as �, �, . . . , are assumed to be countable and discrete. Let � be a group. A
(topological) �-space is a topological space X together with a continuous action of �

on it; � × X � (s, x) �→ s.x ∈ X. For a group (or any countable set) �, we let

prob(�) = {
μ ∈ �1(�) : μ ≥ 0,

∑
t∈� μ(t) = 1

} ⊂ �1(�)

and equip prob(�) with the pointwise convergence topology. We note that this topol-
ogy coincides with the norm topology. The space prob(�) is a �-space with the
�-action given by the left translation: (s.μ)(t) = μ(s−1t).

Definition 2.1. We say that a compact �-space X is amenable (or � acts amenably
on X) if there exists a sequence of continuous maps

μn : X � x �→ μx
n ∈ prob(�)

such that for every s ∈ � we have

lim
n→∞ sup

x∈X

‖s.μx
n − μs.x

n ‖ = 0.
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When X is a point, the above definition degenerates to one of the equivalent
definitions of amenability for the group �. Moreover, if � is amenable, then every
�-space is amenable. Conversely, if there exists an amenable �-space which carries
an invariant Radon probability measure, then � itself is amenable. If X is an amenable
�-space, then X is amenable as a �-space for every subgroup �. It follows that all
isotropy subgroups of an amenable �-space have to be amenable. We recall that the
isotropy subgroup of x in a �-space X is {s ∈ � : s.x = x}. It is also easy to see
that if there exists a �-equivariant continuous map from a �-space Y into another
�-space X and if X is amenable, then so is Y . Finally, we only note that there are
several equivalent characterizations of an amenable action which generalize those for
an amenable group.

Many amenable actions naturally arise from the geometry of groups. The follow-
ing are the most basic examples of amenable actions.

Example 2.2. Let Fr = 〈g1, . . . , gr〉 be the free group of rank r < ∞. Then its
(Gromov) boundary ∂Fr is amenable. We note that the Cayley graph of Fr w.r.t. the
standard set of generators is a simplicial tree and its boundary

∂Fr ⊂ {g1, g
−1
1 , . . . , gr , g

−1
r }N

is defined as the compact topological space of all infinite reduced words, equipped with
the relative product topology (see Figure 1). Similarly, with an appropriate topology,
Fr ∪ ∂Fr becomes a compactification of Fr . The free group Fr acts continuously
on ∂Fr by left multiplication (and rectifying possible redundancy). For x ∈ ∂Fr with
its reduced form x = a1a2 . . . , we set x0 = e and xk = a1 . . . ak . For every n ∈ N,
we let

μn : ∂Fr � x �→ μx
n = 1

n

n−1∑
k=0

δxk
∈ prob(Fr ).

Thus μx
n is the normalized characteristic function of the first n segments of the path in

the Cayley graph of Fr , connecting e to x (see Figure 1). It is not hard to see that μn

is a continuous map such that

sup
x∈∂Fr

‖s.μx
n − μs.x

n ‖ ≤ 2|s|
n

for every s ∈ Fr , where |s| is the word length of s. Indeed, s.μx
n is the normalized

characteristic function of the first n segments of the path connecting s to s.x, which
has a large intersection with the path connecting e to s.x (see Figure 2).

There are generalizations of this construction to groups acting on more general
buildings [72] and on hyperbolic spaces [2].

Example 2.3. Let � be a discrete subgroup of the special linear group SL(n, R) (e.g.,
� = SL(n, Z)) andP ⊂ SL(n, R)be the closed subgroup of upper triangular matrices.
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Figure 1. The Cayley graph of F2 and the
boundary ∂F2.
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Figure 2. Amenability of ∂F2.

Then the left multiplication action of � on the Furstenberg boundary SL(n, R)/P is
amenable. More generally, if G is a locally compact group with a closed amenable
locally compact subgroup P (such that G/P compact), then every discrete subgroup �

of G acts amenably on G/P .

A far-reaching generalization of this example is given in [39], where it is shown
that any linear group admits an amenable action on some compact space. Thus many
non-amenable groups admit amenable actions.

Definition 2.4. We say a group � is exact if there exists a compact �-space X which
is amenable.

Exact groups are also said to be boundary amenable, amenable at infinity or to
have the property A. By definition, all amenable groups are exact. Let X be a
compact �-space. Then, by the universality of the Stone–Čech compactification β�,
there exists a �-equivariant continuous map from β� into X. It follows that � is exact
iff β� (or the boundary ∂β� = β� \ �) is amenable. Moreover, whether � is exact
or not, β� is amenable as a �-space for every exact subgroup � of � since there
exists a �-equivariant continuous map from β� into β�. This observation implies
that exactness is preserved under a directed union, i.e., a group � is exact iff all of its
finitely generated subgroups are exact.

Amenability of the Stone–Čech compactification β� leads to an intrinsic charac-
terization of an exact group �. Before stating it, we introduce the notion of coarse
metric spaces [36]. Let d be a left translation invariant metric on � which is proper
in the sense that every subset of finite diameter is finite. Then l(s) = d(s, e) is a
length function on �, i.e., l(s−1) = l(s), l(st) ≤ l(s) + l(t) for every s, t ∈ �, and
l(s) = 0 iff s = e. The length function l is proper in the sense that l−1([0, R]) is finite
for every R > 0. Conversely, every proper length function l gives rise to a proper
left translation invariant metric d on � such that d(s, t) = l(s−1t). If S is a finite
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generating subset of �, then the corresponding word metric is defined by

dS(s, t) = min{n : s−1t = s1 . . . sn, si ∈ S ∪ S−1}.
We note that even when � is not finitely generated, there exists a proper left translation
invariant metric d on � (as we assume that � is countable). Two proper length
functions l and l′ are equivalent in the sense that l(sn) → ∞ iff l′(sn) → ∞. Thus we
are lead to the notion of coarse equivalence, which is a very loose notion. Two metric
spaces (X, d) and (X′, d ′) are coarsely isomorphic if there exists a (not necessarily
continuous) map f : X → X′ such that d(z, f (X)) < ∞ for every z ∈ X′ and

ρ−(d(x, y)) ≤ d ′(f (x), f (y)) ≤ ρ+(d(x, y))

for some fixed function ρ± on [0, ∞) with limr→∞ ρ−(r) = ∞. Such f is called
a coarse isomorphism. We observe that any two proper left translation invariant
metrics d and d ′ on � are coarsely equivalent in the sense that the formal identity
map from (�, d) onto (�, d ′) is a coarse isomorphism. A coarse metric space is a
space together with a coarse equivalence class of metrics. Hence, � is provided with
a unique coarse metric space structure. Two groups � and �′ are said to be coarsely
isomorphic if they are coarsely isomorphic as coarse metric spaces. It follows from
the following theorem that exactness is a coarse isomorphism invariant. In particular,
a group is exact if it has a finite index subgroup which is exact.

Theorem 2.5 ([47], [83]). For a group �, the following are equivalent.

1. The group � is exact.

2. The metric space (�, d) has the property A: For every ε > 0 and R > 0, there
exist a map ν : � → prob(�) and S > 0 such that ‖νs − νt‖ ≤ ε for every
s, t ∈ � with d(s, t) < R and supp νs ⊂ {t : d(s, t) < S} for every s ∈ �.

3. For every ε > 0 and R > 0, there exist a Hilbert space H , a map ξ : � → H
and S > 0 such that |1 − 〈ξt , ξs〉| < ε for every s, t ∈ � with d(s, t) < R and
〈ξt , ξs〉 = 0 for every s, t ∈ � with d(s, t) ≥ S.

Moreover, if � is exact, then � is coarsely isomorphic to a subset of a Hilbert space.

The main result of [83] is the injectivity part of the Baum–Connes conjecture for
a group which is coarsely embeddable into a Hilbert space. (See also [45], [76],
[84].) This justifies the study of exactness for groups. It is not known whether or
not coarse embeddability into a Hilbert space implies exactness (even in the case
of groups with the Haagerup property). We recall that a metric space (X, d) has
asymptotic dimension ≤ d [36] if for every R > 0, there exists a covering U of X

such that supU∈U diam(U) < ∞ and |{U ∈ U : U ∩ B �= ∅}| ≤ d + 1 for any
subset B ⊂ X with diam(B) < R. Asymptotic dimension is a coarse equivalence
invariant and hence an invariant for a group. We note that the groups Z

d and F
d
r have

asymptotic dimension d.
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Corollary 2.6 ([47]). A coarse metric space with finite asymptotic dimension has the
property A. In particular, a group with finite asymptotic dimension is exact.

It was shown in [22] that every Coxeter group has finite asymptotic dimension and
hence is exact. We refer to [8] for more information on asymptotic dimension.

We describe a relative version of an amenable action, which is useful in proving
various kinds of permanence properties of exactness. There are other approaches [6],
[7], [20] which are as well useful. The following is in the spirit of [3].

Proposition 2.7 ([63]). Let X be a compact �-space and K be a countable �-space.
Assume that there exists a net of Borel maps

μn : X → prob(K)

(i.e., the function X � x �→ μx
n(a) ∈ R is Borel for every a ∈ K) such that

lim
n

∫
X

‖s.μx
n − μs.x

n ‖ dm(x) = 0

for every s ∈ � and every Radon probability measure m on X. Then � is exact
provided that all isotropy subgroups of K are exact. Indeed, if Y is a compact
�-space which is amenable as a �-space for every isotropy subgroup �, then X × Y

(with the diagonal �-action) is an amenable �-space.

Corollary 2.8 ([52]). An extension of exact groups is again exact.

Proof. If � � � is a normal subgroup such that �/� is exact, then Proposition 2.7 is
applicable to an amenable compact (�/�)-space X and K = �/� �

We turn our attention to a group acting on a countable simplicial tree T , which
may not be locally finite. We will define a compactification T = T ∪ ∂T of T , to
which Proposition 2.7 is applicable. We recall that a simplicial tree is a connected
graph without non-trivial circuits, and identify T with its vertex set. The boundary ∂T

of T is defined as in Example 2.2. Thus ∂T is the set of all equivalence classes of
(one-sided) infinite simple paths in T , where two infinite simple paths are equivalent if
their intersection is infinite. For every a ∈ T and x ∈ ∂T , there exists a unique infinite
simple path γ in the equivalence class x which starts at a. We say that the path γ

connects a to x. It follows that every two distinct points in T = T ∪∂T are connected
by a unique simple path (which is a biinfinite path, with the obvious definition, when
both points are boundary points). Every edge separates T into two components, and
every finite subset of edges separates X into finitely many components. Now we
equip T with a topology by declaring that all such components are open. It turns
out that T is compact with this topology. We note that T is dense but not open
in T (unless T is locally finite) and that every automorphism s of T extends to a
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homeomorphism on T . Fixing a base point e ∈ T , we define μn : ∂T → prob(T )

exactly as in Example 2.2. It is not hard to see that μn is a Borel map such that

sup
x∈∂T

‖s.μx
n − μs.x

n ‖ ≤ 2d(s.e, e)

n

for every automorphism s of T (cf. Figure 2). We extend μn to T by simply letting
μa

n = δa ∈ prob(T ) for a ∈ T . Then the sequence of Borel maps μn : T → prob(T )

satisfies the assumption of Proposition 2.7 for X = T , K = T and any group � acting
on T .

We recall that associated with the fundamental group of a graph of groups there
exists a tree, called the Bass–Serre tree, on which the group acts. We describe it in
the case of an amalgamated free product. Let � = �1 ∗� �2 be the amalgamated
free product of groups �1 and �2 with a common subgroup �. Then the associated
Bass–Serre tree T is the disjoint union �/�1 � �/�2 of left cosets, where s�1 and
t�2 are adjacent if s�1 ∩ t�2 �= ∅. Thus the edge set of T coincides with �/�, and
an edge s� connects s�1 and s�2. It turns out that T is a tree. The group � acts on T

from the left in such a way that each vertex stabilizer is conjugate to either �1 or �2
and each edge stabilizer is conjugate to �. We note that the tree T is not locally finite
unless � has finite index in both �1 and �2.

Corollary 2.9 ([25], [78]). Let � be a group acting on a countable simplicial tree T .
Then � is exact provided that all isotropy subgroups are exact. In particular, an
amalgamated free product and an HNN-extension of exact groups are again exact.

It follows that one-relator groups are exact [38] because they are made up by
using HNN-extensions following the McCool–Schupp algorithm. A similar remark
applies to a fundamental group of a Haken 3-manifold thanks to the Waldhausen
decomposition.

Example 2.2 can be generalized to a hyperbolic space, too. The notion of hyper-
bolicity was introduced in the very influential paper [35] and has been extensively
studied since. A metric space is said to be hyperbolic if it is “tree-like” in certain
sense, and a finitely generated group � is said to be hyperbolic if its Cayley graph
is hyperbolic. Hyperbolicity is a robust notion and there are many natural examples
of hyperbolic groups including the free groups. Every hyperbolic group has a nice
compactification, called the Gromov compactification, which is a generalization of
that given in Example 2.2. It is shown in [2] that the action of a hyperbolic group
on its Gromov compactification is amenable. (See also [9] and the appendix of [5].)
The result is generalized in [48], [63] to a group acting on hyperbolic spaces, which
are not necessarily locally finite. Compactification of a non-locally-finite hyperbolic
graph was considered in [10], where its Bowditch compactification K is introduced
for a fine hyperbolic graph K . A simplicial tree T and its compactification T are the
simplest non-trivial examples of a uniformly fine hyperbolic graph and its Bowditch
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compactification. See [10] for details. As in the case for a simplicial tree, the as-
sumption of Proposition 2.7 is satisfied for a uniformly fine hyperbolic graph K , its
Bowditch compactification K and any group acting on K [63]. By a characterization
of a relatively hyperbolic group [10], we obtain the following corollary.

Corollary 2.10 ([20], [59], [63]). A relatively hyperbolic group is exact provided that
all peripheral subgroups are exact. In particular, every hyperbolic group is exact.

Examples of relatively hyperbolic groups include the fundamental groups of com-
plete non-compact finite-volume Riemannian manifolds with pinched negative sec-
tional curvature (which are hyperbolic relative to nilpotent cusp subgroups) [26] and
limit groups (which are hyperbolic relative to maximal non-cyclic abelian subgroups)
[1], [21]. Exactness of limit groups also follows from their linearity.

Another interesting case of group actions which implies exactness is a proper and
co-compact action on a finite dimensional CAT(0) cubical complex [12].

The mapping class group �(S) of a compact orientable surface S is also a natural
example of an exact group [42], [49]. Indeed, the action of �(S) on the space of
complete geodesic laminations is amenable [42]. In contrast, the more well-known
action of �(S) on the Thurston boundary PMF of Teichmüller space is not amenable
because of non-amenable isotropy subgroups. However, if we denote by K the set
of all non-trivial isotopy classes of non-peripheral simple closed curves on S (i.e., K

is the vertex set of the curve complex of S), then the assumption of Proposition 2.7
is satisfied for X = PMF [49]. Since every isotropy subgroup of a point in K is
a mapping class group of lower complexity, induction applies and the exactness of
�(S) follows.

So far we have enumerated examples of exact groups as many as we can (the author
is sorry for any possible omission). Unfortunately, there does exist a (finitely pre-
sented) group which is neither exact nor coarsely embeddable into a Hilbert space [37].
Currently, it is not known whether the following groups are exact or not: Thompson’s
group F , Out(Fr ), automatic groups, 3-manifold groups, groups of homeomorphisms
(resp. diffeomorphisms) on (say) the circle S1, (free) Burnside groups and other mon-
strous groups.

The rest of this section is devoted to the relationship of exactness to operator
algebras. Associated with a group, there are the reduced group C∗-algebra C∗

λ(�)

and the group von Neumann algebra L(�). When � is abelian, C∗
λ(�) is isomorphic

to C(�̂), while L(�) is isomorphic to L∞(�̂), where �̂ is the Pontrjagin dual of �.
Hence the study of C∗

λ(�) corresponds to “noncommutative topology” and that of
L(�) to “noncommutative measure theory” [15]. Amenability of � can be read from
its operator algebras.

Theorem 2.11 ([41], [54], [74]). For a group �, the following are equivalent.

1. The group � is amenable.

2. The reduced group C∗-algebra C∗
λ(�) is nuclear.
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3. The group von Neumann algebra L(�) is injective.

A generalization of this theorem to a group action goes as follows.

Theorem 2.12 ([3]). For a (compact) �-space X, the following are equivalent.

1. The �-space X is amenable.

2. The reduced crossed product C∗-algebra C∗
λ(X � �) is nuclear.

3. The group-measure-space von Neumann algebra L(X � �, m) is injective for
any �-quasi-invariant Radon probability measure m on X.

The nuclear C∗-algebras are accessible among the C∗-algebras and the classifica-
tion program of nuclear C∗-algebras is a very active area of research in C∗-algebra
theory [73]. Many C∗-algebras C∗

λ(X � �) arising from various kinds of boundary
actions are classifiable via their K-theory [4], [53], [77]. Unlike the group case, a
C∗-subalgebra of a nuclear C∗-algebra needs not be nuclear. The notion of exactness
was introduced to give an abstract characterization of subnuclearity and has met a
great success [50], [51]. Exactness has a deep connection with operator space theory
[51], [69]. A C∗-algebra A is called exact if taking the minimal tensor product with
A preserves short exact sequences of C∗-algebras. The following theorem explains
the nomenclature of exact groups.

Theorem 2.13 ([11], [40], [51], [60]). For a group � the following are equivalent.

1. The group � is exact.

2. The reduced group C∗-algebra C∗
λ(�) is exact.

3. The group von Neumann algebra L(�) is weakly exact.

We note that a C∗-subalgebra of an exact C∗-algebra is always exact and that a
von Neumann subalgebra of a weakly exact von Neumann algebra is weakly exact
provided that there exists a normal conditional expectation. Since a von Neumann
algebra with a weakly dense exact C∗-algebra is weakly exact, we obtain the following
corollary.

Corollary 2.14. Exactness is closed under measure equivalence.

We recall that two groups � and � are measure equivalent [36] if there exist
commuting measure preserving free actions of � and � on some Lebesgue measure
space (�, m) such that the action of each of the groups admits a finite measure funda-
mental domain. For example, lattices in the same (second countable) locally compact
group G are measure equivalent. It is known that measure equivalence coincides with
the stable orbit equivalence [29] and hence gives rise to a stable isomorphism of the
corresponding group-measure-space von Neumann algebras.
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3. Amenable compactifications which are small

We study the “size” of an amenable compactification with its application to von
Neumann algebra theory in mind. A compactification of a group � is a compact space
�� containing � as an open dense subset. We only consider those compactifications
which are equivariant; the left multiplication action of � on � extends to a continuous
action of � on ��. A group � is amenable iff the one-point compactification is
amenable, and a group � is exact iff the Stone–Čech compactification β� is amenable.
Thus we think that the “size” of an amenable compactification of a given group
measures the “degree of amenability” of the group. We say that a compactification
�� of � is small at infinity if for every net (sn) in � with sn → x ∈ ∂�, we have
snt → x for every t ∈ � [13]. In other words, �� is small at infinity if every flow
in � drives � to a single point. We note that �� is small at infinity iff the right
multiplication action of � extends continuously on �� in such a way that it is trivial
on �� \ �. For instance, the Gromov compactification Fr ∪ ∂Fr of the free group
Fr (cf. Example 2.2) is small at infinity since the first k segment of st is same as that
of s as long as |s| ≥ k + |t |. The same applies to general hyperbolic groups.

We say that a group � belongs to the class S if the compact (� ×�)-space ∂β� =
β� \� (with the bilateral action) is amenable. If � has an amenable compactification
�� which is small at infinity, then we have � ∈ S. It follows that the class S
contains amenable groups and hyperbolic groups (or more generally, any group which
is hyperbolic relative to a family of amenable subgroups). The class S is closed
under subgroups and free products (with finite amalgamations). Moreover, the wreath
product � �� of an amenable group � by a group � ∈ S again belongs to S [62]. We
observe that an inner amenable group in S has to be amenable because, by definition,
a group � is inner amenable if ∂β� carries an invariant Radon probability measure for
the conjugation action of � (cf. [44]). In general, for a given group � and a countable
�-space K , it is an interesting problem to decide whether or not the compact �-space
∂βK = βK \ K is amenable (cf. [62]). We note the trivial case where the isotropy
subgroups are all amenable.

The following is a relative version of smallness.

Definition 3.1. Let G be a non-empty family of subgroups of �. For a net (sn) in �

we say that sn → ∞ relative to G if sn /∈ s�t for any s, t ∈ � and � ∈ G. We
say that a compactification �� is small relative to G if for every net (sn) in � with
sn → x ∈ �� and with sn → ∞ relative to G, we have snt → x for every t ∈ �.

Suppose that a group � acts on a simplicial tree T and let T be the compactification
defined in the previous section. We recall that the open basis of the topology is given
by cutting finitely many edges. We fix a base point e ∈ T and consider the smallest
compactification �T � of � for which the map � � s �→ s.e ∈ T is continuous on
�T �. Then �T � is small relative to the family of edge stabilizers. Indeed, suppose
that sn → ∞ relative to edge stabilizers and that a, b ∈ T are given. Let γ be a path
connecting a to b. Since the net (sn.γ ) of paths leaves every edge, two end points
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of sn.γ (i.e., sn.a and sn.b) converge to the same point (if they converge). The same
applies to general fine hyperbolic graphs.

For every non-empty family G of subgroups of �, there exists a compactification
�G� which is small relative to G and is largest in the sense that the identity map
on � extends to a continuous map from �G� onto any other compactification which
is small relative to G. In the case where G consists of the trivial subgroup {e}, a
compactification �� is small relative to G iff it is small at infinity, and �G� is the
Higson compactification of the coarse metric space �. On the contrary, if � ∈ G then
�G� = β�.

Definition 3.2. Let G be a non-empty family of subgroups of �. We say that G is
admissible if there exists an amenable compactification of � which is small relative
to G, or equivalently if the �-space �G� is amenable.

From what we have seen, we obtain the following result.

Theorem 3.3. 1. If � acts on a uniformly fine hyperbolic graph K with amenable
isotropy subgroups, then the family of edge stabilizers is admissible. In particular,
the trivial family of the trivial subgroup {e} is admissible for a hyperbolic group.

2. Let � = �1 ×�2 be a direct product and suppose that Gi are admissible for �i .
Then G = {�1} × G2 ∪ G1 × {�2} is admissible for �.

3. Let � = �1 ∗ �2 be a free product and suppose that Gi are admissible for �i .
Then G = G1 ∪ G2 is admissible for �.

4. Application to von Neumann algebra theory

Let � be a group and C� be its complex group algebra (with the convolution product).
The left regular representation λ of C� on �2(�) is given by

(λ(f )ξ)(t) = (f ∗ ξ)(t) =
∑
s∈�

f (s)ξ(s−1t)

for f ∈ C� and ξ ∈ �2(�). By taking completion w.r.t. an appropriate topology, we
obtain the group von Neumann algebra [57]

L(�) = the weak closure of {λ(f ) : f ∈ C�} in B(�2(�))

= {λ(f ) : f a function on � such that λ(f ) is bounded on �2(�)},
where B(�2) is the algebra of all bounded linear operators on �2(�). We note that L is
functorial w.r.t. inclusions, direct products and free products. The group von Neumann
algebra L(�) is finite in the sense that it has a faithful finite trace

τ : L(�) � λ(f ) �→ 〈λ(f )δe, δe〉 = f (e) ∈ C.
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If � is an infinite abelian group, then we have L(�) = L∞(�̂) ∼= L∞[0, 1] by
uniqueness of the Lebesgue measure space without atoms. (Note that we are still
assuming that groups are countable.) Thus, group von Neumann algebras of infinite
abelian groups are all isomorphic. The center Z(L(�)) of L(�) is easy to describe;

Z(L(�)) = Z(C�)
w = {λ(f ) : f is constant on every conjugacy class}.

A von Neumann algebra with a trivial center is called a factor. Since f = λ(f )δe

belongs to �2(�) for every λ(f ) ∈ L(�), the group von Neumann algebra L(�) is
a factor iff all non-trivial conjugacy classes of � are infinite. Such a group � is said
to be ICC (abbreviation of “Infinite Conjugacy Classes”). Examples of ICC groups
include the free group Fr and the amenable group S∞ = ⋃

Sn of finite permutations
on a countably infinite set. The classification problem of von Neumann factors was
raised in [57], where it is shown that L(Fr ) �= L(S∞). This result is clarified by
Theorem 2.11 that � is amenable iff L(�) is injective. We note that a von Neumann
subalgebra of an injective finite von Neumann algebra is again injective and hence
injective finite von Neumann algebras are considered “small”. Connes’s celebrated
theorem [14] asserts that L(�) ∼= L(S∞) for any amenable ICC group �. This
can be regarded as uniqueness of the amenable noncommutative measure space. In
contrast, it is the biggest open problem in the classification of group factors whether
L(Fr ) �∼= L(Fs) for r �= s or not. Free probability theory was invented [80], [82] to
tackle this problem and has revealed deep structures of the free group factors [34],
[70], [81]. In particular, the free group factors L(Fr ) (2 ≤ r < ∞) are mutually
stably isomorphic. Moreover, the following dichotomy is known [24], [71]; the free
group factors are all isomorphic or all non-isomorphic.

We briefly review the notion of orbit equivalences, which is the ergodic theory
counterpart of that of group von Neumann algebras. Let (X, μ) be a Lebesgue prob-
ability measure space with a measurable non-singular action of a group �. Then we
have a group-measure-space von Neumann algebra L(X � �, μ) which is generated
by L∞(X, μ) and a copy of L(�) [57]. The von Neumann algebra L(X � �, μ) is
finite if the �-action is m.p. (measure preserving) and is a factor if the �-action is e.f.
(ergodic and free). For two e.f.m.p. actions � � (X, μ) and � � (Y, ν), we have

(L∞(X, μ) ⊂ L(X � �, μ)) ∼= (L∞(Y, ν) ⊂ L(Y � �, ν))

iff they are orbit equivalent [27], [57], i.e., there exists an isomorphism F : X → Y of
measure spaces such that F(�x) = �F(x) for a.e. x ∈ X. Thus the classification of
von Neumann algebras and that of orbit equivalences are closely related. We note that
it is possible that L(X��, μ) ∼= L(Y ��, ν) without being orbit equivalent [17]. We
say that two e.f.m.p. actions are stably orbit equivalent (or weakly orbit equivalent)
if they are orbit equivalent “after stabilization”, and that two groups � and � are
(resp. stably) orbit equivalent if they have e.f.m.p. actions which are (resp. stably)
orbit equivalent. As we mentioned at the end of Section 2, two groups are stably orbit
equivalent iff they are measure equivalent. Connes’s aforementioned theorem has the
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following counterpart [58]; e.f.m.p. actions of amenable groups are all orbit equivalent
to each other. Beyond the amenable case, there has been remarkable progress [86]
and exciting new developments [28], [29], [30], [31], [33], [43], [56], [67] in this
subject. In particular, it is shown that free groups of different ranks are mutually
non-orbit equivalent [30]. We do not further elaborate on ergodic theory, but refer to
[32], [68], [75] for details. Before leaving this subject, we mention that as far as we
know, the following bold conjecture (communicated to us by D. Shlyakhtenko) stands;
ICC groups are (stably) orbit equivalent iff they have (stably) isomorphic group von
Neumann algebras.

We now focus on von Neumann algebras. Generally speaking, distinguishing
group von Neumann algebras is a difficult task. Indeed, most of known invariants
for group von Neumann algebras are binary; injectivity, the property (�), the prop-
erty (T ), Haagerup’s property, etc. A notable exception is the Cowling–Haagerup
constant [19]. Free entropy (dimension) [80], [82] and L2-homology [18], [55] are
candidates for invariants. Recently, a breakthrough was obtained in [66], where a
longstanding problem from [57] is solved. It is shown that under certain circum-
stances, one can specify the position of a prescribed von Neumann subalgebra in the
ambient von Neumann algebra. This versatile method found several applications [33],
[43], [67], [68]. The following result is obtained by combining this device with theory
of exact C∗-algebras. In the last few pages, we allow ourselves to be more technical.

Theorem 4.1. Let � be a group and G be an admissible family of its subgroups.
Suppose that N ⊂ L(�) is an injective von Neumann subalgebra whose relative
commutant N ′ ∩ L(�) is non-injective. Then there exist � ∈ G and a non-zero
projection p ∈ N such that pN p is conjugated into L(�) by a partial isometry
in L(�).

We recall that N ′ ∩ M = {a ∈ M : [a, N ] = {0}}. Sometimes we can patch the
pieces pN p together and find a unitary element u ∈ L(�) such that uN u∗ ⊂ L(�).
By Theorems 3.3 and 4.1 and a bit more effort, we obtain the following corollaries.

Recall that a von Neumann algebra M is prime if it does not decompose into a
tensor product of two infinite dimensional (diffuse) von Neumann algebras. The free
group factor L(Fr ) is the first example of a separable prime factor [34].

Corollary 4.2 ([61]). Suppose that � belongs to the class S. Then L(�) is solid,
i.e., for any diffuse subalgebra N ⊂ L(�), the relative commutant N ′ ∩ L(�) is
injective. In particular, L(�) is prime unless � is amenable.

Indeed, replacing N with its maximal abelian subalgebra, we may assume that N
is injective. Then pN p is conjugated into L({e}) = C iff the projection p is atomic
in N . Thus, if N ′ ∩ L(�) is non-injective, then N is not diffuse. We note that if
a solid group von Neumann algebra L(�) ∼= N1 ⊗ N2 is not prime, then both Ni

have to be injective and hence L(�) itself is injective. Similarly, one can prove that
a group-measure-space von Neumann algebra L(X � �, μ) for � ∈ S is prime [62].
This generalizes a result in [2] that an orbit equivalence relation of a hyperbolic group
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is indecomposable. In passing, we mention that an analogous result is obtained for
discrete quantum groups and their von Neumann algebras [79]. The following is a
von Neumann algebra analogue of the result in [56].

Corollary 4.3 ([64]). Let �1, . . . , �n ∈ S and assume that they are all non-amenable
and ICC. If M1, . . . , Mm are non-injective factors such that

m⊗
j=1

Mj ⊂
n⊗

i=1

L(�i),

then we have m ≤ n. If in addition m = n, then we have “Mi ⊂ L(�i)” modulo
permutation of indices, rescaling, and unitary conjugacy.

We have a Kurosh type theorem for non-prime von Neumann factors. Another
version of Kurosh type theorem in presence of rigidity is found in [43], [68].

Corollary 4.4 ([62]). Let �1, . . . , �n and �1, . . . , �m be ICC exact non-amenable
groups all of which decompose into non-trivial direct products. Suppose that

L(F∞ ∗ �1 ∗ · · · ∗ �m) ∼= L(F∞ ∗ �1 ∗ · · · ∗ �n).

Then n = m and, modulo permutation of indices, L(�i) is unitarily conjugated onto
L(�i) for every i ≥ 1.

It follows that iterated free product factors L(F∞ ∗ (F∞ × S∞)∗n) are mutually
non-isomorphic. In contrast, L(F∞ ∗ (F∞ × Z)∗n) are all isomorphic [23].

We describe one more application of amenable actions in von Neumann algebra
theory and ergodic theory. Let � be a group acting on a group � by automorphisms.
Then the semi-direct product (� × �) � � naturally acts on �, where � × � acts
on � bilaterally. This action extends to a continuous action on the Stone–Čech
compactification β� and then restricts to ∂β� = β� \ �.

Proposition 4.5. Let � and � be as above with � amenable and assume that the
compact (� × �) � �-space ∂β� is amenable. Then, for any diffuse von Neumann
subalgebra N ⊂ L(�) ⊂ L(� � �), the relative commutant N ′ ∩ L(� � �) is
injective.

This proposition applies to the wreath product � � � = ( ⊕
� �

)
� � for every

amenable group � and for every exact group �. In the case where � is an infinite
abelian group, the group factor L(���) is isomorphic to the group-measure-space fac-
tor L([0, 1]� ��) of the Bernoulli shift action over the base space ([0, 1], Lebesgue).
Hence, we obtain the following corollary. We note that the same holds for a noncom-
mutative Bernoulli shift by setting � = S∞.

Corollary 4.6 ([62]). Let � be an exact group and M = L([0, 1]� � �) be the
group-measure-space factor of the Bernoulli shift action. Then, for any diffuse von
Neumann subalgebra A ⊂ L∞([0, 1]�), the relative commutant A′ ∩ M is injective.
In particular, the orbit equivalence relation of a Bernoulli shift action by an exact
non-amenable group is indecomposable.



Amenable actions and applications 1577

References

[1] Alibegović, E., A combination theorem for relatively hyperbolic groups. Bull. London
Math. Soc. 37 (2005), 459–466.

[2] Adams, S., Boundary amenability for word hyperbolic groups and an application to smooth
dynamics of simple groups. Topology 33 (1994), 765–783.

[3] Anantharaman-Delaroche, C., Systèmes dynamiques non commutatifs et moyennabilité.
Math. Ann. 279 (1987), 297–315.

[4] Anantharaman-Delaroche, C., Purely infinite C∗-algebras arising from dynamical systems.
Bull. Soc. Math. France 125 (1997), 199–225.

[5] Anantharaman-Delaroche C., Renault, J., Amenable groupoids.With a foreword by Georges
Skandalis and Appendix B by E. Germain. Monographies de L’Enseignement Mathéma-
tique 36, Geneva 2000.

[6] Bell, G. C., Property A for groups acting on metric spaces. Topology Appl. 130 (2003),
239–251.

[7] Bell, G., Dranishnikov, A. On asymptotic dimension of groups. Algebr. Geom. Topol. 1
(2001), 57–71.

[8] Bell, G., Dranishnikov, A., Asymptotic dimension in Bedlewo. Preprint, 2005.

[9] Biane, P., Germain, E., Actions moyennables et fonctions harmoniques. C. R. Math. Acad.
Sci. Paris 334 (2002), 355–358.

[10] Bowditch, B. H., Relatively hyperbolic groups. Preprint, 1999.

[11] Brown, N. P., Ozawa, N., C∗-algebras and finite dimensional approximations. Book in
preparation.

[12] Campbell, S. J., Niblo, G. A., Hilbert space compression and exactness for discrete groups.
J. Funct. Anal. 222 (2005), 292–305.

[13] Carlsson, G., Pedersen, E., Controlled algebra and the Novikov conjectures for K- and
L-theory. Topology 34 (1995), 731–758.

[14] Connes, A., Classification of injective factors. Ann. of Math. (2) 104 (1976), 73–115.

[15] Connes, A., Noncommutative geometry. Academic Press, Inc., San Diego, CA, 1994.

[16] Connes, A., Feldman, J., Weiss, B., An amenable equivalence relation is generated by a
single transformation. Ergodic Theory Dynam. Systems 1 (1981), 431–450.

[17] Connes, A., Jones, V., A II1 factor with two nonconjugate Cartan subalgebras. Bull. Amer.
Math. Soc. 6 (1982), 211–212.

[18] Connes, A., Shlyakhtenko, D., L2-Homology for von Neumann Algebras. Preprint, 2003.

[19] Cowling, M., Haagerup, U., Completely bounded multipliers of the Fourier algebra of a
simple Lie group of real rank one. Invent. Math. 96 (1989), 507–549.

[20] Dadarlat, M., Guentner, E., Uniform embeddability of relatively hyperbolic groups.
Preprint, 2005.

[21] Dahmani, F., Combination of convergence groups. Geom. Topol. 7 (2003), 933–963.

[22] Dranishnikov, A., Januszkiewicz, T., Every Coxeter group acts amenably on a compact
space. In Proceedings of the 1999 Topology and Dynamics Conference (Salt Lake City,
UT). Topology Proc. 24 (1999), Spring, 135–141.

[23] Dykema, K., Free products of hyperfinite von Neumann algebras and free dimension. Duke
Math. J. 69 (1993), 97–119.



1578 Narutaka Ozawa

[24] Dykema, K., Interpolated free group factors. Pacific J. Math. 163 (1994), 123–135.

[25] Dykema, K. J., Exactness of reduced amalgamated free product C∗-algebras. Forum Math.
16 (2004), 161–180.

[26] Farb, B., Relatively hyperbolic groups. Geom. Funct. Anal. 8 (1998), 810–840.

[27] Feldman, J., Moore, C. C., Ergodic equivalence relations, cohomology, and von Neumann
algebras. I, II. Trans. Amer. Math. Soc. 234 (1977), 289–359.

[28] Furman, A., Gromov’s measure equivalence and rigidity of higher rank lattices. Ann. of
Math. (2) 150 (1999), 1059–1081.

[29] Furman, A., Orbit equivalence rigidity. Ann. of Math. (2) 150 (1999), 1083–1108.

[30] Gaboriau, D., Coût des relations d’équivalence et des groupes. Invent. Math. 139 (2000),
41–98.

[31] Gaboriau, D., Invariants l2 de relations d’équivalence et de groupes. Inst. Hautes Études
Sci. Publ. Math. 95 (2002), 93–150.

[32] Gaboriau, D., On orbit equivalence of measure preserving actions. In Rigidity in dynamics
and geometry (Cambridge, 2000), Springer-Verlag, Berlin 2002, 167–186.

[33] Gaboriau, D., Popa, S.,An uncountable family of nonorbit equivalent actions of Fn. J. Amer.
Math. Soc. 18 (2005), 547–559.

[34] Ge, L., Applications of free entropy to finite von Neumann algebras. II. Ann. of Math. (2)

147 (1998), 143–157.

[35] Gromov, M., Hyperbolic groups. In Essays in group theory, Math. Sci. Res. Inst. Publ., 8,
Springer-Verlag, New York 1987, 75–263.

[36] Gromov, M., Asymptotic invariants of infinite groups. In Geometric group theory (Sussex,
1991), Vol. 2, London Math. Soc. Lecture Note Ser. 182, Cambridge University Press,
Cambridge 1993, 1–295.

[37] Gromov, M., Random walk in random groups. Geom. Funct. Anal. 13 (2003), 73–146.

[38] Guentner, E., Exactness of the one relator groups. Proc. Amer. Math. Soc. 130 (2002),
1087–1093.

[39] Guentner, E., Higson N., Weinberger, S., The Novikov Conjecture for Linear Groups.
Preprint, 2003.

[40] Guentner, E., Kaminker, J., Exactness and the Novikov conjecture. Topology 41 (2002),
411–418.

[41] Hakeda, J., Tomiyama, J., On some extension properties of von Neumann algebras. Tôhoku
Math. J. (2) 19 (1967) 315–323.

[42] Hamenstädt, U., Geometry of the mapping class groups I: Boundary amenability. Preprint,
2005.

[43] Ioana, A., Peterson, J., Popa, S., Amalgamated free products of w-rigid factors and calcu-
lation of their symmetry groups. Preprint, 2005.

[44] de la Harpe, P., Groupes hyperboliques, algèbres d’opérateurs et un théorème de Jolissaint.
C. R. Acad. Sci. Paris Sér. I Math. 307 (1988), 771–774.

[45] Higson, N., Bivariant K-theory and the Novikov conjecture. Geom. Funct. Anal. 10 (2000),
563–581.

[46] Higson, N., Kasparov, G., E-theory and KK-theory for groups which act properly and
isometrically on Hilbert space. Invent. Math. 144 (2001), 23–74.



Amenable actions and applications 1579

[47] Higson N., Roe, J., Amenable group actions and the Novikov conjecture. J. Reine Angew.
Math. 519 (2000), 143–153.

[48] Kaimanovich, V., Boundary amenability of hyperbolic spaces. In Discrete geometric anal-
ysis, Contemp. Math. 347, Amer. Math. Soc., Providence, RI, 2004, 83–111.

[49] Kida, Y., The mapping class group from the viewpoint of measure equivalence theory.
Preprint, 2005.

[50] Kirchberg, E., On nonsemisplit extensions, tensor products and exactness of group C∗-
algebras. Invent. Math. 112 (1993), 449–489.

[51] Kirchberg, E., Exact C∗-algebras, tensor products, and the classification of purely infinite
algebras. In Proceedings of the International Congress of Mathematicians (Zürich, 1994),
Vol. 2, Birkhäuser, Basel 1995, 943–954.

[52] Kirchberg, E., Wassermann, S., Permanence properties of C∗-exact groups. Doc. Math. 4
(1999), 513–558.

[53] Laca, M., Spielberg, J., Purely infinite C∗-algebras from boundary actions of discrete
groups. J. Reine Angew. Math. 480 (1996), 125–139.

[54] Lance, C., On nuclear C∗-algebras. J. Funct. Anal. 12 (1973), 157–176.

[55] Mineyev, I., Shlyakhtenko, D., Non-microstates free entropy dimension for groups. Geom.
Funct. Anal. 15 (2005), 476–490.

[56] Monod, N., Shalom,Y., Orbit equivalence rigidity and bounded cohomology. Ann. of Math.
(2), to appear.

[57] Murray, F. J., von Neumann, J., On rings of operators. IV. Ann. of Math. (2) 44 (1943),
716–808.

[58] Ornstein, D. S., Weiss, B., Ergodic theory of amenable group actions. I. The Rohlin lemma.
Bull. Amer. Math. Soc. 2 (1980), 161–164.

[59] Osin, D. V., Asymptotic dimension of relatively hyperbolic groups. Preprint, 2004.

[60] Ozawa, N., Amenable actions and exactness for discrete groups. C. R. Acad. Sci. Paris Sér.
I Math. 330 (2000), 691–695.

[61] Ozawa, N., Solid von Neumann algebras. Acta Math. 192 (2004), 111–117.

[62] Ozawa, N., A Kurosh type theorem for type II1 factors. Preprint, 2004.

[63] Ozawa, N., Boundary amenability of relatively hyperbolic groups. Topology Appl., to ap-
pear.

[64] Ozawa, N., Popa, S., Some prime factorization results for type II1 factors. Invent. Math.
156 (2004), 223–234.

[65] Paterson, A. L. T., Amenability. Math. Surveys Monogr. 29, Amer. Math. Soc., Providence,
RI, 1988.

[66] Popa, S., On the fundamental group of type II1 factors. Proc. Natl. Acad. Sci. USA 101
(2004), 723–726.

[67] Popa, S., Strong rigidity of II1 factors arising from malleable actions of w-rigid groups, I,
II. Preprint, 2003.

[68] Popa, S., Deformation and rigidity for group actions and von Neumann algebras. In Pro-
ceedings of the International Congress of Mathematicians (Madrid, 2006), Volume I, EMS
Publishing House, Zürich 2006/2007.

[69] Pisier, G., Introduction to operator space theory. London Math. Soc. Lecture Note Ser.
294, Cambridge University Press, Cambridge 2003.



1580 Narutaka Ozawa
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Structure and classification of C∗-algebras

Mikael Rørdam

Abstract. We give an overview of the development over the last 15 years of the theory of simple
C∗-algebras, in particular in regards to their classification and structure. We discuss dimension
theory for (simple) C∗-algebras, in particular the so-called stable and real ranks, and we explain
how properties of C∗-algebras of low dimension (stable rank one and real rank zero) was used
by the author and P. Friis to give a new and simple proof of a theorem of H. Lin that almost
commuting self-adjoint matrices are close to exactly commuting self-adjoint matrices. Elliott’s
classification program is explained and is contrasted with recent examples of C∗-algebras of
“high dimension”, including an example of a simple C∗-algebra with a finite and an infinite
projection.
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Keywords. Simple C∗-algebras, classification, K-theory, dimension, almost commuting matri-
ces.

1. Introduction

A (represented) C∗-algebra is a norm closed self-adjoint sub-algebra of the bounded
operators on a Hilbert space. One can alternatively describe C∗-algebras axiomat-
ically as complex Banach algebras with an involution that satisfies ‖a∗a‖ = ‖a‖2,
thanks to a theorem of Gelfand, Naimark and Segal. Each commutative C∗-algebra
is isomorphic to C0(X) for some locally compact Hausdorff space X, and C0(X) is
isomorphic to C0(Y ) if and only if X and Y are homeomorphic. This justifies the
jargon that the study of C∗-algebras is non-commutative topology.

One can associate a C∗-algebra to each (locally compact) group, and the repre-
sentation theory of the group C∗-algebra coincides with the representation theory of
the group. Much of the early interest in C∗-algebras lay in their representation theory,
and in their connection with other objects (such as groups).

Nearly 50 years ago, Glimm constructed a class of C∗-algebras, now called UHF-
or Glimm algebras, that are the C∗-algebra analog of the hyperfinite II1-factor. Unlike
the situation for von Neumann algebras, there is not one UHF-algebra but in fact
uncountably many. Glimm classified UHF-algebras by an invariant that we today can
identify as the K0-group of the algebra. Glimm’s work was extended by Bratteli and
Elliott who classified the larger class ofAF-algebras (approximately finite dimensional
C∗-algebras) that arise as inductive limits of finite dimensional C∗-algebras (the latter
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are just direct sums of matrix algebras). All UHF-algebras are simple, ie. have no
non-trivial closed two-sided ideals. AF-algebras may or may not be simple, and far
from all simple AF-algebras are UHF-algebras. Simple AF-algebras need not have
unique trace, actually any metrizable Choquet simplex can arise as the trace simplex
of a simple unital AF-algebra.

Many other interesting examples of (simple) C∗-algebras saw the light in the 1970s
and 1980s. Cuntz invented his algebras On. These are, for 2 ≤ n < ∞, generated
by n isometries s1, s2, . . . , sn satisfying the relation 1 = s1s

∗
1 +s2s

∗
2 +· · ·+sns

∗
n . (For

n = ∞ this relation is replaced with the relation that the support projections sj s
∗
j are

mutually orthogonal.) Cuntz proved that his algebras are simple and purely infinite
(see Definition 2.3) and independent on the choice of generators. These were the first
explicit examples of simple infinite separable C∗-algebras. Cuntz and Krieger later
associated a C∗-algebra to each finite Markov chain. This construction has today been
generalized considerably in parts by Pimsner, who associated a Pimsner algebra to
each Hilbert bi-module over a C∗-algebra, and with the constructions of C∗-algebras
associated with infinite graphs. Many of these C∗-algebras are simple and purely
infinite.

One can also obtain simple C∗-algebras from groups. The reduced groups C∗-
algebra C∗

red(G) associated with a (discrete) group is simple for many interesting
cases of non-amenable groups G, for example when G is a free group (other than Z).
These C∗-algebras are often exact, but never nuclear. Non-amenable groups can
act amenably on spaces and can in this way give rise to simple, purely infinite, and
nuclear C∗-algebra. Dynamical systems in general, also with amenable groups and
in particular with Z, give rise to many interesting examples of C∗-algebras, many of
which are simple.

The irrational rotation C∗-algebra, Aθ , associated with an irrational number θ , is
the universal C∗-algebra generated by two unitaries u and v satisfying the commuta-
tion relation uv = e2πiθvu. They were first studied by Rieffel and shown to be simple
with a unique trace and being independent of the generators u and v. The irrational
rotation C∗-algebra Aθ contains the Harper operator u+u∗ +λ(v +v∗), where λ is a
non-zero real parameter, whose spectrum recently has been shown to be a Cantor set.

These examples, and many more like them, have spurred the interest in under-
standing, and perhaps classifying, C∗-algebras, in particular the simple ones. This
study was first suggested by Dixmier in the 1960s, and later taken up by Cuntz and
Blackadar to mention just a few. It was investigated when finite simple C∗-algebras
have a trace, and Cuntz studied the purely infinite C∗-algebras (that resemble the
type III1 von Neumann factors). The question, if all simple C∗-algebras are either
(stably) finite or purely infinite was left open until a few years ago where the author
found a counterexample inspired by ideas of Villadsen.

The most significant progress in our understanding of C∗-algebras comes from
the program initiated by Elliott, and known as Elliott’s classification program. El-
liott predicts that (simple) separable nuclear C∗-algebras can be classified by natural
invariants including K-theory as the most prominent ingredient. This conjecture
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has now been verified for a surprisingly wide class of C∗-algebras, for example for
all simple separable nuclear purely infinite K-amenable C∗-algebras (the Kirchberg–
Phillips theorem). We also know that we must make modifications to the classification
conjecture if we want to turn it into a theorem.

We give here an overview of the theory of simple C∗-algebras including some
of the recent examples of exotic “high-dimensional” simple C∗-algebras. We also
include a solution to a classical problem, if almost commuting matrices must be close
to commuting matrices, as the methods to solve this problem grew out of the methods
used to study (simple) C∗-algebras.

2. The structure of simple C∗-algebras

Von Neumann algebra factors were by their inventors, von Neumann and Murray,
divided into types: In, I∞, II1, II∞, and III. The types are distinguished by the
dimension range of the projections in the factor, which for the 5 types above are
{0, 1, 2, . . . , n}, {0, 1, 2, . . . , ∞}, [0, 1], [0, ∞], and {0, ∞}, respectively. A type
In-factor, with n finite, is isomorphic to the algebra of n × n matrices, and, more
generally a type In factor is the algebra of all bounded operators on an n-dimensional
Hilbert space. Type II1-factors admit a unique tracial state, and type III-factors are
traceless. A separable von Neumann algebra is simple (has no non-trivial closed two-
sided ideals) if and only if it is a factor of type In, with n finite, type II1, or of type
III.

Can one similarly divide the (infinite dimensional) simple C∗-algebras into two
types; a finite type resembling the type II1-factors and an infinite type resembling the
type III-factors? Existence of traces and of finite and infinite projections should be
natural dividing criterions:

Definition 2.1. Two projections p and q in a C∗-algebra A are said to be (Murray–
von Neumann) equivalent, written p ∼ q, if p = v∗v and q = vv∗ for some (partial
isometry) v in A; and p is subequivalent to q, written p � q, if p is equivalent to a
subprojection of q.

A projection in a C∗-algebra A is said to be infinite if it is equivalent to a proper
subprojection of itself; and it is said to be finite otherwise.

A simple C∗-algebra A is called stably infinite if its stabilization A ⊗ K contains
an infinite projection, and it is called stably finite otherwise.

The notion of finiteness relate, as we would expect, to the existence of traces. As
C∗-algebras need not be unital, we allow our traces to be unbounded and densely (not
necessarily everywhere) defined.

The usual construction of a trace on an abstract C∗-algebra goes via a so-called
dimension function (a “measure” rather than the “integral”), which by “integration”
gives rise to a functional, which is slightly short of being a trace: additivity is known
to hold only on abelian subalgebras. Such functionals are called quasitraces. Uffe
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Haagerup proved in [16] that quasitraces are in fact traces on exact C∗-algebras
(Haagerup proved this for unital C∗-algebras, and Kirchberg extended the result to
the non-unital case).

We have the following fundamental theorem on the existence of traces on simple
C∗-algebra:

Theorem 2.2 (Blackadar-Cuntz–Haagerup). A simple C∗-algebra A admits a quasi-
trace (and hence a trace, if A is exact) if and only if A is stably finite.

Outline of proof: Blackadar and Cuntz proved in [2] that the following three conditions
are equivalent for a simple stable C∗-algebra A: 1) A contains an infinite projection,
2) A has no dimension function, and 3) A is algebraically simple. Any dimension
function lifts to a quasitrace by [3], so the equivalence of 1) and 2) together with
Haagerup’s result, that quasitraces on exact C∗-algebras are traces, yields the theorem.

How finite are stably finite simple C∗-algebras? and how infinite are the stably
infinite ones? The definition below, due to Cuntz, is relevant for the discussion of the
latter.

Definition 2.3. A simple C∗-algebra A is said to be purely infinite if every non-zero
hereditary subalgebra of A contains an infinite projection.

Any subalgebra of the form xAx∗ is hereditary, and the converse holds in the
separable case. In other words, a simple C∗-algebra is purely infinite if one can find
infinite projections in all “arbitrarily small corners” of A. A purely infinite C∗-algebra
is clearly stably infinite. The opposite does not hold as we shall see in Section 5.

2.1. Dimensions of C∗-algebras. A commutative C∗-algebra is isomorphic to
C0(X) for some locally compact Hausdorff space X, and the space X is determined up
to homeomorphism by the isomorphism class of the C∗-algebra. In the commutative
case we can therefore define the dimension of the C∗-algebra to be the classical dimen-
sion of the space X. What about the non-commutative case? It turns out that there are
several, and unfortunately mutually disagreeing, ways of extending dimension to the
non-commutative setting. The low dimension cases are of most interest in particular
in the study of simple C∗-algebras (many nicely behaving simple C∗-algebras are of
very low dimension). Two notions of “low dimension” are particularly important:

Definition 2.4. Let A be a C∗-algebra. If the set of invertible elements in A (or in
the unitization of A, if A is non-unital) is dense in A, then A is said to be of stable
rank one, written sr(A) = 1.

If the set of self-adjoint invertible elements in A (or in the unitization of A, if A

is non-unital) is dense in the set of self-adjoint elements in A, then A is said to be of
real rank zero, written RR(A) = 0.

Rieffel introduced stable rank in his paper [24], and Brown and Pedersen intro-
duced real rank in [5]. A commutative C∗-algebra C0(X) is of stable rank one if
dim(X) ≤ 1, and of real rank zero if dim(X) = 0.
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Brown and Pedersen show that a C∗-algebra is of real rank zero if and only if the
set of self-adjoint elements with finite spectrum is dense in the set of all self-adjoint
elements. All purely infinite simple C∗-algebras are of real rank zero:

Proposition 2.5 (Cuntz [6], Zhang [35]). The following three conditions are equiva-
lent for any simple C∗-algebra (other than C):

(i) A is purely infinite,

(ii) for all non-zero positive elements a, b in A there exists x ∈ A such that
b = x∗ax,

(iii) RR(A) = 0 and all non-zero projections in A are infinite.

Stably infinite C∗-algebras are never of stable rank one (in fact they have stable
rank +∞). It was a surprise when Villadsen in [33] showed that stably finite simple
C∗-algebras need not be of stable rank one. Stably finite C∗-algebras can have very
few projections and hence have real rank greater than zero.

2.2. Comparison theory for C∗-algebras. Comparison theory for projections in
von Neumann algebras is a crucial ingredient in the classification of von Neumann
factors into types and to proving existence of traces on finite von Neumann algebras.
Comparison of projections in a von Neumann factor is total: for any two projections
p, q one has either p � q or q � p (see Definition 2.1). The comparison theory
for C∗-algebras is far more delicate as is in parts reflected by looking at the ordered
K0-group. Any simple dimension group arises as the ordered K0-group of a simple
AF-algebra, and such ordered groups easily fail to be totally ordered. The second best
thing after total comparison of projection is weak (or almost) unperforation, described
below.

The comparison properties for aC∗-algebraA are contained in the ordered monoids
V (A) and W(A) consisting of equivalence classes of projections and positive ele-
ments, respectively, in the (non-unital) ∗-algebra M∞(A) = ⋃∞

n=1 Mn(A). Equiv-
alence of projections is the usual Murray–von Neumann equivalence (see Defini-
tion 2.1). Following Cuntz, comparison of positive elements a, b ∈ M∞(A) is de-
fined as follows: a � b if there is a sequence {xn} in M∞(A) such that x∗

nbxn → a;
and by a ≈ b iff a � b and b � a one defines an equivalence relation on the pos-
itive elements, which by the way does not quite agree with Murray–von Neumann
equivalence when restricted to projections.

The sets V (A) and W(A) become ordered abelian semigroups by defining addition
to be “orthogonal addition”:

[a] + [b] =
[ (

a 0
0 b

) ]
,

and ordering to be induced by �. The ordering on V (A) coincides with the algebraic
ordering: x ≤ y iff there is z such that y = x + z. The ordering on W(A) is not



1586 Mikael Rørdam

algebraic. Both semigroups are positive in the sense that they have a zero element
which at the same time is the smallest element of the semigroup; hence x ≤ x +y for
all x, y. The semigroup V (A) is called the Murray–von Neumann semigroup of A,
and W(A) is called the Cuntz semigroup of A.

If A is generated as an ideal by its projections (which is the case for all simple
C∗-algebras with a non-trivial projection), then K0(A) is the Grothendieck group of
V (A), and the positive cone, K0(A)+, is the image of V (A) in K0(A).

It was shown in [3] that there is a one-to-one correspondence between (lower
semi-continuous) states on W(A) and quasitraces on A, and by Haagerup’s theorem
in [16], quasitraces are traces on exact C∗-algebras. States on V (A) extends (possibly
non-uniquely) to (lower semi-continuous) states on W(A) as shown in [4]. It follows
in particular that each state on V (A) lifts to a trace on A if A is exact. A new proof
of this fact was recently given by Haagerup and Thorbjørnsen, [17], using random
matrix methods.

An ordered abelian positive semigroup (W, +, ≤) is said to be almost unperforated
if

∀n, m ∈ N ∀x, y ∈ W : nx ≤ my and n > m �⇒ x ≤ y.

(The negation of almost unperforation is strong perforation.) One can use a Hahn–
Banach type argument (see [15] and [29]) to show that (W, +, ≤) is almost unper-
forated if and only if the order on W is determined by states on W . It follows in
particular, that if A is simple and exact, if V (A) is almost unperforated, and if p, q

are two projections in M∞(A), then p � q if τ(p) < τ(q) for all traces τ on A. A
similar statement, with dimension functions in the place of traces, holds for W(A)

(see [29]).
A simple C∗-algebra A is purely infinite if and only if W(A) has only one non-zero

element; and if W(A) is almost unperforated, then A is either purely infinite or stably
finite. It is known that W(A) and V (A) are almost unperforated for many C∗-algebras
of interest including, besides all purely infinite C∗-algebras, also all C∗-algebras that
tensorially absorb the Jiang-Su algebra Z (see [29]).

It is quite often the case that the semigroups V (A) and W(A) are almost un-
perforated, but it is not true in general for simple C∗-algebras as shown in the pio-
neering work of Villadsen (see Section 5). Almost unperforation can fail spectacu-
larly. For example there is a simple nuclear C∗-algebra A in which one has elements
x, y1, y2, y3, . . . ∈ V (A) satisfying 2x = 2y1 = 2y2 = · · · and x � y1+y2+· · ·+yn

for all natural numbers n, see [26].
It is not known if such exotic phenomenons can occur for C∗-algebras of real rank

zero:

Question 2.6. Suppose that A is a simple C∗-algebra of real rank zero.

(i) Does it follow that A is either stably finite or purely infinite?

(ii) Does it follow that V (A) and W(A) are almost unperforated?
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2.3. Tensor products and free products. Takesaki proved that the minimal (= spa-
tial) tensor product of two simple C∗-algebras is again simple. This is at first thought
perhaps not surprising, but one should bear in mind that the minimal tensor product of
two (non-simple and non-exact) C∗-algebras can have unexpected and exotic ideals.

Following the similar notion from von Neumann factors we say that a simple C∗-
algebra is tensorially prime if it is not isomorphic to a tensor product A ⊗ B, where
both A and B are (simple and) non-type I (i.e., are not isomorphic to the compact
operators on a finite or infinite dimensional Hilbert space). We consider here only the
minimal tensor product, which we denote by ⊗.

Proposition 2.7 (Kirchberg, see [27]). Let A and B be simple non-type I C∗-algebras.
If A or B is stably infinite, then A ⊗ B is purely infinite. If A and B are both stably
finite and exact, then A ⊗ B is stably finite.

In particular, if D is a simple, exact, and non-tensorially prime C∗-algebra, then
D is either stably finite and admits a trace or D is purely infinite.

Note that we do not know if the tensor product of two (non-exact) stably finite
simple C∗-algebras is stably finite. This would be the case if we knew that quasitraces
on arbitrary (non-exact) C∗-algebras are traces.

Several simple C∗-algebras are non-tensorially prime without obviously being so.
Jiang and Su constructed in [18] a simple separable unital stably finite non-type I
C∗-algebra Z, called the Jiang–Su algebra, that has the same K-theory (and the same
Elliott invariant, see Section 3) as the complex numbers. It has been shown that many
C∗-algebras are Z-absorbing, i.e., they satisfy A ∼= A⊗Z; Z-absorbing C∗-algebras
are obviously non-tensorially prime.

The most non-commutative product of two C∗-algebras is the free product (= the
“largest” C∗-algebra generated by copies of the two C∗-algebras). We also have the
unital free product A ∗C B of two unital C∗-algebras A and B, which is defined to
be the “largest” unital C∗-algebras generated by a unital copy of A and a unital copy
of B.

Consider the C∗-algebra A = M2 ∗C O2, and let e ∈ M2 ⊆ A be a 1-dimensional
projection in M2. Then e ⊕ e is equivalent to 1A, which is a (properly) infinite
projection in A. The projection e is finite in A, intuitively because it is in free position
from O2 (a rigorous proof of this fact is non-trivial). The free product C∗-algebra A

however is very far away from being simple.
Voiculescu introduced the notion of reduced free products of C∗-algebras, or rather

of non-commutative probability spaces (A, ρA) and (B, ρB), where A and B are unital
C∗-algebras, and ρA and ρB are states on A and B, respectively. The reduced free
product is again a non-commutative probability space, denoted (A ∗red B, ρA ∗ ρB).
The associated C∗-algebra A ∗red B is very often simple (see [1]), and it is exact if
both A and B are exact (see [8] and [11]), but it is almost never nuclear.

At a first glance one might expect that the (simple) reduced free product C∗-algebra
M2 ∗red O2 (with respect to suitable states on M2 and O2) would be an example
of an infinite C∗-algebra with a finite projection e ∈ M2 (as above). However, it
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turns out that most reduced free product C∗-algebras, including M2 ∗red O2, have
excellent comparison theory (eg., their Murray–von Neumann semigroup is almost
unperforated), and one can show that the projection e from above is infinite in the
reduced free product, and, moreover, that M2 ∗red O2 (and other C∗-algebras like it)
is purely infinite. Results along these lines were obtained by Dykema and the author
in [9] and [10].

3. Elliott’s classification conjecture

The possibility that C∗-algebras can be classified – up to ∗-isomorphism – by K-
theory was perhaps first suggested by Glimm’s classification of UHF-algebras (also
called Glimm algebras) by supernatural numbers, or, equivalently, by a subgroup
of the rational numbers, their K0-group. This classification was later extended to
AF-algebras by Bratteli and Elliott to yield a one-to-one correspondence between
dimension groups and AF-algebras. The former were axiomatically described by Ef-
fros, Handelman, and Shen as being the unperforated ordered abelian groups with the
Riesz Interpolation Property. In the late 1980s in [12] Elliott extended the classifica-
tion of AF-algebras to include a class of C∗-algebras, now called AT-algebras, that
arise as inductive limits of direct sums of matrix algebras over C(T), with the added
assumption that the inductive limit C∗-algebra is of real rank zero. These algebras
can have non-trivial K1-group. Elliott raised in the same paper the possibility that his
classification might encompass much more than this apparently rather special class
of C∗-algebras: many naturally occurring C∗-algebras might be AT-algebras of real
rank zero. Moreover, the same invariant, or possibly an expanded version of it, might
classify an even wider class of C∗-algebras. These ideas, expressed in more detail
below, are known as the Elliott classification conjecture.

Elliott’s prediction, that AT-algebras of real rank zero are rather frequently occur-
ring C∗-algebras, was shortly after confirmed by himself and Evans as they discovered
that the irrational rotation C∗-algebras mentioned in the introduction areAT-algebras.
Putnam showed around the same time that C∗-algebras associated with a minimal ac-
tion on the Cantor set likewise are AT-algebras.

Turning to the precise formulation of the classification conjecture, we only expect
to be able to deal with separable and nuclear C∗-algebras (nuclearity is for C∗-algebras
what injectivity, or equivalently, hyperfiniteness, is for von Neumann algebras). The
K-theory of a C∗-algebra A consists of two abelian groups K0(A) and K1(A). The
K0-group has a distinguished subset, K0(A)+, (the image of V (A) in K0(A), cf.
Section 2), which gives K0(A) the structure of an ordered abelian group when A has
an approximate unit consisting of projections and when A is stably finite.

To simplify its statement, and to state the conjecture in a situation, where no
counterexamples (yet) exist, we state formally the Elliott conjecture only in the real
rank zero case:
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Conjecture 3.1 (Elliott – the real rank zero case). Let A and B be simple separable
nuclear unital C∗-algebras of real rank zero. Then

A ∼= B ⇐⇒ (K0(A), K0(A)+, [1A], K1(A)) ∼= (K0(B), K0(B)+, [1B ], K1(B)).

The isomorphism on the right-hand side asserts that there exist isomorphisms
α0 : K0(A) → K0(B) and α1 : K1(A) → K1(B) such that α0(K0(A)+) = K0(B)+
and α0([1A]) = [1B ]. The invariant can detect whether A is stably finite or stably infi-
nite: K0(A)+ = K0(A) in the latter case, and K0(A) �= 0 and K0(A)∩−K0(A)+ = 0
in the former case.

The conjecture can – with due care – be extended to non-simple C∗-algebras. We
have already mentioned that Elliott’s results in [12] confirms his conjecture for AT-
algebras of real rank zero. Dadarlat and Gong, [7], later verified the conjecture for the
much wider class of so-called AH-algebras (of slow dimension growth) of real rank
zero. These classification results also hold in the non-simple case, but the invariant
becomes more complicated. It is an open problem if all simple separable nuclear
stably finite C∗-algebras of real rank zero are AH-algebras of slow dimension growth
and hence classifiable. The range of the invariant has been completely described by
Elliott and Gong (see [27, Proposition 3.3]).

K-theory alone will not classify stably finite C∗-algebras not of real rank zero.
Intuitively, if a C∗-algebra has very few – or no – projections, then its K0-group
probably say less about the algebra, so we need more information in our invariant.
Goodearl produced a class of C∗-algebras (now known as Goodearl algebras) where
the trace simplex of the C∗-algebra cannot be detected from its K-theory. This
suggests that the trace simplex must be included in the invariant, and – as pointed out
by Thomsen – also the pairing between traces and K0. The resulting invariant (see
eg. [27, Chapter 3]) is known as the Elliott invariant. The literature contains strong
classification results in terms this invariant also for non-real rank zero C∗-algebras,
eg. the classification of all simpleAH-algebras of bounded dimension by Elliott, Gong
and Li, [13], and there is a good description of the range of the invariant for this class
due to Villadsen (see [27, Proposition 3.3.7]). A more ultimate result on the range
of the invariant within the still not classified class of so-called ASH-algebras due to
Elliott and Thomsen can be looked up in [27, Theorem 3.4.4].

The best classification results exist in the stably infinite case. There are no traces
on simple stably infinite C∗-algebras, and the order structure on K0 degenerates:
K+

0 = K0. The Elliott invariant therefore collapses to the two groups K0(A) and
K1(A)with no other structure except the position of the unit inK0(A) in the unital case.

The classification result below, that confirms the Elliott conjecture for a sweeping
class of stably infinite C∗-algebras, was obtained independently by Kirchberg and
Phillips, [19] and [23]:

Theorem 3.2 (Kirchberg–Phillips). Let A and B be separable, nuclear, simple, purely
infinite, K-amenable, unital C∗-algebras. Then

A ∼= B ⇐⇒ (K0(A), [1A], K1(A)) ∼= (K0(B), [1B ], K1(B)).
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A C∗-algebra A is K-amenable if it is KK-equivalent to an abelian C∗-algebra;
and the class of K-amenable C∗-algebras forms a bootstrap class, see [30]. Two
K-amenable C∗-algebras are KK-equivalent if and only if they have isomorphic K-
groups. One can remove the condition that A and B are K-amenable by replacing
the assumption that the K-groups are isomorphic with the assumption that A and B

are KK-equivalent. It is an important open problem if all nuclear C∗-algebras are
K-amenable.

The Kirchberg–Philips theorem verifies the Elliott conjecture in the stably infinite,
real rank zero case modulo two open problems: Are all separable simple nuclear stably
infinite C∗-algebras of real rank zero purely infinite (cf. Question 2.6 (i))? And the
problem above if all (separable, simple, purely infinite) nuclear C∗-algebras are K-
amenable.

The range of the invariant in the stably infinite case is easy to describe: all pairs
of countable abelian groups can arise as K0 and K1, and there are no restriction on
the position of the unit, see [27, Propositions 4.3.3 and 4.3.4]. The Elliott conjecture
would predict that all separable nuclear simple stably infinite C∗-algebras are actually
purely infinite. As already mentioned, and as will be shown in Section 5, this is not
the case. It may still be that separable nuclear simple stably infinite C∗-algebras of
real rank zero are purely infinite, cf. Question 2.6 and that the Elliott conjecture holds
for these C∗-algebras.

The status for the Elliott conjecture is nonetheless open. It may be that the invariant
will be refined, so that it can distinguish also the “high-dimensional” examples that
we shall discuss in Section 5, but it may also be that the class of C∗-algebras to be
classified must be restricted, for example to the class of Z-absorbing C∗-algebras
(that briefly were discussed at the end of Section 2). There are some positive results
in this direction, eg. by W. Winter, [34], who verified Elliott’s conjecture for Z-stable
C∗-algebras of real rank zero and with finite decomposition rank.

4. Almost commuting self-adjoint matrices: an application of real rank
zero and stable rank one

The classical problem, if two almost commuting self-adjoint matrices are close to two
exactly commuting self-adjoint matrices, was solved in the early 1990s by Huaxin Lin,
[20], using techniques from C∗-algebras. His long and technical proof was shortened
significantly by Friis and the author, [14], where the analysis was reduced to using
known properties of C∗-algebras of real rank zero and stable rank one. We outline
the ideas of this argument here, and begin by stating the exact formulation of Lin’s
theorem:

Theorem 4.1. For each ε > 0 there is a δ > 0 such that for every natural number n

and for every pair of self-adjoint n × n matrices A and B satisfying

‖AB − BA‖ < δ, ‖A‖ ≤ 1, ‖B‖ ≤ 1,
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there exists a pair of commuting self-adjoint n × n matrices A′ and B ′ such that
‖A − A′‖ ≤ ε and ‖B − B ′‖ ≤ ε.

As an instructive example of almost commuting self-adjoint matrices that not
obviously are close to commuting self-adjoint matrices, consider the following n × n

matrices:

An =

⎛
⎜⎜⎜⎜⎜⎝

1/n 0 0 · · · 0
0 2/n 0 · · · 0
0 0 3/n · · · 0
...

...
...

. . .
...

0 0 0 · · · 1

⎞
⎟⎟⎟⎟⎟⎠

, Bn =

⎛
⎜⎜⎜⎜⎜⎝

0 1/2 0 · · · 0
1/2 0 1/2 · · · 0
0 1/2 0 · · · 0
...

. . .
. . .

. . .
...

0 0 0 · · · 0

⎞
⎟⎟⎟⎟⎟⎠

.

Note that ‖AnBn − BnAn‖ ≤ 1/n → 0 as n → ∞. It follows from Theorem 4.1
that there are commuting n × n matrices A′

n and B ′
n such that ‖An − A′

n‖ → 0 and
‖Bn − B ′

n‖ → 0. Curiously, there are – to the knowledge of the author – no known
explicit choices for such sequences of matrices {A′

n} and {B ′
n}.

The theorem is proved indirectly. If it were wrong, then there would exist a
counterexample: ε > 0 and sequences {An} and {Bn} of self-adjoint kn × kn matrices
all of norm at most one such that ‖AnBn − BnAn‖ → 0 and such that the distance
from (An, Bn) to a commuting pair of self-adjoint matrices is at least ε for all n. We
show that the existence of such a counterexample leads to a contradiction.

Set Tn = An + iBn, and note that ‖Tn‖ ≤ 2 and that ‖TnT
∗
n − T ∗

n Tn‖ → 0. Let
A = ∏∞

n=1 Mkn be the 
∞-direct product of the matrix algebras and let I = ∑∞
n=1 Mkn

be the c0-direct sum of matrix algebras. Then I is a closed two-sided ideal in A, and
so we can consider the quotient B = A/I and the quotient mapping π : A → B. Put
T = {Tn} ∈ A. Then T T ∗ − T ∗T belongs to I, and so π(T ) is a normal operator in
the C∗-algebra B.

If we could lift π(T ) to a normal operator S = {Sn} in A, then we would have our
contradiction: Write Sn = A′

n + iB ′
n, with A′

n and B ′
n self-adjoint – and necessarily

commuting, because Sn is normal – and note that ‖An−A′
n‖ → 0 and ‖Bn−B ′

n‖ → 0
because {An − A′

n} and {Bn − B ′
n} both belong to I. However, we do not know if

such a normal lift S exits.
To obtain the contradiction we need less: It suffices to find a normal operator T ′

in B within distance ε/2 to π(T ) such that T ′ lifts to a normal operator in A. This
is shown in the three propositions below, as we remark that B is of real rank zero,
stable rank one, and has connected unitary group (these facts are easily seen to hold
for matrix algebras, and hence also for B).

For each ε > 0 let �ε be the one-dimensional grid in the complex plane consisting
of those points x + iy where either x or y belongs to εR.

Proposition 4.2. Let T be a normal operator in a unital C∗-algebra B of stable rank
one. Then for each ε > 0 there is a normal operator T ′ ∈ B such that sp(T ′) ⊆ �ε

and ‖T − T ′‖ < ε.
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Outline of proof: By the definition of stable rank one, every element in B can be
approximated by invertible elements in B. It was shown in [25] that this implies
that any normal operator can be approximated by normal invertible operators. By
translation, one obtains that any normal operator can be approximated by normal
operators that do not have a given complex number in its spectrum; and hence – by
iteration – by normal operators whose spectrum do not intersect any given finite set.
Choosing a suitable finite set of points in the holes of the grid �ε one obtains a normal
operator S close to T for which there is a continuous function f : sp(S) → �ε (in fact,
a retract), such that |f (t) − t | is small for all t ; and we can then take T ′ to be f (S).

The proposition below was first proved by Lin in [21]; a more direct proof is given
in [14].

Proposition 4.3. Let B be a unital C∗-algebra of real rank zero and with connected
unitary group. Let ε > 0 be given and let T be a normal operator in B with
sp(T ) ⊆ �ε. Then there is a normal operator T ′ in B with sp(T ′) finite such that
‖T − T ′‖ < ε.

By definition, a C∗-algebra is of real rank zero if any normal element with spectrum
contained in the real line (a self-adjoint operator) can be approximated by a normal
element with finite spectrum. Passing from the spectrum being a subset of the real
line (a self-adjoint operator) to a more general one-dimensional spectrum permitting
loops (in our case: a closed subset of �ε), introduces extra complications that, besides
making the proof harder, also force us to require that the unitary group be connected.

Proposition 4.4. Let A and B be C∗-algebras and let π : A → B be a surjective
∗-homomorphism. Each normal operator in B of finite spectrum lifts to a normal
operator in A.

Proof. Let T be a normal operator in B with finite spectrum, and find continuous
functions f : sp(T ) → R and g : R → C such that (g � f )(t) = t for all t ∈ sp(T ).
Lift the self-adjoint operator f (T ) to a self-adjoint operator A in A; then g(A) is a
normal operator in A that lifts T . (Note that g(A) not necessarily has finite spectrum.)

�

5. High dimensional simple C∗-algebras

In Section 2 we discussed properties of a simpleC∗-algebra A, including the somewhat
technical notions of almost unperforation of the semigroup of equivalence classes of
projections, V (A), and of the Cuntz semigroup, W(A). Until the mid 1990s it was
believed that all simple C∗-algebras might enjoy these properties; then Jesper Villad-
sen constructed a counterexample, [32], by taking an inductive limit of algebras of
the form Mk(n)(X

d(n)) for a suitable space X (eg. X = S2) and for suitable increasing
sequences k(n) and d(n) of natural numbers. It is a crucial point in the construction
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that the connecting mappings Mk(n)(X
d(n)) → Mk(n+1)(X

d(n+1)) be chosen in such a
way that the inductive limit C∗-algebra becomes simple and – at the same time – that
certain high-dimensional properties of the spaces Xd(n) are preserved. These tech-
niques of Villadsen have since then been used by several people, including Villadsen
himself, to construct many other simple C∗-algebras with various exotic properties,
including the example by the author of a simple C∗-algebra with a finite and an in-
finite projection (and hence a simple stably infinite C∗-algebra which is not purely
infinite) as well as various counterexamples to Elliott’s classification conjecture (as
formulated in Section 3).

5.1. The C∗-algebra associated with a multiplier endomorphism. The construc-
tion presented here is a special case of Pimsner’s construction of a class of C∗-algebras,
called the Pimsner algebras, associated with Hilbert bimodules over C∗-algebras. The
construction is implicitly contained in our paper [28], where the reader can find more
details. Recall that the multiplier algebra, M(A), of a C∗-algebra A is the largest
unital C∗-algebra that contains A as an essential closed two-sided ideal.

To each pair (A, ρ), where A is a (stable) C∗-algebra and ρ : A → M(A) is
a non-degenerate1 injective ∗-homomorphism, we associate a C∗-algebra C∗(A, ρ),
which in spirit is the crossed product of A by ρ. (We also use the term multiplier
endomorphism to denote a ∗-homomorphism from a C∗-algebra into its multiplier
algebra.)

The C∗-algebra C∗(A, ρ) is formally constructed as follows. Since ρ is non-
degenerate it extends (uniquely) to a strictly continuous unital ∗-homomorphism
ρ : M(A) → M(A). Put

B = C∗(A, ρ(A), ρ2(A), ρ3(A), . . . ) ⊆ M(A),

note that ρ restricts to an endomorphism on B; form the inductive limit

B
ρ �� B

ρ �� B
ρ �� · · · �� B,

and extend ρ to an automorphism ρ on B. More explicitly, if μn : B → B is the
inductive limit map from the nth copy of B, n ≥ 0, then ρ(μn(b)) = μn(ρ(b)) =
μn−1(b), for b ∈ B. The inverse of ρ is given by (ρ)−1(μn(b)) = μn+1(b) for b ∈ B.
Put Ak−
 = μ
(ρ

k(A)). Then A0 = A, ρ(An) = An+1 for all n ∈ Z, and

B = C∗(. . . , A−2, A−1, A0, A1, A2, . . . ).

Let C∗(A, ρ) be the crossed product B �ρ Z.
Let u be the canonical unitary in the multiplier algebra of C∗(A, ρ) that imple-

ments ρ. Then C∗(A, ρ) is the closure of the span of elements of the form aku
k , where

1By non-degenerate we mean that ρ maps an approximate unit for A into a sequence that converges strictly
to 1 in M(A).
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k ∈ Z and ak ∈ C∗(An | n ∈ Z). C∗(An, An+1, . . . , Am) is a closed two-sided ideal
in C∗(An, An+1, . . . , Ak) whenever n ≤ m ≤ k. In particular, A0 = A is a closed
two-sided ideal in C∗(A0, A1). If we view C∗(A0, A1) as being a sub-C∗-algebra of
M(A), then ρ(a) = uau∗ holds for all a in A.

Proposition 5.1. If A is nuclear, then so is C∗(A, ρ).

Proof. This follows from the construction of C∗(A, ρ) and the fact that the class of
nuclear C∗-algebras is closed under extensions, inductive limits, and crossed products
by Z. �

Proposition 5.2. C∗(A, ρ) is simple if ρ is minimal2 and if ρn is properly outer3 for
every natural number n.

Proof. If ρ is minimal, then so is the automorphism ρ on B; and if all powers of ρ

are properly outer, then the same holds for all powers of ρ. The proposition therefore
follows from [22, Theorem 7.2]. �

If ρ is minimal, and if ρ(A) � A, as will be the case in the situation we consider
in the next subsection, then ρn is automatically properly outer for all n �= 0.

We give below conditions that will ensure that a projection p in A is finite, respec-
tively, infinite in C∗(A, ρ).

Proposition 5.3. Let p be a projection in A.

(i) If there exists a projection q in A which is equivalent to p (relatively to A) and
is a proper subprojection of ρ(p), then p is infinite in C∗(A, ρ).

(ii) If C∗(A, ρ) is simple, and if there is a projection e in A such that e �| p ⊕
ρ(p) ⊕ ρ2(p) ⊕ · · · ⊕ ρn(p) (inside M(A)) for all natural numbers n, then p

is finite in C∗(A, ρ).

Recall that we have a canonical unitary u in the multiplier algebra of C∗(A, ρ)

that implements ρ, ie., ρ(a) = uau∗ for a ∈ A. In particular, ρ(p) ∼ p in C∗(A, ρ),
so the assumption in (i) implies that p is equivalent to a proper subprojection of itself,
and hence that p is infinite. Part (ii) is a more technical and is verified (in a slightly
different setting) in [28, Lemma 6.4].

5.2. A simple C∗-algebra with a finite and an infinite projection. We apply the
crossed product construction from the previous section to the stable C∗-algebra A =
C(Z) ⊗ K = C(Z,K) where Z is the infinite Cartesian product of 2-spheres,
Z = ∏∞

n=1 S2, and where K denotes the compact operators on a separable Hilbert
space. The multiplier algebra M(A) coincides in this case with the set of all bounded

2ρ is minimal if there are no non-trivial ρ-invariant closed two-sided ideals in A; and an ideal I in A is said
to be ρ-invariant if Aρ(I)A ⊆ I .

3An endomorphism ρ : A → M(A) is properly outer if its restriction to each non-zero ρ-invariant ideal has
norm distance 2 to a multiplier inner endomorphism.
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∗-strongly continuous functions from Z into B(H), the bounded operators on the
Hilbert space on which the compact operators K acts.

The multiplier endomorphism ρ : A → M(A) of our construction is of the
form

∑∞
j=−∞ ρj , where each ρj is an endomorphism on A, and where the sum∑∞

j=−∞ ρj (a) is strictly convergent for each a ∈ A. (We ensure non-degeneracy
of ρ by replacing it with V ∗ρ( · )V for some isometry V in M(A) if necessary.)
Each endomorphism ρj is induced by a continuous function Z → Z of the form
(z1, z2, . . . ) �→ (c1, . . . , ck, zν(k+1), zν(k+2), . . . ) (or of the form (z1, z2, . . . ) �→
(zν(1), zν(2), . . . )) for suitable k ∈ N, points ci ∈ S2, and for a suitable “shuffle-map”
ν : N → N (that all depend on j ). The points ci are chosen such that ρ becomes
minimal. As ρn(A) � A for all n, it follows from Proposition 5.2 that C∗(A, ρ) is
simple. The shuffle maps ν (one for each j ) are chosen in such a way that certain
projections (defined below) have non-trivial Euler class.

If e is a constant 1-dimensional projection in A, then ρ(e) is infinite dimensional
and constant, so e is equivalent to a proper subprojection of ρ(e) thus making e infinite
in C∗(A, ρ), cf. Proposition 5.3 (i).

It requires more effort to get a finite projection in C∗(A, ρ). For every non-
zero projection p in A the projection ρ(p) is a pointwise infinite dimensional in
M(A) (when viewed as a ∗-strongly continuous function Z → B(H)). We want
this projection to be finite in C∗(A, ρ); even more, p must satisfy the condition in
Proposition 5.3 (ii) wrt. some projection e.

To this end we take a one-dimensional projection p in C(S2, M2) with non-trivial
Euler class (p could be the “Bott projection” over S2). For each j ∈ N, define
pj ∈ C(Z, M2) ⊂ A by pj (z) = p(zj ), where z = (z1, z2, . . . ) ∈ Z; so that pj is the
Bott projection over the j th copy of S2. For each finite set I = {j1, j2, . . . , jk} ⊆ N,
let pI ∈ C(Z, M2 ⊗ M2 ⊗ · · · ⊗ M2) ⊆ A be the projection given by

pI (z) = pj1(z) ⊗ pj2(z) ⊗ · · · ⊗ pjk
(z), z ∈ Z.

It is shown in [28] that p1, the Bott projection over the first copy of S2 in Z, is a
finite projection in C∗(A, ρ). The proof uses the precise definition of the multiplier
endomorphism ρ : A → M(A), Proposition 5.3 (ii) applied to p1 and with e being
a constant one-dimensional projection, and the proposition below (cf. [28, Proposi-
tion 3.2]). (Note that if q is a projection in C(Z,K) with non-trivial Euler class then
e �| q by a fundamental property of the Euler class.)

Proposition 5.4. Let I1, I2, . . . , Im be non-empty finite subsets of N. Then the fol-
lowing conditions are equivalent:

(i) The Euler class of pI1 ⊕ pI2 ⊕ · · · ⊕ pIm is non-trivial.

(ii) For all subsets F of {1, 2, . . . , m} we have
∣∣ ⋃

j∈F Ij
∣∣ ≥ |F |.

(iii) There is a matching t1 ∈ I1, t2 ∈ I2, . . . , tm ∈ Im.

Putting these results together we obtain the following main result from [28]:
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Theorem 5.5. The C∗-algebra C∗(A, ρ), with A = C(Z, K), with Z = ∏∞
n=1 S2,

and with ρ : A → M(A) being the multiplier endomorphism described above, is
simple, separable, nuclear, and it contains an infinite projection and a non-zero finite
projection.

Corollary 5.6. There is a simple, separable, nuclear C∗-algebra that is stably in-
finite but not purely infinite; and there is a simple, separable, nuclear, unital, finite
C∗-algebra that is not stably finite.

Proof. The C∗-algebra B = C∗(A, ρ) from Theorem 5.5 is stably infinite (containing
an infinite projection) and not purely infinite (because it contains a non-zero finite
projection). If p is a non-zero finite projection in B, then pBp is finite but not stably
finite. �

5.3. Applications and other examples. The example of a simple C∗-algebra with
a finite and an infinite projection as well as other examples constructed later by A.
Toms give counterexamples to Elliott’s conjecture, or at least they show that the Elliott
invariant as defined in Section 3 does not suffice to classify separable nuclear simple
(unital) C∗-algebras.

Recall from Section 3 that if A is a stably infinite, simple, unital C∗-algebra, then
its Elliott invariant reduces to the triple (K0(A), [1A], K1(A)).

Theorem 5.7. There are simple, separable, nuclear, stably infinite unital C∗-algebras
A and B such that

(K0(A), [1A], K1(A)) ∼= (K0(B), [1B ], K1(B)) and A � B.

Proof. Let A be as in the first part of Corollary 5.6. There is a purely infinite sim-
ple nuclear unital C∗-algebra B such that (K0(A), [1A], K1(A)) is isomorphic to
(K0(B), [1B ], K1(B)) (see [27, Proposition 4.3.3 and 4.3.4]). As B is purely infinite
and A is not, the two C∗-algebras are not isomorphic. �

Note also that it follows from Proposition 2.7 that the C∗-algebra C∗(A, ρ) from
Theorem 5.5 is tensorially prime (see Subsection 2.3).

Toms used Villadsen’s techniques to construct simple stably finite (AH- and ASH-
algebras) with explicit strong perforation in K0 (eg. with (K0, K

+
0 ) isomorphic to

(Z, S) where S can be almost any subsemigroup of Z+ with S − S = Z). Recently,
Toms also constructed ingenious counterexamples to Elliott’s conjecture in the stably
finite case, ie. pairs of non-isomorphic simple, separable, nuclear, stably finite C∗-
algebras with the same Elliott invariant (and for this matter also other invariants, not
normally included in the Elliott invariant) (see [31]).
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[7] Dădărlat, M., and Gong, G., A classification result for approximately homogeneous C∗-
algebras of real rank zero. Geom. Funct. Anal. 7 (1997), 646–711.

[8] Dykema, K. J., Exactness of reduced amalgamated free product C∗-algebras. Forum Math.
16 (2) (2004), 161–180.

[9] Dykema, K. J., and Rørdam, M., Projections in free product C∗-algebras. Geom. Funct.
Anal. 8 (1998), 1–16.

[10] —, Purely infinite simple C∗-algebras arising from free product constructions. Canad. J.
Math. 50 (2) (1998), 323–341.

[11] Dykema, K. J., and Shlyakhtenko, D., Exactness of Cuntz-Pimsner C∗-algebras. Proc.
Edinburgh Math. Soc. (2) 44 (2) (2001), 425–444.

[12] Elliott, G. A., On the classification of C∗-algebras of real rank zero. J. Reine Angew. Math.
443 (1993), 179–219.

[13] Elliott, G. A., Gong, G., and Li, L., On the classification of simple inductive limit C∗-
algebras II: The isomorphism theorem. Preprint, 1998.

[14] Friis, P., and Rørdam, M., Almost commuting self-adjoint matrices — A short proof of
Huaxin Lin’s theorem. J. Reine Angew. Math. 479 (1996), 121–131.

[15] Goodearl, K. R., and Handelman, D., Rank functions and K0 of regular rings. J. Pure Appl.
Algebra 7 (1976), 195–216.

[16] Haagerup, U., Every quasi-trace on an exact C∗-algebra is a trace. Preprint, 1991.

[17] Haagerup, U., and Thorbjørnsen, S., Random matrices and K-theory for exact C∗-algebras.
Documenta Math. 4 (1999), 341–450.

[18] Jiang, X., and Su, H., On a simple unital projectionless C∗-algebra. Amer. J. Math. 121 (2)
(1999), 359–413.

[19] Kirchberg, E., The classification of purely infinite C∗-algebras using Kasparov’s Theory.
In preparation.

[20] Lin, H., Almost commuting self-adjoint matrices and applications. In Operator Algebras
and their Applications (ed. by P. A. Fillmore and J. A. Mingo), Fields Inst. Commun. 13,
Amer. Math. Soc., Providence, RI , 1995, 193–233.

[21] —, Approximation by normal elements with finite spectra in C∗-algebras of real rank zero.
Pacific J. Math. 173 (2) (1996), 443–489.



1598 Mikael Rørdam

[22] Olesen, D., and Pedersen, G. K., Applications of the Connes Spectrum to C∗-dynamical
Systems, III. J. Funct. Anal. 45 (3) (1981), 357–390.

[23] Phillips, N. C., A Classification Theorem for Nuclear Purely Infinite Simple C∗-Algebras.
Documenta Math. 5 (2000), 49–114.

[24] Rieffel, M., Dimension and stable rank in the K-theory of C∗-algebras. Proc. London
Math. Soc. 46 (3) (1983), 301–333.

[25] Rørdam, M., Advances in the theory of unitary rank and regular approximation. Ann. of
Math. 128 (1988), 153–172.

[26] —, Stability of C∗-algebras is not a stable property. Documenta Math. 2 (1997), 375–386.

[27] —, Classification of Nuclear, Simple C∗-algebras. In Classification of Nuclear C∗-
Algebras. Entropy in Operator Algebras (ed. by J. Cuntz and V. Jones), Encyclopaedia
Math. Sci. 126, Operator Algebras and Non-commutative Geometry 7, Springer-Verlag,
Berlin 2001, 1–145.

[28] —, A simple C∗-algebra with a finite and an infinite projection. Acta Math. 191 (2003),
109–142.

[29] —, The stable and the real rank of Z-absorbing C*-algebras. Internat. J. Math. 15 (10)
(2004), 1065–1084.

[30] Rosenberg, J., and Schochet, C., The Künneth Theorem and the Universal Coefficient
Theorem for Kasparov’s generalized K-functor. Duke Math. J. 55 (2) (1987), 431–474.

[31] Toms, A., On the classification problem for nuclear C∗-algebras. Preprint; math. archive
math.OA/0509103.

[32] Villadsen, J., Simple C∗-algebras with perforation. J. Funct. Anal. 154 (1) (1998), 110–116.

[33] —, On the stable rank of simple C∗-algebras. J. Amer. Math. Soc. 12 (4) (1999), 1091–1102.

[34] Winter, W., On the classification of simple Z-stable C∗-algebras with real rank zero and
finite decomposition rank. Preprint; math. archive math.OA/0502181.

[35] Zhang, S., A property of purely infinite simple C∗-algebras. Proc. Amer. Math. Soc. 109
(1990), 717–720.

Department of Mathematics and Computer Science, University of Southern Denmark,
Campusvej 55, 5230 Odense M, Denmark
E-mail: mikael@imada.sdu.dk



Convexity, complexity, and high dimensions
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Abstract. We discuss metric, algorithmic and geometric issues related to broadly understood
complexity of high dimensional convex sets. The specific topics we bring up include metric
entropy and its duality, derandomization of constructions of normed spaces or of convex bodies,
and different fundamental questions related to geometric diversity of such bodies, as measured
by various isomorphic (as opposed to isometric) invariants.
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1. Introduction

When modeling complex (real-life or abstract) systems with many degrees of freedom,
we are frequently led to mathematical objects whose dimension can be related to
the number of free parameters in the underlying system and, as a consequence, is
very large. Since many naturally appearing relationships between, or constraints on
the parameters are linear or at least convex, we are thus led to high dimensional
convex sets. Two areas of traditional mathematics that come to mind when faced with
the problem of analyzing such sets are classical geometry and functional analysis.
However, geometry is usually focused on obtaining very precise information for a
fixed, not-too-large dimension. Functional analysis, on the other hand, is typically
concerned with the infinite-dimensional setting (which frequently is an idealization of
a very large dimension), but often provides only qualitative information. Fortunately,
there is a middle ground between these two approaches and it has turned out to be
quite fertile. The last few decades witnessed the development of a quite powerful
quantitative methodology in geometric functional analysis that, together with similar
advances in areas such as combinatorics or theoretical computer science, has been
lately referred to as asymptotic geometric analysis. In a nutshell, the prescription for
success of the asymptotic theory depends on identifying and exploiting approximate
symmetries of various problems that escaped the earlier “too qualitative” or “too rigid”
methods of classical functional analysis and classical geometry. More specifically,
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an important feature of the area is the predominantly isomorphic (as opposed to
isometric) character of the questions: one is usually after the rough (i.e., “up to a
universal constant”) asymptotic order of the quantities studied and not their more
precise behavior. This sometimes makes the problem solvable. [See the article [48]
by B. Klartag in this collection for a discussion of developments in the so-called
“almost isometric” theory.] However, universal estimates are required, independent
of the particular instance of the problem, most notably of the dimension. As is
very well known to specialists, but perhaps not fully appreciated by non-experts,
this last feature is absolutely crucial because it allows for applications to infinite
dimensional functional analysis and to quantitative questions in applied fields. This
framework led to discoveries of many surprising phenomena, which may be subsumed
in the following “experimental” observation: low-dimensional intuitions are often
very wrong in high dimensions. However, as opposed to other fields such as topology,
high-dimensional curiosities generally do not appear via a quantum jump; say, when
passing from dimension 3 to 4, or from 7 to 8. Instead, small changes accumulate as
the dimension increases, leading ultimately to a qualitatively new picture.

In the present article we shall focus on those aspects of the theory that are relevant to
broadly defined complexity of convex sets. To exemplify what we mean by complexity,
we will now hint at three alternative viewpoints on the notion. Below K will stand
for a generic convex body in R

n (i.e., compact convex set with nonempty interior).
(i) The algorithmic complexity. How difficult is it to describe K? A prime example

(which we mention mainly for demonstration purposes) is here the algorithmic com-
plexity of the membership oracle: How difficult is it to decide whether a point belongs
to K? Another class of questions is: Suppose that the existence of K with certain
properties is given by a non-constructive proof, or by probabilistic considerations; is
it possible to give an explicit example, or an efficient derandomized algorithm?

(ii) The geometric complexity, or diversity. How complicated (in an appropriate
geometric sense) is K? To what extent do convex bodies of the same dimension
exhibit common features? In particular, to what extent do they resemble the arguably
most regular body, the Euclidean ball?

(iii) The metric entropy. Here we need an underlying metric structure, typically
given by a norm. Given ε > 0, how many balls of radius ε do we need to cover K?
The logarithm (to base 2) of the minimal cardinality of such cover is called the metric
entropy function of K and can be interpreted as the complexity of K , measured in
bits, at the level of resolution ε with respect to the metric in question.

In what follows we will provide some background information concerning these
three aspects of complexity, describe recent developments in each area, and list related
open problems. Each of the viewpoints (i)–(iii) will correspond to one section in the
exposition; however, we will reverse the order. On the other hand, we emphasize that
the three points of view are intimately interconnected. For example, one aspect of
geometric diversity involves approximating convex bodies by simple ones, a problem
which has obvious algorithmic ramifications. A sample such question, approximating
by polytopes, has been extensively studied and reported on in [14], see also [92].
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Notation will be introduced as we proceed, but we list below a few general rules
and conventions that will be used throughout the paper. We will sometimes use
unexplained (but standard in the field) notation in side remarks. For this and for
more background on the issues discussed here we refer the reader to the monographs
[75], [108], [84] and, for more up-to-date expositions, to surveys contained in [41],
especially the chapters [42], [18], [24], [30], [43], [50], [56], [59], [63], [64], and –
particularly for the motivational aspects – to the 1996 ECM and the 1998 ICM talks
by V. Milman [72], [73].

If X is a normed space, we will write BX for its unit ball (centered at the origin).
In the other direction, if K is a convex body in R

n containing the origin in its interior,
‖ · ‖K will stand for the gauge of K (i.e., ‖x‖K := inf{t > 0 : x ∈ tK}); if K is
symmetric with respect to the origin, the gauge of K is just the norm for which K is
the unit ball. Thus, in a way, the body K (symmetric with respect to the origin) is
identified with the normed space (Rn, ‖ · ‖K); this is the main reason for the interplay
of geometric and functional analytic ideas.

The letters C, c0, C
′, . . . will stand for absolute positive constants, independent

of the particular instance of the problem considered, most notably of the dimension.
However, the numerical values corresponding to the same symbol may vary between
occurrences. Similarly, C(α) will denote a constant depending only on the param-
eter α, and so on. For two functions f, g (depending on the same or on different
parameters), f ∼ g will mean that f and g are of the same order, i.e., cf ≤ g ≤ Cf

(with C, c > 0 independent of the parameters involved, as required by the previous
convention).

2. Metric entropy and its duality

While in many applications calculating the metric entropy of specific sets is the
primary objective, here we will mention applications only in passing and concentrate
instead on the more fundamental properties of the notion, particularly those connected
to duality considerations.

2.1. Notation and historical background, the duality conjecture. If K, B are
subsets of a vector space, the covering number of K by B, denoted N(K, B), is the
minimal number of translates of B needed to cover K . Similarly, the packing number
M(K, B) is the maximal number of disjoint translates of B by elements of K . [Note
that geometers usually require only that the interiors of the translates be disjoint.] The
two concepts are closely related, particularly if B is centrally symmetric; we have then
N(K, 2B) ≤ M(K, B) ≤ N(K, B). If B is a ball in a normed space and K a subset
of that space (the setting and the point of view we will usually employ), these notions
reduce to considerations involving the smallest ε-nets or the largest ε-separated (or
2ε-separated) subsets of K .
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Besides the immediate geometric framework, packing and covering numbers ap-
pear naturally in numerous subfields of mathematics, ranging from classical and
functional analysis through operator theory and probability theory (particularly when
studying stochastic processes, see [26], [95], [61], [53]) to information theory and
computer science (where, for example, a code is typically a packing). As with other
notions touching on convexity, an important role is played by considerations involving
duality. The central problem in this area is the 1972 duality conjecture for covering
numbers due to Pietsch [79], which has been originally formulated in the operator-
theoretic context (see below), but which in the present setting can be stated as

Conjecture 2.1 (The Duality Conjecture). There exist numerical constants a, b ≥ 1
such that for any dimension n and for any two symmetric convex bodies K, B in R

n

one has

b−1 log N(B	, aK	) ≤ log N(K, B) ≤ b log N(B	, a−1K	). (1)

Above and in what follows A	 := {u ∈ R
n : supx∈A〈x, u〉 ≤ 1} is the polar body

of A; “symmetric” is a shorthand for “symmetric with respect to the origin” and,
for definiteness, all logarithms are to the base 2. For simplicity, we will generally
restrict our attention to symmetric sets; however, most statements can be formulated
without the symmetry assumption. Of course, due to the bipolar theorem, K and B are
exchangeable in (1) and so it is enough to prove only one of the two inequalities. We
emphasize that the “equivalence” of the quantities in (1), and overall in this section,
is more involved than the relation ∼ defined in the introduction.

In our preferred setting of a normed space X, the proper generality is achieved
by considering log N(K, t BX), where t > 0 and K is a general (convex, symmetric)
subset of X. The polars should then be thought of as subsets of X∗, with (BX)	
coinciding with BX∗ , the unit ball of that space, and (1) becomes

b−1 log N(BX∗, atK	) ≤ log N(K, tBX) ≤ b log N(BX∗, a−1tK	). (2)

With minimal care, infinite-dimensional spaces and sets may be likewise considered.
To avoid stating boundedness/compactness hypotheses, which are peripheral to the
phenomena in question, it is convenient to allow N(·, ·), M(·, ·) etc. to take the value
+∞. Finally, the original operator-theoretic formulation of the conjecture is as fol-
lows. Given (linear bounded, or compact) operator u : Y → X between two normed
spaces we define entropy numbers of u as ek(u) := inf{ε > 0 : N(uBY , εBX) ≤
2k−1}. Do we have then

a−1ebk(u) ≤ ek(u
∗) ≤ aek/b(u

∗) (3)

(where u∗ : X∗ → Y ∗ is the adjoint of u) uniformly over spaces X, Y , operators u

and k ≥ 1?
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2.2. The Hilbert space case. To indicate where the difficulty of the problem lies,
we shall comment on the enlightening special cases when, in the language of (3),
X and/or Y is a Hilbert space. If both X and Y are Hilbert spaces, the situation is
nearly trivial. Indeed, entropy numbers of a Hilbert space operator depend only on its
singular numbers, and the singular numbers of an operator and its adjoint are identical.
In the setting of (1), this corresponds to the bodies K, B (and hence K	, B	) being
ellipsoids with the pair (K, B) affinely equivalent to the pair (B	, K	) (in that order!).
As a consequence, (1), (3), and the appropriate version of (2), hold with a = b = 1.
At the other extreme, in the general case, the four bodies K, B, K	, B	 appearing
in (1) may be all very different and so the reasons for the duality result (if it indeed
does hold) must be much deeper. Finally, if one of the spaces (say, X) is a Hilbert
space, looking at the equivalence (2) we see that it expresses what seems to be a rather
fundamental property of all convex subsets of the Hilbert space.

Let us also point out that if dim X = dim K := k < ∞ (and K is bounded),
then standard considerations show that, as t → 0+, both metric entropy functionals
log N(K, t BX) and log N(BX∗, tK	) are equivalent to k log(1/t). In fact, it is even
true that the differences between the functionals and k log(1/t) are bounded. However,
the bounds for the two differences depend in an intricate way on K , not allowing
for any meaningful quantitative inferences, nor for deriving any conclusions about
reasonably general infinite dimensional sets. [Comments in this paragraph are not
dependent on X being a Hilbert (i.e., Euclidean) space.]

2.3. Duality results. The three decades following the statement of the conjecture
brought many useful partial and/or related results, see [91], [51], [107], [19], [78],
[33], [85] and their references. However, only in the last few years substantial progress
was achieved with respect to the original problem. We have (see [8], [9])

Theorem 2.2. There exist universal constants a, b ≥ 1 such that (2) holds if X is
a Hilbert space, uniformly over all symmetric convex sets K ⊂ X and over t > 0.
Moreover, the same is true if X is K-convex, with a, b depending on the K-convexity
constant of X.

The notion of K-convexity (the notation which, by the way, has nothing to do
with our convex set K) goes back to [65] and is well known to specialists; we refer to
[84], [64] for a precise definition, background and properties. Requiring K-convexity
imposes a rather mild geometric restriction on the underlying space. For example, the
class of K-convex spaces includes all Lp-spaces for 1 < p < ∞ (classical or non-
commutative), and similarly all uniformly convex and all uniformly smooth spaces.
While many interesting descriptions of this class are possible (see [56], [64]), here we
just mention that K-convexity is equivalent (see [82]) to the absence of large subspaces
resembling (in the sense of the next section) finite-dimensional �1-spaces, and that it
can be nicely quantified: there is a parameter called the K-convexity constant, which
can be defined both for finite and infinite dimensional normed spaces, and which has
good permanence properties with respect to standard functors of functional analysis.
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Translating Theorem 2.2 to the other formulations is straightforward. For example,
we get that (3) holds if one of the spaces X, Y is a Hilbert space or, more generally, is
K-convex. Similarly, if (say) B is an ellipsoid, then (1) holds uniformly over n ∈ N

and over (symmetric convex bodies) K ⊂ R
n etc. Regarding constants, we know

how to prove (2) for the Hilbert space with any a > 2, with b = b(a); improvements
(to “any a > 1”) would follow if a certain geometric statement conjectured in [76]
was true.

2.4. The convexified packing. An interesting feature of [9] is the formal introduction
and an initial study of a modified notion of packing that has already been implicit in
[19]. We will provide now some details since this will allow us to present a sketch of
the proof of Theorem 2.2 and to pinpoint the ingredients that are missing in the general
case of Conjecture 2.1; at the same time, the new notion appears to be interesting by
itself. A sequence x1, . . . , xm is called a convexified B-packing iff

(xj + B) ∩ conv
⋃
i<j

(xi + B) = ∅

for j = 2, . . . , m. [We emphasize that, as opposed to the usual notions of packing
and covering, the order of the points is important here.] Next, the convexified packing
number M̂(K, B) is the maximal length of a sequence in K which is a convexified
B-packing. It turns out that for this modified notion the duality in the sense analogous
to (1)–(3) does hold, and that it is (essentially) a consequence of a Hahn–Banach type
separation theorem. For example, we have (see [9])

If K, B ⊂ R
n are convex symmetric bodies, then M̂(K, B) ≤ M̂(B	, K	/2)2.

Accordingly, if we knew that the numbers M(·, ·) and M̂(·, ·) were in the appropriate
sense equivalent, the original duality conjecture would follow immediately. While
clearly M̂(K, B) ≤ M(K, B), any general inequality going in the opposite direction
appears at the first sight unlikely. However, the following reduction (shown in [8])
simplifies the matter substantially.

For a given space X, if (2) holds for t = 1 and all K ⊂ X verifying BX/4 ⊂
K ⊂ 4BX, then it holds (perhaps with different a, b > 0) for all K and all t > 0.

In other words, it is enough to prove (1) (or even the first inequality in (1)) for K, B

such that B/4 ⊂ K ⊂ 4B. This reduction allows us to close the loop, at least under
some additional mild geometric assumptions about the ambient normed space.

For bounded sets in a K-convex space X, M(·, BX) and M̂(·, BX) are comparable.

More precisely, we have log M(T, BX) ≤ β log M̂(T , BX/4) where β depends only
on the diameter of the convex set T and (the upper bound on) the K-convexity constant
of X. Moreover, the roles of B and T can be reversed if T is symmetric and T ⊃ rB
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for some r > 0 (with β depending on r). Proofs of both these facts (contained in [9])
are based on the so-called Maurey’s lemma (see [81]) and on the ideas from [19].

Theorem 2.2 follows now by combining (more or less) formally the three state-
ments above. The argument suggests several natural questions.

Problem 2.3. Are the quantities M(·, BX) and M̂(·, BX) always (in the appropriate
sense) comparable? Comparable uniformly over well-bounded subsets of (an arbi-
trary) normed space X? Comparable uniformly over subsets of a Hilbert space X

(without restriction on the diameter)?

An affirmative answer to the second question would imply an affirmative answer
to Conjecture 2.1 in full generality. Similarly, an affirmative answer for a specific
non-K-convex space X would imply the form (2) of the conjecture for that space (and
the form (3), with the second space Y arbitrary). An interesting test case is X = �1.

While equivalence of M( ·, BX) and M̂( ·, BX) over all convex subsets of X (i.e.,
in absence of a uniform upper bound on the diameter, the first and the third part of
Problem 2.3) is not required for the corresponding case of the Duality Conjecture 2.1,
good understanding of the relationship between the two quantities may have impli-
cations for complexity theory. Indeed, a standard device in constructing geometric
algorithms is a separation oracle (cf. [35]): if T is a convex set then, for a given x, the
oracle either attests that x ∈ T or returns a functional efficiently separating x from T .
It is arguable that quantities of the type M̂(T , ·) correctly describe complexities of
the set T with respect to many such algorithms.

3. Geometric complexity of convex bodies and their diversity

When comparing shapes of convex bodies, it is most natural in our context to not
distinguish K from its images via invertible affine maps. This may be thought of as
choosing for each body the coordinate system that is most appropriate for the particular
property that is being studied, and leads to the concept of the Banach–Mazur distance.
For (symmetric) convex bodies U, V ⊂ R

n one sets

d(U, V ) := inf{λ > 0 : there exists w ∈ GL(n) such that U ⊂ wV ⊂ λU}.
This definition is usually formulated in the language of normed spaces: d(X, Y ) :=
inf{‖w‖ · ‖w−1‖ : w : X → Y an isomorphism}. We refer to the monograph [108]
for an exhaustive study of issues related to this notion.

3.1. The structure of the Banach–Mazur compactum. The set of (classes of
affinely equivalent) symmetric convex bodies in R

n (or, equivalently, of classes of
isometric n-dimensional normed spaces), endowed with the Banach–Mazur distance,
is usually called the (nth) Banach–Mazur compactum or the Minkowski compactum.
[See [1] for most recent results about the topological structure of this set.] It is actually
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log d( ·, ·) which has the usual properties of a distance function, but it is customary to
abuse the notation and talk about d( ·, ·) as if it was a metric. It is a fundamental result
due to F. John [40]) that for any n-dimensional symmetric convex body K its distance
d(K, Bn

2 ) to the Euclidean ball Bn
2 may be at most

√
n, and it is easy to see that this

bound can not be in general improved. It follows right away that the diameter of the
compactum is at most n, and the remarkable result of Gluskin [31] shows that this
bound can not be substantially improved: we do have pairs K, B of n-dimensional
symmetric convex bodies for which d(K, B) ≥ cn (where c > 0 is, according to our
convention, a universal constant independent of n). We take this opportunity to point
out several unsolved problems in this general direction. First, it would be interesting
to determine the exact diameter of the Banach–Mazur compactum for specific low
dimensions; in fact, the only case when the diameter of the compactum is precisely
known is n = 2 (see [11]), and the complex analogue is unknown even in dimen-
sion 2. A more serious problem is the question of finding (the order of) the maximal
distance of specific important convex bodies to general ones of the same dimension.
For the n-dimensional cube Bn∞ (the unit ball of �n∞), the easy lower and upper bounds
of

√
n and n were improved only around 1990 in, respectively, [98] and [20]. The

lower bound cn log n from [98] remains the best known, while the upper one has
been tightened in [101] and in a series of papers by Giannopoulos culminating in
Cn5/6 in [29]. Clearly, a wide gap still persists. Another wide open question is that
about the diameter of the compactum of the not-necessarily-symmetric n-dimensional
convex bodies, with the definition of the distance involving additionally a minimum
over translations. The analogue of John’s result (also contained in [40]) yields the
value n for the radius with center at Bn

2 . The resulting estimate n2 on the diameter
has been improved in [86] (see also [13]) to n4/3 (times a logarithmic factor). For a
more general discussion of the isomorphic theory of non-symmetric convex bodies
we refer to the recent articles [54], [74], [34] and their references.

3.2. Quotient of a subspace theorem and its aftermath. It follows from the results
quoted in Section 3.1 that convex bodies/normed spaces can be quite distant in the
Banach–Mazur sense. Accordingly, it was a major surprise when Milman ([69])
discovered in the mid 1980s that, in some sense, every convex body hides somewhere
inside its structure an ellipsoid of nearly full dimension. More precisely, we have (in
the language of normed spaces)

Theorem 3.1 (Quotient of a subspace theorem). Given θ ∈ (0, 1) and an n-dimen-
sional normed space X there exists a subspace of a quotient of X whose dimension
is ≥ θn and whose Banach–Mazur distance to the Euclidean space does not exceed
C(θ). Moreover, C(θ) can be chosen to verify limθ→0+ = 1.

In other words, every n-dimensional symmetric convex body admits a central
section and an affine image (not necessarily bijective) of that section which is of
dimension ≥ θn and which is C(θ)-equivalent (in the sense of the Banach–Mazur
distance) to a Euclidean ball. Theorem 3.1 should be compared with the much earlier
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celebrated Dvoretzky theorem (see [27], and [68] for the improved version quoted
here) which, in the same context, asserts existence of almost Euclidean sections, or
subspaces, whose dimension is just of order log n. It is easy to see that, in general, if we
only use the operation of passing to a subspace (or, dually, only the operation of passing
to a quotient), then this logarithmic order can not be improved. [We discuss some
remarkable special cases when it can be dramatically improved in the next section.]
Still, it is conceivable that some considerable regularity can be achieved by a single
operation of passing to a “proportional” subspace (or to a “proportional” quotient).
In the wake of his quotient of a subspace theorem Milman stated in his 1986 ICM
lecture ([70]) several specific problems going in that direction. All these problems
were recently answered in the negative due to the discovery of a new phenomenon
which we will next describe.

3.3. The saturation phenomenon. The following result from [103] is a sample
illustration of the phenomenon.

Theorem 3.2 (The saturation phenomenon). Let n and m0 be positive integers with√
n log n ≤ m0 ≤ n. Then, for every finite dimensional normed space W with

dim W ≤ c1m0/
√

n (4)

there exists an n-dimensional normed space X such that every subspace Y of X with
dim Y ≥ m0 contains a contractively complemented subspace isometric to W .

Loosely speaking, Theorem 3.2 says that the space X is so “saturated” with sub-
spaces isometric to W (copies of W ), that such subspaces persist in every “sufficiently
large” subspace of X. Furthermore, due to the complementability clause in the asser-
tion of Theorem 3.2, the statement can be dualized, i.e., “every subspace Y of X” can
be replaced by “every quotient Y of X.” Thus, in general, passing to large subspaces
or large quotients can not erase k-dimensional features of a space if k is below certain
threshold value. This is in stark contrast to the operation of passing to a large quotient
of a subspace, which – by Theorem 3.1 – may lead, in a sense, to losing all information
about the original space, no matter how complicated that space was.

Let us point out that, under the hypotheses of the Theorem, the dimension k :=
dim W is always nontrivial (i.e., large, if n is large), and in the most interesting case
when m0 ∼ n (say, m0 ≈ n/2) we can have k ∼ √

n. It follows that Theorem 3.2
imposes strict limits on properties that may be achieved (or improved) by passing
to a large subspace (resp., quotient). Indeed, no property of normed spaces whose
violation can be witnessed inside subspaces of dimension � √

dim X (and which is
inherited by complemented subspaces of a space) can be in general achieved by passing
to a subspace (resp., quotient) of X whose dimension is comparable to that of X. To
demonstrate that, we choose any space W with dim W � √

n which does not have
the property in question and use Theorem 3.2 to construct an n-dimensional space;
then every sufficiently large subspace (resp., quotient) of X contains a contractively
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complemented subspace isometric to W and consequently can not have our property.
Examples of properties which can be so “prevented” include being of nontrivial type
or cotype, which immediately settles in the negative (and in a very strong sense)
Problem 1 from [70]: Does every n-dimensional normed space admit a quotient
of dimension ≥ n/2 whose cotype 2 constant is bounded by a universal numerical
constant?

Statements similar to Theorem 3.2 hold if it is additionally required that X has
certain regularity properties. For example, if we insist that the cotype q constant of X

(for some q ∈ (2, ∞)) be controlled, it is possible to construct X which is saturated
with copies of any given space W whose cotype q constant is not too large, provided
dim W verifies a condition resembling (4). These topics were developed in [103],
[104] and led to negative answers to Problems 2 and 3 from [70].

All the above notwithstanding, some global regularity of bodies/spaces may be
achievable by passing to proportional quotient or subspaces. For example, already
in [69], as a step in the proof of Theorem 3.1, it was established that every finite
dimensional normed space admits a “proportional” quotient of well-bounded volume
ratio, a volumetric characteristic of a convex body closely related to cotype 2 property
of the corresponding normed space. It would be important to find more examples of,
and/or limitations on such results. As a sample problem we mention the following

Problem 3.3. Given a finite dimensional normed space X, does there exist a subspace
Y ⊂ X with m := dim Y ≥ dim X/2 and a basis y1, . . . , ym of Y such that, denoting
by y∗

1 , . . . , y∗
m the dual basis of Y ∗ we have

Aveεi=±1

∥∥∥
m∑

i=1

εiyi

∥∥∥ · Aveηj=±1

∥∥∥
m∑

j=1

ηjy
∗
j

∥∥∥ ≤ Cm ?

It is in fact an open problem whether a similar property holds for every normed
space without passing to a subspace. [For example, a slightly weaker form of this last
question was stated as Problem 6 in [70].]

3.4. Products of convex bodies and the nontrivial projection problem. A measure
of geometric complexity of a high dimensional convex body K is whether it can be
“reduced,” in some meaningful sense, to bodies of substantially lower dimension.
One such natural reduction would be approximating K , in the sense of Banach–
Mazur distance, by Cartesian products of (two or more) convex bodies, each of which
has a reasonably large dimension. The so phrased problem makes sense also for non-
symmetric bodies, but in the symmetric case it reduces to the well-known nontrivial
projection problem.

Problem 3.4. Do there exist C > 0 and a sequence kn → +∞ such that for every
n-dimensional normed space X there is a projection P on X with ‖P ‖ ≤ C and
min{rankP, rank(I − P)} ≥ kn?



Convexity, complexity, and high dimensions 1609

A question about somewhat stronger property, the finite-dimensional basis problem
was resolved in early 1980s (after having been open for about 50 years) in [32] and
[97] (see also [60]), where it was shown that the statement from Problem 3.4 can not
hold with kn substantially larger than

√
n (more precisely, with kn � √

n log n) and
that, in general, we can not find projections on X whose rank and corank are of the
same order as dim X and whose norm is o(

√
dim X). [Note that every k-dimensional

subspace of a normed space is complemented via a projection of norm ≤ √
k, see [44],

or even slightly smaller, see [52], [50].] Various versions of Problem 3.4 were stated in
the ICM talks by Milman (1986, [70]) and, most notably, by Pisier (1983, [83]), with
the latter reporting also on the definitive treatment of the case when dim X = ∞: it
may then happen that, for any finite rank projection P on X one has ‖P ‖ ≥ c

√
rankP .

[The purely infinite dimensional counterexample to splitting into a nontrivial Cartesian
product, or even to a weaker property, is provided by the Gowers–Maurey hereditarily
indecomposable spaces, see [63].]

In spite of all these negative results it is still conceivable that the answer to Prob-
lem 3.4 is affirmative, even with kn ∼ √

n; this threshold is precise (on the power
scale) in the case of “the usual suspects,” Gluskin-type random spaces, (see [60]) and –
perhaps for a reason – parallels some thresholds related to the saturation phenomenon
from Section 3.2. In fact, improvements on the extremal order

√
rankP for norms of

projections have been known for quite a while, see [80], [83]. The following bound
([105]) can be obtained by combining known techniques (in a not-so-straightforward
manner, though).

Theorem 3.5. There exist C, c > 0 and a sequence kn ≥ exp (c
√

log n) such
that, for every n-dimensional normed space X, there is a projection P on X with
min{rankP, rank(I − P)} ≥ kn and ‖P ‖ ≤ C(log kn)

2.

Going even further, we do not see easy counterexamples to the following (sample)
statement stronger than the one in Problem 3.4: Given an n-dimensional normed
space X and an integer m with

√
n < m ≤ n, the space X can be split into a direct sum

of m subspaces E1, . . . , Em of approximately equal dimensions, and such that if Pj is
the projection onto Ej that annihilates all Ei with i �= j , then max1≤j≤m ‖Pj‖ ≤ C.
This would be a generalization of the classical Auerbach lemma which asserts that
the answer is yes, with C = 1, if m = n. However, it is possible that, at least for
some range of m, an argument in the spirit of [98] may yield a counterexample.

4. Algorithmic complexity and derandomization, pseudorandom
matrices

Many results in asymptotic geometric analysis, including virtually all cited in the
preceding section, have been obtained by probabilistic considerations. For example,
when the objective is to prove the existence of a convex body (or a normed space)
with certain property, the strategy is to come up with an appropriate random variable
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whose values are convex bodies, and then to show that with nonzero (and typically
close to 1) probability the property in question is satisfied. [The arguments usually
involve precise metric entropy estimates for various subsets of R

n, or for sets of
operators on R

n, combined with large deviation and, particularly, small ball estimates
for vector-valued random variables; the latter two are aspects of the celebrated measure
concentration phenomenon, the standard form of which is more adapted to almost
isometric questions than to isomorphic ones.] For many more examples of similar
arguments in other contexts see [5].

In all such cases, a natural question is: Is it possible to give an explicit example,
or a derandomized algorithm? An explicit example must have an explicit reason, and
this should presumably be reflected by the presence of some additional structure and a
more natural, “nicer” end-product. Even more importantly, if a question is motivated
by applications, it is usually imperative that the solution be explicit, or at least easily
verifiable. In this section we will sketch several sample contexts when a derandomized
proof would be desirable, and describe a few attempts at derandomization (or partial
derandomization) of constructions that were originally obtained using probabilistic
methods.

Very often the object one constructs (a convex body, a normed space, or a subspace
or a quotient) can be fully described by a matrix, which in a probabilistic construction
will be random. [This link is even more explicit when the objective is to find an
operator.] Since we aim at producing explicit matrices that behave like random ones,
one may say that this section is mostly about pseudorandom matrices.

4.1. Kashin decompositions and linear vs. quadratic programming. We begin
by recalling the following spectacular result motivated by questions in approximation
theory and usually referred to as Kashin decomposition (see [45], [96], [102], [84])

Theorem 4.1 (Kashin decomposition). Given m = 2n ∈ 2N, there exist two orthog-
onal m-dimensional subspaces E1, E2 ⊂ R

m such that

1

8
‖x‖2 ≤ 1√

m
‖x‖1 ≤ ‖x‖2 for all x ∈ Ei, i = 1, 2. (5)

In other words, the space �2n
1 is an orthogonal (in the �2n

2 sense) sum of two
nearly Euclidean subspaces. The existence of such a decomposition was surprising
because, as is easily seen, on the entire space R

m, the ratio between the �1 and �2
norms varies between 1 and

√
m (in fact, the Banach–Mazur distance between �m

1
and �m

2 equals
√

m). [See [84], p. 95, for an exposition of the equally striking infinite-
dimensional analogue due to Krivine and independently to Kashin.] A slightly differ-
ent form of the theorem (the original one) asserts the existence of a matrix V ∈ O(n)

such that
max{‖x‖1, ‖V x‖1} ≥ c

√
n‖x‖2 for all x ∈ R

n

the graphs of V and −V yield then a desired decomposition of R
m (with 1

8 in (5)
replaced by c

2 ). In both formulations the standard arguments yield that, for large n,
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the assertion holds for nearly all decompositions E1 ⊕ E2 or, resp., for nearly all
V ∈ O(n) (with respect to the corresponding Haar measure); see [7], [90], [55] and
their references for an in-depth discussion of other random models. However, no
explicit families of E1, E2 or V with n → ∞ are known. This leads naturally to

Problem 4.2. Given n ∈ N, exhibit an explicit Kashin decomposition of �2n
1 .

A formally easier, and perhaps more to the point, as it corresponds to constructive
Dvoretzky theorem for �m

1 (cf. Section 3.2), is the question (also stated as Problem 7
in [70]) about exhibiting explicit proportional nearly Euclidean subspaces of �m

1 , i.e.,
subspaces E ⊂ �m

1 with k := dim E ≥ cm and d(E, �k
2) ≤ C. The best to date result

of this nature is due to Rudin [88] and yields merely k = O(
√

m). The construction in
[88] was based on finite fields and difference sets (or the so called finite geometries),
and the topic directly considered was that of exact 	p-sets for even integers p ≥ 4.
This leads to another question: finding explicit exact 	p-sets for other values of p;
for definitions and probabilistic results see [17], [106], [18].

A very interesting result (whose relevance is not completely clear yet) in the
direction of Problem 4.2 was obtained in [15], which – in our language – contains a
constructive version of the quotient of a subspace Theorem 3.1 for the simplex. [See
also [77], where this and many more related issues are discussed.]

Theorem 4.3. Given n ∈ N, there exists a set S ⊂ R
n which is an explicit affine

image of an explicit section of the 5n-dimensional simplex and which verifies

Bn
2 ⊂ S ⊂ CBn

2 .

Moreover, C can be replaced by 1+ε, for ε ∈ (0, 1), if we use a simplex of dimension
≥ C1n log (2/ε).

One thus finds an explicit approximate of the n-dimensional Euclidean ball Bn
2

“hidden” in the 5n-dimensional simplex. The original motivation for Theorem 4.3
was approximating quadratic programming problems by linear programming prob-
lems while increasing the size of a problem only moderately. Here n is the size of
the original quadratic problem related to the Euclidean ball, or to an ellipsoid. The
dimension of the simplex corresponds to the size of the linear problem (its faces repre-
sent constraints), with the increase in size related to the number of auxiliary variables.
Representing auxiliary variables in terms of the original variables corresponds to a
section of the simplex, and the affine image, or projection, corresponds to verifying
whether there is a point with certain coordinates pre-assigned which verifies the con-
straints. Finally, ε is the precision of the approximation. We emphasize the very weak
dependence of the increase in dimension on ε; it is more standard in similar state-
ments in geometric functional analysis to have in place of log (2/ε) a factor which is
a power of ε (we again refer to the article [48] in this collection for a more detailed
discussion of the almost isometric theory, where this particular issue more properly
belongs). This is another indication of possible advantages of explicit objects over
random ones.
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It is not clear whether the approach of [15] can be developed to handle the symmet-
ric case corresponding to a constructive Dvoretzky theorem for �m

1 (closely related to
Problem 4.2), or even to a constructive version of Theorem 3.1 for that space. In any
case, it seems that the more directly relevant point of view is here the dual form of the
Dvoretzky theorem, or of the Kashin decomposition: find an explicit projection, or
an affine image, of the m-dimensional cube (the unit ball of �m∞) which approximates
a Euclidean ball of dimension ≈ cm.

A vaguely similar topic in that it connects algorithmic issues (approximating,
this time in the isomorphic sense, problems in combinatorial optimization by their
semi-definite relaxations) with functional analytic phenomena (Grothendieck-type
inequalities and the geometry of various high dimensional convex sets) has been
studied, among others, in [4], [67], [3], [47]; see the first three of these articles and
[77], and their references, for the background. The same circle of ideas, related to
inhomogeneity of high dimensional cubes and linked to some of the issues discussed
in Section 3, led to the solution – in the negative, for large dimensions – of the
following (central case of the) well-known problem of Knaster stated in 1946 in the
New Scottish Book and published in 1947 in [49]: Given a continuous function on
the sphere in R

n and a configuration of n points on that sphere, is there a rotation
of the configuration on which the function is constant? See [46] for details and for
the background. We refer to [39] for improvements yielding (negative) solutions also
for moderate dimensions (at this point the answer is unknown for n between 4 and
about 60; the answer is affirmative for n < 4) and to [71] for a link between Knaster-
like statements and precise versions of Dvoretzky theorem. [Some such statements
may still be true, see [46].]

4.2. Decreasing randomness and expander graphs. A significant step in the di-
rection of the problems stated or hinted in the preceding subsection was made in [10].
The approach of that paper uses the paradigm introduced earlier in combinatorics and
computer science: if we do not know how to completely dispense with randomness in
certain construction, let us at least reduce the number of random bits needed to imple-
ment the construction; see [2] for an early article in that direction, usually referred to
as the combinatorial derandomization. As in [2], pseudorandomness is brought in by
pseudorandom expander graphs based on Kazhdan property T for groups (see [62],
[57]). Rather than flipping the coin 2n2 times to obtain a n×2n matrix of ±1’s, which
represents a linear map from R

2n to R
n whose kernel is typically an n-dimensional

subspace of R
2n, one identifies the 22n possible rows of such matrix (i.e., vectors

of length 2n with ±1 coordinates) with vertices of an appropriate explicit expander
graph, and then decides which vertices/rows to use by performing a random walk on
that graph. Obtaining n rows requires n (or n − 1) steps, for which we need approxi-
mately n log2 d random bits (where d is the degree of the graph), to which we need to
add 2n bits for a random choice of the starting point. Specifics depend on a particular
problem considered (the technical details are no longer primarily combinatorial, but
field specific), for example to obtain a nearly Euclidean n-dimensional subspace of
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�2n
1 (or a partially derandomized Dvoretzky theorem for that space), d can be chosen

to be polynomial in n and so the cost in random bits is of order n log n.
This is an extremely interesting and promising approach. In addition to Dvoretzky

theorem for �n
1, the authors of [10] partially derandomize, among others, the quotient

of a subspace Theorem 3.1. Full derandomization does not seem to be possible there
since the initial space X is not concrete; alternatively, the hypothesis would need to
include conditions on the presentation of X. This example, while pointing to the “more
correct” questions that should be asked in certain contexts, also reveals the limitations
of the approach. However, progress beyond those limitations may conceivably be
possible if one uses the more sophisticated pseudorandom techniques from, say, [58],
[89], the contributions whose full implications have not been completely “digested”
yet.

It is interesting to note that, in addition to the classical theoretical computer
science, the same paradigm (from randomizing to partial derandomizing) and the
same underlying techniques have been exploited in the quantum information the-
ory, see [36], [6]; this circle of ideas also vaguely relates to random codes from
Subsection 4.4 below. Thus one may hope that the interaction of asymptotic geo-
metric analysis and the quantum theory expands beyond the initial encounters such
as [12], [100].

4.3. Reducibility of matrices and the property τ . An n × n matrix M is said to
be reducible if, in some orthonormal basis, it can be written as a block matrix

M =
[
M1 0
0 M2

]
,

where M1 and M2 are square matrices of sizes which are (necessarily) between 1 and
n − 1. This is equivalent to M commuting with a nontrivial orthogonal projection.
Based on an analysis of a large class of natural examples it was suggested around 1980
that, as n increases to ∞, the reducible matrices may become more and more dense
in the space of all n × n matrices. A confirmation of this fact from “experimental
mathematics” would have had interesting consequences in the theory of quasidiag-
onal operators, and (likely) some useful implications for numerical linear algebra.
However, this hope was soon laid to rest by the following result [37]

Theorem 4.4. There is a computable constant c > 0 such that for every n ≥ 2 there
is an n × n (real or complex) matrix of norm one which cannot be approximated
within c by a reducible matrix.

The argument given in [37] was non-constructive, the “poorly” reducible matrices
being random (albeit of a somewhat special form), and the value of c obtained there
was of order 10−7. A construction yielding explicit pseudorandom matrices which
are poorly approximable by reducible matrices was given recently in [16] (cf. [99],
[109]). The construction in [16] is based on property τ from representation theory.
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[A preprint containing a simpler, but weaker, version using Kazhdan’s property T was
circulated among some specialists in 2002.] The construction depends on noting that
a unitary representation g → π(g) on C

n is irreducible iff the adjoint representation
g → Adπ(g), defined by Adπ(g)(X) := π(g)Xπ(g)∗, does not have non-trivial
fixed points when restricted to (the invariant subspace of) trace zero n × n matrices.
On the other hand, the property T (or τ ) of a group G says, roughly, that every failure
of a unitary representation ρ of G to have non-trivial fixed points can be witnessed in a
uniform way on the finite setS = {ρ(g1), . . . , ρ(gk)}, where g1, . . . , gk are generators
of G (independent of ρ). Careful but elementary calculations involving various matrix
ideal norms show then that irreducibility of ρ can be likewise (uniformly) witnessed
on S, and the argument is concluded, as in [37], by producing an appropriate block
matrix some of whose entries are elements of S. The key point in the argument is
that k and the estimates quantifying irreducibility and lack of non-trivial fixed points
are independent of the dimension of the representation (of course, to begin with, we
need to choose a group which – in addition to possessing property τ – has many finite
dimensional representations; e.g., SL2(Z) fulfills this role well). Again, as a bonus,
we get a constant c which is better than that in [37] by several orders of magnitude.

While this argument appears to be tightly connected to the Hilbert space structure
and, accordingly, not immediately applicable to our more general setting of normed
spaces, it is conceivable that (for example) by considering specific instances of the
principle that is behind the construction, and by appealing in a deeper way to their
structure, one may obtain pseudorandom matrices that are of relevance to some of
the questions suggested elsewhere in this article. [The fact that Hilbert spaces are the
setting for property T or τ is not disqualifying per se; in fact, constructions of, say,
random bodies typically appeal to Euclidean structures of the underlying spaces by
working, e.g., with Gaussian measures.]

4.4. Random linear codes and other topics. Other situations calling for pseudo-
random models that have been mentioned in this article are Gluskin-type random
Banach spaces [31], [32], [97], [98], [59], some of which are implicit in Section 3.1,
or the spaces exemplifying the saturation phenomenon from Section 3.3. We point out
that while the latter spaces depend on the initial, a priori arbitrary lower dimensional
space W with which we saturate them, the dependence is very canonical. Indeed, what
really counts is the arrangement of a finite family of lower dimensional subspaces in
the larger space, just as Gluskin-type spaces exploited, in a sense, arrangements
of finite sets of points. A construction that comes to mind here is [52], which, in
particular, contains a successful derandomization of the example of a space with sev-
eral extremal parameters, including the so called unconditional basis constant, given
previously in [28] as an application of non-constructive Kashin decomposition (The-
orem 4.1). However, the approach of [52] is based on spherical codes constructed via
finite geometries and so its applicability seems somewhat limited, cf. our discussion
of [88] in the paragraph following Theorem 4.1.

Another, quite different question is related to modeling free random variables in
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free probability (see [110], [112], [111], [38]) with independent random matrices of
increasing size. Due to the apparent central role of the idea of freeness in the subject
of random matrices it would be very interesting to have also sufficiently canonical
pseudorandom models (we note that there exist here constructions based on Clifford
matrices [110], [94] which are, however, not fully satisfactory).

We conclude by describing briefly one more development that occurred recently on
the border of high-dimensional convexity and computer science and which concerns
self-correcting linear codes. The context is roughly as follows. We want to transmit
a signal which is a vector x ∈ R

n. Since some coordinates may get corrupted in
the transmission, we introduce some redundancy by transmitting instead the vector
y = Ax ∈ R

N , where A is an N × n matrix independent of x and N is larger, but
not much larger than n. We then hope that if not too many of the coordinates of y

get corrupted in the transmission, then we will be able to recover, in a robust way, the
original signal x. In this context, some specific efficient strategies (based on linear
programming) for recovery of the original signal along this line were proposed by
Donoho and his collaborators (see, e.g., [25] and references in [22]), and existence
of very efficient codes, with redundancy close to the theoretical minimum (which
depends, of course, on the reliability of the transmission channel) was shown in
[23], [87], [22]. However, in a twist which is reminiscent of the classical random
Shannon codes [93], in the most efficient encoding schemes the matrix A is not
explicit! This is not the worst possible scenario since once an appropriate A (of given
size) is found in the pre-processing stage, it subsequently can be repeatedly used to
encode all possible signals x ∈ R

n. However, in spite of some promising leads, fully
satisfactory constructive and algorithmically efficient methods for producing large
encoding matrices are still missing here.

We refer the reader to [21] for more background on the topic mentioned above
and for other information/communication theory problems that have a similar flavor,
and to [66] for a study of linear encoding for random models more general than that
of [23], [87], [22] (but still employing the same setup involving vectors from R

n

and R
N ).
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Higher index theory of elliptic operators and geometry
of groups

Guoliang Yu∗

Abstract. The Atiyah–Singer index theorem has been vastly generalized to higher index theory
for elliptic operators in the context of noncommutative geometry. Higher index theory has
important applications to problems in differential topology and differential geometry such as
the Novikov Conjecture on homotopy invariance of higher signatures and the existence problem
of Riemannian metrics with positive scalar curvature. In this article, I will give a survey on
recent development of higher index theory, its applications, and its fascinating connection to the
geometry of groups and metric spaces.
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1. Introduction

An elliptic differential operator D on a compact manifold M is Fredholm in the sense
that the kernel and cokernel of D are finite dimensional and the image of D is closed.
The Fredholm index of D is defined to be

index(D) = dim(ker D) − dim(coker D).

Roughly speaking, index(D) measures the size of the solution space of a certain
system of differential equations associated to D. The Fredholm index has the fol-
lowing fundamental properties: (1) it is an obstruction to invertibility of D; (2) it is
invariant under homotopy equivalence. These are essential properties for the purpose
of applications. The celebrated Atiyah–Singer index theorem computes the Fred-
holm index of elliptic differential operators on compact manifolds and has important
applications [4].

Elliptic differential operators on noncompact manifolds are in general not Fred-
holm in the usual sense but Fredholm in a generalized sense. The generalized Fred-
holm index for such operators is called the higher index. Higher index theories for
elliptic operators in various noncompact situations have been successfully developed
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by Kasparov [51], [52], Mishchenko–Fomenko [60], Baum–Connes [6], Connes–
Skandalis [23], Connes–Moscovici [22], and Roe [67]. In this survey, we will focus
on higher index theory in the following two cases: (1) noncompact manifolds with
proper and free cocompact actions of discrete groups, (2) noncompact complete Rie-
mannian manifolds.

In the case of a manifold M̃ with a proper and free cocompact action of a discrete
group �, let M be the compact quotient M̃/�, let D be an elliptic differential operator
on M and let D̃ be the lifting of D to M̃ . D̃ is a generalized Fredholm operator and
its generalized Fredholm index is an element in the K-theory of the reduced group
C∗-algebra C∗

r (�) [51], [52], [60], [6]. The Fredholm index of D is essentially
the 0-dimensional information of the generalized Fredholm index of D̃. For this
reason, the generalized Fredholm index of D̃ is called the higher index of D̃. The
higher index of D̃, denoted by H -index(D̃), has properties similar to that of the
classical Fredholm index: (1) H -index(D̃) is an obstruction to invertibility of D̃;
(2) H -index(D̃) is invariant under homotopy equivalence. These properties are crucial
for purpose of applications. For example, property (1) implies that if H -index(D̃)

is non-zero for the Dirac operator, then the manifold M can not carry a Riemannian
metric of positive scalar curvature (as a consequence of the Lichnerowicz formula,
positive scalar curvature implies that the Dirac operator D̃ is invertible) [69]. The
Baum–Connes Conjecture provides an algorithm to compute the higher index of D̃.
The Baum–Connes Conjecture was proved by Higson–Kasparov when � has the
Haagerup property (e.g. all amenable groups) [43] and by Lafforgue for a large class of
groups with Property T [56]. I should also mention important work by Puschnigg [66]
and Chabert–Echterhoff–Nest [14]. The general problem of computing the higher
index of D̃ is still wide open. However, for the purpose of applications to geometry
and topology, it is often enough to determine when the higher index is non-zero.
The Strong Novikov Conjecture is an algorithm of determining non-vanishing of the
higher index. Currently much more is known about this conjecture than the Baum–
Connes Conjecture. In this article, we will focus on the recent development of the
Strong Novikov Conjecture.

In the case of a general noncompact complete Riemannian manifold M , Roe has
introduced a higher index theory for elliptic differential operators on M [67]. The
Coarse Baum–Connes Conjecture is an algorithm to compute the higher index of
elliptic differential operators on noncompact complete Riemannian manifolds. This
conjecture has been proved for a large class of interesting spaces. In general, there
are counter-examples to the Coarse Baum–Connes Conjecture [80], [44]. The Coarse
Strong Novikov Conjecture is an algorithm of determining non-vanishing of the higher
index. There is an unbounded geometry counter-example to this conjecture [80]. This
conjecture is still open for spaces with bounded geometry. In this article, we will also
report recent progress on the Coarse Baum–Connes Conjecture and the Coarse Strong
Novikov Conjecture.

There is a beautiful link between higher index theory and a certain aspect of metric
geometry. At this stage, this part of metric geometry is mostly uncharted territory.
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One purpose of this survey is to advertise this aspect of metric geometry.
We remark that all manifolds in this article are smooth.

2. Higher index theory of elliptic operators

In this section we briefly review the higher index theory of elliptic operators. The first
part of this section is devoted to higher index theory for noncompact manifolds with
a proper and free cocompact action of a discrete group [51], [52], [60], [6]. In the
second part of this section, we discuss higher index theory for noncompact complete
Riemannian manifolds [67].

2.1. Higher index theory and discrete groups. Let � be a discrete group acting
properly and freely on a manifold M̃ with compact quotient M = M̃/�.

We first recall the concept of the reduced group C∗-algebra for any countable
discrete group �.

Let l2(�) be the Hilbert space defined by

l2(�) = {
ξ : � → C | ∑

γ∈� |ξ(γ )|2 < ∞}
.

For each g ∈ � we define a unitary operator Ug acting on l2(�) by

(Ugξ)(γ ) = ξ(g−1γ )

for all ξ ∈ l2(�) and γ ∈ �.
We define the group algebra C� by

C� = { ∑
g∈� cgUg : cg ∈ C

}
,

where
∑

g∈� cgUg is a finite sum. Observe that C� is an algebra over C.

Definition 2.1. The reduced group C∗-algebra C∗
r (�) is the closure of C� under

operator norm.

In general, C∗
r (�) is a highly noncommutative C∗-algebra and is a typical example

of a “noncommutative space” in Connes’ noncommutative geometry [16].
Let D be an elliptic differential operator on the compact manifold M . Let D̃ be

the lifting of D to M̃ . Recall that a classical theorem in functional analysis says
that an operator is Fredholm if and only if it is invertible modulo K , the algebra of
all compact operators. D̃ is in general not Fredholm. However, D̃ is a generalized
Fredholm operator in the sense that D̃ is invertible modulo C∗

r (�)⊗K . By a standard
procedure in K-theory, one can define the higher index of D̃, denoted by H -index(D̃),
as an element of the K-group K0(C

∗
r (�)). When D is a self-adjoint elliptic differential

operator, we can define the higher index of D̃, denoted by H -index(D̃), as an element
of the K-group K1(C

∗
r (�)). The higher index of D̃ has the following important
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properties: (1) it is an obstruction to invertibility of D̃, (2) it is invariant under
homotopy equivalence of D̃.

Let tr : C∗
r (�) → C be the canonical trace defined by

tr(T ) = 〈T δe, δe〉
for every T ∈ C∗

r (�), where δe ∈ l2(�) is the Dirac function at the identity element e

of the group �. This trace induces a homomorphism

tr∗ : K0(C
∗
r (�)) → C.

Atiyah’s L2-index theorem in [3] implies the following identity:

tr∗(H -index(D̃)) = index(D).

It follows that the Fredholm index of D is the 0-dimensional information of the higher
index of D̃.

Let Z be a locally compact space with a proper cocompact �-action. The �-equi-
variant K-homology group K�

0 (Z) is generated by all �-invariant “abstract elliptic
operators” on Z [51], [52]. Similarly, the �-equivariant K-homology group K�

1 (Z)

is generated by all �-invariant self-adjoint “abstract elliptic operators” on Z.
Let E� be the universal space for proper �-actions [7]. The �-equivariant K-

homology group K�∗ (E�) is defined to be the inductive limit

lim
Z⊆E�

K�∗ (Z),

where the inductive limit is taken over all �-invariant and �-cocompact subsets of E�.
The Baum–Connes map μ associates each �-invariant “abstract elliptic operator”

to its higher index:
μ : K�∗ (E�) → K∗(C∗

r (�)).

Conjecture 2.2 (The Baum–Connes Conjecture [6], [7]). Let � be a countable discrete
group. The Baum–Connes map μ : K�∗ (E�) → K∗(C∗

r (�)) is an isomorphism for �.

Let � be a discrete group acting properly and freely on a manifold M̃ with compact
quotient M = M̃/�. Let D be an elliptic differential operator on M and D̃ be its lifting
to M̃ . Denote by [D̃] the K-homology class of D̃ in K�∗ (M̃). By the universality
of E�, there exists a �-invariant classifying map f : M̃ → E�.

We have
H -index(D̃) = μ(f∗[D̃]).

It follows that the Baum–Connes Conjecture would reduce the computation of
the higher index H -index(D̃) to that of f∗[D̃] in K�∗ (E�), which is in principle
computable.

Conjecture 2.3 (The Strong Novikov Conjecture). Let � be a countable discrete group.
The Baum–Connes map μ : K�∗ (E�) → K∗(C∗

r (�)) is injective for �.
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The Strong Novikov Conjecture would reduce the non-vanishing problem of the
higher index H -index(D̃) to that of f∗[D̃] in K�∗ (E�), which is in principle decidable.

If M is an aspherical compact manifold (i.e. its universal cover is contractible), the
Strong Novikov Conjecture implies the Gromov–Lawson Conjecture which claims
that an aspherical compact manifold can not carry a Riemannian metric with positive
scalar curvature [67]. Let � be the fundamental group of M and M̃ be the universal
cover of M . In this case f∗ is an isomorphism and the Strong Novikov Conjecture
implies that the higher index of the Dirac operator is non-zero [67]. However, by the
Lichnerowicz formula, positive scalar curvature would imply invertibility of the Dirac
operator. In general, the Strong Novikov Conjecture implies a stable version of the
Gromov–Lawson–Rosenberg Conjecture [73]. This stable version of the Gromov–
Lawson–Rosenberg Conjecture provides a complete answer to the question when a
compact manifold can stably carry a Riemannian metric with positive scalar curvature.

Another very important corollary of the Strong Novikov Conjecture is the Novikov
Conjecture on homotopy invariance of higher signatures. The Novikov Conjecture
is a central problem in the classification of higher dimensional compact manifolds
(see [32] for a historic account of the Novikov Conjecture). In the case of aspherical
compact manifolds, the Novikov Conjecture states that rational Pontryagin classes
are homotopy invariants. In this case the Novikov Conjecture can be considered as
an infinitesimal version of the Borel Conjecture, which claims that any aspherical
compact manifold M is rigid in the sense that if another compact manifold M ′ is
homotopy equivalent to M , then M ′ is homeomorphic to M . The Strong Novikov
Conjecture implies an integral version of the Novikov Conjecture in L-theory after
inverting 2 [70]. This integral version of the Novikov Conjecture implies the stable
Borel Conjecture which states that if a compact manifold M is aspherical and another
compact manifold M ′ is homotopy equivalent to M , then M ′ × R

n is homeomorphic
to M × R

n for some large n [31].

2.2. Higher index theory for noncompact complete Riemannian manifolds. We
shall briefly review Roe’s higher index theory for noncompact complete Riemannian
manifolds [67].

We first recall the concept of Roe algebra. Let � be a locally finite discrete metric
space (recall that a discrete metric space is said to be locally finite if every ball has
finitely many elements). Let H be a separable and infinite dimensional Hilbert space.
We decompose

l2(�) ⊗ H = ⊕γ∈�(δγ ⊗ H),

where δγ ∈ l2(�) is the Dirac function at γ . For each bounded linear operator
T : l2(�) ⊗ H → l2(�) ⊗ H , we have a corresponding decomposition:

T = (Tx,y)x,y∈�,

where Tx,y is a bounded linear operator from δy ⊗ H to δx ⊗ H .
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Definition 2.4 (Roe [67]). Let � be a locally finite discrete metric space.

(1) A bounded linear operator T : l2(�) ⊗ H → l2(�) ⊗ H is said to be locally
compact if Tx,y is compact for all x, y ∈ �;

(2) A bounded linear operator T : l2(�) ⊗ H → l2(�) ⊗ H is said to have finite
propagation if there exists R ≥ 0 such that Tx,y = 0 for all x, y ∈ � satisfying
d(x, y) > R.

(3) The Roe algebra C∗(�) is defined to be the operator norm closure of all locally
compact operators acting on l2(�) ⊗ H with finite propagation.

An important feature of the Roe algebra is that, up to ∗-isomorphism, it depends
only on the quasi-isometry type (or more generally the coarse type) of the locally
finite discrete metric space.

If Z is a locally compact metric space, we choose a net � in Z and define the Roe
algebra C∗(Z) by C∗(�). Recall that a locally finite discrete subspace � ⊆ Z is said
to be a net if there exists c ≥ 0 satisfying d(z, �) ≤ c for every z ∈ Z. We observe
that the definition of C∗(Z) is independent of the choice of � up to ∗-isomorphism.

If M is a noncompact complete Riemannian manifold and D is a geometric ellip-
tic operator on M , then D is a generalized Fredholm operator in the sense that it is
invertible modulo C∗(M). One can define a higher index, denoted by H -index(D), as
an element of the K-group K0(C

∗(M)) [67]. Similarly when D is a self-adjoint geo-
metric elliptic operator on M , one can define a higher index, denoted by H -index(D),
as an element of the K-group K1(C

∗(M)). This higher index is an obstruction to
invertibility and is invariant under homotopy equivalence.

Definition 2.5. Let � be a locally finite metric space. For each d ≥ 0, the Rips
complex Pd(�) is the simplicial polyhedron where the set of all vertices is �, and a
finite subset {γ0, . . . , γn} ⊆ � spans a simplex iff d(γi, γj ) ≤ d for all 0 ≤ i, j ≤ n.

Let Z be a locally compact space. Recall that the K-homology group K0(Z)

is generated by all “abstract elliptic operators” on Z [51], [52]. Similarly, the K-
homology group K1(Z) is generated by all self-adjoint “abstract elliptic operators”
on Z.

Let � be a locally finite discrete metric space. The coarse Baum–Connes map μ

associates every “abstract elliptic operator” to its higher index:

μ : lim
d→∞ K∗(Pd(�)) → K∗(C∗(�)).

Conjecture 2.6 (The Coarse Baum–Connes Conjecture [45], [78]). If � is a locally
finite discrete metric space, then the coarse Baum–Connes map μ is an isomorphism.

If � is a countable discrete group with a length metric and its classifying space
B� has the homotopy type of a finite CW -complex, then the descent principle says
that the Coarse Baum–Connes Conjecture for � as a metric space implies the Strong
Novikov Conjecture for � as a group [68].

Recall that a function l : � → [0, ∞) is said to be a length function if
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(1) l(g) = 0 for some g ∈ � if and only if g is the identity element;

(2) l(g) = l(g−1) for all g ∈ � and l(g1g2) ≤ l(g1) + l(g2) for all g1 and g2 in �;

(3) l is proper in the sense that l−1(K) is a finite subset of � for every compact
subset K of [0, ∞).

We remark that such a length function always exists for any countable discrete
group. If � is a finitely generated group, we can construct a word length for any finite
generating set. For any length function l on a countable group �, we can associate
a length metric d on � by: d(g1, g2) = l(g−1

1 g2) for all g1 and g2 in �. We remark
that a countable discrete group with a length metric has bounded geometry (recall
that a discrete metric space � is said to have bounded geometry if for all r > 0 there
exists N(r) > 0 such that the number of elements in every ball with radius r is at
most N(r)).

A counterexample to the injectivity of the coarse Baum–Connes map is found
in [81]. However, this example does not have bounded geometry. A bounded geometry
counterexample to surjectivity is found in [44].

The following conjecture is still wide open.

Conjecture 2.7 (The Coarse Strong Novikov Conjecture). If � is a discrete metric
space with bounded geometry, then the coarse Baum–Connes map μ is injective.

If M is a noncompact complete Riemannian manifold with bounded geometry (i.e.
M has bounded curvature and positive injectivity radius), then there exists a net �

in M such that � has bounded geometry. Let {Uγ }γ∈� be an open cover of M such
that γ ∈ Uγ for each γ ∈ � and {diameter(Uγ )}γ∈� is uniformly bounded. Let
{φγ }γ∈� be a partition of unity subordinate to {Uγ }γ∈� . We define a continuous map
φ : M → Pd(�) for some large d by

φ(x) =
∑

γ∈�

φγ (x)γ

for all x ∈ M .
Let D be a geometric elliptic operator on M and [D] be its K-homology class in

K∗(M).
We have

H -index(D) = μ(φ∗[D]).
It follows that the Coarse Strong Novikov Conjecture would reduce the non-

vanishing problem of H -index(D) to that of φ∗([D]) in limd→∞ K∗(Pd(�)), which
is in principle decidable.

Recall that a Riemannian manifold M is said to be uniformly contractible if for
every r > 0, there exists R ≥ r such that for each x ∈ M , the ball with radius r and
center x can be contracted to a point within the ball with radius R and center x. If M is a
uniformly contractible Riemannian manifold with bounded geometry, then the Coarse
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Strong Novikov Conjecture implies a conjecture of Gromov which states that M can
not have uniform positive scalar curvature [36]. In this case φ∗ is an isomorphism and
therefore the Coarse Strong Novikov Conjecture implies that the higher index of the
Dirac operator is non-zero. However, by the Lichnerowicz formula, uniform positive
scalar curvature would imply invertibility of the Dirac operator.

3. Geometry of groups and metric spaces

In this section we briefly discuss several useful concepts from metric geometry. These
concepts play important roles in higher index theory.

The following concept plays an important role in the study of Novikov type con-
jectures.

Definition 3.1 (Gromov [35]). Let � be a metric space; let X be a Banach space.
A map f : � → X is said to be a (coarse) uniform embedding if there exist non-
decreasing functions ρ1 and ρ2 from R+ = [0, ∞) to R such that

(1) ρ1(d(x, y)) ≤ ‖f (x) − f (y)‖ ≤ ρ2(d(x, y)) for all x, y ∈ �;

(2) limr→+∞ ρi(r) = +∞ for i = 1, 2.

Intuitively (coarse) uniform embeddability of a metric space � into a Banach
space X means that we can draw a “nice” picture of � in X which reflects the large
scale geometry of �. If � is a countable discrete group with a length metric, the
concept of (coarse) uniform embeddability of � into a Banach space X does not
depend on the choice of the length metric.

The following construction implies that every discrete metric space admits a
(coarse) uniform embedding into some Banach space, and we need to consider rea-
sonably nice Banach spaces to do anything interesting.

Let � be a discrete metric space, let X = l∞(�). Fix x0 ∈ �. We define an
isometric embedding of � into X by

(f (x))(γ ) = d(γ, x) − d(γ, x0)

for every x, γ ∈ �.
The Hilbert space case is particularly important. Examples of groups which admit

(coarse) uniform embedding into Hilbert space include

(1) amenable groups (Bekka–Cherix–Valette [8]);

(2) groups with finite asymptotic dimension (e.g. a certain mapping class groups
[9]), more generally groups with polynomial asymptotic dimension growth [26];

(3) hyperbolic groups [71], more generally a class of relatively hyperbolic groups
[62], [65], [25];

(4) countable subgroups of any almost connected Lie groups (Guentner–Higson–
Weinberger [39]);
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(5) Coxeter groups [29], more generally certain diagram groups (including
R. Thompson’s group F) [30], [12], [1];

(6) semi-direct products of groups of the above types.

In [34], Gong–Yu proved that a noncompact Riemannian manifold with subexpo-
nential volume growth admits a (coarse) uniform embedding into Hilbert space.

The following concept provides the most effective method to construct (coarse)
uniform embedding into Hilbert space.

Definition 3.2 ([81]). A locally finite discrete metric space � is said to have Property A
if for any r > 0, ε > 0, there exist a family of finite subsets {Aγ }γ∈� of � × N (N is
the set of all natural numbers) such that

(1) (γ, 1) ∈ Aγ for all γ ∈ �;

(2) if γ and γ ′ are two points in � satisfying d(γ, γ ′) ≤ r , then

#(Aγ − Aγ ′) + #(Aγ ′ − Aγ )

#(Aγ ∩ Aγ ′)
< ε,

where #S is the number of elements in S for any finite set S;

(3) there exists R > 0 such that if (x, m) ∈ Aγ , (y, n) ∈ Aγ for some γ ∈ �, then
d(x, y) ≤ R.

The set of natural numbers N in the above definition allows one to count points in �

with multiplicity. We remark that the concept of Property A is invariant under quasi-
isometry (more generally it is invariant under coarse equivalence). If Z is a locally
compact metric space, we say that Z has Property A if a net � of Z has Property A.

Proposition 3.3 (Yu [81]). If a locally compact metric space Z has Property A, then Z

admits a (coarse) uniform embedding into Hilbert space.

In the case of a countable discrete group � with a length metric, Higson–Roe
proved that � has Property A if and only if � acts amenably on some compact
space [46]. Guentner–Kaminker proved that a certain exactness of the reduced group
C∗-algebra C∗

r (�) implies that � admits a (coarse) uniform embedding into Hilbert
space [40]. Ozawa further proved that exactness of the reduced group C∗-algebra
C∗

r (�) is equivalent to Property A of � [63]. In [15], Chen–Wang established a very
nice connection between Property A and the ideal structure of the Roe algebra.

Many of the known examples of locally finite discrete metric spaces (coarsely)
uniformly embeddable into Hilbert space have Property A. In a recent paper [61],
Nowak constructed the first example of a locally finite discrete metric spaces which
does not have PropertyA, but admits a (coarse) uniform embedding into Hilbert space.

Based on ideas of Enflo, Dranishnikov–Gong–Lafforgue–Yu found the first exam-
ple of a locally finite discrete metric space which does not admit a (coarse) uniform
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embedding into Hilbert space [28]. But this example does not have bounded geome-
try. In [37], Gromov used expanding graphs to construct examples of discrete metric
spaces with bounded geometry and also finitely generated groups which do not admit
a (coarse) uniform embedding into Hilbert space.

For purpose of the Novikov Conjecture, we need to introduce the following con-
vexity conditions for Banach spaces.

Definition 3.4. Let X be a Banach space.

(1) X is said to be strictly convex if
∥∥∥∥
x + y

2

∥∥∥∥ < 1

whenever x, y ∈ S(X) and x �= y, where S(X) = {x ∈ X, ‖x‖ = 1};
(2) X is called uniformly convex if for all ε > 0 there exists δ > 0 such that if

x, y ∈ S(X) and ‖x − y‖ ≥ ε, then
∥∥∥∥
x + y

2

∥∥∥∥ < 1 − δ.

Examples of uniformly convex Banach spaces include lp, Lp, and Cp for all
1 < p < ∞, where Cp is the Banach space of all Schatten-p class operators on a

Hilbert space, i.e. Cp = {T : H → H | tr(T ∗T )
p
2 < ∞} (H is a Hilbert space).

N. Brown and E. Guentner proved that every countable discrete metric space admits
a (coarse) uniform embedding into a strictly convex and reflexive Banach space [11].
W. B. Johnson and N. L. Randrianarivony showed that lp (p > 2) does not admit
a (coarse) uniform embedding into a Hilbert space [50]. More recently, M. Mendel
and A. Naor proved that lp does not admit a (coarse) uniform embedding into lq if
p > q ≥ 2 [57].

Problem 3.5. Let p > q ≥ 2. Construct a discrete metric space with bounded
geometry which admits a (coarse) uniform embedding into lp but not into lq ;

Problem 3.6. Let p > q ≥ 2. Construct a countable discrete group which admits a
(coarse) uniform embedding into lp but not into lq .

Such a group would be fascinating in the world of group theory since it is neither
among Gromov’s random groups [37] nor among the familiar class of groups con-
structed algebraically using amenable groups, hyperbolic groups and linear groups.

Question 3.7. Does every discrete metric space with bounded geometry admit (coarse)
uniform embedding into a uniformly convex Banach space?

A negative answer to this question might reveal a geometric phenomenon leading
to counter-examples of the Novikov Conjecture. Of course, a positive answer to the
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question would imply the Novikov Conjecture for every countable discrete group [55].
We should mention that Ozawa proved that if X is a uniformly convex Banach space
with an unconditional basis, then a sequence of expanding graphs does not admit a
(coarse) uniform embedding into X [64].

The following concept plays a very useful role in my work with Kasparov on the
Baum–Connes Conjecture (in preparation).

Definition 3.8. Let X be a Banach space and � be a countable discrete group. An
affine and isometric action α of � on X is said to be proper if

lim
l(g)→∞ ‖α(g)ξ‖ = ∞

for every ξ ∈ X, where l is a length metric on �.

Roughly speaking, if a group � admits a proper and affine isometric action on X, it
means that � can be effectively realized as symmetries of the Banach space X. If α is
a proper affine isometric action of � on a Banach space X, then the map γ → α(γ )0
is a (coarse) uniform embedding of � into X, where 0 is the zero vector in X.

We remark that the concept of proper affine isometric action does not depend on the
choice of the length function. If � admits a proper isometric affine action on Hilbert
space, then � is said to satisfy the Haagerup property [41] or to be a-T-menable [35].

The following example shows that every countable discrete group admits a proper
affine isometric action on some Banach space.

Let X = l∞(�). Let π be the regular action of � on X defined by

((π(g))ξ)(γ ) = ξ(g−1γ )

for every ξ ∈ X, all g and γ in �. We define an affine and isometric action α on X

by:
α(g)ξ = π(g)ξ + π(g)l − l

for every ξ ∈ X and g ∈ �, where l is a length function on �. It is not difficult to
verify that α is a proper action.

It is well known that an infinite Property T group does not admit a proper affine iso-
metric action on Hilbert space. A theorem of Zuk says that most (infinite) hyperbolic
groups have Property T and therefore do not admit a proper affine isometric action
on Hilbert space [83]. The following result shows the usefulness of considering more
general uniformly convex Banach spaces.

Proposition 3.9 ([82]). If � is a hyperbolic group, then there exists 2 ≤ p < ∞ such
that � admits a proper affine isometric action on an lp-space.

A very recent result of Bader–Furman–Gelander–Monod says that SL(n, Z) does
not admit a proper affine isometric action on lp-spaces if n ≥ 3 [5]. A natural question
is the following.
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Question 3.10. Does SL(n, Z) admit a proper affine isometric action on some uni-
formly convex Banach space for n ≥ 3?

A positive answer to this question would have interesting applications to the Baum–
Connes Conjecture.

4. Main results

In this section, we briefly discuss several recent results in higher index theory and
their applications.

Theorem 4.1 ([81]). Let � be a discrete metric space with bounded geometry. If �

admits a (coarse) uniform embedding into Hilbert space, then the Coarse Baum–
Connes Conjecture is true for �.

The special case of finite asymptotic dimension was first proved in [80] by a
controlled operator K-theory method.

Corollary 4.2. Let M be a uniformly contractible Riemannian manifold with bounded
geometry. If M admits a (coarse) uniform embedding into Hilbert space, then M can
not have uniform positive scalar curvature.

Theorem 4.3 ([81], [74]). Let � be a countable discrete group. If � admits a (coarse)
uniform embedding into Hilbert space, then the Strong Novikov Conjecture holds
for �.

By the descent principle, Theorem 4.3 follows from Theorem 4.1 under an addi-
tional finiteness assumption on the homotopy type of the classifying space B� [81].
This finiteness assumption was removed in [74] with the help of a technique introduced
by Higson [42] and a theorem of Tu [75].

Corollary 4.4. The Novikov Higher Signature Conjecture is true if the fundamental
group admits a (coarse) uniform embedding into Hilbert space.

By discussions in Section 2, the Novikov Conjecture is essentially a topological
“recognition” problem for compact manifolds. Roughly speaking, Corollary 4.4 says
if we can draw a “nice” picture of the fundamental group of a compact manifold in
Hilbert space, then we can “recognize” the manifold topologically.

The following result is a generalization of the injectivity part of Theorem 4.1.

Theorem 4.5 ([54]). Let � be a discrete metric space with bounded geometry. If �

admits a (coarse) uniform embedding into a uniformly convex Banach space, then the
Coarse Strong Novikov Conjecture is true for �.

Corollary 4.6. If a uniformly contractible Riemannian manifold M with bounded
geometry admits a (coarse) uniform embedding into a uniformly convex Banach space,
then M can not have uniform positive scalar curvature.
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The following result is a generalization of Theorem 4.3.

Theorem 4.7 ([55]). Let � be a countable discrete group. If � admits a (coarse)
uniform embedding into a uniformly convex Banach space, then the Strong Novikov
Conjecture is true for �.

A key ingredient in the proofs of Theorems 4.5 and 4.7 is the construction of an
infinite dimensional Bott bundle over the Banach space. Uniform convexity is used
to show that this Bott bundle is almost flat in a certain Banach sense.

Corollary 4.8. The Novikov Higher Signature Conjecture is true if the fundamental
group admits a (coarse) uniform embedding into a uniformly convex Banach space.

We end this survey with the following folklore conjecture.

Conjecture 4.9. Let M be a compact manifold and Diff(M) be the group of all
diffeomorphisms of M . If � is a countable subgroup of Diff(M), then � admits a
uniform embedding into Cp for some 1 < p < ∞, where p depends on the dimension
of M and Cp is the Banach space of all Schatten-p class operators on Hilbert space.

It is an open question whether every countable subgroup of Diff(M) for a compact
manifold M admits a proper affine isometric action on Cp for some 1 < p < ∞. This
question and Conjecture 4.9 are open even for the case of the circle. If Conjecture 4.9
is true, then Theorem 4.7 implies the Strong Novikov Conjecture for every countable
subgroup of Diff(M) for a compact manifold M .

Note added in proof. Y. Kida has proved that a mapping class group admits a
(coarse) uniform embedding into Hilbert space in his recent preprint “The mapping
class group from the viewpoint of measure equivalence theory”. U. Hamenstädt
has independently obtained the same result in her recent preprint “Geometry of the
mapping class groups I: Boundary amenability”.
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On spectral invariants in modern ergodic theory

Oleg N. Ageev ∗

Abstract. This is a short survey of recent developments in one of the oldest areas of ergodic
theory, sometimes called the spectral theory of dynamical systems. We mainly discuss the
spectral realization problem in the rich class of all invertible measure preserving dynamical
systems, a “behavior” of different spectral invariants in natural subclasses of dynamical systems,
and a complete solution of Rokhlin’s problem on homogeneous spectrum in ergodic theory.
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1. Introduction

Ergodic theory, also called measurable dynamics, studies iterations of a map (a col-
lection of maps forming an image of some (semi) group G with respect to a homo-
morphism) equipped with at least one (quasi) invariant measure. The maps are called
transformations, automorphisms, or dynamical systems (the collection of maps is
called a G-action, or a dynamical system, where G plays a role of “time”).

One of the main classes of dynamical systems is the group of all invertible measure-
preserving maps (automorphisms of a σ -algebra of measurable sets) defined on a
non-atomic Lebesgue space (X,μ), μ(X) = 1, where the Lebesgue space (X,μ) can
be viewed as an interval [0, 1] with the Lebesgue measure. This group is a Polish
(complete metrizable separable) topological group, denoted by Aut(μ), with respect
to the weak (coarse) topology defined by

Tn → T ⇔ μ(T −1
n A�T −1A) → 0 for each measurable A

(we identify transformations if they are coincide up to a measure zero set). We say
that a property holds for a typical element from a topological space D if the set
of elements with this property contains a dense Gδ-subset of D; in particular, for
Polish spaces D a property holds for a typical element if the set of such elements
is a comeager set. Iterations of T ∈ Aut(μ) define a Z-action denoted by the same
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symbol T . More generally, given a discrete countable group G, the set of all G-
actions, i.e. homomorphisms T : G → Aut(μ), equipped with the weak topology
defined by

T (n) → T ⇔ (∀g ∈ G) Tg(n) → Tg,

forms a Polish space denoted by �G.
We are interested in metrical properties (equivalently, metrical invariants) of dy-

namical systems, i.e. in properties which are invariant with respect to measurable
isomorphisms. Since every Polish space equipped with a Borel probability measure
is measurably isomorphic to a Lebesgue space (X,μ) (not necessarily non-atomic, but
usually we have a very easy dynamic on an atomic part), a “large” class of dynamical
systems can be viewed as elements of Aut(μ) or �G.

If we wish to consider non-discrete groups G (the most famous example here is
the case of R, called a flow), then by G-action we mean only continuous homomor-
phisms (and their images) into Aut(μ). As a rule it is no problem to find an invariant
measure for a more or less natural map preserving some space. So dynamical systems
are sufficiently common in different areas of mathematics. We are not able to discuss
every result on this very rich theory. So we restrict ourselves to the main ’classical’
subclass of one-to-one dynamical systems, i.e. to Aut(μ) or�G including, for exam-
ple, shifts and automorphisms of commutative compact groups, interval exchanges,
and billiards.

There exist many natural (or not so natural) ways to associate operators with
dynamical systems. We will discuss the historically first classical operator introduced
by Koopman [26]. A unitary operator T̂f (x) = f (T x) induced on L2(X,μ) by a
transformation T ∈ Aut(μ) is called Koopman operator. Unitary isomorphisms of
Hilbert spaces define a spectral equivalence relation on the set of Koopman operators
and, consequently, on Aut(μ) or �G.

Spectral invariants of dynamical systems, i.e. properties depending only on classes
of the spectral equivalence relation, have become classical in the theory of dynamical
systems after the celebrated work of John von Neumann [29] on classical mechanics.

Let us recall the properties

1. to be ergodic ⇔ [∀ measurableA[(∀ g ∈ G)[TgA = A] ⇒ μ(A)μ(X\A) = 0]],
2. to be weakly mixing ⇔ [∃gn → ∞[T̂gn → ∫ ]],
3. to be mixing ⇔ [∀gn → ∞[T̂gn → ∫ ]],

where we consider the weak operator topology and
∫

is an operator of the orthogonal
projection onto the space of constants. These are natural examples of (non-complete)
spectral invariants, because each of them divides Aut(μ) (resp. �G) into only two
subsets consisting of full classes of the spectral equivalence relation.

Consider a pair (ν,M), where ν is a Borel measure on T andM is a ν measurable
function M : T → N ∪ {∞}. Let Hν,M be the subspace of the ν measurable square
integrable functions ϕ : T → l2 such that at a point λ ∈ T all but the first M(λ)
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coordinates of ϕ(λ) vanish. The spaceHν,M is a separable Hilbert space with respect
to the inner product

〈ϕ,ψ〉 =
∫

T

(ϕ(λ), ψ(λ))l2 dν,

and the group Z acts unitarily on Hν,M by the natural scalar multiplications:

Uν,Mn ϕ(λ) = λnϕ(λ).

Due the spectral theorem for any unitary representation of Z, sayU , in a separable
Hilbert space, there exists a pair (ν,M) such that Uν,M is unitarily equivalent to U .
This pair (ν,M) is unique in the sense that representations Uν1,M1 and Uν2,M2 are
unitarily equivalent if and only if the measures ν1 and ν2 are equivalent andM1 = M2
almost everywhere with respect to ν1 (or ν2). Therefore a pair ([ν],M(T̂ )) is an
example of a complete spectral invariant, where the maximal spectral type [ν] of T̂
(or T ) is a class of mutually equivalent Borel measures on T and M(T̂ ) modulo ν-
zero sets is the spectral multiplicity function. More concerning definitions of different
spectral properties common in dynamics can be found in [13].

The setting of “freeness”, where one says that a G-action is free if μ{x ∈ X :
(∃g 
= 1) Tgx = x} = 0, can be viewed as the first trivial example of a non-
spectral metrical invariant. However, usually in ergodic theory one considers only
ergodic dynamical systems, because the “typical” problem in this area can be naturally
reduced to the “ergodic” one. Since every ergodic transformation is obviously free,
this setting is trivial in the class of ergodic T ∈ Aut(μ). However there are many
theorems going back to Anzai who showed that the spectral invariant is not a complete
metrical invariant even in sufficiently “small” subclasses of Aut(μ), and there are a
few non-spectral metrical invariants. Let us especially remind here that the notion
of entropy introduced by Kolmogorov [25] is one of those. In spite of these facts,
in modern ergodic theory spectral invariants form a very rich class, and their study
sometimes has essential influence on different branches of modern mathematics.

2. General classical problems of the spectral ergodic theory

1. Spectral realization problem: to determine precise conditions on the spectrum,
i.e. spectral invariants, of a unitary operator under which it can be realized by
a dynamical system.

2. Spectral computation problem: to calculate spectral invariants for every trans-
formation of the Lebesgue space.

3. Spectral isomorphism problem: to describe the “gap” between spectral and
metrical properties, i.e., to realize what kind of extra information should be
added to spectral invariants for the purpose of having a complete metrical
invariant.
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There are numerous theorems, examples and counterexamples to different conjec-
tures, which provides evidence of the extreme difficulty of handling these problems,
because Aut(μ) is a very rich class from the spectral point of view. This implies the
importance of studying of general spectral problems in natural subclasses of dynam-
ical systems, where such problems have not been solved yet.

3. Weak operator convergence

From time to time in the spectral ergodic theory was a pulsing activity stimulated
by coming of new ideas. In the 60s and 70s some very importants problems were
solved by approximations. We will concentrate our attention on M(T ) (i.e. M(T̂ )).
All known constructions of transformations T with calculations of nontrivial M(T )
are quite complicated. Oseledec [31] constructed a first example of an ergodic trans-
formation T with 2 ≤ m(T ) < 30 where

m(T ) = sup{n : n ∈ M(T )}.
For a given number n, Robinson [33] used approximations for calculations and found
an ergodic (even weakly mixing) transformation T withm(T ) = n. More information
about the history of the spectral multiplicity in ergodic theory can be found in [33],
[27].

The main problem of the realization of possible values of the spectral multiplicity
function was the homogeneous spectrum problem:

For any n > 1, does there exist an ergodic transformation T withM(T ) = {n} in the
orthogonal complement of the space of constants?

This is a so-called Rokhlin problem on homogeneous spectrum. There is no
written confirmation signed by V. Rokhlin of the fact that he suggested this problem.
However in the memory of many (former) Russian mathematicians this long standing
problem is associated with V. Rokhlin who posed this question in many discussions.
Moreover, he even asked for less, namely

whether an ergodic transformation can have homogeneous spectrum with multiplicity
different from 1 or infinity in the orthogonal complement of the space of constants.

The main goal of this section is to advertise a new sufficiently recent approach
which uses weak operator convergence. This approach recently allowed the possibility
to solve (Ageev, Ryzhikov) Rokhlin’s old problem and to answer some other well-
known questions, for example, Katok’s question.

3.1. The case 1 ∈ M(T )

Theorem 3.1. For anyM ⊆ N∪{∞} (1 ∈ M) there exists an ergodic automorphism
T with M(T ) = M .
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Theorem 3.1 was proved in [27] for natural factors of transformations constructed
in [19]. However the proof of the main result in [19] used, in fact, limit points (with
respect to the weak operator convergence) of iterations of T̂ in T̂ -invariant subspaces
of L2(X,μ). We remark here that Theorem 3.1 was also proved independently in [3]
in the framework of a new direct construction.

Theorem 3.1 can be viewed as the complete solution of the realization problem of
M(T ) in L2(X,μ) for ergodic transformations T , because an easy corollary of the
fact that the space of invariant functions is one dimensional is that 1 ∈ M(T ).
3.2. Cartesian powers. For a typical T , Katok (see [21] and a renewed version [22])
showed using some approximation methods that

M(T × T ) ∈ {{2}, {2, 4}}
and conjectured that

M(T × · · · × T︸ ︷︷ ︸
n times

) = {n, n(n− 1), . . . , n!}.

It was the unique known construction, where a solution of Rokhlin’s problem (only
for n = 2) was expected.

This conjecture was confirmed completely by Ageev [2] (see also [6]) and, inde-
pendently, by Ryzhikov [35] for n = 2, thereby giving a positive answer to Rokhlin’s
problem for n = 2. The solution of this version of Rokhlin’s problem was a suffi-
ciently simple application of the very unexpected fact that, for a typical transformation
T ∈ Aut(μ), all polynomials Pn(T̂ ) forming a convex combination of some T̂ k’s are
limit points (with respect to the weak operator convergence) of iterations of T̂ .

This approach via so-called limit polynomials gave a lot of new additional infor-
mation aboutM(T ). However, it did not give a possibility to solve the homogeneous
spectrum problem for arbitrary n.

4. The homogeneous spectrum problem of arbitrary multiplicity

The homogeneous spectrum problem was solved completely in [7].

Theorem 4.1. For any n there exists an ergodic transformation with homogeneous
spectrum of multiplicity n in the orthogonal complement of the constant functions.

One of the new guesses to prove this theorem was to apply the inner group sym-
metry coming from appropriate identities to symmetry in the spectrum of elements
of corresponding group actions. Consider the following (quite exceptional for our
purposes) group:

Gn = gr〈t, s; ti tj t−1
i t−1

j = 1 = t0 . . . tn−1 for all i, j〉,
where ti = si ts−i , t0 = t .

Theorem 4.1 is a natural corollary of the following main theorem:
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Theorem 4.2 ([7]). For a typicalGn-action T , Tsn is a weakly mixing transformation
with homogeneous spectrum of multiplicity n in the orthogonal complement of the
constant functions.

4.1. Sketch of Proof. By our choice Gn contains a normal subgroup G of finite
index so that G is a free commutative group in generators t0, . . . , tn−2, s

n. The
spectral theorem applied for G-subaction of a Gn-action T implies that the Hilbert
space L2(X,μ) can be decomposed into the direct sum of mutually orthogonal Tsn-
invariant subspacesHi , i = 1, . . . , n, and a remaining partL, so that both restrictions
of Tsn toHi are mutually unitarily equivalent andL is a subspace ofL2(X,μ) spanned
by all eigenfunctions of Tg , g ∈ G. Therefore if L is trivial, i.e. it consists of constant
functions, then the values of the spectral multiplicity function of Tsn are multiples
of n in the orthogonal complement of the constant functions.

By our choiceGn is sufficiently “close” to the class of commutative groups. This
implies the guess that, given g ∈ Gn, the topological status in �Gn of different
spectral invariants of Tg is “almost” the same as in Aut(μ). More precisely, we found
counterparts in �Gn of well-known classical results that, for a typical T in Aut(μ),
the transformations T k (k 
= 0) are weakly mixing and have a simple spectrum.
Namely, for a typical Gn-action we prove two statements: (I) Transformations Ts
have a simple spectrum. (II) Tg (g 
= 1)1 are weakly mixing (or, equivalently, have
no eigenfunctions in the orthogonal complement of the constant functions).

To show (II) we follow a classical method to prove that some propertyA is typical
in the space of all actions of some group. Namely, we find a free action having the
property A. Rokhlin’s lemma usually implies that the set of conjugations of any
fixed free action is dense. Since we only consider properties which are invariant
with respect to any metrical isomorphism (in particular, any conjugation), the set of
actions having the property A is dense. Finally, we use convenient approximations
by elements of this dense set to show that A is valid for a typical action. This method
explains the importance to construct examples of dynamical systems having different
metrical properties in ergodic theory.

A priori, we have no example of a free Gn-action T (n ≥ 3) such that Ts has a
simple spectrum. Therefore to show (I) we applied another (more delicate) method
that used cyclic approximations [24]2. Namely, we proved that a typicalGn-action T
can be approximated by appropriate finiteGn-actions T (k) so that Ts is approximated
sufficiently fast by a cyclic Ts(k).

1Formally, ( II) was proved in [7] only for a certain subset of elements of G. This was sufficient to establish
Theorem 4.2. However, following the same method of the proof, we can then deduce almost automatically that
(II) holds.

2A very interesting recent preprint of Danilenko contains a few technical improvements. Using our method,
he proved Theorem 4.2 for a simplified version G∗ of G, and, in particular, he replaced arguments of cyclic
approximations by algebraic ones. He also constructed explicit examples of ergodic transformations with homo-
geneous spectrum of multiplicity n on L0

2 using (not directly) the well-known fact that transformations admitting
a sufficiently fast approximation can be constructed explicitly. Proofs forG∗ are simpler, but my choice ofGn in
[7] was made due to different reasons, for example, to show that even in the well-studied class of transformations
conjugated to their inverses (i.e. Tt , t ∈ G2) we have a few new interesting results.
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Finally, to have a homogeneous spectrum of multiplicityn, we note thatL is trivial,
because there is no non-constant eigenfunction for any Tg (g 
= 1) if theGn-action T
is typical, and the upper bound n of M(Tsn) follows from simplicity of the spectrum
of Ts .

I would like to stress that an analogy between �Gn and Aut(μ) is not always
certain, because, for example, for a typical Gn-action T , T ns does not have a simple
spectrum.

4.2. Some spectral properties of typical Gn-actions. Using a technique from [7],
we can say somewhat more concerning elements of a typical Gn-action. More pre-
cisely, the first simple observation in the proof of the main theorem in [7] is the
remark that for a typical T from �Gn , Ts (equivalently, T ns ) is a rigid (non-mixing)
transformation, i.e. T kit → E for some ki → ∞ (E the identity map). In particular,
this means that a σTs (or σTsn ) is singular, where σT is the measure of the maximal
spectral type of T .

It is easy to check that for the transformations in Theorem 4.2, σ ′
Ts

∼ ϕσ ′
Ts

, where
ϕ : T → T is a map defined by ϕ(λ) = exp(2πi/n)λ, and σ ′

S is the measure of the
maximal spectral type of Ŝ on {const}⊥. Therefore we have the following corollary:

Corollary 4.3 ([7]). For a typical Gn-action T , if k|n then T ks is a weakly mixing
transformation with homogeneous spectrum of multiplicity k in the orthogonal com-
plement of the constant functions.

Analogous results for an element Tt are somewhat surprising.

Theorem 4.4 ([7]). For a typical T from �Gn , the following properties hold:

1. Tt is weakly mixing.

2. Tt is rigid.

3. If n = 2, then Tt has a homogeneous spectrum of multiplicity 2 on {const}⊥.

4. If n > 2, then Tt has a simple spectrum.

5. Spectral rigidity of group actions

Our discussion in this section focuses on values of the spectral multiplicity function
of elements of typical dynamical systems.

It is easy to see that M(Tg) = {∞} if g has a finite order.

Remark 5.1. Let G be a countable abelian group. Then, for a typical G-action T ,
M(Tg) = {1} if g has infinite order.
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The proof is more or less a standard application of approximation arguments.
All discussion above suggests us to conclude that, as a rule, groups fulfill some

(new) effect which I call spectral rigidity.

Definition 5.2. Following [7] we say that an element h of a group H has spectral
rigidity if for a typical H -action T the set of essential values M(T̂h) of the spectral
multiplicity function of Th is constant. If every element of H has this property we
say that the group H has spectral rigidity.

It is easy to see that the notion of spectral rigidity can be considered as an invariant
with respect to group or metrical isomorphisms.

In fact, the main theorem on the homogeneous spectrum could be proved because
certain elements ofGn have spectral rigidity. Let us mention a partial result valid for
every countable group.

Proposition 5.3. Suppose g is an element of a countable group G; then m(Tg) is
independent of our choice of T from �G except for a meager set of actions.3

This proposition is an easy corollary of Proposition 3 in [7] and the fact that
every countable group G has the weak Rokhlin property, i.e. {T ∈ �G : T ∼= T ′} is
dense for some T ′ ∈ �G, where ∼= is a metrical isomorphism established by Glasner,
Thouvenot, and Weiss in [16].

Let us also mention that an easy application of the technique to study spectral
rigidity [7] to solvable Baumslag–Solitar groups is the following theorem (cf. [9]).

Theorem 5.4. For a typicalG-action T , Tt is a weakly mixing rank one transforma-
tion, where G = gr〈t, s; ts = st2〉.

This theorem gives a positive answer to a well-known question (see, for example,
[18]).

6. Spectral invariants in natural subclasses of dynamical systems

6.1. Finite rank case. Let us recall one of the metrical invariants introduced by
Ornstein and Chacon and intensively studied over the last three decades.

Definition 6.1. The transformation T has rank n if n is the smallest number such
that, for any k, there exist towers (columns)

Ak,i, T Ak,i, . . . , T
hk,iAk,i , i = 1, . . . , n

such that all levels T jAk,i and the remaining set form a measurable partition ξk of
X and ξk → ε, i.e., for any measurable set A there are ξk-measurable sets Ak such

3Recently, this proposition was extended in [10] to the case M(Tg), i.e. every countable group has spectral
rigidity. However, the calculation of values ofM(Tg) for a typical group action T remains an interesting unsolved
problem even in the class of countable groups.
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that μ(A�Ak) → 0 as k → ∞. A transformation has infinite rank if there is no
such number. Finally, a transformation has uniform rank n if the towers above can be
chosen in such a way that hk,i is independent of i.

Let us mention a few results on spectral invariants in the case of finite rank trans-
formations. Chacon [14] proved that this class does not contain transformations with
an unbounded spectral multiplicity function since always

m(T ) ≤ rank T .

Ornstein [30] proved that there exist rank one mixing transformations (see also
another staircase construction of mixing rank one transformations [1] ). Bourgain [12]
showed that Ornstein’s transformations have a singular spectrum. In [4] it was proved
that there exist finite rank mildly mixing transformations with a Lebesgue component
of any even multiplicity in the spectrum (see also [32],[28]). Every finite subset of N

(with 1) can be a spectral multiplicity function of finite rank transformations (see [3]).
Observe that the setting to be of finite rank can be viewed as the easiest geometrical

version of an appropriate approximation. Therefore the solution of the homogeneous
spectrum problem in the class of finite rank transformations was a natural addition to
the main result of [7]. More precisely, we have the following result.

Theorem 6.2 ([7]). For a typicalGn-action T , Tsn is a weakly mixing transformation
with homogeneous spectrum of the multiplicity n in the orthogonal complement of the
constant functions. Moreover, Tsn has uniform rank n.

Remark 6.3. All transformations of the form T × T have infinite rank (Ryzhikov
[36]). Therefore the transformations in Theorem 4.2 (and 4.4) are from a new class
with homogeneous spectra.

6.2. Mixing case In spite of the fact that in the set of all ergodic transformations we
have almost full information concerning possible values of the spectral multiplicity
function, the case of mixing transformations is still weakly studied, because many
useful methods working for typical transformations are not applicable to the subset
of mixing transformations.

The complete calculation of values of the spectral multiplicity function of natu-
ral factors of the Cartesian power of a transformation (under certain conditions on
a transformation) was given in [5]. This construction can be considered as a source
of mixing transformations having new ( highly nonhomogeneous) spectral multiplic-
ity functions, and covers all currently known non-trivial (i.e. M(T̂ ) 
= {1}, {∞})
examples of M(T̂ ) for mixing transformations.

Let G be any subgroup of the symmetric group Sn acting on {1, . . . , n} by per-
mutations. For any 1 ≤ k ≤ n denote by the same symbolG the diagonal action ofG
on Ik = {1, . . . , n}k . Consider a restriction of the G-action to a G-invariant subset

I ′
k = {ik = (ik(1), . . . , ik(k)) ∈ Ik : ik(l) = ik(m) iff l = m}.
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Suppose ∼ is an orbital equivalence relation naturally defined by G on I ′
k . Define

Dk = 
I ′
k/ ∼ (1 ≤ k ≤ n) and MG(n) = {D1, . . . , Dn}.

Theorem 6.4 ([5]). For any subgroup G of Sn there exists a mixing (of all orders)
transformation T satisfying

M(T̂ |L0
2
) = MG(n),

where L0
2 = {f ∈ L2 : ∫

f dμ = 0}.
Corollary 6.5. For any n there exists a mixing (of all orders) transformation T
satisfying

M(T̂ ) = {2, 3, . . . , n} on L0
2.

This gives
M(T̂ ) = {1, 2, 3, . . . , n} on L2.

Let us remark that for the case n = 2 this was proved earlier by Ryzhikov (see
[37]), and that Corollary 6.5 also gives an answer to a question of Robinson (see [34]
and [17], 5.3) about the set of possible values of m(T ) = max M(T̂ ) for mixing
transformations.

6.3. Interval exchanges Let us remind the definition of interval exchange (trans-
formation). Let n > 1 and let π be an irreducible permutation of {1, . . . , n}, where a
permutation π is called irreducible if π{1, . . . , m} 
= {1, . . . , m}, 1 ≤ m < n. Let�
be the simplex in R

n,

λ = (λ1, . . . , λn), λi ≥ 0,
∑
i

λi = 1.

The unit interval I = [0, 1) is divided into semi-open intervals

Im =
[ ∑
i<m

λi,
∑
i≤m

λi

)
, 1 ≤ m ≤ n.

Definition 6.6. The interval exchange transformation Tπ,λ is uniquely defined on
every Im as a shift, i.e. a map Tm : x → x + αm such that that the intervals Im are
rearranged according to the permutation π , where αm is

∑
i:π{i}≤π{m}

λi −
∑
i≤m

λi.

If π is a rotation, i.e. π(i + 1) ≡ π(i)+ 1 (mod n), then Tπ,λ has a very easy dy-
namical behavior, because it is a shift on I ≡ R/Z. Given an irreducible permutation
π which is not a rotation, we restrict ourselves to the study of the topological status of
subsets of transformations with fixed spectral invariants. Then the class of all interval
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exchanges Tπ,λ, say�π , looks like a small model of Aut(μ). However, due a natural
parametrization of �π by elements of �, it is more natural to consider the setting
“to be typical” from the measure theoretical point view, i.e. to say that a property
A is “typical” in �π if the set of λ ∈ � such that Tπ,λ satisfies A forms a set of
full Lebesgue measure. Indeed, analogs of the very well-known results that a typical
transformation Aut(μ) is not mixing, weakly mixing, and has a simple spectrum are
the following. Katok [23] showed that there do not exist mixing interval exchanges.
Veech [38] proved that a “typical” interval exchange has a simple spectrum. And
only recently Avila and Forni [11] solved the long-standing problem that a “typical”
interval exchange is weakly mixing.

As an analog to Theorem 3.1 it was proved in [8] that for any bounded M , 1 ∈
M ⊆ N, there exists an ergodic interval exchange T with M(T ) = M in the class
of all interval exchanges. Using Oseledec’s [31] result that the upper bound of the
spectral multiplicity of an ergodic interval exchange of n intervals is at most n, we
see that this is a complete solution of the problem of possible values of the spectral
multiplicity function (1 ∈ M(T )) in the subclass of ergodic interval exchanges.

No ergodic interval exchange T is known with 1 /∈ M(T ).

7. Some more problems

Spectral invariants were studied in ergodic theory for more than seven decades and a
lot of unsolved problems have been accumulated. Let me formulate some of them.

7.1. (One of the oldest problems in ergodic theory associated with Banach.) Does
there exist a (mixing) transformation with simple Lebesgue spectrum in the orthogonal
complement of constant functions?

7.2. (A well-known problem.) Is it true that every rank one transformation has a
singular spectrum?

7.3. Is the property to be mixing of all orders spectral (i.e. a spectral invariant)?

7.4. (Another well-known problem.) Is the property to have a fixed rank spectral?

7.5. Given n > 1, find the set of pairs (g,G), where G is a countable group and
g ∈ G such that, for a typical G-action T , a transformation Tg has a homogeneous
spectrum of multiplicity n in the orthogonal complement of the constant functions.
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Ergodic Ramsey theory: a dynamical approach
to static theorems
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Abstract. We discuss classical results of Ramsey theory together with their dynamical counter-
parts, survey recent developments and formulate some natural open questions and conjectures.
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Introduction

Since its inception, ergodic theory was successfully employing combinatorial ideas
and methods – from the use of the ubiquitous pigeonhole principle in the proof of
the Poincaré recurrence theorem to combinatorial proofs of maximal inequalities, to
the utilization of the marriage lemma in Ornstein’s isomorphism theory. This debt to
combinatorics is amply repaid by the accomplishments of the ergodic Ramsey theory.

Ergodic Ramsey theory was initiated in 1977 when H. Furstenberg [F3] proved a
far reaching extension of the classical Poincaré recurrence theorem and derived from
it the celebrated Szemerédi’s theorem [Sz], which states that every set E ⊂ N with
d(E) := lim supN→∞

|E∩{1,2,...,N}|
N

> 0 contains arbitrarily long arithmetic progres-
sions. Furstenberg’s ergodic approach to Szemerédi’s theorem has not only revealed
the dynamical underpinnings of this seemingly static result, but has also opened new
vistas for mutually perpetuating research in ergodic theory, combinatorics, and num-
ber theory.

This survey is organized as follows. In Section 1 we formulate some of the classical
theorems of Ramsey theory and discuss their dynamical counterparts. The subsequent
sections are devoted to more recent developments and contain formulations of some
natural open questions and conjectures. Unfortunately, due to space constraints, some
of the topics will not get the attention they deserve. The readers will find more material
together with much more elaborated discussion in the recent survey [B4]. (See also
[F4], [B1] and [B3].)
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1. A brief survey

In partition Ramsey theory the focus is on patterns which can always be found in
one cell of any finite partition of a highly organized structure such as Zd , a complete
graph, a vector space, etc.1 Here are some examples.

Theorem 1.1 (Gallai–Grünwald2). For all r, d ∈ N, if Zd = ⋃r
i=1 Ci , then one of Ci

has the property that for every finite set B ⊂ Zd , there exist n ∈ N and v ∈ Zd such
that v + nB = {v + nu : u ∈ B} ⊂ Ci . In other words, Ci contains a homothetic
image of every finite set.

Theorem 1.2 (cf. [GraRS], p. 40). Let V be an infinite vector space over a finite
field. For all r ∈ N, if V = ⋃r

i=1 Ci , then one of Ci contains affine vector spaces of
arbitrary finite dimension.

Theorem 1.3 (Hindman’s Theorem, [Hi]). Given an infinite set E = {x1, x2, . . . } of
natural numbers let FS(E) = {xi1 + xi2 + · · · + xik : i1 < i2 < · · · < ik, k ∈ N}.
For all r ∈ N, if N = ⋃r

i=1 Ci , then one of Ci contains a set of the form FS(E) for
some infinite set E ⊂ N.

The density Ramsey theory attempts to explain (and enhance) the results of the
partition Ramsey theory by studying the patterns which ought to appear in any “large”
set. The notion of largeness may vary but it is always assumed to be partition regular
in the sense that for any finite partition of a large set at least one of the cells is large.
One also assumes (of course) that the family of large subsets of the ambient structure S

includes S itself. We will formulate now density results which correspond to (and
refine) the partition results contained in Theorems 1.1, 1.2, and 1.3.

Theorem 1.4 (Furstenberg–Katznelson’s multidimensional Szemerédi theorem,
[FK1]). Let d ∈ N and assume that E ⊂ Zd is a set of positive upper density,
that is

d(E) = lim sup
N→∞

|E ∩ [−N, N]d |
(2N + 1)d

> 0.

For every finite set B ⊂ Zd there exist n ∈ N and v ∈ Zd such that v + nB ⊂ E.

Let F be a finite field and let VF be a countably infinite vector space over F . To
define a notion of largeness which will allow us to formulate a density version of
Theorem 1.2, observe that, as an abelian group, VF is isomorphic to the direct sum
F∞ of countably many copies of F :

F∞ = {(a1, a2, . . . ) : ai ∈ F and all but finitely many ai = 0} =
∞⋃

n=1

Fn,

1More precisely, one either deals with arbitrary finite partitions of an infinite structure or with partitions into
a fixed number of cells of sufficiently large finite structures.

2Grun̈wald (who later changed his name to Gallai) apparently never published his proof. See [R], p. 123 and
[GraRS], p. 38.
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where Fn = {(a1, a2, . . . ) : ai = 0 for i > n} ∼= F ⊕ · · · ⊕ F(n times). For a set
E ⊂ VF (where VF is identified with F∞), define the upper density d(E) as3

d(E) = lim sup
n→∞

|E ∩ Fn|
|Fn| .

Theorem 1.5. Every set of positive upper density in the vector space VF contains
affine subspaces of every finite dimension.

Before introducing a family of notions of largeness which is pertinent to Hindman’s
theorem (Theorem 1.3 above), let us remark that the naive attempt to use the notion
of upper density (which works well for the Szemerédi-type theorems) immediately
fails. Indeed, while the set of odd integers has density 1

2 , it clearly does not contain
the sum of any two of its elements. One can actually construct, for any ε > 0, a set
S ⊂ N with d(S) = limN→∞ |S∩{1,2,...,N}|

N
> 1 − ε, which does not contain FS(E)

for any infinite set E ⊂ N.
It turns out that a natural notion of largeness appropriate for Hindman’s theorem

can be introduced with the help of βN, the Stone–Čech compactification of N. In
view of the increasingly important role which Stone–Čech compactifications play
in ergodic Ramsey theory, we will briefly discuss some of the relevant definitions
and facts. For missing details see ([B1], Section 3) and [B3]. (See also [HiS] for a
comprehensive treatment of topological algebra in Stone–Čech compactifications.)

A convenient way of dealing with βN is to view it as an appropriately topologized
set of ultrafilters on N. Recall that an ultrafilter p on N is a maximal filter, namely
a family of subsets of N satisfying the following conditions (the first three of which
constitute, for a nonempty family of sets, the definition of a filter).

(i) ∅ /∈ p;

(ii) A ∈ p and A ⊂ B imply B ∈ p;

(iii) A ∈ p and B ∈ p imply A ∩ B ∈ p;

(iv) (maximality) if r ∈ N and N = ⋃r
i=1 Ci then for some i ∈ {1, 2, . . . , r},

Ci ∈ p.

One can naturally identify each ultrafilter p with a finitely additive {0, 1}-valued
probability measure μp on the power set P (N). This measure μp is defined by the
requirement μp(C) = 1 iff C ∈ P . Without saying so explicitly, we will always think
of ultrafilters as such measures, but will prefer to write C ∈ p instead of μp(C) = 1.

Any n ∈ N defines the so-called principal ultrafilter {C ⊂ N : n ∈ C}. Principal
ultrafilters can be viewed as point measures corresponding to elements of N, and are
the only ones which can be constructed without the use of Zorn’s lemma (see [CN],
pp. 161–162). Since ultrafilters are maximal filters, any family of subsets of N which

3This definition depends, of course, on the way VF is represented as an infinite direct sum. Each such
representation leads to a notion of upper density in VF .
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has the finite intersection property can be “extended” to an ultrafilter. Given C ⊂ N,
let C = {p ∈ βN : C ∈ p}. The family G = {C : C ∈ N} forms a basis for the
open sets of a topology on βN (as well as a basis for the closed sets), and, with this
topology, βN is a compact Hausdorff space. Clearly, N = βN, which hints that the
operation of addition (and that of multiplication, as well) can be extended from N to
βN. In the following definition, C − n (where C ⊂ N and n ∈ N) is the set of all m

such that m + n ∈ C. For p, q ∈ βN, define

p + q = {A ⊂ N : {n ∈ N : (A − n) ∈ p} ∈ q} (1)

It is not hard to check that for principal ultrafilters the operation + corresponds
to addition in N. One can show that p + q is an ultrafilter, that the operation +
is associative and that, for any fixed p ∈ βN, the function λp(q) = p + q is a
continuous self-map of βN. It follows that with the operation +, βN becomes a
compact left topological semigroup. By a theorem due to R. Ellis, [E], any such
semigroup has an idempotent. It turns out the idempotent ultrafilters in (βN, +)

(viewed as measures) have a natural shift-invariant property which is responsible for
a variety of applications including the following result which may be regarded as a
density version of Hindman’s theorem.

Theorem 1.6. Let p be an idempotent ultrafilter in (βN, +). If C ∈ p, then there is
an infinite set E ⊂ N such that FS(E) ⊂ C.

While Theorems 1.1 through 1.6 obviously have a common Ramsey-theoretical
thread, their formulations do not reveal much about their dynamical content. Our next
goal is to convince the reader that all of these results can be interpreted as recurrence
theorems in either topological or measure-preserving dynamics. (Topological dynam-
ics forms the natural framework for partition results; measure preserving dynamics
corresponds to density statements).

We start with formulating the dynamical version of the Gallai–Grünwald theorem.
The idea to apply the methods of topological dynamics to partition results is due to
H. Furstenberg and B. Weiss (See [FW]).

Theorem 1.7 (cf. [FW], Theorem 1.4). Let d ∈ N, ε > 0, and let X be a compact
metric space. For any finite set of commuting homeomorphisms Ti : X → X, i =
1, 2, . . . , k, there exist x ∈ X and n ∈ N such that diam{x, T n

1 x, T n
2 x, . . . , T n

k x} < ε.

To derive Theorem 1.1 from Theorem 1.7, one utilizes the fact that, for fixed r, d ∈
N, the r-colorings of Zd (viewed as mappings from Zd to {1, 2, . . . , r}) are naturally
identified with the points of the compact product space � = {1, 2, . . . , r}Zd

. For
m = (m1, m2, . . . , md) ∈ Zd , let |m| = max1≤i≤d |mi |. Introduce a metric on � by
defining, for any pair x, y ∈ �, ρ(x, y) = infn∈N

{ 1
n

: x(m) = y(m) for |m| < n
}
.

Note that ρ(x, y) < 1 ⇐⇒ x(0) = y(0). Let B = {b1, . . . , bk} ⊂ Zd . Define the
homeomorphisms Ti : � → �, i = 1, 2, . . . , k by (Tix)(m) = x(m + ai), and set,
for l = (l1, l2, . . . , lk) ∈ Zk , T l = T

l1
1 T

l2
2 · · · T lk

k . Let y(m), m ∈ Zd , be the element
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of � which corresponds to the given coloring Zd = ⋃r
i=1 Ci . let X = {T ly}l∈Zk be

the orbital closure of x in �. It follows from Theorem 1.7 that for some x ∈ X which
can without loss of generality be chosen to be of the form T uy for some u ∈ Zk , one
has diam{x, T n

1 x, T n
2 x, . . . , T n

k x} = diam{T uy, T uT n
1 y, T uT n

2 y, . . . , T uT n
k y} < 1.

This implies that, for v = u1b1 + u2b2 + · · · + ukbk, y(v) = y(v + nb1) = · · · =
y(v + nbk), which means that the set v + nB is monochromatic.

In a similar fashion one can derive Theorem 1.2 from the following dynamical
result. (Cf. [B4], p. 766).

Theorem 1.8. Let F be a finite field and let F∞ be the direct sum of countably many
copies of F . Assume that (Tg)g∈F∞ is an action of F∞ by homeomorphisms on a
compact metric space X. Then for all ε > 0, there exist x ∈ X and g ∈ F∞,
g �= (0, 0, . . . ) such that diam{Tcgx, c ∈ F } < ε.

We move now to dynamical formulations of Theorems 1.4 and 1.5. We start with
the discussion of Szemerédi’s theorem (corresponding to d = 1 in Theorem 1.4).
Let E ⊂ N with d(E) > 0. Observe that E contains a progression of the form
{a, a+n, . . . , a+kn} if and only if E∩(E−n)∩· · ·∩(E−kn) �= ∅. It is not too hard to
see that Szemerédi’s theorem is actually equivalent to an ostensibly stronger statement:
for all k ∈ N there exists n ∈ N such that d(E ∩ (E − n) ∩ · · · ∩ (E − kn)) > 0. This
version of Szemerédi’s theorem has already a detectible dynamical content (arithmetic
progressions are “produced” as the result of shifting E by n, 2n, . . . , kn and getting
the intersection of positive upper density). This dynamical essence of Szemerédi’s
theorem is embodied in Furstenberg’s multiple recurrence theorem (which implies
Szemerédi’s result):

Theorem 1.9 ([F3]). Let T be a measure preserving transformation of a probability
measure space (X, B, μ). For all k ∈ N and all A ∈ B with μ(A) > 0, there exists
n ∈ N such that

μ(A ∩ T −nA ∩ T −2nA ∩ · · · ∩ T −knA) > 0.

To derive Szemerédi’s theorem from Theorem 1.9 one uses the Furstenberg’s
correspondence principle which allows one to connect the dynamics in the “pseudo-
dynamical” system (Z, P (Z), d, τ ) (where τ is the shift map: τ(n) = n + 1, n ∈ Z)
with a genuine measure preserving symbolic system which can be naturally con-
structed given a set E ⊂ Z with d(E) > 0.

Let E be a set of integers with d(E) > 0 and let X be the orbital closure of
1E ∈ {0, 1}Z under the transformation T : ω(l) → ω(l + 1), ω ∈ {0, 1}Z. Let
C = {ω ∈ X : ω(0) = 1}. One can show (see, for example, [F4], Lemma 3.17) that
there exists a T -invariant Borel measure μ on X which satisfies μ(C) ≥ d(E). By
Theorem 1.9 there exists n ∈ N such that μ(C ∩T −nC ∩T −2nC ∩· · ·∩T −knC) > 0.
If ω ∈ C ∩ T −nC ∩ T −2nC ∩ · · · ∩ T −knC then {ω, T nω, T 2nω, . . . , T knω} ∈ C,
which implies ω(0) = ω(n) = ω(2n) = · · · = ω(kn). Since ω belongs to the orbital
closure of 1E , there is an m ∈ Z such that the sequences ω(l) and T m1E(l) coincide for
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0 ≤ l ≤ kn. This implies 1E(m) = 1E(m + n) = 1E(m + 2n) = · · · = 1E(m + kn)

and gives a progression {m, m + n, . . . , m + kn} ⊂ E.
Similar considerations (involving Furstenberg’s correspondence principle for

Zd - and F∞-actions) allow one to derive Theorems 1.4 and 1.5 from the following
dynamical theorems.

Theorem 1.10 ([FK1]). Let (X, B, μ) be a probability measure space. For any finite
set {T1, T2, . . . , Tk} of commuting measure-preserving transformations of X and for
all A ∈ B with μ(A) > 0, there exists n ∈ N such that

μ(A ∩ T −n
1 A ∩ T −n

2 A ∩ · · · ∩ T −n
k A) > 0.

Theorem 1.11. Let (Tg)g∈F∞ be a measure preserving action of VF = F∞ on a
probability measure space (X, B, μ). Let A ∈ B, μ(A) > 0. Then for some
g ∈ F∞, g �= (0, 0, . . . ), one has μ

( ⋂
c∈F TcgA

)
> 0.4

Remark. It is not hard to derive from Theorem 1.11 (by simple iterating proce-
dure) the following fact: for all k ∈ N there exist g1, . . . , gk ∈ F∞ such that
dim(span{g1, g2, . . . , gk}) = k and μ

( ⋂k
i=1

⋂
c∈F Tcgi

A
)

> 0. It is this result,
which, via the appropriate version of Furstenberg’s correspondence principle, im-
plies Theorem 1.5.

We will briefly discuss now the dynamical content of Hindman’s theorem. Let
p ∈ βN be an idempotent ultrafilter. The relation p = p + p implies (via (1)) that a
set C ⊂ N is p-large (i.e. belongs to p) if and only if {n ∈ N : (C − n) ∈ p} ∈ p. In
other words, if p ∈ βN is an idempotent, then every p-large set has the property that,
for p-many n ∈ N, the shifted set C −n is also p-large. This, in turn, means that, if C

is p-large then for p-many n, the set C∩(C−n) is p-large. This can be interpreted as
a version of the Poincaré recurrence theorem for idempotent ultrafilter measures. The
fact that the “shifting” n can itself be chosen to belong to the p-large set C comes as
a bonus which, as we will presently see, immediately leads to a short and streamlined
proof of Hindman’s theorem.5 Fix an idempotent ultrafilter p and let N = ⋃r

i=1 Ci

be an arbitrary finite partition of N. Since p is a finitely additive probability measure,
one (and only one) of Ci , call it C, will be p-large. As we have seen above, we can
choose n1 ∈ C so that the set C1 = C ∩ (C −n1) is in p. We can now choose n2 ∈ C1
so that n2 > n1 and C2 = C1 ∩(C1 −n2) = C∩(C−n1)∩(C−n2)∩(C−(n1 +n2))

is in p. Continuing in this fashion we will obtain an infinite set E = {n1, n2, . . . }
such that FS(E) ⊂ C, which concludes the proof of Hindman’s theorem.

The sets of finite subsets which appear in Hindman’s theorem are called in ergodic
Ramsey theory IP sets (for infinite-dimensional parallelepiped, a term coined by
H. Furstenberg and B. Weiss6). The notion of IP set makes sense in any commutative

4Theorem 1.11 follows, for example, from Theorems 1.13 and 2.9 below.
5The original proof of Hindman’s theorem in [Hi] was very complicated. See [HiS], pp. 102–103 for references

to other proofs and interesting historical comments.
6As we have seen, IP also naturally connects to IdemPotent.
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semigroup and it is often convenient to think of IP sets as generalized semigroups.
Many recurrence and convergence theorems which deal with semigroup actions can
be extended to actions “along” IP sets, which leads to significant strengthening (and
unification) of known results. As an illustration, we will formulate now IP versions
of Theorems 1.7 and 1.10.

An F -sequence in an arbitrary space Y is a sequence (yα)α∈F indexed by the
set F of the finite nonempty subsets of N. If Y is a commutative and multiplica-
tive semigroup, one says that an F -sequence defines an IP-system if for any α =
{i1, i2, . . . , im} ∈ F one has yα = yi1yi2 . . . yim . Note that if α ∩ β = ∅, then
yα∪β = yαyβ . This “partial” semigroup property turns out to be sufficient to guar-
antee the validity of the following multiple recurrence result which simultaneously
extends Theorems 1.7 and 1.8. (It was proved first in [FW]. For a shorter proof based
on the idea from [BPT], see [B2] and [B4], Cor. 2.3.)

Theorem 1.12. If X is a compact metric space and G a commutative group of its
homeomorphisms, then for any k IP-systems (T

(1)
α )α∈F , . . . , (T

(k)
α )α∈F in G, and all

ε > 0, there existsα ∈ F andx ∈ X such that diam{x, T
(1)
α x, T

(2)
α x, . . . , T

(k)
α x} < ε.

It is clear that Theorem 1.12 implies Theorem 1.7 (any Z action can be viewed
as a special case of an IP-system). But it is also not hard to see that Theorem 1.12
implies Theorem 1.8. See [B4], pp. 765–766 for details.

IP sets can be conveniently utilized to measure the abundance of configurations
which are studied in Ramsey theory. Call a set E in a commutative semigroup G an
IP∗ set if E has nonempty intersection with every IP set in G. It is not hard to show
that every IP∗ set is syndetic.7 To see this, one has to observe that the complement of
a non-syndetic set has to contain arbitrarily long intervals, and it is not hard to show
that any such set contains an IP set.

The advantage of IP∗ sets over syndetic sets is that the family of IP∗ sets has the
finite intersection property (this can be shown with the help of Hindman’s theorem).
It follows that Theorem 1.12 not only gives a simultaneous extension of Theorems 1.7
and 1.8, but also refines each of them. For example, it follows from Theorem 1.12
that for any finite partition N = ⋃r

i=1 Ci , one of Ci has the property that, for any
k ∈ N, the set

Rk = {d ∈ N : for some m ∈ N, {m, m + d, m + 2d, . . . , m + kd} ⊂ Ci}
is IP∗. We will see in the next section that this set Rk has much stronger intersectivity
properties. (For example, Rk has nontrivial intersection with the set of values of any
integer-valued polynomial p(n) satisfying p(0) = 0).

The following powerful ergodic IP Szemerédi theorem obtained by H. Furstenberg
andY. Katznelson in [FK2] is a natural measure preserving analogue of Theorem 1.12.

7A subset S in a discrete semigroup G is called syndetic if finitely many translates of S cover G. If G is not
commutative one has to distinguish between the notions of left and right syndetic. A left translate of S is defined
as x−1S = {g ∈ G : xg ∈ S} and a right translate is defined as Sx−1 = {g ∈ G : gx ∈ S}.
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Theorem 1.13 (See [FK2], Theorem A). Let (X, B, μ) be a probability space and
G an abelian group of measure-preserving transformations of X. For all k ∈ N, any
IP-systems (T

(1)
α )α∈F , (T

(2)
α )α∈F , . . . , (T

(k)
α )α∈F in G and all A ∈ B with μ(A) > 0

there exists α ∈ F such that

μ(A ∩ T (1)
α A ∩ T (2)

α A ∩ · · · ∩ T (k)
α A) > 0.

Since the notion of an IP-system of commuting invertible measure preserving
transformations generalizes the notion of a measure preserving action of a countable
abelian group, Theorems 1.10 and 1.11 are immediate corollaries of Theorem 1.13.
It also follows that, on a combinatorial level, Theorem 1.13 implies Theorems 1.4
and 1.5. However, Theorem 1.13 gives more! For example, it follows from it that the
sets of configurations always to be found in “large” sets in Zd or F∞ are abundant
in the sense that their parameters form IP∗ sets. These IP∗ versions of combinato-
rial results can be derived, with the help of an appropriate version of Furstenberg’s
correspondence principle, from the following corollary of Theorem 1.13.

Theorem 1.14. Let (X, B, μ) be a probability space, and let G be a countable
Abelian group. For all k ∈ N and any measure preserving actions (T

(1)
g )g∈G,

(T
(2)
g )g∈G, . . . , (T

(k)
g )g∈G of G on (X, B, μ) and any A ∈ B with μ(A) > 0, the set

{g ∈ G : μ(A ∩ T (1)
g A ∩ T (2)

g A ∩ · · · ∩ T (k)
g A) > 0}

is an IP∗ set in G (and in particular, is syndetic).

We will conclude this section by discussing two more classical results of Ramsey
theory – the Hales–Jewett partition theorem and its density version proved in [FK3].

Consider the following generalization of tic-tac-toe: r players are taking turns in
placing the symbols s1, . . . , sr in the k×k×· · ·×k (n times) array which one views as
the nth cartesian power An of a k-element set A = {a1, a2, . . . , ak}. (In the classical
tic-tac-toe, we have r = 2, k = 3, n = 2). We are going to define now the notion of
a combinatorial line in An. Identify the elements of An with the set Wn(A) of words
of length n over the alphabet A. Let Ã = A ∪ {t} be an extension of the alphabet A

obtained by adding a new symbol t , and let Wn(t) be the set of words of length n over Ã

in which the symbol t occurs. Given a word w(t) ∈ Wn(t) let us define a combinatorial
line as a set {w(a1), w(a)2, . . . , w(ak)} obtained by substituting for t the elements
of A. For example, the word 43t241t2 over the alphabet {1, 2, 3, 4, 5}∪ {t} gives rise
to the combinatorial line

{43124112, 43224122, 43324132, 43424142, 43524152}.
It is convenient to think of symbols s1, . . . , sr as colors; the goal of the players (in
our slightly modified tic-tac-toe) is to obtain a monochromatic combinatorial line.
The following theorem of Hales and Jewett [HaJ] implies that for fixed r, k and large
enough n, the first player can always win.
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Theorem 1.15. Let k, r ∈ N. There exists c = c(k, r) such that if n ≥ c, then
for any r-coloring of the set Wn(A) of words of length n over the k-letter alphabet
A = {a1, a2, . . . , ak}, there is a monochromatic combinatorial line.

One of the signs of the fundamental nature of the Hales–Jewett theorem is that one
can easily derive from it its multidimensional version. For m ∈ N, let t1, t2, . . . , tm
be m distinct variables, and let w(t1, t2, . . . , tm) be a word of length n over the al-
phabet A ∪ {t1, t2, . . . , tm}. (We assume that the letters ti do not belong to A). If
w(t1, t2, . . . , tm) is a word of length n over A ∪ {t1, t2, . . . , tm} in which all of the
variables t1, t2, . . . , tm occur, the result of the substitution

{w(t1, t2, . . . , tm)}(t1,t2,...,tm)∈Am = {w(ai1, ai2, . . . , aim) : aij ∈ A, j = 1, 2, . . . , m}
is called a combinatorial m-space. Observe now that if we replace the original alpha-
betAbyAm, then a combinatorial line inWn(A

m) can be interpreted as a combinatorial
m-space in Wnm(A). Thus we have the following ostensibly stronger theorem as a
corollary of Theorem 1.15.

Theorem 1.16. Let r, k, m ∈ N. There exists c = c(r, k, m) such that if n ≥ c, then
for any r-coloring of the set Wn(A) of words of length n over the k-letter alphabet A,
there exists a monochromatic combinatorial m-space.

The Hales–Jewett theorem is truly one of the cornerstones of Ramsey theory. Not
only many familiar partition results such as Theorems 1.1 and 1.2 are immediate
corollaries of the Hales–Jewett theorem,8 but this result is the natural basis of many
further generalizations, some of which we will encounter in the next sections. Also,
the Hales–Jewett theorem and its various generalizations are utilized in proofs of
various multiple recurrence results in measure preserving dynamics. For example,
the Hales–Jewett theorem is used in [FK2] in the proof of Theorem 1.13. While the
Hales–Jewett theorem was originally proved in a purely combinatorial way, it can
also be proved with the help of Stone–Čech compactifications and by using the tools
of topological dynamics. Each of these additional proofs leads in its turn to further
useful results and ramifications. See [BL2], [BL3], [BBHi], [C].

In anticipation of the discussion in the next section, we are going to formulate two
more versions of the Hales–Jewett theorem. Let F0 denote the set of finite (potentially
empty) subsets of N.

Given k ∈ N, write F k
0 for the set of k-tuples of sets form F0. Let us call any

(k + 1) element subset of F k
0 of the form

{(α1, α2, . . . , αk), (α1 ∪ γ, α2, . . . , αk),

(α1, α2 ∪ γ, . . . , αk), . . . , (α1, α2, . . . , αk ∪ γ )}
a simplex.

8To see, for example, that Theorem 1.1 follows from the Hales–Jewett theorem, take A to be a finite field F .
Then Wn(F) = Fn has the natural structure of an n-dimensional vector space over F . It is easy to see that, in
this case, a combinatorial m-space is an affine m-dimensional subspace of Fn.
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Theorem 1.17. For any k ∈ N and any finite coloring (= partition) of F k
0 , there

exists a monochromatic simplex.

Here is a dynamical counterpart of Theorem 1.17.

Theorem 1.18. Let (X, ρ) be a compact metric space. For k ∈ N, let T(α1,α2,...,αk),
(α1, α2, . . . , αk) ∈ F k

0 be a family of continuous self-maps of X such that for any
(α1, α2, . . . , αk), (β1, β2, . . . , βk) ∈ F k

0 satisfying αi ∩ βi = ∅, i = 1, 2, . . . , k, one
has

T(α1∪β1,α2∪β2,...,αk∪βk) = T(α1,α2,...,αk)T(β1,β2,...,βk).

Then for all ε > 0 and for all x ∈ X there exist a nonempty finite set γ and a k-tuple
(α1, α2, . . . , αk) ∈ F k

0 such that αi ∩ γ = ∅, i = 1, 2, . . . , k and

diam{T(α1,α2,...,αk)x, T(α1∪γ,α2,...,αk)x, T(α1,α2∪γ,...,αk)x, . . . , T(α1,α2,...,αk∪γ )x} < ε.

See [B1] for more discussion of various equivalent forms of the Hales–Jewett
theorem and ([BL2], Proposition L) for a proof via topological dynamics.

2. Ramsey theory and multiple recurrence along polynomials

We start this section with the formulation of the Furstenberg–Sárközy theorem which
has interesting links with spectral theory, Diophantine approximations, combinatorics,
and dynamical systems.

Theorem 2.1 ([F4], [Sa]). Let E ⊂ N be a set of positive upper density, and let
p(n) ∈ Z[n] be a polynomial with p(0) = 0. Then there exist x, y ∈ E and n ∈ N

such that x − y = p(n).

This result is quite surprising. While it is not hard to show that the set of differences
E − E = {x − y : x, y ∈ E} of a set E with d(E) > 0 is syndetic, there is, a priori,
no obvious reason for the set E −E to be so “well spread” as to nontrivially intersect
the set of values of every polynomial p(n) ∈ Z[n] which vanishes at zero.9 The
following dynamical counterpart of Theorem 2.1, from which Theorem 2.1 follows
with the help of Furstenberg’s correspondence principle, is just as striking.

Theorem 2.2. For any invertible measure preserving system (X, B, μ, T ), any A ∈
B with μ(A) > 0, and any polynomial p(n) ∈ Z[n] with p(0) = 0, there exists
n ∈ N such that μ(A ∩ T p(n)A) > 0.

The following result obtained in [BL1] gives a simultaneous generalization of The-
orem 2.1 and of the Furstenberg–Katznelson multidimensional Szemerédi theorem,
Theorem 1.4.

9T. Kamae and M. Mendès-France have shown in [KM] that a polynomial p(n) ∈ Z[n] has this “intersectivity”
property if and only if {p(n) : n ∈ Z} ∩ aZ �= ∅ for all a ∈ N. For example, the polynomial p(n) =
(n2 − 13)(n2 − 17)(n2 − 221) is such.
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Theorem 2.3 (cf. [BL1], Theorem B′). Let r, l ∈ N and let P : Zr → Zl be a
polynomial mapping satisfying P(0) = 0. For all S ⊂ Zl with d(S) > 0 and for all
finite sets F ⊂ Zr , there exists elements n ∈ N and n ∈ Zl such that u + P(nF) =
{u + P(nx1, nx2, . . . , nxr) : (x1, x2, . . . , xr) ∈ F } ⊂ S.

The ergodic theoretic result from which Theorem 2.3 is derived in [BL1] involves
products of commuting measure preserving transformations evaluated at “polynomial
times”:

Theorem 2.4 ([BL1], Theorem A). Let, for some t, k ∈ N, p1,1(n), . . . , p1,t (n),
p2,1(n), . . . , p2,t (n), . . . , pk,1(n), . . . , pk,t (n) be polynomials with rational coeffi-
cients taking integer values on the integers and satisfying pi,j (0) = 0, i = 1, 2, . . . , k,
j = 1, 2, . . . , t . Then for all probability space (X, B, μ), all commuting invert-
ible measure preserving transformations T1, T2, . . . , Tt of X and all A ∈ B with
μ(A) > 0, one has

lim inf
N→∞

1

N

n−1∑
n=0

μ(A ∩
t∏

j=1

T
−p1,j (n)

j A ∩
t∏

j=1

T
−p2,j (n)

j A ∩ · · · ∩
t∏

j=1

T
−pk,j (n)

j A) > 0.

As we have seen in the previous section, the “linear” multiple recurrence results
admit far reaching IP refinements. This leads to the question whether similar IP
extensions may be obtained for polynomial results as well. For example, one would
like to know whether, for every invertible measure preserving system (X, B, μ, T ),
every polynomial p(n) ∈ Z[n] with p(0) = 0, and every A ∈ B with μ(A) > 0,
the set {n ∈ Z : μ(A ∩ T p(n)A) > 0} is an IP∗ set. In other words, one would like
to know whether for every infinite set {n1, n2, . . . } ⊂ N there exists α ∈ F such
that μ(A ∩ T p(nα)A) > 0, where, as in Section 1, the IP set (nα)α∈F is defined
by nα = ∑

i∈α, α ∈ F . The answer turns out to be yes and can be obtained by
considering, instead of the conventional ergodic averages 1

N

∑N
n=1 μ(A∩T p(n)A), the

limits along IP sets (or, alternatively, limits along idempotent ultrafilters). However, a
much more important novelty which is encountered when one deals with IP analogues
of polynomial recurrence theorems is that one has now a bigger family of functions,
namely the IP polynomials, for which the IP versions of familiar theorems make sense.

Let q(t1, . . . , tk) ∈ Z[t1, . . . , tk] and let (n
(i)
α )α∈F , i = 1, 2 . . . , k, be IP sets in Z.

Then q(α) = q(n
(1)
α , n

(2)
α , . . . , n

(k)
α ) is an example of an IP polynomial. For example,

if deg q(t1. . . . , tk) = 2, the q(α) will typically look like

q(α) =
s∑

i=1

n(i)
α m(i)

α +
r∑

i=1

k(i)
α .

The following result obtained in [BFM] gives an IP extension of Theorem 2.2 for the
case of several commuting transformations.
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Theorem 2.5 (cf. [BFM], Corollary 2.1). Suppose that (X, B, μ) is a probabil-
ity space and that {T1, T2, . . . , Tt } is a collection of commuting invertible mea-
sure preserving transformations of X. Suppose that (n

(i)
α )α∈F ⊂ N are IP sets,

i = 1, 2, . . . , k, and that pj (x1, . . . , xk) ∈ Z[x1, . . . , xk] satisfy pj (0, 0, . . . , 0) = 0
for j = 1, 2, . . . , t . Then for all A ∈ B, and all ε > 0, there exist α ∈ F such that

μ
(
A ∩

t∏
i=1

T
pi(n

(1)
α ,n

(2)
α ,...,n

(k)
α )

i A
)

≥ (μ(A))2 − ε.

The next natural step is to try to extend Theorem 2.3 to a multiple recurrence
result. The following IP polynomial Szemerédi theorem, obtained in [BM2] is an IP
extension of Theorem 2.3.

Theorem 2.6 ([BM2], Theorem 0.9). Suppose we are given t commuting invertible
measure preserving transformations T1, . . . , Tt of a probability space (X, B, μ). Let
k, r ∈ N and suppose that pi,j (n1, . . . , nk) ∈ Q[n1, . . . , nk] satisfy pi,j (Z

k) ⊂ Z

and pi,j (0, 0, . . . , 0) = 0 for 1 ≤ i ≤ t , 1 ≤ j ≤ r . Then for every A ∈ B with
μ(A) > 0, the set

{
(n1, . . . , nk) ∈ Zk : μ

( ⋂r
j=1

( ∏t
i=1 T

pi,j (n1,...,nk)

i A
))

> 0
}

is an IP∗ set in Zk .

The following corollary of Theorem 2.6 can be viewed as an IP refinement of
Theorem 2.5.

Theorem 2.7. Assume that P : Zr → Zl , r , l ∈ N is a polynomial mapping satisfying
P(0) = 0 and let F ⊂ Zr be a finite set. Then for all E ⊂ Zl with d(E) > 0 and all
IP sets (n

(i)
α )α∈F , i = 1, . . . , r , there exist u ∈ Zl and α ∈ F such that

{u + P(n(1)
α x1, n

(2)
α x2, . . . , n

(r)
α xr) : (x1, . . . , xr) ∈ F } ⊂ S.

We would like to mention the two combinatorial facts which play a decisive role
in the proof of Theorem 2.6. The first is the Milliken–Taylor theorem ([M], [T])
which was also utilized in the proof of Theorem 2.5. The second is the polynomial
Hales–Jewett theorem obtained via topological dynamics in [BL2]. The following
formulation of the polynomial Hales–Jewett theorem should be juxtaposed with the
formulation of its “linear” case given in Theorem 1.17.

Theorem 2.8. For k, d ∈ N, let F k
0 (Nd) denote the set of k-tuples of finite (possibly

empty) subsets of Nd = N × · · · × N (d times). For every finite coloring of F k
0 (Nd)

there exists a monochromatic simplex of the form

{(α1, α2, . . . , αk), (α1 ∪ γ d, α2, . . . , αk),

(α1, α2 ∪ γ d, . . . , αk), . . . , (α1, α2, . . . , αk ∪ γ d)},
where γ is a finite nonempty subset of N and αi ∩ γ d = ∅ for all i = 1, 2, . . . , k.
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The polynomial Hales–Jewett theorem plays also a crucial role in the proof of the
following recent result of a polynomial nature obtained in [BLM].

Theorem 2.9. Let V, W be finite dimensional vector spaces over a countable field,
let T be a measure preserving action of W on a probability measure space (X, B, μ)

and let p1, . . . , pk be polynomial mappings V → W with zero constant term. Then
for all A ∈ B with μ(A) > 0 there exists c > 0 such that the set

{
v ∈ V : μ

( ⋂k
i=1 T(pi(v))A

)
> c

}

is syndetic in V .

Corollary 2.10. Let p1, . . . , pk be polynomials with integer coefficients and zero
constant term. For all ε > 0, there exists N ∈ N such that whenever F is a field
with |F | ≥ N and E ⊂ F with |E|

|F | ≥ ε, there exist v ∈ F , v �= 0, and w ∈ E

such that pi(v) �= 0, i = 1, . . . , k, and {w, w + p1(v), . . . , w + pk(v)} ⊂ E for all
i = 1, . . . , k.

A dynamical counterpart of Theorem 2.8 can be formulated in direct analogy to
Theorem 1.8 which corresponds to the “linear” case. (See [B1], Section 4 and [BL2]
for more discussion on various equivalent forms of the polynomial Hales–Jewett
theorem). Rather than dealing here with the full-fledged dynamical version, we are
going to formulate a rather general corollary of the polynomial Hales–Jewett theorem
which is suggestive of a further, nilpotent, generalization to be discussed in the next
section.

A mapping P from F0 into a commutative (semi)group G is an IP polynomial of
degree 0 if P is constant, and, inductively, is an IP polynomial of degree ≤ d if for all
β ∈ F0 there exists an IP polynomial DβP : F0(N\β) → G of degree ≤ d−1 (where
F0(N\β) is the set of finite subsets of N\β) such that P (α∪β) = P (α)+(DβP )(α)

for every α ∈ F0 with α∩β = ∅. (One can easily check that the IP-systems introduced
in Section 1 correspond to IP polynomials of degree 1 satisfying P (∅) = 1G.)

Theorem 2.11 ([BL2]). Let G be an abelian group of self-homeomorphisms of a
compact metric space (X, ρ), let k ∈ N and let P1, . . . , Pk be IP-polynomials map-
ping F0 into G and satisfying P1(∅) = · · · = Pk(∅) = 1G. For all ε > 0 there exist
x ∈ X and a nonempty α ∈ F0 such that ρ(Pi (α)x, x) < ε for i = 1, . . . , k.

We conclude this section by formulating a conjecture about a density version
of the polynomial Hales–Jewett theorem which would extend the partition results
from [BL2], the Furstenberg–Katznelson density version of the “linear” Hales–Jewett
theorem, as well as Theorems 2.4 and 2.9. For q, d, N ∈ N, let Mq,d,N be the set of
q-tuples of subsets of {1, 2, . . . , N}d :

Mq,d,N = {(α1, . . . , αq) : αi ⊂ {1, 2, . . . , N}d, i = 1, 2, . . . , q}.
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Conjecture 2.12. For all q, d ∈ N and ε > 0 there exists c = c(q, d, ε) such that if
N > c and a set S ⊂ Mq,d,N satisfies |S|

|Mq,d,N | > ε, then S contains a “simplex” of
the form

{(α1, α2, . . . , αq), (α1 ∪ γ d, α2, . . . , αq),

(α1, α2 ∪ γ d, . . . , αq), . . . , (α1, α2, . . . , αq ∪ γ d),

where γ ⊂ N is a nonempty set and αi ∩ γ d = ∅ for all i = 1, . . . , q.

3. Ergodic Ramsey theory in a noncommutative setting

The Ramsey theoretical results surveyed in the previous sections deal with commuta-
tive (semi)groups. One may wonder whether these results extend to noncommutative
structures. A similar question suggests itself with respect to dynamics: is it true
that multiple recurrence results such as, say, Theorems 1.10 and 2.4 hold true if the
involved transformations do not necessarily commute? It turns out that many of the
partition and density theorems (as well as their dynamical counterparts) that we en-
countered above do hold for nilpotent groups. On the other hand, the analogous results
fail quite dramatically for solvable groups of exponential growth. (See Theorem 3.7
below).

We now formulate a nilpotent version of the polynomial Hales–Jewett theorem (see
Theorems 2.8 and 2.11), from which one can derive nilpotent extensions of various
abelian theorems. In order to do so we have to extend first the notion of a polynomial
mapping P : F0 → G (discussed at the end of the previous section) to a nilpotent
setup.

If G is an abelian group, one can show (see [BL2], Theorem 8.3) that a mapping
P : F0 → G is an IP polynomial of degree ≤ d with P(∅) = 1G if and only if
there exists a family {gj1,...,jd

}(j1,...,jd )∈Nd of elements of G such that for all α ∈ F0
one has P (α) = ∏

(j1,...,jd )∈αd gj1,...,jd
. This characterization of IP polynomials

makes sense in the nilpotent setup as well. Given a nilpotent group G, let us call
a mapping P : F0 → G an IP polynomial if for some d ∈ N there exists a family
{gj1,...,jd

}(j1,...,jd )∈Nd of elements of G and a linear order < on Nd such that, for any
α ∈ F0, one has F P(α) = ∏<

(j1,...,jd )∈αd gj1,...,jd
(the entries in the product

∏< are
multiplied in accordance with the order <). The following nilpotent version of the
polynomial Hales–Jewett theorem which was obtained in [BL3] contains many of the
above partition results as special cases.

Theorem 3.1 ([BL3], Theorem 0.24). Let G be a nilpotent group of homeomorphisms
of a compact metric space (X, ρ) and let P1, . . . , Pk : F0 → G be IP polynomials
satisfying P1(∅) = · · · = Pk(∅) = 1G. Then, for all ε > 0, there exist x ∈ X and a
nonempty α ∈ F0 such that ρ(Pi (α)x, x) < ε for all i = 1, 2, . . . , k.
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One of the corollaries of Theorem 3.1 is the following nilpotent version of Theo-
rem 1.12.

Theorem 3.2 ([BL3], Theorem 0.13). Let G be a nilpotent group of homeomorphisms
of a compact metric space (X, ρ), let k ∈ N and let g

(i)
j ∈ G, i = 1, . . . , k, j ∈ N.

For all ε > 0, there exist an element x in X and a nonempty finite subset α of N such
that ρ

( ∏
j∈α g

(i)
j x, x)

)
< ε for all i = 1, . . . , k.

Theorem 3.1 implies also the following results, both of which can be viewed as
nilpotent extensions of Theorem 1.2.

Theorem 3.3 (cf. [BL3], Theorem 0.16). Let q ∈ N and let G be the multiplicative
group of q × q upper triangular matrices with unit diagonal over an infinite field
of finite characteristic. For any finite coloring of G and any c ∈ N there exists a
subgroup H of G of nilpotency class q and of cardinality ≥ c, such that for some
h ∈ G the coset hH is monochromatic.

Theorem 3.4 ([BL3], Theorem 0.17). Let q ∈ N and p be a prime, with p > q. Let G
be an infinite free q-step nilpotent group with torsion p. For any finite coloring of G

and any c ∈ N there exists a free q-step nilpotent subgroup H ⊂ G of cardinality
|H | ≥ c, such that, for some h ∈ G, the coset hH is monochromatic.

The following theorem obtained by A. Leibman in [L1] is a nilpotent extension
of Theorem 2.4, from which one can also derive a nilpotent generalization of Theo-
rem 2.3.

Theorem 3.5 (cf. [L1], Theorem NM). Let k, t, r ∈ N. Assume G is a nilpotent group
of measure preserving transformations of a probability measure space (X, B, μ). Let
pij (n1, . . . , nk) ∈ Z[n1, . . . , nk] with pij (Z

k) ⊂ Z and pij (0, 0, . . . , 0) = 0, 1 ≤
i ≤ t , 1 ≤ j ≤ r . Then for every A ∈ B with μ(A) > 0 and any T1, T2, . . . , Tt ∈ G,
the set {

(n1, . . . , nk) ∈ Zk : μ
( ⋂r

j=1

( ∏t
i=1 T

pij (n1,...,nk)

i A
))

> 0
}

is syndetic.

There is every reason to believe that nilpotent versions of Theorems 2.6 and 2.9 also
hold. The following conjecture, if true, will contain these and many other nilpotent
results as special cases.

Conjecture 3.6. Let G be a nilpotent group of measure preserving transformations
of a probability measure space (X, B, μ), and let P1, . . . , Pk : F0 → G be IP poly-
nomials. Then for all A ∈ B with μ(A) > 0 there exists a nonempty α ⊂ N such
that μ(A ∩ P1(α)A ∩ · · · ∩ Pk(α)A) > 0.

Theorem 3.5 raises question whether the assumptions can be further relaxed and
whether, in particular, an analogue of Theorem 3.5 holds true if the measure preserving
transformations T1, T2, . . . , Tk generate a solvable group. Note that every finitely
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generated solvable group is either of exponential growth or is virtually nilpotent,
i.e. it contains a nilpotent group of finite index. (See, for example, [Ro]). Since
Theorem 3.5 easily extends to virtually nilpotent groups, the question boils down to
solvable groups of exponential growth. The following result answers this question in
the negative, in a strong way.

Theorem 3.7 ([BL4], Theorem 1.1 (A)). Assume thatG is a finitely generated solvable
group of exponential growth. There exists a measure preserving action (Tg)g∈G of G

on a probability measure space (X, B, μ), elements g, h ∈ G, and a set A ∈ B with
μ(A) > 0) such that TgnA ∩ ThnA = ∅ for all n �= 0.

It is of interest to know to which extent the property of growth of the acting group
alone is responsible for the validity of the positive and negative results formulated
above. It was R. Grigorchuk who constructed in [Gri] a large family of groups
of intermediate growth, which occupy an intermediate place between the groups of
polynomial and exponential growth.

Question 3.8. Which of the above results extend to Grigorchuck’s groups?

4. Generalized polynomials and dynamical systems on nilmanifolds

As we have seen in the previous section, the nilpotent framework is a natural (and
often, ultimate) setup for multiple recurrence and combinatorial applications thereof.
It also turns out that dynamical systems on nilmanifolds10 are indispensable in solving
problems which, on the face of it, have purely abelian character. For example, it is
shown in the work of Host and Kra ([HK1]) and Ziegler ([Z]) that one can reduce the
problem of establishing the existence of the L2 limit

lim
N→∞

1

N

N−1∑
n=0

f1(T
nx)f2(T

2nx) . . . fk(T
knx),

where T is an invertible measure preserving transformation of a probability space
(X, B, μ) and fi ∈ L∞(X), to the study of the special case where (X, T ) is a nilsys-
tem. It also turns out that polynomial sequences of nilrotations (see [L2], [L3], [L5])
form an adequate setup for extending Host–Kra’s and Ziegler’s results to polynomial
situations, that is to establishing the existence of the L2-limit

lim
N→∞

1

N

N−1∑
n=0

f1(T
p1(n)x) . . . fk(T

pk(n)x),

10A nilmanifold is a compact homogeneous space X of a nilpotent Lie group G; a nilrotation is a translation
of X by an element g ∈ G, x �→ gx; a nilsystem is a pair (X, T ) where X is a nilmanifold and T is a nilrotation
on X.
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where the pi are integer-valued polynomials. See [HK2] and [L4].
Another example, pertaining to recurrence, is given by the following result from

[BHKR], the proof of which crucially uses the facts about nilsystems.

Theorem 4.1 ([BHKR]). For every invertible ergodic probability measure preserving
system (X, B, μ, T ), all A ∈ B and all ε > 0, the sets

{n : μ(A ∩ T nA ∩ T 2nA) ≥ μ(A)3 − ε}
and

{n : μ(A ∩ T nA ∩ T 2nA ∩ T 3nA) ≥ μ(A)4 − ε}
are syndetic.

On the other hand, there exists an ergodic system (X, B, μ, T ) such that for every
integer l > 1 there exists a set A = A(l) ∈ B with μ(A) > 0 and μ(A ∩ T nA ∩
T 2nA ∩ T 3nA ∩ T 4nA) ≤ 1

2μ(A)l .

We will describe now one more “nilpotent connection” recently established in
[BL5]. The main object of study in [BL5] is the class of generalized polynomials,
that is, functions obtained from conventional polynomials of one or several variables
by applying the operations of addition, multiplication, and that of taking the integer
part. Various classes of generalized polynomials naturally appear in diverse mathe-
matical contexts, ranging from symbolic dynamics and mathematical games to Weyl’s
theorem on equidistribution11 and recent work of Green and Tao [GreT] on arithmetic
progressions in primes.12

Before formulating a general result from [BL5] which links generalized polyno-
mials with nilsystems, let us briefly review a dynamical approach, due to Fursten-
berg, to the proof of Weyl’s equidistribution theorem (see [F4], [F2]). Let p(x) =
a0 + a1x + a2x

2 + · · · + akx
k = b0 + b1x + b2

(
x
2

) + · · · + bk

(
x
k

) ∈ R[x]. Consider
the following affine transformation, called a skew product, of the k-dimensional torus
Tk = Rk/Zk:

τ(y1, t2, . . . , yk) = (y1 + bk, y2 + y1 + bk−1, . . . , yk + yk−1 + b1).

Let y = (0, . . . , 0, b0) ∈ Tk . One can check by induction that (τny)k = {p(n)}.
If ak is irrational, the system (Tk, τ ) is uniquely ergodic (with the unique τ -invariant
measure being the Lebesgue measure on Tk) which implies (the one-dimensional
version of) Weyl’s theorem. (For details, see [F4], Chapter 3, Section 3.)

One can also view the skew product transformation τ as a nilrotaion. Indeed, let

G be the group of upper triangular matrices

⎛
⎜⎜⎝

1 α1,2 α1,3 ... α1,k

0 1 α2,3 ... α2,k

...
. . .

. . .
...

...
0 ··· 0 1 ak,k+1
0 0 ··· 0 1

⎞
⎟⎟⎠, where ai,j ∈ Z for

11Weyl’s theorem (or rather the most quotable special case of it) says that if p is a real polynomial with at
least one coefficient other than the constant term irrational then the sequence {p(n)} = p(n) − [p(n)], n ∈ N is
uniformly distributed in the unit interval

12See, for example, [Gre], p. 13
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1 ≤ i < j ≤ k, ai,k+1 ∈ R for 1 ≤ i < k}, and let � be the subgroup of G consisting
of the matrices with integer entries. Then G is a nilpotent (non-connected) Lie group
with X = G/� ∼= Tk , and the system defined on X by the nilrotation by the element

g =
⎛
⎜⎝

1 0 0 ... bk
0 1 0 ... bk−1

...
. . .

. . .
...

...
0 ··· 0 1 b1
0 0 ··· 0 1

⎞
⎟⎠ ∈ G is isomorphic to the dynamical system on Tk defined

by the skew product τ .
The following result obtained in [BL5] says, roughly, that not only generalized

polynomials of the special form {p(n)} = p(n)−[p(n)], but any bounded generalized
polynomial can be “read off” of a nilmanifold.

Theorem 4.2. For all d ∈ N and all bounded generalized polynomials p : Zd → R

there exists a compact nilmanifold X, an ergodic Zd action (Tn)n∈Zd by nilrotations
on X, a Riemann integrable function f on X and a point x ∈ X such that for all
n ∈ Zd one has p(n) = f (Tnx).

Here is one of the numerous corollaries of Theorem 4.2:

Theorem 4.3. Let k ∈ N, let U1, . . . , Uk be commuting unitary operators on a
Hilbert space and let p1, . . . , pk be generalized polynomials Zd → Z. For any
Følner sequence13 (�N)∞N=1 in Zd the sequence

1

|�N |
∑

n∈�N

U
p1(n)
1 . . . U

pk(n)
k

is convergent in the strong operator topology.

Theorem 4.3 leads to the following conjecture.

Conjecture 4.4. Theorem 4.3 remains true if the operators U1, . . . , Uk appearing in
its formulation generate a nilpotent group.

Assume now that the unitary operatorsU1, . . . , Uk are induced by commuting mea-
sure preserving transformations T1, . . . , Tk acting on a probability space (X, B, μ).
In this case it is natural to inquire under which conditions on the generalized integer-
valued polynomials pi one has

lim
N−M→∞

1

N − M

N−1∑
n=M

μ(A ∩ T
p1(n)

1 T
p2(n)
2 . . . T

pk(n)
k A) > 0

for all A ∈ B with μ(A) > 0. In the case of conventional integer-valued polynomials
a satisfactory sufficient condition for positivity of the above limit is that pi(0) = 0,

13A sequence (�N)∞
N=1 of finite subsets of a (countable) group G is called (left) Følner if for all g ∈

G, |g�N ∩ �N |/|�N | → 1 as N → ∞. In Zd a common choice of Følner sequence is a sequence of
parallelepipeds �N = ∏d

i=1[aN,i , bN,i ] with bN,i − aN,i → ∞ as N → ∞ for all i = 1, . . . , d.
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i = 1, . . . , k; the following conjecture extends this fact to generalized polynomials.
Let us denote by P0 the set of generalized polynomials which can be constructed (with
the help of addition, multiplication, and taking of integer part) from conventional
polynomials with zero constant term.

Conjecture 4.5. Let k ∈ N and p1, . . . , pk ∈ P0. Then for any commuting invert-
ible measure preserving transformations T1, . . . , Tk of a probability measure space
(X, B, μ) and all A ∈ B with μ(A) > 0 one has

lim
N−M→∞

1

N − M

N−1∑
n=M

μ(A ∩ T
p1(n)

1 T
p2(n)
2 . . . T

pk(n)
k A) > 0.

Note that Conjecture 4.5 implies that {n : μ(A ∩ T
p1(n)

1 T
p2(n)
2 . . . T

pk(n)
k A) > 0}

is a syndetic set. This, in turn, is a special case of the following conjecture, which
extends the polynomial Szemerédi theorem (cf. Theorem 2.4 above) to generalized
polynomials belonging to P0.

Conjecture 4.6. Let (X, B, μ) be a probability measure space, let k, r ∈ N, let
T1, . . . , Tk be commuting invertible measure preserving transformations of X and let
pi,j ∈ P0, i = 1, . . . , k, j = 1, . . . , r . Then for all A ∈ B with μ(A) > 0, the set

{n ∈ Z : μ(A ∩ T
p1,1(n)

1 . . . T
pk,1(n)

k A ∩ · · · ∩ T
p1,r (n)

1 . . . T
pk,r (n)

k A) > 0}
is syndetic in Z.

5. Amenable groups and ergodic Ramsey theory

It was John von Neumann who, in his study of the Hausdorff–Banach–Tarski paradox,
introduced a class of group which nowadays are called amenable and which are
widely recognized as providing the natural context for ergodic theory. In particular,
many classical notions and results pertaining to 1-parameter group actions extend
naturally to amenable groups. (See for example [OW] and [Li]). As we will see in this
section, countable amenable groups also form a natural framework for Furstenberg’s
correspondence principle and hence for ergodic Ramsey theory.

Definition 5.1. A semigroup G is amenable if there exists an invariant mean on the
space B(G) of real-valued bounded functions on G, that is, a positive linear function
L : B(G) → R satisfying

(i) L(1G) = 1.

(ii) L(fg) = L(gf ) = L(f ) for all f ∈ B(G) and g ∈ G, wherefg(t) := f (tg)

and gf (t) := f (gt).
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The existence of an invariant mean is only one item from a long list of equivalent
properties , such as the characterization of amenability given in the next theorem,
some of which are far from being obvious and, moreover, are valid for groups (or
special classes of semigroups) only. (See, for example, [W], Theorem 10.11.) The
following theorem was established by Følner in [Fø]. (See also [N] for a simplified
proof.)

Theorem 5.2. A countable group G is amenable if and only if it has a left Følner
sequence, namely a sequence of finite sets �n ⊂ G, n ∈ N, with |�n| → ∞ and such
that for all g ∈ G,

|g�n∩�n|
|�n| → 1 as n → ∞.

While there seems to be no general method of constructing a Følner sequence in an
amenable group defined, say, by generators and relations, in many concrete, especially
abelian situations, one has no problem finding a Følner sequence. For example, the
parallelepipeds mentioned in footnote 13 and the sets Fn ⊂ F∞ defined in section 1
form natural Følner sequences in Zd and in F∞, respectively.

Before moving to discuss the Ramsey-theoretical aspects of amenable groups we
want to mention that while the class of amenable groups is quite rich (in particular
it contains all solvable and locally finite groups), it does not contain such classical
groups as SL(n, Z) for n ≥ 2.

Given a countable amenable group G and a left Følner sequence (�n)n∈N, one
can define the upper density of a set E ⊂ G with respect to (�n)n∈N by d(�n)(E) =
lim supn→∞

|E∩�n|
|�n| . Note that it immediately follows from the definition of a left

Følner sequence that for all g ∈ G and E ⊂ G one has d(�n)(gE) = d(�n)(E). By
analogy with some known results about sets of positive density in abelian or nilpotent
groups, one can expect that large sets in G, i.e. sets having positive upper density with
respect to some Følner sequence, will contain some nontrivial configurations. The
known results support this point of view and lead to a natural conjecture which will
be formulated at the end of this section.

We formulate now a version of Furstenberg’s correspondence principle for count-
able amenable groups.

Theorem 5.3 (See [B2] , Theorem 6.4.17). Let G be a countable amenable group
and assume that E ⊂ G has positive upper density with respect to some left Følner
sequence (�n)n∈N : d(�n)(E) > 0. Then there exists a probability measure preserving

system (X, B, μ, (Tg)g∈G) and a set A ∈ B with μ(A) = d(�n)(E) such that for all
k ∈ N and g1, . . . , gk ∈ G one has

d(�n)(E ∩ g1E ∩ · · · ∩ gkE) ≥ μ(A ∩ Tg1A ∩ · · · ∩ Tgk
A).

Remark. One can extend Theorem 5.3 to general countable amenable semigroups
if instead of using Følner sequences (which cannot always be found in amenable
semigroups) one defines a set E ⊂ G to be large if for some left-invariant mean L on
B(G) one has L(1E) > 0. (See [BM1], Theorem 2.1.)
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As an illustration of the usefulness of amenable considerations, let us consider the
(abelian and cancellative) semigroup (N, · ). Let

Sn = {pi1
1 p

i2
2 · · · pin

n , 0 ≤ ij ≤ n, 1 ≤ j ≤ n},
where pi , i = 1, 2, . . . , are primes in arbitrary order. It is not hard to show that
for any sequence of positive integers (an)n∈N, the sets anSn, n ∈ N form a Følner
sequence in (N, · ).
Definition 5.4. A set E ⊂ N is called multiplicatively large if for some Følner se-
quence (�n)n∈N in (N, · ) one has d(�n)(E) > 0.

Notice that the notions of additive and multiplicative largeness which are defined
via Følner sets in, respectively, (N, +) and (N, · ) are different. For example the
set O of odd natural numbers has additive density 1

2 with respect to every Følner
sequence in (N, +), while O has zero density with respect to every Følner sequence
in (N, · ). In the other direction, consider for example a Følner sequence (anSn)n∈N

in (N, · ), where the Sn are defined above and the an satisfy an > |Sn|. Then the
set E = ⋃∞

n=1 anSn has zero additive density with respect to every Følner sequence
in (N, +), while E has multiplicative density 1 with respect to the Følner sequence
(anSn)n∈N.

As may be expected by mere analogy with additively large sets, multiplicatively
large sets always contain (many) geometric progressions. (This can be derived, for
example, with the help of the IP Szemerédi theorem, Theorem 1.13 above). It turns
out, however, that multiplicatively large sets also contain some other, somewhat un-
expected geoarithmetic configurations.

Theorem 5.5 (See [B5], Theorems 3.11 and 3.15). Let E ⊂ N be a multiplicatively
large set. For all k ∈ N, there exist a, b, c, d, e, q ∈ N such that {qi(a + id) : 0 ≤
i, j ≤ k} ⊂ E and {b(c + ie)j : 0 ≤ i, j ≤ k} ⊂ E.

We conclude this section (and this survey) by addressing the question about pos-
sible amenable extensions of the multiple recurrence results. While it is not clear
how even to formulate an amenable generalization of the one-dimensional Szemerédi
theorem, it is not too hard to guess what should be an amenable version of the multi-
dimensional Szemerédi theorem!

Let G be a group and k ∈ N. Let us call a (k + 1)-element set in the cartesian
product Gk a simplex if it is of the form

{(a1, a2, . . . , ak), (ga1, a2, . . . , ak), (ga1, ga2, . . . , ak), . . . , (ga1, ga2, . . . , gak)}
for some a1, . . . , ak, g ∈ G, and denote it by S(a1, . . . , ak; g). The following con-
jecture is known for k = 2. (See [BMZ], Theorem 6.1.)

Conjecture 5.6. Let k ∈ N and suppose that G is a countable amenable group.
Assume that a set E ⊂ Gk has positive upper density with respect to some Følner
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sequence in Gk . Then the set

{g ∈ G : there exist (a1, . . . , ak) ∈ Gk such that S(a1, . . . , ak; g) ⊂ E}
is syndetic in G.
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Hyperbolic billiards and statistical physics

Nikolai Chernov and Dmitry Dolgopyat1

Abstract. Mathematical theory of billiards is a fascinating subject providing a fertile source
of new problems as well as conjecture testing in dynamics, geometry, mathematical physics
and spectral theory. This survey is devoted to planar hyperbolic billiards with emphasis on
their applications in statistical physics, where they provide many physically interesting and
mathematically tractable models.
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1. Introduction

Let D be a bounded domain on a plane or a 2D torus with piecewise smooth boundary.
A billiard system in D is generated by a single particle moving freely inside D with
specular reflections off the boundary ∂D . The phase space of a billiard is a 3D
manifold �; the corresponding flow �t : � → � preserves the Liouville measure μ

(which is uniform on �). The space of all collision points makes a 2D cross-section
M ⊂ �, and the corresponding return map F : M → M (called billiard map)
preserves a natural smooth probability measure m.

The billiard is hyperbolic if the flow �t and the map F have non-zero Lyapunov
exponents. The first class of hyperbolic billiards was introduced [86] by Sinai in 1970;
he proved that if the boundary of D is convex inward, then the billiard is hyperbolic,
ergodic, mixing and K-mixing. He called such models dispersing billiards, now they
are called Sinai billiards. They are also proven to be Bernoulli [43]. A few years later
Bunimovich discovered [9], [10] that billiards in some domains D whose boundary
is convex outward are also hyperbolic, due to a special ‘defocusing mechanism’; the
most celebrated example of his billiards is a stadium. More general classes of planar
hyperbolic billiards are described in [94], [95], [63], [41]; we refer to [48], [26] for
extensive surveys on hyperbolic billiards.

Billiards differ from classical smooth hyperbolic systems (Anosov and Axiom A
flows and maps) in several respects. First of all, many hyperbolic billiards have

1We thank our adviser Ya. G. Sinai for introducing us to this subject and constant encouragement during our
work. We thank our numerous collaborators, especially P. Balint, L. A. Bunimovich, R. de la Llave, G. Eyink,
J. Jebowitz, R. Markarian, D. Szasz, T. Varju, L.-S. Young, and H.-K. Zhang, for many useful discussions on the
subject of this survey. NC was partially supported by NSF. DD was partially supported by NSF and IPST.
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non-uniform expansion and contraction rates (for example, if the moving particle is
almost tangent to a convex outward arc of the boundary, then it will ‘slide’, and many
reflections will occur in rapid succession during a short interval of time; a similar
phenomenon occurs in a cusp on the boundary). Only dispersing billiards without
cusps have uniform expansion and contraction rates.

Second, and most importantly, the billiard dynamics have singularities – phase
points where both map F and flow �t become discontinuous and have unbounded
derivatives. Singularities come from two sources:

(a) Grazing collisions. In this case nearby trajectories can land on boundary
components that lie far apart.

(b) Corners. In this case two nearby trajectories can hit different boundary pieces
converging to a corner and get reflected at substantially different angles.

Moreover, billiards without horizon (where the length of the free path between
collisions is unbounded) have infinitely many singularity curves in phase space.

Singularities in billiards lead to an unpleasant fragmentation of phase space. More
precisely, any curve in unstable cones gets expanded (locally), but the singularities
may cut its image into many pieces, some of them shorter than the original curve,
which then will have to spend time on recovering. This makes billiards similar to
non-uniformly hyperbolic systems such as quadratic maps or Henon attractors.

In [96], [97]Young has proposed two general methods for studying non-uniformly
hyperbolic systems: tower method and coupling method.

The first one generalizes well-known Markov partitions ([85]). The latter divide
phase space into rectangles (‘building blocks’) that have a direct product structure
and being moved under the dynamics intersect one another in a proper (Markov) way.
In the tower method only one rectangle is used and its images only need to intersect
itself in the Markov way for some (not all) iterations. The tower construction is thus
more flexible than that of Markov partitions, but the symbolic dynamics it provides
is just as good as the one furnished by a Markov partition.

The coupling method is designed to directly control the dependence between the
past and the future. Since points with the same past history form unstable manifolds,
one wants to show that the images of any two curves in unstable cones have asymptot-
ically the same distribution ([84]). To this end one partitions those curves into small
subsets and pairs subsets of the first curve with those of the second one so that the
images of the paired (coupled) points remain close to each other at all times (i.e. lie
on the same stable manifold).

Both methods proved to be very efficient and produced many sharp results, as we
describe below. We observe here that the tower method allows us to use functional
analytic tools, in particular the theory of transfer operators [3], [71], which provide
very precise asymptotic expansions. However the transfer operator approach requires
a suitably defined space of functions (observables), which is sometimes too restrictive
and dependent on the model at hand. For this reason the results obtained by the tower
approach are often less explicit and the dependence on parameters of the model is
less transparent. The coupling approach, being more elementary if less sophisticated,
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gives more explicit bounds and makes it easier to work with several systems at a time.
Our survey is organized as follows. Section 2 describes statistical properties of

dispersing billiards. Section 3 is devoted to systems with slow mixing rates. Sec-
tion 4 deals with billiards in the presence of external forces and discusses transport
coefficients and their dependence on parameters. Section 5 is devoted to interacting
billiard particles, and Section 6 deals with infinite volume billiards.

We will denote by N (0, σ 2) a normal random variable (vector) with zero mean
and variance (covariance matrix) σ 2, and by ρσ 2 its density function.

2. Dispersing billiards

Dispersing billiards make the oldest and most extensively studied class of all chaotic
billiards. They, arguably, have the strongest statistical properties among all billiards.
We need to suppose that all corners have positively measured angles (no cusps) to
guarantee uniform expansion and contraction rates.

The main difficulty in the studies of billiards is to cope with the destructive effect
of fragmentation caused by singularities (we note that fragmentation may badly affect
even relatively simple expanding maps so that they would fail to have good statistical
properties [92]). In billiards, to cope with pathological fragmentation one imposes
the following ‘non-degeneracy’ condition: there exist m ∈ N, δ > 0, and θ0 < 1 such
that for any smooth unstable curve W of length less than δ∑

i

λi,m ≤ θ0, (1)

where the sum runs over all smooth components Wi,m ⊂ F m(W) and λi,m is the
factor of contraction of Wi,m under F −m. Roughly speaking (1) says that there no
too-degenerate singularities such as multiple passages through the corners. (1) always
holds if there are no corners, i.e. if ∂D is smooth, because for grazing collisions the
expansion factor approaches infinity on one side of each singularity line, but in it is
unknown if the condition (1) always holds in dispersing billiards with corners, nor if
it is really necessary for the results presented below.

Let B
d
α be the space of bounded R

d -valued functions which are uniformly α-Hölder
continuous on each component of M where the map F is smooth. We write Bα for B

1
α.

Let B
d

α = {A ∈ B
d
α : m(A) = 0}. For any function A ∈ B

d

α we denote by σ 2(A) the
d × d (diffusion) matrix with components

σ 2
ij (A) =

∞∑
n=−∞

m
(
Ai (Aj � F n)

)
(2)

(if this series converges). Denote Sn(x) = ∑n−1
k=0 A(F kx).
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Theorem 1. The following four results hold under the condition (1):
(a) (Exponential mixing [96], [18], [20]) There is a constant θ < 1 such that for

every A, B ∈ Bα , for all n ∈ Z∣∣m(
A (B � F n)

)∣∣ ≤ const θ |n|,

which, in particular, implies the convergence of the series (2).

(b) (Functional Central Limit Theorem [11], [12], [20]) For A ∈ B
d

α define a
continuous function Wn(t) by letting Wn(k/n) = Sk/

√
n and interpolating linearly

in between. Then Wn(t) weakly converges, as n → ∞, to a Brownian motion (Wiener
process) with covariance matrix σ 2(A).

(c) (Almost sure invariance principle [66], [20]) There exist λ > 0 such that for
any A ∈ Bα we can find (after possibly enlarging the phase space) a Brownian motion
(Wiener process) w(t) with variance σ 2(A) such that for almost all x there is n0 such
that for n ≥ n0,

|Sn − w(n)| < n
1
2 −λ.

(d) (Local Limit Theorem [90]) Suppose A ∈ B
d

α takes values in a closed subgroup
V ⊂ R

d of rank r and that there is no B ∈ L2
m(M) such that A+B −B �F belongs

to a proper closed subgroup of V. Then for any continuous function G with compact
support and for any sequence {kn} such that kn/

√
n → z ∈ R

d ,

nr/2m
(
G(Sn − kn)) → ρσ 2(A)(z)

∫
F dl

where l is the Haar measure on V.

Parts (a)–(c) of Theorem 1 can be proved by both tower method and coupling
method ([96], [18], [20], [66]). The only known proof of part (d) uses the tower
construction. It would be useful to derive the last part also by the coupling approach,
since then it would be applicable to systems depending on parameters.

If A is a function on �, then standard reduction methods [73], [67] allow us
to extend parts (b) and (c) to St (X) = ∫ t

0 A(�sX) ds. The corresponding covari-
ance matrix σ̃ 2(A) can be computed as follows. Consider the function A(x) =∫ τ(x)

0 A(�sx) ds on M, where τ(x) is the length of the free path. Then

σ̃ 2(A) = σ 2(A)/τ̄, (3)

where τ̄ = π Area(D)/length(∂D) is the mean free path in the billiard system [16].
It would be also nice to extend the part (c) to multidimensional observables, as the

almost sure invariance principle readily implies other limit laws – the law of iterated
logarithm, integral tests, etc. [20].

Problem 1. Prove the almost sure invariance principle for R
d valued observables.
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The above results can be applied to the Lorentz gas in R
2. Consider a particle

moving on the plane between a periodic array of fixed convex disjoint obstacles
(scatterers). The natural phase space of this system is the unit tangent bundle to the
plane minus the scatterers, and the natural invariant measure is infinite (σ -finite). But
since the dynamics commute with the Z

2 action we can factor the latter out and reduce
the system to a dispersing billiard on the unit torus.

Let Sn be the center of the scatterer the particle hits at the nth collision. Then
Sn − Sn−1 factors to a function H(F n−1x) on the collision space M of the toral
billiard. To apply Theorem 1 we need to assume that this billiard has finite horizon
(a uniformly bounded free path), since otherwise H(x) is unbounded and has infinite
second moment. (This is not a technical restriction, the following result actually fails
without the horizon assumption, see Section 3.) Let q(t) be the position of the moving
particle at time t.

Theorem 2. The following five results hold for finite horizon Lorentz gases:

(a) ([11], [12]) Sn/
√

n converges weakly to N (0, σ 2) where

σ 2
ij =

∞∑
n=−∞

m
(
Hi (Hj � F n)

)
. (4)

(b) ([11], [12]) q(t)/
√

t converges to N (0, σ 2/τ̄ ).

(c) ([90]) m(Sn = 0) ∼ 1/(2π det(σ )n).

(d) ([30], [78]) Sn is recurrent.

(e) The Lorentz gas is ergodic with respect to its σ -finite invariant measure.

Parts (c) and (d) are recent. Part (e) follows from part (d) and [79].
Parts (c) and (d) indicate that Sn behaves like a random walk.

Problem 2. Extend the analogy between Sn and random walks (for instance, inves-
tigate the statistics of returns).

Some results in this direction are obtained in [40]. Results for geodesic flows on
negatively curved surfaces can be found in [1].

3. Slow mixing and non-standard limit theorems

Here we describe some hyperbolic billiards with non-uniform expansion and contrac-
tion rates. Such are billiards with convex outward boundary components, semidis-
persing billiards (where the boundary is convex inward, but at some points its curva-
ture vanishes, i.e. the boundary ‘flattens’), as well as dispersing billiards with cusps.
All these billiards have one feature in common - there are arbitrarily long series of
reflections without expansion or contraction, which compromise the hyperbolicity.
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Such series of ‘idle’reflections occur in certain well defined regions in phase space.
If M̂ ⊂ M is their complement, then the return map F̂ : M̂ → M̂ will have uniform
expansion and contraction rates, so Young’s methods will apply. The distribution of
return times to M̂ then determines the rates of mixing:

Theorem 3. (a) ([28]) If D is a Bunimovich stadium (a table with C1 boundary
consisting of two semicircles and two parallel line segments) and A, B ∈ Bα , then∣∣m(

A (B � F n)
)∣∣ ≤ const · (ln |n|)2/|n|. (5)

The same bound holds for modified stadia bounded by two circular arcs and two
non-parallel line segments.

(b) ([28]) If D is a Bunimovich billiard table bounded by several circular arcs
that do not exceed semicircles an A, B ∈ Bα , then∣∣m(

A (B � F n)
)∣∣ ≤ const · (ln |n|)3/|n|2.

(c) ([29]) Let D be a dispersing billiard table except the curvature of ∂D vanishes
at two points P, Q ∈ ∂D such that the segment PQ is a periodic orbit of period two.
More precisely let the boundary ∂D contain two curves y = ±(|x|β + 1), where
β > 2, so that P = (0, 1) and Q = (0, −1). Then for A, B ∈ Bα ,

∣∣m(
A (B � F n)

)∣∣ ≤ const · (ln |n|)a+1/|n|a where a = β + 2

β − 2
.

The logarithmic factors here are an artifact of the method used; they can presum-
ably be removed [22] by approximating the map F on M \ M̂ with a Markov chain
(the region M \ M̂ consists of countably many ‘cells’ that make almost a Markov
partition). The bound (5) is expected for dispersing billiards with cusps [61], but this
case turns out to be much harder; it is currently under investigation [27].

If correlations decay like O(1/n), as in Bunimovich stadia, the series (2) is likely
to diverge, so the central limit theorem is likely to fail. This happens because the main
contribution to the sum Sn comes from long series of (highly correlated) reflections
without expansion or contraction. Again, we can employ the return map F̂ : M̂ → M̂
and replace the given observable A with its ‘cumulative’ version

A(x) =
R(x)−1∑

n=0

A(F nx), (6)

where F̂ (x) = F R(x)(x), i.e. R(x) is the first return time (to M̂), but such A will
usually be unbounded and have heavy tails.

First studies of limit laws for observables with heavy tails were undertaken by
Aaronson and Denker [2] for systems with Markov partitions. Their results were
extended to non-uniformly hyperbolic maps with Young towers by Balint and Gou-
ezel [4]; they gave an abstract criterion for convergence to a Gaussian law under a
non-classical normalization (the case which is most relevant for billiards).
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Balint and Gouezel [4] redefined R(x) in (6) to be the first return time to the
only rectangle in Young’s tower and proved a limit theorem under the assumption
that A has a distribution in a non-standard domain of attraction of Gaussian law. They
applied this criterion to a Bunimovich stadium bounded by two semicircles of radius 1
and two line segments �1 and �2 of length L > 0 each: given a Hölder continuous
observable A ∈ Cα(M), denote by

I (A) = 1

2L

∫
�1∪�2

A(s,n) ds

its average value on the set of normal vectors n attached to �1 and �2. (A slower
decay of correlations for the stadium, compared to other Bunimovich billiards, is
caused by trajectories bouncing between two flat sides of D and I (A) represents the
contribution of such trajectories.)

Theorem 4. The following results hold for Bunimovich stadia:

(a) If I (A) �= 0 then Sn/
√

n ln n → N (0, σ 2(A)), where

σ 2(A) = 4 + 3 ln 3

4 − 3 ln 3
× [I (A)]2L2

4(π + L)
. (7)

(b) If I (A) = 0, then there is σ 2
0 > 0 such that Sn/

√
n → N (0, σ 2

0 ).

As before, the approach of [67] allows us to extend this result to flows.
The abstract criterion of [4] should be applicable to a large number of systems.

One of them is a periodic Lorentz gas without horizon [91]. In this case orbits which
never collide with the scatterers lie in a finite number of families of corridors �i ⊂ R

2.
The projection of each corridor onto the torus is a strip bounded by two periodic orbits
(which in general case correspond to fixed points of the collision map F ). Let wi

denote the vector joining the successive collisions along the bounding orbits for the
corridor �i. Let also fi denote a vector parallel to wi but whose length equals the
width of �i. Consider a nonnegative quadratic form

Q(v) = 1

length(∂D)

∑
i

|wi | 〈fi, v〉2.

This form corresponds to a 2 × 2 symmetric positive semidefinite matrix σ 2.

Theorem 5 ([91]). Suppose there are at least two non-parallel corridors in a Lorentz
gas without horizon. Then σ 2 > 0 and

(a) Sn/
√

n ln n → N (0, σ 2);

(b) If kn/
√

n ln n → z then n ln n · m(Sn = kn) → ρσ 2(z);

(c) Sn is recurrent;

(d) the Lorentz gas is ergodic with respect to its σ -finite invariant measure.

Problem 3. Prove a functional central limit theorem in the setting of [4].

Solving this problem would lead to a complete asymptotic description of the flight
process in Lorentz gases without horizon.



1686 Nikolai Chernov and Dmitry Dolgopyat

4. Transport coefficients

Here we begin the discussion of billiard-related models of mathematical physics. The
simplest one is a billiard D where the particle moves under an external force

v̇ = F(q, v). (8)

Such systems were investigated in [19] under the assumptions that D is the torus with
a finite number of disjoint convex scatterers and finite horizon. To prevent unlimited
acceleration or deceleration of the particle, it was assumed that there was an integral
of motion (“energy”) E(q, v) such that each ray (q, αv), α ∈ R+ intersects each level
surface {E = c} in exactly one point. To preserve hyperbolicity, it was assumed that
‖F‖C1 is small.

Such forces include potential forces (F = −∇U ), magnetic forces (F = B(q)×v)
and electrical forces with the so-called Gaussian thermostat:

F = E(q) − 〈E(q), v〉
‖v‖2 v. (9)

Fix an energy surface {E(q, v) = const} containing a point with unit speed. Under our
assumptions on E this level surface is diffeomorphic to the unit tangent bundle � over
D and the collision space MF is diffeomorphic to M. Denote by FF : MF → MF

the corresponding return map.

Theorem 6 ([19]). FF has a unique SRB (Sinai–Ruelle–Bowen) measure mF , i.e.
for Lebesgue almost every x ∈ MF and all A ∈ C(MF )

1

n

n−1∑
i=0

A(F i
F x) →

∫
MF

A dmF .

The map FF is exponentially mixing and satisfies the Central Limit Theorem (cf.
Theorem 1).

As usual one can derive from this the existence (and uniqueness) of the SRB
measure μF for the continuous time system.

Another interesting modification of billiard dynamics results from replacing the
“hard core” collisions with the boundary by interaction with a“soft” potential near
the boundary. We do not describe such systems here for the lack of space referring
the reader to [60].

Theorem 6 implies the existence of various transport coefficients for planar Lorentz
gas with finite horizon. For example, consider a thermostated electrical force (9) with
a constant field E(q) = E = const, and let mE denote the SRB measure on the
{E = 1/2} energy surface.

Theorem 7 ([24]). There is a bilinear form ω such that for A ∈ Cα(M)

mE(A) = m(A) + ω(A, E) + o(‖E‖).
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To illustrate these results, let qn denote the location of the particle on the plane at
its nth collision, then Theorem 6 implies for almost all x the average displacement
(qn − q0)/n converges to a limit, J (E), i.e. the system exhibits an electrical current.
Theorem 7 implies

J (E) = ME + o(‖E‖) (Ohm’s Law),

where M is a 2 × 2 matrix, see below.
One interesting open problem is to study the dependence of the measure mF

of the force F , for example the smoothness of mE as a function of the electrical
field E. For hyperbolic maps without singularities SRB measure depends smoothly
on parameters [51], [76], [77]. For systems with singularities the results and methods
of [24] demonstrate that the SRB measure is differentiable at points where it has
smooth densities (e.g. E = 0 in the previous example).

In fact there is an explicit expression for the derivative (Kawasaki formula). To
state it let Fε be a one-parameter family of maps such that F0 = F has a smooth SRB
measure and for small ε the map Fε has an SRB measure mε, too, and the convergence
to the steady state mε, in the sense that if ν is a smooth probability measure on M
and A ∈ Cα(M) then ν(A �F n

ε ) → mε(A), is exponential in n and uniform in ε. Let
X = d

dε

∣∣
ε=0(Fε � F −1). Then

d

dε

∣∣∣
ε=0

mε(A) = −
∞∑

n=0

∫
M

divm(X) A(F nx) dm(x). (10)

For the constant electrical field E the Kawasaki formula reads DJ |E=0 = 1
2 σ 2,

where σ 2 is defined by (4). Hence

J = 1

2
σ 2E + o(‖E‖), (11)

which is known in physics as Einstein relation.
On the other hand numerical experiments [8] seem to indicate that J (E) is not

smooth for E �= 0. Similar lack of smoothness is observed in ([44], [45], [47]) for
expanding interval maps, but the billiard case seems to be more complicated. Indeed
the smoothness of SRB measures (or the lack thereof) seems to be intimately related to
the dynamics of the singularity set. For 1D maps the singularity set is finite whereas
for 2D maps the singularity set is one-dimensional, and so one can expect some
statistics for the evolution of that set.

Problem 4. Prove that the SRB measure, as a function of parameters, is not smooth
(generically). Derive relations between its Hölder exponent near a given parameter
value and other dynamical invariants, such as Lyapunov exponents, entropy, etc.

A related issue is the dependence of infinite correlation sums, such as the one
in (10), on the geometry of the billiard table. This issue was addressed in [23]. Given
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a domain D ⊂ T
2, an additional round scatterer is placed in D with a fixed radius

R > 0 and a (variable) center Q; then one gets a family of billiard maps FQ acting
on the same collision space M and having a common smooth invariant measure m.
For any smooth functions A, B on M with zero mean let

σ 2
A,B(Q) =

∞∑
n=−∞

m
(
A (B � F n

Q)
)
. (12)

It is proven in [23] that σ 2
A,B(Q) is a log-Lipschitz continuous function of Q:∣∣σ 2

A,B(Q1) − σ 2
A,B(Q2)

∣∣ ≤ const � ln(1/�), where � = ‖Q1 − Q2‖. (13)

Problem 5. Is (13) an optimal bound?

Problem 6. Extend the analysis of [23] to dissipative systems studied in [19].

In particular is it true that the dependence on parameters is typically more regular
for conservative systems?

Problem 7. Consider the class S of all Sinai billiard tables on T
2 and deform a given

table D continuously in C4 so that it approaches the natural boundary of S. Investigate
the limit behavior of the diffusion matrix σ 2(D).

If we only consider generic boundary points of S, then this problem splits into
three subproblems:

(a) What happens when two scatterers nearly touch each other?
(b) What happens when the boundary flattens so that a periodic trajectory with

nearly zero curvature appears?
(c) What happens when one of the scatterers shrinks to a point?
Analogues of Problem 7 were investigated for expanding maps [38] and for geo-

desic flows on negatively curved surfaces [13]. For Sinai billiards, only problem (c)
has been tackled in [23], see Theorem 9 (a) below. The first step towards problem (a)
is to establish mixing bounds for billiards with cusps (for problem (b) this task has
been accomplished in [29], see Theorem 3 (c)).

One can also study the behavior of other dynamical invariants, such as entropy
and Lyapunov exponents, see [16], [32], [48], [14].

5. Interacting particles

One may hope that after so many results have been obtained for one particle dynamics
in dispersing billiards, a comparable analysis could be done for multi-particle systems,
including models of statistical mechanics where the number of particles grows to
infinity. However not much has been achieved up to now. Recently there has been a
significant progress in the study of stochastically interacting particles [52], [93], but
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the problems involving deterministic systems appear to be much more difficult. One
notable result is [70] where Euler equation is derived for Hamiltonian systems with
a weak noise, however that particular noise is of a very special form, and its choice
remains to be justified by microscopic considerations.

Regarding models with finitely many particles, the most celebrated one is a gas
of hard balls in a box with periodic boundary conditions (i.e. on a torus T

d ). The
ergodicity of this system is a classical hypothesis in statistical mechanics attributed
to L. Boltzmann and first mathematically studied by Sinai [83], [86], see [48]. The
hyperbolicity and ergodicity for this system have been proven in fairly general cases
only recently [80], [81], but a proof in full generality is not yet available.

Problem 8. Prove the ergodicity of N hard balls on a torus T
d for every N ≥ 3 and

d ≥ 2 and for arbitrary masses m1, . . . , mN of the balls.

The existing proofs [80], [81] cover ‘generic’ mass vectors {m1, . . . , mN } (apart
from unspecified submanifolds of codimension one in R

N ). Besides, the existing
proofs heavily rely on abstract algebraic-geometric considerations, and it is important
to find more explicit and dynamical arguments.

A system of N hard balls on T
d can be reduced to semi-dispersing billiards in a

Nd-dimensional torus with a number of multidimensional cylinders removed. Now
the considerations of Section 3 suggest that the rate of mixing for gases of hard balls
is quite slow. Physicists estimated that correlation functions for the flow decay as
O(t−d/2), see [42], [72].

Problem 9. Investigate mixing rate for gases of N hard balls in T
d or N hard disks

on a Sinai billiard table.

An important feature of systems considered in statistical mechanics is that there
are several different scales in space and time. This can complicate the study since
the problem of interest tend to involve several ‘levels’ of parameters, but on the other
hand one can expect certain simplifications; for example, Hamiltonian systems of N

particles which are not ergodic (and this is, generically, the case due to the KAM
theory) may behave as ergodic in the thermodynamical limit N → ∞ (see e.g. [31],
Chapter 9). Another example is that some pathologies slowing the mixing rates can
be suppressed on large time-space scales, thus the system may behave as strongly
chaotic.

A significant progress in the study of multi-scale systems with chaotic fast motion
has been achieved recently, see [39] and references wherein. In this section we
describe the first rigorous result on multi-scale billiard systems [23].

Consider a system of two particles moving on a 2D torus with a finite number
of fixed convex scatterers (we assume that the resulting region D ⊂ T

2 has finite
horizon). Particles collide with the scatterers and with each other elastically. The
first particle called P is a heavy disk of mass M � 1 and radius R ∼ 1. The second
particle called p is a dimensionless point of unit mass.
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In equilibrium, the kinetic energies of P and p are comparable, and then P will
move practically with constant velocity, without noticing p. A more interesting de-
velopment occurs if the initial velocity of P is zero. Assume that the initial speed of p
is 1 and that its initial state is chosen randomly from the unit tangent bundle over D .
Then the position Q of P at time t becomes a random process QM(t). We want to
describe the motion of P in the interior of D (before it has chance to reach ∂D), so
we fix a small δ > 0 and stop P once it comes within distance δ from ∂D . Under a
non-degeneracy condition on D , see below, the following is proved:

Theorem 8 ([23]). As M → ∞, the process QM(τM2/3) converges weakly to the
solution of the following stochastic differential equation

Q̈ = σ̃ (Q) ẇ (14)

where ẇ is the white noise and the 2 × 2 matrix σ̃ (Q) is the positive square root of

σ̃ 2(Q) = σ 2(Q)/τ̄,

compare this to (3); here τ̄ = π(Area(D) − Area(P))/(length(∂D) + length(∂P))

is the mean free path for the fast particle p and

σ 2(Q) =
∞∑

n=−∞
m

(
A (A � F n

Q)T
)

where FQ is defined before Eq. (12) and A ∈ B
2 is defined by (18) below.

The non-degeneracy condition mentioned above is σ 2(Q) > 0 for all Q. This
condition allows us to ‘promote’ the log-Lipschitz continuity of σ 2 given by (13) to
the log-Lipschitz continuity of σ̃ and then show that the equation (14) is well posed.
This illustrates the importance of Problems 5 and 6 for homogenization theory. The
fact that σ 2(Q) is non-degenerate, apart from a codimension infinity subset of S,
follows from [12].

To understand (14) observe that when P collides with p the tangential component
of its velocity remains unchanged while the normal component changes as follows

V ⊥
new = M − 1

M + 1
V ⊥

old + 2

M + 1
v⊥

old = V ⊥
old + 2

M
v⊥

old + O

(
1

M3/2

)
(15)

where v⊥
old is the normal component of the velocity of p (the estimate on the remainder

term uses the fact that due to the energy conservation M‖V ‖2 + ‖v‖2 = 1 the speed
of P never exceeds 1/

√
M). Hence velocity of P after n collisions equals

Vn = 2

M

n∑
i=1

v⊥
i + O

(
n

M3/2

)
(16)
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where v⊥
i is the normal component of the velocity of p before the i-th collision of P

with p. As we need to count all the collisions of p, both with P and ∂D , then (16)
takes form

Vn = 2

M

n∑
i=1

A � F i + O

(
n

M3/2

)
(17)

where F is the collision map in our system of two particles and

A = 2v⊥ if p collides with P and 0 otherwise. (18)

As M → ∞, our system approaches the limit where P does not move (Q ≡ const)
and p bounces off ∂D ∪ P elastically, thus its collision map is FQ. For this limiting
system, Theorem 1 (c) says that if n = Mαdτ , then

n∑
i=1

A � F i
Q ∼ Mα/2 σ(Q) dw(τ) (19)

where w(τ) is the standard Brownian motion. Since Q = ∫
V dt and the integral

of the Brownian motion grows as t3/2, it is natural to take α = 2/3 in (19), so that
M3α/2/M ∼ 1, cf. (16), and expect the limiting process to satisfy (14).

In the proof of Theorem 8 we had to show that the two-particle collision map F in
(17) could be well approximated by the limiting billiard map FQ in (19). While the
trajectories of individual points under these two maps tend to diverge exponentially
fast, the images of curves in unstable cones tend to stay close together, and we proved
this by a probabilistic version of the shadowing lemma developed in [37]. Then we
decomposed the initial smooth measure into one-dimensional measures on unstable
curves (each curve W with a smooth measure ν on it was called a standard pair) and
adapted Young’s coupling method to relate the image of each standard pair (W, ν)

under the map F n and that under F n
Q, as n grows.

The system described above is a very simplified version of the classical Brownian
motion where a macroscopic particle is submerged into a liquid consisting of many
small molecules. In our model the liquid is represented by a single particle, but its
chaotic scattering off the walls effectively replaced the chaotic motion of the molecules
coming presumably from inter-particle interactions.

One feature of Theorem 8 which may be surprising at first glance is that the diffu-
sion matrix σ 2 is position dependent – the feature one does not expect for the classical
Brownian particle. The reason is that the size of P is comparable to the size of the
container D , so that typical time between successive collisions of p with P is of order
one, hence p has memory of the previous collisions with P giving rise to a location de-
pendent diffusion matrix. This dependence disappears if P is macroscopically small
(but microscopically large!):

Theorem 9 ([23]). As R → 0 we have

σ̃ 2(Q) = 8R

3Area(D)
I + P (Q) R2 + o(R2), (20)
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where P (Q) is a weighted Poincaré series. Furthermore, there is a function M0(R)

such that if M → ∞ and R → 0 with M > M0(R), then Q(τR−1/3M2/3) converges
weakly to the process √

8

3Area(D)

∫ τ

0
w(s) ds

where w(s) is the standard Brownian Motion.

Observe that the formula (20) would easily follow if the collisions between p
and P made a random Poisson process with intensity proportional to 2R/Area(D)

(the inverse of the mean intercollision time).
We remark that since we have a single fast particle p, its collisions with the

boundary ∂D are the only source of chaos. If D is a convex smooth table, for
example, then due to the presence of caustics [53] there is a positive probability that p
and P will never meet, so Theorem 8 fails in that case.

Problem 10. Prove Theorems 8 and 9 for two particles in a square box.

In a square box, the fast particle may bounce off between two parallel sides for
a long time without running into the disk, so the dynamics has slow mixing rates,
cf. Section 3. According to the results of [4], see Theorem 4, one expects a non-
standard normalization for most observables. However the observable given by (18)
vanishes on ∂D (since the velocity of P does not change during the collisions of p
with the walls), so we are actually in the context of Theorem 4 (b), hence Central
Limit Theorem may hold despite the overall slow mixing rates.

The extension of Theorem 9 to a square box leads (by using a standard reflection
of the box across its boundary) to a new model – a fast particle moving on a plane
with a periodic configuration of identical circular scatterers of radius R → 0. This
system is interesting in its own rights, but not much is known about its asymptotic
properties as R → 0. A lot of work has been done on the case where scatters are
placed at random (see [7], [82] and references wherein) but the periodic case is much
more complicated, see [46]. Even the distribution of the free path is a non-trivial task
accomplished only recently [6].

The results of [23] extend, without much changes, to systems with several heavy
disks and one fast particle, as long as the disks do not collide with each other or with
the boundary of the table (of course this restricts the analysis to a fairly short interval
of time). Let us, for example, formulate an analogue of Theorem 8 in this situation.
Let k be the number of heavy disks which are initially at rest. Then, after rescaling
time by τ = M−2/3t , the velocity of the limiting process satisfies

d

dτ

⎛
⎜⎝

V1
...

Vk

⎞
⎟⎠ = σQ1...Qk

ẇ(τ ),
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where ẇ is a standard k-dimensional white noise. Note that even though the heavy
disks are not allowed to interact with each other directly, each one “feels” the presence
of the others through the diffusion matrix σQ1...Qk

, which depends on the positions of
all the disks.

A much more difficult problem arises if there are several fast particles.

Problem 11. Extend Theorems 8 and 9 to systems with several fast particles.

In this case the limiting (M → ∞) system consists of several non-interacting
particles moving on the same dispersing billiard table (the heavy disk(s) will be
“frozen” as M = ∞). Such a system can be reduced to a semidispersing billiard in
a higher dimensional container, however that billiard will have very poor statistical
properties. In fact, it will not be even fully hyperbolic – several of its Lyapunov
exponents corresponding to the flow directions of the particles will vanish.

A more promising strategy for this case is to deal directly with the continuous
time dynamics. Then the limiting system of several non-interacting fast particles is
a direct product of one-particle billiard flows. To extend the results of [23] to this
model we need to generalize their methods to the continuous time setting, and we
also need good estimates for mixing rates of dispersing billiard flows.

Problem 12. Estimate the decay of correlations for dispersing billiard flows.

The studies of flow correlations are notoriously difficult (the main reason is that
there is no expansion or contraction in the flow direction). Even for classical Anosov
flows no estimates on correlations were available until the late 1990s. Only recently
various estimates were obtained on the decay of correlations for smooth uniformly
hyperbolic flows [17], [35], [59]. Some of them were just extended to nonuniformly
hyperbolic flows [65], including Sinai billiards: it was shown [65] that for a ‘preva-
lent’ set of Sinai billiards with finite horizon, flow correlations decay faster than any
polynomial function.

We expect that the flow correlations for Sinai billiards with finite horizon actually
decay exponentially fast. Moreover, it appears that a sub-optimal (‘stretched expo-
nential’) bound developed in [17] can be extended to billiard flows, and this is our
work in progress. With some of these estimates, albeit less than optimal, we might
be able to handle the above system of several fast particles.

Interestingly, the mixing rates of the billiard flow may not match those of the
billiard map. For instance, in Sinai billiards without horizon the billiard map has
fast (exponential) decay of correlations [18], but the flow is apparently very slowly
mixing due to long flights without collisions [5]. On the contrary, in Sinai tables
with cusps, the billiard map appears to have polynomial mixing rates, see Section 3,
but the flow may very well be exponentially mixing, as the particle can only spend a
limited time in a cusp. The same happens in Bunimovich billiards bounded only by
circular arcs that do not exceed semicircles – the billiard map has slow mixing rates
(Theorem 3), but the flow is possibly fast mixing, as sliding along arcs (which slows
down the collision map) does not take much flow time.
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The next step toward a more realistic model of Brownian motion would be to study
several light particles of a positive radius r > 0. (If there is only one light particle, such
an extension is immediate since ‘fattening’the light particle is equivalent to ‘fattening’
the disk P and the scatterers by the same width r .) It is however reasonable to assume
that the light particles are much smaller than the heavy one, i.e. r � R. In this case
one can presumably treat consecutive collisions as independent, so that in the limit
r → 0 the collision process becomes Markovian. An intermediate step in this project
would be

Problem 13. Consider a system of k identical particles of radius r � 1 moving on a
dispersing billiard table D . Let Ei(t) denote the energy of the ith particle at time t.

Prove that the vector

{E1(τ/r), E2(τ/r), . . . , Ek(τ/r)}
converges, as r → 0, to a Markov process with transition probability density given by
the Boltzmann collision kernel [15]. This means that if particles i and j collide so that
the angles between their velocities and the normal are in the intervals [φi, φi + dφi]
and [φj , φj + dφj ], respectively, with intensity∣∣√2Ei cos φi − √

2Ej cos φj

∣∣ dφi dφj

4π2Area(D)
,

and then the particle i transfers energy Ei cos2 φi − Ej cos2 φj to the particle j.

The proof should proceed as follows. As long as the particles do not interact,
the evolution of the system is a direct product of dynamics of individual parti-
cles. This holds true whenever the particle centers q1, . . . , qk are > 2r units of
length apart. Hence we need to investigate the statistics of visits of phase orbits to
�r = {mini �=j ‖qi − qj‖ ≤ 2r}, which is a set of small measure. Visits of orbits of
(weakly) hyperbolic systems to small measure sets have been studied in many papers,
see [36], [50] and the references wherein We observe that Theorem 9 (a) is the first
step in the direction of Problem 13.

Next, recall that in Theorem 8 we did not allow the disk P to come too close to the
boundary ∂D ; this restricted our analysis to intervals of time t = O(M2/3). During
these times the speed of P remains small, ‖V ‖ = O(M−2/3), thus the system is still
far from equilibrium, as M‖V ‖2 = O(M−1/3) � 1.

Problem 14. Investigate the system of two particles P and p beyond the time of
the first collision of P with ∂D . In particular, how long does it take this system to
approach equilibrium (where the energies of the particles become equal)?

There are two difficulties here. First, when P comes too close to the wall ∂D , the
mixing properties of the limiting (M → ∞) billiard system deteriorate, because a
narrow channel forms between P and the wall. Once the fast particle p is trapped in
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that channel, it will bounce between P and the wall for quite a while before getting out;
thus many highly correlated collisions between our particles occur, all pushing P in the
same direction (off the wall). Thus we expect ‖σ(Q)‖ → ∞ as the channel narrows.
The precise rate of growth of ‖σ(Q)‖ is important for the boundary conditions for
equation (14), hence Problem 7 is relevant here.

The second difficulty is related to the accuracy of our approximations. The two
particle system in Theorem 8 can be put in a fairly standard slow-fast format. Namely
let (q, v) denote the position and velocity of p and (Q, V ) those of P. Put ε = 1/

√
M

and denote x = (q, v/‖v‖) and y = (Q, V ) (note that ‖v‖ can be recovered from x

and y due to the energy conservation). Then x and y transform at the nth collision by

xn+1 = Tyn(xn) + O(ε),

yn+1 = yn + B(xn, yn) + O(ε2).
(21)

If Ty(x) is a smooth hyperbolic map, the following averaging theorem holds [39].
Let W � (x0, y0) be a submanifold in the unstable cone, almost parallel to the x-
coordinate space (i.e. y ≈ y0 on W ), and such that dim W equals the dimension
unstable subspace. Then for | ln ε| � n � 1/ε and any smooth observable A we
have ∫

W

A(xn, yn) dx0 =
∫

A(x, y) dmy0(x) + ε ω(A, y0) + o(ε), (22)

where my0 denotes the SRB measure of the map Ty0(x). This result is a local version
of Theorem 7 (consider the case yn ≡ y0!). In the presence of singularities, however,
only a weaker estimate is obtained in [23]:∫

W

A(xn, yn) dx0 −
∫

A(x, y) dmy0(x) = O(ε | ln ε|). (23)

The extra factor | ln ε| appears because we have to wait O(| ln ε|) iterates before the
image of W under the unperturbed (billiard) map becomes sufficiently uniformly
distributed in the collision space, and at each iteration we have to throw away a subset
of measure O(ε) in the vicinity of singularities where the shadowing is impossible.
The weak estimate (23) was sufficient for time intervals O(M2/3) considered in [23]
since the corresponding error term in the expression for Vn, see (17), is

O

(
n

M
× ln M√

M

)
= O

(
ln M

M5/6

)

because n = O(M2/3). This error term is much smaller than the typical value of the
velocity, Vn ∼ M−2/3.

However for n ∼ M the above estimate is not good as the error term would far
exceeds the velocity itself. To improve the estimate (23) we have to incorporate the
vicinity of singularities into our analysis. As the singularities are one-dimensional
curves, we expect points falling into their vicinities to have a limit distribution, as
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ε → 0, whose density is smooth on each singularity curve. Finding this distribution
requires an accurate counting of billiard orbits passing near singularities. Such count-
ing techniques have been applied to negatively curved manifolds [62], and we hope
to extend them to billiards.

Another interesting model involving large mass ratio is so-called piston problem.
In that model a container is divided into two compartments by a heavy insulating pis-
ton, and these compartments contain particles at different temperatures. If the piston
were infinitely heavy, it would not move and the temperature in each compartment
would remain constant. However, if the mass of the piston M is finite the tempera-
tures would change slowly due to the energy and momenta exchanges between the
particles and the piston. There are several results about infinite particle case (see [21]
and references wherein) but the case when the number of particles is finite but grows
with M is much more complicated (see [54]). On the other hand if the number of
particles is fixed and M tends to infinity then it was shown in [88], [69] under the
assumption of ergodicity of billiard in each half of the container that after rescaling
time by 1/

√
M the motion of the piston converges to the Hamiltonian system

Q̈ = �P := K−�

2πArea(D−)
− K+�

2πArea(D+)

where D−(D+) is the part of the container to the left(right) of the piston K−(K+)

is the energy of the particles in D−(D+) and � is the length of the piston so that �P

is the pressure difference. In particular if �P = 0 and piston is initially at rest then
the system does not move significantly during the time

√
M and the question is what

happens on a longer time scale. For the infinite system it was shown in [21] that the
motion converges to a diffusion process with the drift in the direction of the hotter
gas. In the finite system (for example in a stadium container) this process will be
accompanied by simultaneous heating of the piston so that the system may develop
rapid (Q̇ ∼ 1√

M
) oscillations. A similar phenomenon was observed numerically

in [25] for a system of M2/3 particles in a 3D container. Those oscillations may be
responsible for the fact that the system of [25] approaches its thermal equilibrium in
t ∼ Ma units of time with some 1 < a < 2 (computer experiments showed that
a ≈ 1.7).

If there is only one particle on either side of the piston the formula (17) suggests
that the time of relaxation to equilibrium is of order M , as in n ∼ M collisions the
heavy disk will reach its maximum velocity ‖Vn‖ ∼ √

n/M = 1/
√

M; to prove this
we need to improve our approximations along the above lines.

6. Infinite measure systems

Here we discuss several systems with infinite invariant measure, which can serve as
tractable models of some non-equilibrium phenomena.
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In ergodic theory, systems with infinite (σ -finite) invariant measure are often re-
garded as exotic and attract little attention. However, hyperbolic and expanding maps
with infinite invariant measure appear, more and more often, in various applications.
Recently Lenci [55], [56] extended Pesin theory and Sinai’s (fundamental) ergodic
theorem to unbounded dispersing billiard tables (regions under the graph of a positive
monotonically decreasing function y = f (x) for 0 ≤ x < ∞), where the collision
map, and often the flow as well, have infinite invariant measures.

Another example that we already mentioned is the periodic Lorentz gas with a
diffusive particle, but this one can be reduced, because of its symmetries, to a finite
measure system by factoring out the Z

2 action (Section 2). The simplest way to
destroy the symmetry is to modify the location (or shape) of finitely many scatterers
in R

2. We call these finite modifications of periodic Lorentz gases.

Theorem 10. Consider a periodic Lorentz gas with finite horizon. Then

(a) ([57]) its finite modifications are ergodic;

(b) ([40]) its finite modifications satisfy Central Limit Theorem with the same
covariance matrix as the original periodic gas does.

The proof of part (a) is surprisingly short. Every finite modification is recurrent,
because if it was not, then the particle would not come back to the modified scatterers
after some time, so it would move as if in a periodic domain, but every periodic
Lorentz gas is recurrent (Theorem 2). Ergodicity then follows by [79].

The proof of (b) uses an analogy with a simple random walk (already observed
in Section 2). Recall the proof of Central Limit Theorem for finite modifications of
simple random walks [89]. Let ξn be a simple random walk on Z

2 whose transition
probabilities are modified at one site (the origin). Define ξ̃ n as follows: initially we
set ξ̃0 = ξ0 = 0, for every n ≥ 0 we put

ξ̃ n+1 − ξ̃ n =
{

ξn+1 − ξn if ξn �= 0,

Xn if ξn = 0,

where Xn = ±ei , i = 1, 2, is a random unit step independent of everything else.
Then ξ̃ n is a simple random walk and

|ξn − ξ̃ n| ≤ Card{k ≤ n : ξk = 0}. (24)

Since the number of visit to the origin depends only on the behavior of the walk outside
of the origin the RHS of (24) is O(ln n) (see e.g. [33]) so Central Limit Theorem for ξ̃ n

implies Central Limit Theorem for ξn.

The analogue of (24) for Lorentz gas if the following. Let B̃α denote the space
of α Hölder continuous functions on the collision space of our periodic Lorentz gas
with a finite modification, such that every A ∈ B̃α differs from a periodic function
only on a compact set and the periodic part has zero mean. Then if xn = (qn, vn)
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denotes the position and velocity of the particle after the nth collision and x0 has a
smooth distribution ν with compact support, then for A ∈ B̃α∣∣E(A(xn))

∣∣ ≤ c ν
(∃k ∈ [n − c ln n, n] : qk is on a modified scatterer

) + O(n−100),

where c > 0 is a constant. The proof of Theorem 1 (d) given in [90] allows us to
estimate the first term here by O(lnβ n/n) for some β > 0. The ln n factor is perhaps
an artifact of the proof; on the other hand even for the much simpler case of a modified
random walk one has E

(
A(ξn)

) ∼ c(A)/n. This implies E
(
A(ξ0)A(ξn)

) ∼ c(A)/n.

Also there is a quadratic form q(A) such that

E
(
A(ξm)A(ξm+n)

) ∼ q(A)/(nm), m, n → ∞. (25)

Here we see a new feature of non-stationary systems which does not happen in finite
ergodic theory. The correlation series

∑∞
n=1 E(A(ξm)A(ξm+n)) diverges for all m but

Central Limit Theorem still holds, since the contribution of the off-diagonal terms to
E(ξ2

n ) is much smaller than the contribution of near diagonal terms.
Finite modifications of periodic Lorentz gases are among the simplest billiards

with infinite invariant measures, so we hope to move further in their analysis:

Problem 15. Extend (25) to finite modifications of periodic Lorentz gases (with finite
horizon).

The reason for this simplicity is that finite modifications are restricted to a ‘codi-
mension two’ subset of R

2. The particle runs into modified scatterer very rarely, so
that its limit distribution is the same as for the unperturbed periodic gas. The situation
appears to be different for ‘codimension one’ modifications.

For example, consider a periodic Lorentz gas and make the particle move in the
N × N box bouncing off its sides and off the scatterers in the box. Denote by qN(t)

the position of the particle at time t .

Problem 16. Prove that qN(τN2)/N converges, as N → ∞, to the Brownian motion
on the unit square with mirror reflections at its boundary.

If the box boundaries are symmetry axis of the Lorentz gas then the result follows
easily from Theorem 1 (b) but the general case appears more difficult. In fact if the
boundaries of the box are not straight lines (so-called rough boundaries) then one
can expect the limit to be different due to trapping and it is an interesting problem to
construct such counterexample.

As a more sophisticated example, consider a ‘one-dimensional’ Lorentz gas – a
particle moving in an infinite strip I = {(x, y) : 0 ≤ y ≤ 1} (with identification
(x, 0) = (x, 1)) and a periodic (in x) configuration of scatterers in I . Suppose a small
external force F acts by (8) in a compact domain xmin ≤ x ≤ xmax. Denote by qF (t)

the position of the moving particle at time t .

Problem 17. Find the limit distribution of qF (τN)/
√

N as N → ∞.
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The analogy with the random walk [89] suggests that qF (τN)/
√

N should con-
verge to |ζ |η where ζ and η are independent, ζ is a one-dimensional normal distribu-
tion N (0, σ 2) where σ 2 is the same as for the system without the field, and η takes
values ±1, so that P(η = 1) ∼ P(qn > 0) depends on the evolution in the region
xmin ≤ x ≤ xmax. One can further conjecture a functional limit theorem, namely that
qF (τN)/

√
N converges to the so-called skew Brownian motion [49].

While the problems described above could be attacked along the lines of [40], the
situation becomes much more difficult if modifications are less regular. In particular
very little is known if the location of all scatterers is purely random (if there are
infinitely many independent particles in a random Lorentz gas, ergodicity was proven
by Sinai [87]).

Problem 18. Do the results of Theorem 10 hold for random Lorentz gas?

The key question is the recurrence of the random Lorentz gas (this issue is irrelevant
for infinite particle systems since if one particle wonders to infinity then another one
comes to replace it, cf. [31], Chapter 9).

Lenci [58] uses Theorem 10 to show that recurrence holds for an ‘open dense set’
of Lorentz gases, but this remains to be shown for ‘almost every’ gas in a measure-
theoretic sense.

Problem 17 brings us back to billiards with external forces, see Section 4. We
assumed that (8) had an integral of motion. Without this assumption, the system would
typically heat up (the particle accelerates indefinitely) or cool down (the particle slows
down and stalls). It is interesting to determine which scenario occurs. Denote by
K(t) = ‖v(t)‖2/2 the particle’s kinetic energy at time t .

Problem 19. Consider a Sinai billiards with a velocity-independent external force
v̇ = F(q). Is lim inf t→∞ K(t) finite or infinite for most initial conditions?

The particular case of a constant force F = const is long discussed in physics
literature, see [74] and the references therein, but it is yet to be solved mathematically.
This model is known in physics as Galton board – a titled plane with a periodic array
of pins (scatterers) and a ball rolling on it under a constant (gravitational) force
and bouncing off the pins. Due to the conservation of the total energy, the particle
accelerates as it goes down the board. Physicists are interested in finding the limit
distribution of its position (in a proper time-space scale).

To address this problem observe that if we have a fast particle, i.e. K(0) = 1
2ε

,
then by rescaling the time variable by s = t/

√
ε and denoting the rescaled velocity

by u = dx/ds we obtain a new equation of motion

du

ds
= εF (q). (26)

This system is of type (21) with fast variables (q, u/‖u‖) and a slow variable T =
‖u‖2/2. For random Lorentz gases heuristic arguments [74] suggests that in a new
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time variable τ = const · ε−2s the limit evolution of T will be given by

Ṫ = 1

2
√

2T
+ (2T )1/4ẇ (27)

where ẇ is a white noise. The same conclusion is reached in [34] for the geodesic
flow on a negatively curved surface in the presence of a weak external force.

As a side remark, observe that the fast motion is obtained here by projecting the
right hand side of (26) onto the energy surface, which gives us a thermostated force.
In particular (11) plays an important role in the derivation of (27). This shows that
the Gaussian thermostat (9), even though regarded as ‘artificial’ by some physicists,
appears naturally in the analysis of weakly forced systems.

We return to the conjecture (27). In terms of our original variables, equation (27)
says that [K(t)]3/2 is the so-called Bessel square process of index 4/3, see [75,
Chapter XI]. This indicates that ‖v(t)‖ ∼ t1/3 so the energy conservation implies
‖q(t) − q(0)‖ ∼ t2/3 (cf. [68]). Since the Bessel square process of index 4/3 is
recurrent, it is natural to further conjecture that there is a threshold K0 > 0 such that
for almost all initial conditions lim inf t→∞ K(t) ≤ K0. This conclusion apparently
contradicts a common belief that the particle on the Galton board, see above, generally
goes down and accelerates. Rather paradoxically, it will come back up (and hence
slow down) infinitely many times! It appears that rigorous mathematics may disagree
here with physical intuition, in a spectacular way. The first step in solving this startling
paradox would be to extend the averaging theorem (22) to billiards.
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1. Introduction

Suppose that we have a system (without friction) and that we perturb it periodically.
Will the effect of the forces accumulate or, on the contrary, will the forces average
out?

Versions of this question have appeared since ancient times. One of the more
ancients versions is the solar system. The Kepler model results from ignoring the
interactions between the planets. This model can be solved explicitly and the system
persists forever. We can think of the real solar system as a small modification of
the Kepler model and wonder if the constant push and pull between the planets will
eventually accumulate or whether they would average out and the orbits will remain
bounded. See [LP66], [Arn63b] for surveys of the problem at different times. Similar
problems appear in many areas of applications. For example, in the study of plasma
confinement, or accelerator physics, one can rather easily exhibit confinement for ide-
alized models which ignore mutual interactions, imperfections, etc. One can wonder
whether including back the approximations of the model will spoil the confinement.

In other areas of applications, the instabilities are features that have to be sought
out and exploited. (Indeed, one of the main goals of human kind has been to get as far
as possible with as little effort as possible.) For example, in spacecraft dynamics, there
is a great interest in finding ways of moving satellites using the (free!) gravitational
forces rather than the (rather expensive!) forces generated by the engines [Bel04]. In
theoretical chemistry an important problem is to understand whether the vibrations

Proceedings of the International Congress
of Mathematicians, Madrid, Spain, 2006
© 2006 European Mathematical Society



1706 Rafael de la Llave

of one part of a molecule will affect other parts or whether small perturbations will
lead to dissociation [JVMU96].

Given the importance and difficulty of the problem, it is no surprise that it has
received substantial attention from mathematicians and more applied scientists and
that it has been studied by a variety of methods, both rigorous and heuristic.

In this lecture we cannot hope to do justice to this extremely rich history or to
survey the recent developments in this very active area. Among several others, we
mention the papers [Ber04], [BB02], [BBB03], [Bes96], [BCV01], [BT99], [BK04],
[CY04b], [CY04a], [CG94], [CG98], [CP02], [CG03], [Cre03], [Dou88], [DLC83],
[FM01], [FM03], [Itu96], [Kal03, LM05], [MS02], [MS04], [Moe96], [Moe02],
[Tre02], [Tre04] and the announcements [Xia98], [Mat95], [Mat02]. This list is
clearly incomplete!

The only goal of this lecture is to present a concrete point of view, namely,
to explain the results in the papers [DdlLS00], [DdlLS03a], [DdlLS03b], [dlL02],
[DdlLS05], [GdlL06b] as well as some work in progress (as of Dec. 05) based on the
same circle of ideas. We cannot attempt here the much needed systematic survey of
the area. We will not even attempt to cover the area of geometric methods and will
omit topics such as the separatrix map, the study of phenomena that happen in adia-
batic phenomena at resonances [Nei86], [NSV03], [IdlLNV02] or the generation of
unbounded orbits in Newtonian systems taking advantage of the singularities [Ger91],
[Xia92].

Our only goal of this lecture is to present the milestones in a particular approach
to the problem. The passage from one milestone to the next is accomplished using a
toolkit of standard techniques in the geometric theory of dynamical systems (normal
hyperbolicity, averaging methods, KAM theory, Melnikov theory, obstruction theory,
and correctly aligned windows). A less standard tool is the scattering map for a
normally hyperbolic manifold, which we describe in Section 4.1). Many of the steps
could be achieved in different ways. We certainly expect that more techniques will
be incorporated in the near future to make the proofs sharper or shorter.

Since we are mainly covering material which is already published or available in
much more detailed form, we have omitted important details and assumptions, hence
we have not stated theorems. For precise statements and detailed proofs we refer to
the references quoted.

2. A mathematical formulation of the instability problem

We will consider a mechanical system. That is a Hamiltonian system defined on a
exact symplectic manifold. In some of the models we will discuss, it will be in fact,
the product of a torus times and an Euclidean space.1

1If one considers Hamiltonian systems defined in more general symplectic manifolds, the problems of stability
may be very different [Her91].



Recent progress in instability 1707

We will be concerned with situations where our system is close to “integrable.”
That is, our system can be written as

H = H0(I, ϕ) + εH1(I, ϕ, t) (1)

where H0 is supposed to be integrable and H1 is periodic (or quasi-periodic) in t .
“Integrable” is often an ill-defined term. In this lecture, we will consider two

notions of integrable:

H0 =
d∑

i=1

hi(Ii), (2)

H0 =
d∑

i=1

h̃i(Ii, ϕi). (3)

Typical examples are hi(Ii) = 1
2miI

2
i , h̃i(Ii) = ±( 1

2mi
I 2
i + Vi(ϕi)

)
with Vi

functions with non-degenerate critical points (we will assume V ′
i (0) = 0, V ′′

i (0) > 0).
It is common usage to refer to (2) as “a-priori stable” and (3) as “a-priori unstable”, at
least when there are hyperbolic fixed points in (3). In the classical terminology used in
[AKN88], they are called, respectively, “completely integrable” and “integrable with
separable variables”. Note that for the systems H0, the quantities hi , h̃i are conserved
quantities. Nevertheless, in (3) the quantities h̃i have critical points and indeed, it is
impossible to transform them into action-angle variables across the separatrices.

The problem we will consider is to give conditions on H0 and on the ε-jet of H1
which guarantee that for 0 < ε � 1, there are orbits for which some of the variables
I experience changes of order 1. This is not the only problem formulated in the
literature (see e.g. [Arn68], [Arn04]) but it is the one we will considerer here. The
author remembers a round table in S’Agaro [Sim99] in which the organizers asked
a distinguished and broad panel to make standard a precise definition of Arnol’d
instability. The unanimous consensus was that it was better to let each author make a
precise definition of the problems considered in the paper. We note that many papers
starting with [HM82] give the name Arnol’d diffusion to the existence of intersections
between whiskered tori in (3). This is weaker than the problem we consider here since
it ignores the large gap problem. See Section 5.

We would also like to describe quantitatively and qualitatively the orbits found. In
particular, we would like to describe them in geometric terms and provide geometric
features such as estimates on the time they take to move, Hausdorff measure of the
orbits described and statistical properties.

Remark. We point out that the distinction between a-priori stable and a-priori unstable
models makes sense only for models with one parameter. The model (6) is close to
a-priori stable systems, but if ε � μ we can treat it by methods associated with
a-priori unstable systems.
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Another important set of models that will be described in Section 4 are systems
described by the Hamiltonian

H : T ∗M × T
d → R,

H = H0(p, q) + V (q, ωt)
(4)

where (p, q) denotes a point in T ∗M and ω is an external perturbation. We will
assume that H0(λp, q) = λ2H0(p, q). Note that the potential term is homogeneous
of degree zero.

In the models (4), we would like to find conditions on for which H0 – which is
conserved when ε = 0 – changes by amounts of order 1 whenever ε > 0.

The models (4) were introduced in [Mat95] with H0 a Riemannian metric and
M = T

2, the method presented in [Mat95] is variational. The discussion presented
here in section 4 will be based on [DdlLS00], [DdlLS05], [dlL02], [GdlL06b]. Related
results are in [BT99]. We note that the geometric methods do not require that the
metric is positive definite, so that they apply to Lorenz metrics too. A more detailed
comparison between the related results is in [DdlLS05].

Closely related to the models (4) are models the form

H(p, q, t) = 1

2
p2 + Vn(q) + Vm(q, t) (5)

where p, q ∈ R
d , d ≥ 2, Vn, Vm are homogeneous of degree n, m respectively,

n > m, n > 2,Vn > 0, Vm periodic or quasi-periodic in t . The fact that different
terms have different homogeneities makes the geometric analysis similar to that of
the models (4). Nevertheless, there are some differences, since the energy surface
of (5) has less topology.

The models (5) are extensions to higher dimensions of the models introduced in
[Lit66a], [Lit66b] for d = 1. A detailed survey of the results on d = 1 and important
simplifications and corrections to the proofs in the literature is [Lev92] (the original
paper [Lit66a], contains a serious error). For d = 1, if the terms are sufficiently close
to polynomial, [LZ95] show that the orbits remain bounded.

Remark. The main reason to consider periodic or quasi-periodic perturbations is that
this is the case that appears in many applications and also as intermediate models after
averaging. (Some excellent references for averaging theory are [AKN88], [LM88].)

If one considers more general dependence on time, there is no reason to expect
that all orbits average out and indeed, in many cases, it has recently been shown that
one should expect instability [Ort04].

2.1. Some early mathematical results on stability. In spite of extremely insightful
pioneering works [Poi99], [Lya92] it is not unfair to say that the first definitive and
systematic mathematical results to deal with the stability problem arrived in the late
1950s.
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The KAM theorem [Kol79], [Arn63a], [Mos66b], [Mos66a] – see also [dlL01]
for a modern review – showed that, for a set of initial conditions of large measure,
the oscillations of actions remain O(ε1/2) for all time. The applications to celestial
mechanics are particularly subtle. (see [Arn63b], [Féj04]) because the system – as
many systems of physical interest – fails to satisfy the “generic” assumptions made
in many results.

The result [Neh77], [Loc92], [DG96] showed that under “steepness” properties
on H0, one gets stability of O(εa) for very long times O(exp(−1/εb)) for some
positive a, b. Hence, in many systems, one can only expect oscillations of the actions
of size ε1/2 for all conditions for exponentially long times or for all times in sets of
large measure.

It is important to realize that in the a-priori unstable models, the hypotheses of
KAM and Nekhoroshev theorem fail in neighborhoods of the separatrices where
action-angle coordinates cannot be introduced.

2.2. Some early mathematical results on instability. The first real progress in the
mathematical treatment of the problem of instability is the paper [Arn64]. This paper
introduces the remarkable example

H = 1

2
p2 + 1

2
I 2 + μ(cos q − 1) + ε(cos q − 1)(sin ϕ + cos t), (6)

and shows that for 0 < ε � μ � 1 there are orbits for which the action changes
order 1. The mechanism introduced there has served as the basis of much progress. I
guess that it will be hard to find a 4 page paper that has generated so much.

The striking example (6) lead to the problems of instability being termed “Arnol’d
diffusion”. The use of “diffusion” should not imply that it has anything to do with
the heat equation.

Some other early results on instability which we will not be able to discuss are
[Pus95], [Dou89], [Sit60], [Ale71]. The last two papers consider problems in celes-
tial mechanics and use methods of normally hyperbolic manifolds, so are somewhat
related to the methods described here.

2.3. Heuristic studies. Starting in the late 1960s there were extensive numerical
studies on the instability problem by many authors. Notably, among many others, we
will just mention the surveys [Chi79], [ZZN+89], [TLL80], [Ten82].

Even if these studies were not rigorous, they identified several possible geometric
mechanisms for instability and gave empirical mechanisms for their existence. Per-
haps the most important fact uncovered by the numerical experiments was that the
diffusion is caused by resonances. That is, the trajectories move along the regions
where k · ∇H0 = 0 for k ∈ Z

d . These curves form the so-called “Arnold web”
[Chi79], [ZZN+89], [LR02]. It also became clear that there are different mechanisms
at play. A very lucid – albeit non-rigorous – explanation of different mechanisms at
play in instability is [Ten82].
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3. The example of [Arn64] and the large gap problem

The analysis of [Arn64] is based on a few easy geometric observations, which we will
review briefly now in language that we will use later.

We observe that for 0 < μ the manifold � = {A2 = 0} is invariant. Moreover, �

is foliated by invariant tori. The stable and unstable manifolds of these tori coincide.
The crucial point of the example is that the ε-dependent term vanishes together

with its gradient in �. Therefore � and the dynamics on it remain unaltered when
we make ε positive (but sufficiently small).

Even if the ε term does not have any effect on the manifold � it does have
an effect on the stable and unstable manifolds. As it turns out, this effect can be
computed perturbatively. The idea of the calculation is that the stable and unstable
manifolds depend smoothly on parameters. Therefore, the first order term can be
computed simply by integrating the variational equations. Some of these calculations
in particular cases appear already in [Poi99]. Nowadays these calculations are referred
to in the literature as Melinkov method.

The last step of the argument of [Arn64] is to show that given any sequence of
tori τi such that the motion on them is minimal, and such that Wu

τi
�– Ws

τi+1
then there

is an orbit that follows them.
We note that, because of the exponential convergence, any point which converges

to the torus converges to a concrete orbit: Ws,u
τi

= ⋃
xi∈τi

W
s,u
xi

. Therefore, given a
sequence of tori, whose manifolds have intersections, there is a sequence of points
xi ∈ τi such that Wu

x̃i
�– Ws

x̃i+1
.

If we start in τi , we can wait long enough to move δ-close to x̃i . Then, we can just
move to Wu

x̃i
, and then arrive ε-close to τi+1. Then, a jump allows us to get into τi+1

so that we can get to the next transition point.
If we follow the procedure sketched above, the orbits for each δ are different,

so that one needs a separate argument to conclude that there is a true orbit. In the
original paper, this is accomplished by a method, which is essentially topological –
the obstruction method – but which uses some mild differentiability properties (some
version of the λ lemma).

In the words of J. Moser’s review in Mathscinet on the 4 page gem is: “The
details of the proof must be formidable, although the idea of the proof is clearly
outlined”. By now, all the details are clearly in print. A modern exposition of the
method, including some generalizations is [FM00]. A rather different approach to
the analysis of the example in [Arn64] is in [Bes96], which uses variational methods
rather than geometric to obtain orbits that shadow the connections between the tori.
Unfortunately, we cannot describe the deep and numerous developments generated
by [Arn64]. We refer to the comments in [Arn04]. The reader should be warned
that many of these papers differ in technical – but crucial! – details. For example,
many of the implementations of the obstruction argument on the literature differ on
whether or not the method applies to infinitely long orbits. Several important papers
assume that one of the terms of the normal form around the torus is zero or that the



Recent progress in instability 1711

stable and unstable bundles are trivial. A sharp version of the argument of [AA67]
with references to several other variants is in [DdlLS05]. Other arguments will be
described in Sections 7, 9.

3.1. The large gap problem. If rather than taking a perturbation which vanishes
on �, we had taken a generic perturbation, the tori in � that have a rational frequency
(resonances) would break, [Poi99], [Tre91], [dlLW04]. These destroyed tori will leave
a gap of size ε1/2ai + O(ε) where ai is a coefficient that depends on the resonance.
The fact that outside of these gaps one can find whiskered tori is proved in [Val00].

Since the first order calculations can only predict connections O(ε) – with a
coefficient that is exponentially small in μ – we see that the argument in [Arn64] does
not conclude that there are orbits that transverse the gaps generated by a resonance.
This is what has been called the “large gap problem”. A very lucid discussion of this
problem can be found in [Moe96].

This is somewhat unfortunate because the heuristic and numerical explorations
suggest that diffusion is more intense near resonance.

Remark. The above discussion has been restricted to second order resonances for
flows. That is, {k ∈ Z

d | ∂H0
∂A

· k = 0} is a 2-dimensional module. One can also
wonder about what happens near higher order resonances.

For higher order resonances, the gaps between whiskered tori are larger and the
normal forms are not “integrable”, so that the discussion of Section 5 does not apply.

Nevertheless, we note that these resonances happen in sets of higher codimension
so that using the methods of Section 5, it is possible to construct trajectories that
detour around them [DdlLS06a]. A heuristic description of the role of higher order
resonances can be found in [Chi79].

4. The role of normally hyperbolic manifolds

One of the main observations of [DdlLS00] (which was crucial for [DdlLS05],
[DdlLS03a], [DdlLS03b], [GdlL06b], [CY04b], [CY04a], [Kal03], [BK04] is that
the main geometric structure organizing the instability is the presence of a normally
hyperbolic invariant manifold � whose stable and unstable manifolds intersect trans-
versely.

This invariant manifold � acts like a distribution center or a hub. Orbits come to it
and get rearranged to exit in a different direction. By returning to � again and again,
the orbits can change the action systematically. As we will see, in some mechanisms,
the orbits gain energy while staying close to � and in others, the main gain of energy
during the homoclinic excursions.

4.1. The scattering map. A particularly useful tool to keep track of homoclinic
excursions to a normally hyperbolic manifold is the scattering map introduced in
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[DdlLS00]. Essentially the same idea in a slightly more restrictive context appeared
in [Gar00].

Given a family of homoclinic excursions, the scattering map – very similar to the
scattering matrix in quantum mechanics – gives the behavior in the distant future as
a function of the behavior in the distant past.

The main idea of the scattering map is that the theory of normally hyperbolic
invariant manifolds provides a very efficient geometric description of the orbits with
a certain asymptotic behavior. By reducing the description of the excursions to the
theory of normally hyperbolic manifolds, we obtain a theory which is analytically well
behaved. Moreover, the scattering map has very nice geometric properties. By taking
the geometry in consideration, it is possible to develop very efficient perturbative
calculations [DdlLS06b].

4.1.1. The theory of normally hyperbolic invariant manifolds. We recall some
of the results of [Fen72], [Fen74], [HPS77], [Pes04] on normally hyperbolic mani-
folds. Given a normally hyperbolic manifold �, the papers above give an efficient
description of the orbits that converge (with a good exponential rate) to �, either in
the future or in the past. These papers show that these orbits lie on manifolds, which
we will denote as Ws

�, Wu
�, Ws

x , Wu
x . Moreover, these manifolds depend smoothly on

parameters. Therefore, by expressing as much as possible the excursions in terms of
intersections of invariant manifolds, we obtain remarkable geometric properties and
smooth dependence on parameters that will be used to obtain rather explicit pertur-
bative calculations.

Denoting by W
s,u
x the set of points whose iterates converge exponentially fast –

with an appropriate exponential rate – to the iterates of x,

Ws
� =

⋃
x∈�

Ws
x , Wu

� =
⋃
x∈�

Ws
x (7)

and that the decompositions in (7) are a foliation. That is, if Ws
x ∩ Ws

x̃

= ∅ then

x = x̃.
The leaves W

s,u
x are as smooth as the flow (or map). The map x → W

s,u
x may

be significantly less differentiable than the flow (or map) depending on ratios of rates
of contraction and expansions. In the applications here, we will have regularities as
high as desired since the manifolds have motions close to integrable.

4.1.2. Definition of the scattering map. Let y ∈ Ws
� ∩ Wu

� satisfy

TyW
s
� + TyW

u
� = TyM. (8)

By the implicit function theorem, we can find a locally unique manifold 
 ⊂
Ws

� ∩ Wu
� such that all its points satisfy also (8). Then Ty(W

s
� ∩ Wu

�) = Ty
.
Given y ∈ Ws

�, we can associate to it �+(y) ∈ � determined uniquely by
y ∈ Ws

�+(y). Analogously, given y ∈ Wu
� we associate to it �−(y) ∈ � determined

uniquely by y ∈ Wu
�−(y).
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S(x−) = �+(z) = x+

�−(z) = x−
�

z




Ws
�

Wu
�

Figure 1. Illustration of the scattering map associated to an intersection 
.

It is easy to see counting dimensions that, then, the stable and unstable manifolds
have a clean intersection along 
. That is,

TyW
s
�+(y) ⊕ Ty
 = TyW

s
�; TyW

u
�−(y) ⊕ Ty
 = TyW

u
�.

Moreover, by taking 
 sufficiently small if necessary, the implicit function theorem
ensures that �± are local diffeomorphisms from 
 to their images.

When �− is a local diffeomorphism from 
 to its image we define the mapping S


by

S
(x−) = �+ � (�−)−1. (9)

The domain of S
 is H
− ≡ �−(
). We denote the range of S
 as H
+ . We
will assume that S
 is a diffeomorphism from H
− to H
+ . By the implicit function
theorem, this is true if we have (8) and we take 
 small enough.

Note that, under the assumption that 
 is small enough, that we use to obtain
the local uniqueness, it could happen that H
− is a strict subset of �. Nevertheless,
for the applications in [DdlLS03b], it is important to observe that the domain of the
scattering map can be chosen uniformly for |ε| small enough.

4.1.3. Geometric properties of the scattering map. Many properties of the scatter-
ing map studied in [DdlLS00], [Gar00], [DdlLS03b] are systematized in [DdlLS06b].

Among the properties of the scattering map established in [DdlLS00], [Gar00],
[DdlLS03a], [DdlLS03b], [DdlLS05] we mention somewhat informally, ignoring
regularity requirements and some subtle points about domains of definition etc. A
detailed discussion appears in [DdlLS06b].

• The map S
 is (exact) symplectic when f ,
,� are (exact) symplectic diffeo-
morphisms and manifolds.
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• The map S
 depends smoothly on parameters when f depends smoothly on
parameters.

• There are rather explicit formulas for the derivative of the scattering map with
respect to a parameter. These formulas are particularly explicit in the case of
symplectic mappings.

• The scattering map associated to an intersection is locally unique. It may happen
that when we propagate around a loop, the scattering map has a monodromy.

The scattering map provides a generalization and a more geometric interpretation
of the more customary Melinkov theory, which generally assumes that the limiting
behavior is of a specific type (e.g., quasi-periodic).

This generality is crucial for the applications in [DdlLS03a], [DdlLS03b] in which
transitions to orbits of different topological types are considered. Much more so in
[GdlL06a], [GdlL06b] which consider global phenomena.

We also note that the explicit perturbative formulas for the scattering map devel-
oped in [DdlLS06b] are always bona fide convergent integrals.

Remark 4.1. The corresponding discussion of the convergence for the Melinkov
integrals is rather subtle [Rob96]. Unfortunately, the literature on Melnikov functions
is often wrong because it omits a geometric term and the indefinite integrals have a
quasi-periodic integrand. The usual explanation that one can take the limit along a
subsequence (which one?) is meaningless and, of course, the real reason for this
problem is that the argument presented is incorrect. This affects quite a number of
papers in the literature. Of course, some of the conclusions may still be true, but they
need separate arguments. The reader is alerted to check for this point in the literature.

5. Overcoming the large gap problem by the method of [DdlLS03b]

The work [DdlLS03b] is concerned with one parameter families of the form (2). To
simplify the geometric intuition, we will consider f , the time-1 map of the flow.

The first observation is that by appealing to the theory of normally hyperbolic
manifolds, in the models (1), there is a normally hyperbolic manifold � and that the
time-1 map is exact symplectic. This “inner” map can be computed to high enough
orders in perturbation theory.

A second observation is that, inside �, we can perform averaging procedures to
high enough order outside of the resonances, so that, outside the resonances, the
system can be considered, in an appropriate system of coordinates, as integrable up
to order εm and m as large as we want. Therefore, outside the resonances, applying
the KAM theorem to the averaged system, we can find KAM tori εm/2 close with m

large.
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Remark. For the sake of simplicity, the paper [DdlLS03b] includes the hypothesis
that the perturbation is a trigonometric polynomial. This allowed to consider uniform
several constants appearing in the analysis of the resonances and, therefore, simplified
the detailed calculations.

This assumption can be removed by performing a more delicate analysis of the
resonances that takes into account that, if the system is differentiable enough, the size
of the resonances decreases rapidly and that, for a fixed ε, only a finite number of reso-
nances have width bigger than ε and need to use secondary tori. This is accomplished
in [DH06] which contains very detailed analysis of the geometry around resonances.
The hypothesis of polynomial perturbations in [DdlLS03b] to conclude topological
instability can also be eliminated using topological methods as in [GdlL06a]. See the
discussion in Section 7.

As we will see later, the only resonances that play a role in the argument are
the resonances that appear during the first averaging procedure and those that appear
during the second averaging procedure. These resonances have size O(ε1/2) and
O(ε) respectively.

One key observation for the method of [DdlLS03b] is that, within the resonances,
we can find secondary tori – i.e. contractible tori which were not present in the
unperturbed system – which dovetail very precisely in the gaps of the foliation of
KAM tori. So that, up to precision O(ε3/2) the dynamics on the invariant manifold �

can be understood as in Figure 2. We emphasize that the invariant sets are, very
approximately, the level sets of an averaged energy.

ε3/2

ε1/2

ε

ε3/2

ε3/2

ε3/2

ε1/2

ε3/2

ε

ε3/2

ε3/2

ε

ε

ε

ε3/2

Figure 2. Illustration of the primary and secondary tori in � and their images under the scattering
map.

If the image under the scattering map of an invariant circle τ1 ⊂ � crosses
transversally another invariant circle τ2 ⊂ � then Wu

τ1
crosses transversally Ws

τ2
.

Lets fix a section in the set of tori (both primary and secondary), say θ = θ0
contained in the domain of the scattering map. In [DdlLS03b] there are perturbative
calculations of d

dθ
H̄ � S|θ=θ0 , where H̄ is the averaged energy. If the first order term
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happens to be different from zero in an open set (notice it can be chosen independent
of ε) then, one can show that given τ1, it intersects transversally all the tori in a
neighborhood of size O(ε). Using that bounded sets are compact and all the quantities
involved are continuous, the order of magnitude estimates have coefficients uniform
across a set of size independent of ε. In such a way, one obtains increases of the
action in sets of order 1. See a pictorial illustration in Figure 2.

The calculation of the expressions of the angles of intersections is different depend-
ing on the types of the tori (primary or secondary) that are involved in the intersections.
The hypothesis H5 of [DdlLS03b] is precisely imposing that all the leading terms in
the expansion of these angles are different from zero. The geometric meaning of
the hypothesis is a transversality condition between the scattering map and the inner
dynamics. Since both of them are affected in different ways by the perturbations, it is
intuitively clear that the hypothesis should hold for many systems. Given a concrete
systems, the conditions can be verified by a finite computation.

Remark. Inside the resonances, one can also find (weakly) hyperbolic periodic orbits
for the inner map. Their (weak) stable and unstable manifolds can play the same role
as the secondary tori in the construction of transition chains. We refer to [DdlLS03b].

6. Perturbations of geodesic flows and of superlinear oscillators

Variations of the method described in Section 5 can be applied to establish the existence
of orbits of unbounded energy in (4) and (5).

In the Mather models (4) we will refer to H0 as the main term and in the Littlewood
models (5) we refer to 1

2p2 + Vn(q) as the main term. The other terms are referred to
as perturbative terms.

The reason is that, for high energies, if we scale the time, and the coordinates p, q

appropriately, we can map one energy surface of the main term into another. When
we perform these scalings, the perturbative terms become small and slow. So that the
perturbative parameter ε is just a negative power of the energy. Note that the main
term is autonomous and, therefore, the energy is conserved.

The main assumptions (we omit several assumptions on regularity etc. but we refer
to the detailed papers) are:

H1 Considering the system generated by the main part restricted to its unit en-
ergy surface, there exists a hyperbolic periodic orbit. Its stable and unstable
manifolds cross transversally in the unit energy surface.

H2 There are some integrals of the perturbation along the unperturbed orbit that
do not vanish identically

H3 The frequency of the external perturbation, ω is Diophantine.
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Under these assumptions, the papers [DdlLS00], [DdlLS05] establish the existence
of orbits of unbounded energy in (4). The adaptation of these methods to (5) is work
in progress. As we will see, there are other methods that allow the elimination of H3,
at the price of changing slightly H2.

The idea of the proof is very simple. We observe that, given a hyperbolic orbit in
the unit energy, by the scaling properties of the geodesic flow, there are corresponding
hyperbolic orbits in any energy surface. The union of all these orbits is a normally
hyperbolic manifold for the whole system. If we take the product with the manifold
of the phases of the external perturbation, we obtain a normally hyperbolic manifold
in the extended system.

In the scaled variables, the external perturbation is slow and small. The fact that
the perturbation is slow allows us to conclude that the normally hyperbolic invariant
manifold persists, and the fact that the perturbation is slow allows us to average an
arbitrarily large number of times. Hence, we can conclude that the invariant manifold
contains invariant circles very densely spaced, so that these models do not present the
large gap problem and we are in a situation very similar to that of [Arn64].

The calculation of the intersections of the tori can be done rather comfortably
using the scattering map. The assumption H2 alluded above is just that the scattering
map is non-trivial.

It is quite remarkable that the leading term of the scattering map as the energy
grows to infinity is the same expression that was found in [Mat95]. The work [Kal03]
uses the geometric approach described above but at some stages of the argument uses
variational methods.

It is quite clear that once we choose an orbit and a homoclinic intersection in the
main term, the set of lower order terms which verify H2 is a submanifold of infinite
codimension.

The assumption of existence of periodic orbits with transversal homoclinic in-
tersections has been studied in great detail for Riemannian manifolds. It holds in
great generality. For example, it holds for all C2+α Riemannian metrics in a surface
of genus greater or equal than 2 and it is known to be generic in many other cases.
The paper [Lev97] shows that the hypothesis H1 is verified in the classical Hedlund
example.

The paper [BT99] uses instead of periodic orbits the existence of whiskered tori
with one dimensional stable and unstable manifolds and with homoclinic intersections.
In the case of geodesic flows on surfaces, this coincides with periodic orbits, but in
more general cases, both hypothesis are very different.

In the Littlewood models, the hypothesis of the method presented here can be
verified when Vn(q) is a small perturbation of |q1|4 + |q2|4, a model for which the
conclusions are false.

Remark. Another model that can also be treated by similar methods is billiards with
periodically moving boundaries. These models were considered in [KMKPdC96]. In
these models, the scaling with the energy is rather different from that in the previous
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cases. The motion of the boundary becomes slow but not small, so that, to apply
the methods discussed here, one has to add the smallness of the motion as an extra
assumption.

Under the hypothesis that the unperturbed billiard has a homoclinic intersection,
that the perturbation is small and satisfies a non-degeneracy assumption, using the
methods described here, it is possible to show that there are orbits of unbounded
energy. Similar results using variational methods have been announced in [Lev05].
It will be quite interesting to develop detailed comparisons between these methods.

7. The method of correctly aligned windows

The method of correctly aligned windows originated in [Eas75], [Eas78], [EM79] and
was extended in [ZG04], [GZ04], [GR03], [GR04]. The main tool of the windowing
method is the result that shows that if there is a sequence of well aligned windows,
there is an orbit that follows all of them. As we will see, the construction of such a
sequence of well aligned windows follows from an analysis of the geometric structures
discussed before. This leads to alternative methods for several steps of the models
described in Section 5 which, eliminate some of the hypothesis and provide explicit
estimates on the time. They also allow to analyze some other models.

In some ways, the method of well aligned windows can be considered as a topo-
logical version of hyperbolicity since it allows shadowing. Nevertheless, an important
difference is that the construction of well aligned windows only uses information for
a finite number of iterates. As it is well known, hyperbolicity is very delicate to verify
since hyperbolicity built up over arbitrarily long times can be destroyed at longer
times. Also, one can use windows that are quite extended in some directions. These
two advantages are crucial for the applications to diffusion considered in [GdlL06b],
[GdlL06a]. Another important advantage is that the fact that well aligned windows are
stable under C0 perturbations. This allows us to use quite comfortably approximately
invariant objects.

The following version of the method is taken from [GdlL06b], which in turn relied
on [GR03], [GR04].

Definition 7.1. An (n1,n2)-window in an n-dimensional manifold M is a compact sub-
setW ofM together with a parametrization given by a homeomorphismχW : [0, 1]n1×
[0, 1]n2 → W , where n1 +n2 = n. The set W− = χW

(
∂[0, 1]n1 × [0, 1]n2

)
is called

the ‘exit set’and the set W+ = χW ([0, 1]n1 × ∂[0, 1]n2) is called the ‘entry set’of W .
Here ∂ denotes the topological boundary of a set.

Two windows are correctly aligned under some map, provided that the image of
the first window under the map can be stretched out and flattened down to a disk
crossing the second window all the way through its exist set, so that the induced map
on that disk has non-zero degree.
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W1

f

W2

W−
1 W+

1 W−
2 W+

2

f (W1)

Figure 3. A pair of correctly aligned windows in the plane.

Definition 7.2. Let W1, W2 be two (n1, n2)-windows in M , and f be a continuous
map on M with f (im(χW1)) ⊆ im(hW2). Denote fχ = (χW2)−1 � f � χW1 . We say
that W1 is correctly aligned with W2 under f provided that the following conditions
are satisfied:

(i) fχ((W−
1 )χ ) ∩ (W2)χ = ∅, fχ ((W1)χ ) ∩ ((W2)

+
χ = ∅.

(ii) there exists a point y0 ∈ [0, 1]n2 such that

(ii.a) fχ([0, 1]n1 × {y0}) ⊆ int ([0, 1]n1 × [0, 1]n2 ∪ (Rn1 \ (0, 1)n1) × R
n2),

(ii.b) If n1 = 0, then fχ((W1)χ ) ⊆ int((W2)χ ). If n1 > 0, then the map
Ay0 : R

n1 → R
n1 defined by Ay0(x) = πn1

(
fχ(x, y0)

)
satisfies

Ay0

(
∂[0, 1]n1

) ⊆ R
n1 \ [0, 1]n1, deg(Ay0, 0) 
= 0.

Here πx denotes the projection (x, y) ∈ R
n1 × R

n2 → x ∈ R
n1 .

The main tool of the method is that “one can see through a sequence of correctly
aligned windows”. Namely, that if we have a sequence of windows {Wi}i∈Z, each
one of them correctly aligned with the next under the map f , then, there is a point x

such that f i(x) ∈ Wi for all i ∈ Z.
In the applications to the models in Sections 5 and 6 considered in [GdlL06b],

the windows are constructed as products of intervals in the hyperbolic variables and
intervals in the angles and the averaged energy. The windows are laid out around
a pseudo-orbit which stays around a constant energy surface but performs jumps at
appropriate times.

If we take a window which is an interval slightly offset in the unstable variables
and along a homoclinic connection, it will perform a homoclinic excursion and come
back as an rectangle very similar to the image under the scattering map of the circle
corresponding to a level set of the averaged energy. The transversality between the
scattering map and the surfaces of constant averaged energy imply that these windows
are well aligned. To construct well aligned windows around the orbits that stay around
an invariant circle, the paper [GdlL06b] uses the fact that the inner map has the twist
property. We refer to [GdlL06b] for some possible choices of the widths and the
choices of exit sets that make the sequence of windows correctly aligned. Compared



1720 Rafael de la Llave

with the methods in [DdlLS03b], the method of correctly aligned windows uses the
same transversality assumptions but does not need to appeal to the KAM theorem – it
suffices to use approximately invariant objects – and it also provides explicit estimates
of the time it takes the orbits considered to move order 1 in the action variables.

The paper [GdlL06a] provides with a different choice of windows for the large
gap problem (and, quite possibly, different orbits) than those in [GdlL06b]. The main
idea is to choose windows which are very wide in the action variables. Indeed, they
are wider than the resonances in �. As a consequence, the resonances in � do not
cause any problem in the construction and the paper does not need the transversality
hypothesis between the scattering map and the constant average energy foliation. It
also can eliminate the hypothesis of the perturbation being a trigonometric polynomial
and it suffices just that the problem is differentiable enough. As a further advantage,
the orbits constructed move rather fast. The amount it takes them to gain O(1) of
energy is ε| log ε|, which agrees – up to a multiplicative constant – with lower bounds
obtained in [BBB03] for certain models (models without large gaps).

One can hope that the method can be developed much more. Indeed, given the
robustness of the windows, it is not necessary to appeal to the theory of normally
hyperbolic invariant manifolds. It would suffice to have approximately invariant
manifolds which may not be hyperbolic in the strict sense but that expand and contract
some directions enough for some finite time. This could be useful in applications since
numerical calculations (or fits of dynamical systems obtained from measurements of
physical systems) can easily give good information on expansiveness for finite time.
Nevertheless, assessing true hyperbolicity is only possible under much more restrictive
circumstances.

8. The method of normally hyperbolic laminations

This method is developed in [dlL02]. Some antecedents are the modulational diffusion
of [Chi79], [Ten82]. On the mathematical side, topological versions in dimension two
appear in [Moe02], [EMR01]. For simplicity, we will discuss here only the models (4),
but as we will see, they apply to all the models discussed in Section 6.

The main assumptions (again ignoring differentiability assumptions, etc.) are:

H1 There exists a transitive hyperbolic set (e.g. a horseshoe) containing N ≥ 2
hyperbolic periodic orbits γi .

H2 For each of the orbits γi above, define Gi(t) = 1
|γi |

∫ |γi |
0 ∂2V (γi(s), t) ds.

Assume that there exist 0 = a0 < a1 < · · · < aN = 1 such that

A ≡
∫ a1

a0

G1(t) dt +
∫ a2

a1

G2(t) dt + · · · +
∫ aN

aN−1

GN(t) dt 
= 0.

Using that
∫ 1

0 Gi(t) dt = 0, we will assume without loss of generality that
A > 0.



Recent progress in instability 1721

Then, we can find a set of orbits with positive Hausdorff dimension such that for an
orbit x(t) in this set,

H0(x(t)) ≥ At − C.

We note that the hypotheses are very abundant. For example, H1 is true for all
C2+δ Riemannian metrics in a surface of genus bigger than 1. If we consider a metric
of negative curvature (with some pinching conditions in dimensions greater than 2),
using results of [GK80] we conclude that H2 is verified for all the potentials which
are not of the form V (q, t) = V1(q) + V2(t). For potentials of the form above, the
conservation of energy shows that there are no orbits of unbounded H0. For negative
curvature metrics, these trivial potentials are the only potentials which fail to have a
set of positive Hausdorff dimension of orbits whose energy grows linearly.

E

�E

E

�E

Figure 4. Illustration of the persistence of the invariant laminations and the orbit gaining energy
by staying close to periodic orbits.

The idea of the proof is very simple: We observe that, by the scaling properties,
for each energy surface there is a transitive hyperbolic set of the geodesic flow. This
hyperbolic set satisfies specification and there is a symbolic dynamics that allows us
to prescribe times spent in a neighborhood of each of the periodic orbits and connect
them by jumps which happen in a scaled time which is uniformly bounded.

If we consider the union of all the hyperbolic sets for all sufficiently large energy,
we obtain a normally hyperbolic lamination in the sense of [HPS77].

For high enough energy, the normally hyperbolic lamination persists (one needs to
take care of some technicalities such as that the leaves of the foliation have boundary).
Indeed, it is possible to find a Hölder map between the new invariant manifold and
the old one.

Using the symbolic dynamics given by the normally hyperbolic manifold, we
conclude that there are transitions between the periodic orbits happening at times
very similar to the ai in the assumption 2. As can be seen using averaging theory, the
meaning of Gi is approximately the gain of energy of orbits that remain close to γi

but move at high energy. Hence, we can construct orbits which sail along the periodic
orbits so that the gains are, on the average A.
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Even if the assumptions in Section 6 imply the assumptions in this method, the
orbits are very different. Note that the orbits constructed here gain energy near the
periodic orbits while the orbits in Section 6 gain energy in the homoclinic excursions.

The method can be adapted to the models (5) and to the billiards with moving
boundary. The only differences are that the rate of growths of energy are polynomial
and exponential respectively. The adaptation to the time-dependent billiards models
requires also the assumption that the motion of the boundary is small. (For these
models related results are obtained by variational methods [Lev05]. )

9. The scattering map and the obstruction mechanism

By using at the same time arguments similar to the obstruction mechanism of [Arn64],
[AA67] it is possible to obtain a mechanism that includes only assumptions on scatter-
ing maps. This is work in progress based on preliminary discussions withA. Delshams,
M. Gidea and V. Kaloshin. We will only report the simplest case.

We will assume that the manifold � is invariant and that it has some homoclinic
connections. We will assume without loss of generality that Poincaré’s recurrence
theorem applies.

Ws
x




x

Wu
x

f N(
)


̃

f N(
̃)

S(x) S2(x)

Figure 5. Illustration of the argument in Section 9.

The main inductive lemma starts by considering that 
 is an invariant manifold
transverse to Ws

x . It is clear that for all N , we have that f N(
) = 
̃ is transversal to
Ws

f N(x)
. Using the Poincaré recurrence we can assume without loss of generality that

f N(x) comes close to x. On the other hand, by the λ-lemma, the iterates of 
 will be
getting aligned with Wu

x . Hence, we can conclude that 
 will intersect transversally
the stable manifold of S(x) where S is any of the scattering maps that can be obtained.

In particular, we obtain that if there is a scattering map such that its iterates move
order 1, then there is instability in our sense. In the models of the form (1), (3), it
suffices that some of the Melnikov integrals do not vanish. Similar results can be
obtained for models of the form (4).
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10. Conclusions

We have described several different geometric structures that lead to instability in near
integrable dynamical systems. These methods rely on normally hyperbolic manifolds
acting as a hub for homoclinic excursions. There are other methods, geometric or
variational, which we have not covered.

The orbits generated by these different methods have different quantitative prop-
erties. It therefore seems that Arnol’d diffusion is not just one phenomenon, but rather
a variety of phenomena. It seems that several of the mechanisms are intermingled.
When one can find one, one can also find several others.

It seems that the broad array of methods currently under development by a large
group of people can lead to answers in different areas. One can hope that even more
methods will be brought to bear in a near future.

One can hope that some parts of the very rich heuristic studies – often without a
clear statement of conditions of validity – can be clarified by theorems with precise
conditions. In particular, it would be quite interesting to develop a rigorous statistical
theory of instability.

Relatedly, one can hope that some of the mechanisms can be verified in concrete
systems of practical interest or used to design systems with useful properties. From the
mathematical point of view, it would also interesting to discuss properties of generic
systems.
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Abstract. We discuss dynamical properties of actions of diagonalizable groups on locally ho-
mogeneous spaces, particularly their invariant measures, and present some number theoretic and
spectral applications. Entropy plays a key role in the study of theses invariant measures and in
the applications.
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1. Introduction

Flows on locally homogeneous spaces are a special kind of dynamical systems. The
ergodic theory and dynamics of these flows are very rich and interesting, and their
study has a long and distinguished history. What is more, this study has found nu-
merous applications throughout mathematics.

The spaces we consider are of the form �\G whereG is a locally compact group
and� a discrete subgroup ofG. Typically one takesG to be either a Lie group, a linear
algebraic group over a local field, or a product of such. Any subgroupH < G acts on
�\G and this action is precisely the type of action we will consider here. One of the
most important examples which features in numerous number theoretical applications
is the space PGL(n,Z)\ PGL(n,R) which can be identified with the space of lattices
in Rn up to homothety.

Part of the beauty of the subject is that the study of very concrete actions can
have meaningful implications. For example, in the late 1980s G. A. Margulis proved
the long-standing Oppenheim conjecture by classifying the closed orbits of the
group of matrices preserving an indefinite quadratic form in three variables in
PGL(3,Z)\ PGL(3,R) – a concrete action of a three-dimensional group on an eight-
dimensional space.

An element h of a linear group G (considered as a group of n × n matrices over
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some fieldK) is said to be unipotent if h−e is a nilpotent matrix, e being the identity.
Using the adjoint representation one can similarly define unipotent elements for Lie
groups. Thanks to the work of M. Ratner, actions of groupsH generated by unipotent
elements are well understood, and this has numerous applications to many subjects.
We refer to [37, Chapter 3], [51] and [59] for more information on this important
topic.

In this paper, we focus on the action of diagonalizable groups which of course
contain no nontrivial unipotent elements. A prototypical example is the action of the
group A of diagonal matrices on PGL(n,Z)\ PGL(n,R). There is a stark difference
between the properties of such actions when dimA = 1 and when dimA ≥ 2. In
the first case the dynamics is very flexible, and there is a wealth of irregular invariant
probability measures and irregular closed invariant sets (though we present some
results for one-dimensional actions in §2.2 under an additional recurrence condition).
If dimA ≥ 2, the dynamics changes drastically. In particular, it is believed that in
this case the invariant probability measures (and similarly the closed invariant sets)
are much less abundant and lend themselves to a meaningful classification. Another
dynamical property which is less often considered in this context but which we believe
is important is the distribution of periodic orbits, i.e. closed orbits of the acting group
with finite volume. The purpose of this paper is to present some results in these
directions, particularly with regards to the classification of invariant measures, and
their applications.

A basic invariant in ergodic theory is the ergodic theoretic entropy introduced by
A. Kolmogorov andYa. Sinai. This invariant plays a surprisingly big role in the study
of actions of diagonalizable groups on locally homogeneous spaces as well as in the
applications. We discuss entropy and how it naturally arises in several applications
in some detail.

In an attempt to whet the reader’s appetite, we list below three questions on which
the ergodic theoretic properties of diagonalizable flows give at least a partial answer:

• Let F(x1, . . . , xn) be a product of n linear forms in n variables over R. Assume
that F is not proportional to such a form with integral coefficients. What can be
said about the values F attains on Zn? In particular, is inf0 �=x∈Zn |F(x)| = 0?

• Letφi be a sequence of Hecke–Maass cusp forms1 on SL(2,Z)\H. What can be
said about weak∗ limits of the measure |φi |2 dm (m being the uniform measure
on SL(2,Z)\H)?

• Suppose n ≥ 3 is fixed. Is it true that any ideal class in a totally real2 number
field K of degree n has a representative of norm o(

√
disc(K))?

E. L. is scheduled to give a presentation based on this work in the ordinary differ-
ential equations and dynamical systems section of the 2006 International Congress of

1See §5 for a definition.
2A number field K is said to be totally real if any embedding of K to C is in fact an embedding to R.
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Mathematicians. Since much of this is based on our joint work, we have decided to
write this paper jointly. Some of the results we present here are joint with P. Michel
and A. Venkatesh and will also be discussed in their contribution to these proceed-
ings [50]. We thank H. Oh, M. Ratner, P. Sarnak for comments on our paper. Both
M. E. and E. L. have benefited tremendously by collaborations and many helpful
discussions related to the topics covered in this survey, and are very thankful to these
friends, mentors, colleagues and collaborators.

2. Entropy and classification of invariant measures

2.1. Measures invariant under actions of big diagonalizable groups

2.1.1. We begin by considering a special case where it is widely expected that there
should be a complete measure classification theorem for the action of a multidimen-
sional diagonal group. The space we shall consider is Xn = PGL(n,Z)\ PGL(n,R),
which can be identified with the space of lattices in Rn up to homothety.

Conjecture 2.1. LetA be the group of diagonal matrices in PGL(n,R), n ≥ 3. Then
anyA-invariant and ergodic probability measureμ on the spaceXn is homogeneous3,
i.e. is the L-invariant measure on a closed orbit of some group L ≥ A.

While at present this conjecture remains open, the following partial result is known:

Theorem 2.2 (Einsiedler, Katok, Lindenstrauss [14]). LetA be the group of diagonal
matrices as above and n ≥ 3. Let μ be an A-invariant and ergodic probability
measure on PGL(n,Z)\ PGL(n,R). If for some a ∈ A the entropy hμ(a) > 0 then μ
is homogeneous.

It is possible to explicitly classify the homogeneous measures in this case (see
e.g. [42]), and except for measures supported on a single A-orbit none of them is
compactly supported. It follows that:

Corollary 2.3. Let n ≥ 3. Any compactly supported A-invariant and ergodic prob-
ability measure on PGL(n,Z)\ PGL(n,R) has hμ(a) = 0 for all a ∈ A.

For an application of this corollary to simultaneous Diophantine approximation
and values of products of linear forms see §4.

2.1.2. We now give a general conjecture, which is an adaptation of conjectures of A.
Katok and R. Spatzier [33, Main conjecture] and G. A. Margulis [49, Conjecture 2].
Similar conjectures were made by H. Furstenberg (unpublished).

Let S be a finite set of places for Q (i.e. a subset of the set of finite primes and ∞).
By anS-algebraic group we mean a productGS = ∏

v∈S Gv with eachGv an algebraic

3The adjective “algebraic” is also commonly used for this purpose. We follow in this the terminology of [51].
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group over Qv . A Qv-algebraic groupGv is reductive if its unipotent radical is trivial.
An S-algebraic group GS is reductive (semisimple) if each of the Gv is reductive
(respectively, semisimple). For any groupG and � ⊂ G a discrete subgroup, we will
denote the image of g ∈ G under the projection G → �\G by ((g))� or simply ((g))
if � is understood. We shall say that two elements a1, a2 of an Abelian topological
group A are independent if they generate a discrete free Abelian subgroup.

Conjecture 2.4. Let S be a finite set of places for Q, let GS = ∏
v∈S Gv be an S-

algebraic group, G ≤ GS closed, and � < G discrete. For each v ∈ S let Av < Gv
be a maximal Qv-split torus, and let AS = ∏

v∈S Av . Let A be a closed subgroup of
AS ∩G with at least two independent elements. Let μ be an A-invariant and ergodic
probability measure on �\G. Then at least one of the following two possibilities
holds:

1. μ is homogeneous, i.e. is the L-invariant measure on a single, finite volume,
L-orbit for some closed subgroup A ≤ L ≤ G.

2. There is some S-algebraic subgroup LS with A ≤ LS ≤ GS , an element
g ∈ G, an algebraic homeomorphism φ : LS → L̃S onto some S-algebraic
group L̃S , and a closed subgroup H < L̃S satisfying H ≥ φ(�) so that
(i) μ((LS ∩G).((g))�) = 1, (ii) φ(A) does not contain two independent ele-
ments, and (iii) the image of μ to H\L̃S is not supported on a single point.

Examples due to M. Rees [60] show that μ need not be algebraic, even if G =
SL(3,R) and � a uniform lattice; see [12, Section 9] for more details. Such μ arise
from algebraic rank one factors of locally homogeneous subspaces as in case 2 of
Conjecture 2.4.

2.1.3. We note that the following conjecture is a special case of Conjecture 2.4:

Conjecture 2.5 (Furstenberg). Let μ be a probability measure on R/Z invariant
and ergodic under the natural action of the multiplicative semigroup {pnql}k,l∈Z+
with p, q multiplicatively independent integers4. Then either μ is Lebesgue or it is
supported on finitely many rational points.

For simplicity, assume p and q are distinct prime numbers. Then Conjecture 2.5
is equivalent to Conjecture 2.4 applied to the special case of

AS = {(t∞, tp, tq) : tv ∈ Q∗
v for v ∈ S}, S = {∞, p, q},

A = {(t∞, tp, tq) ∈ AS : |t∞| · |tp|p · |tq |q = 1},
G = A� (R × Qp × Qq),

� = �� Z[1/pq],
with � the group {pkql}k,l∈Z embedded diagonally in A, and Z[1/pq] embedded
diagonally in R × Qp × Qq .

4I.e. integers which are not both powers of the same integer.
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2.1.4. Following is a theorem towards Conjecture 2.4 generalizing Theorem 2.2. We
note that the proof of this more general theorem is substantially more involved.

Theorem 2.6 (Einsiedler, Lindenstrauss [19]). Let S be a finite set of places for Q

as above, GS = ∏
v∈S Gv a reductive S-algebraic group, and � < GS discrete.

Let S′ ⊂ S and for any v ∈ S′, let Av be a maximal Qv-split torus in Gv . Set
AS′ = ∏

v∈S′ Av , and assume AS′ has at least two independent elements5. Let μ be
an AS′-invariant and the ergodic probability measure on �\GS . Then at least one of
the following two possibilities holds:

1. There is some nontrivial semisimpleH < GS normalized byAS′ so that (i)μ is
H invariant, (ii) there is some g ∈ GS so that μ(NGS (H).((g))�) = 1, and
(iii) for any a ∈ CAS′ (H), the entropy hμ(a) = 0.

2. There is some v ∈ S and a reductive Lv ⊂ Gv of Qv-rank one satisfying the
following: setting N = CGS (Lv) and L = NLv (so that N � L), there is
some g ∈ GS so that μ(L.((g))�) = 1 and the image of g−1�g ∩ L under the
projection L → L/N is closed.

Note that option 2 above precisely corresponds to the existence of an algebraic
rank one factor of the action as in Conjecture 2.4.

2.2. Recurrence as a substitute for bigger invariance. It is well known that invari-
ance under a one-parameter diagonalizable group is not sufficient to obtain a useful
measure classification theorem. On the other hand, it seems that in many situations
one can replace additional invariance with a weaker requirement: that of recurrence
under some further action.

2.2.1. Let X be a measurable space, equipped with a measure μ, and L a locally
compact second countable group acting onX. We first give a definition of recurrence.

Definition 2.7. We say that μ is recurrent under L (or L-recurrent) if for every set
B ⊂ X with μ(B) > 0 for a.e. x ∈ B the set {� ∈ L : �.x} is unbounded, i.e. has
non-compact closure.

This condition is also called conservativity of μ; we find recurrence a more nat-
ural term when dealing with the action of general group actions. It can be defined
alternatively in terms of cross-sections: a set Y ⊂ X is said to be a cross-section
for L if μ(L.Y ) > 0 and for every y ∈ Y there is a neighborhood U of the identity
in L so that �.y �∈ Y for every � ∈ U \ {e}. A cross-section is said to be complete if
μ(X \ L.Y ) = 0. We can define recurrence using cross-sections as follows: a mea-
sure μ is recurrent under L if there is no cross-section intersecting each L-orbit in at
most a single point. This definition is equivalent to the one given in Definition 2.7.
An advantage of this viewpoint is that it allows us to consider more refined properties
of the action:

5Equivalently, that rank(AS′ ) ≥ 2.



1736 Manfred Einsiedler and Elon Lindenstrauss

Definition 2.8. We say that the L-recurrence of a measure μ is dominated by H if
there is a complete cross-section Y ⊂ X for L so that for every y ∈ Y

{� ∈ L : �.y ∈ Y } ⊂ H.

We say that the L-recurrence of a measure μ is weakly dominated by H if there is a
(not necessarily complete) cross-section Y ⊂ X satisfying the same.

2.2.2. We now give a specific rigidity theorem employing recurrence as a substitute
for invariance under a multidimensional group. For an application of this theorem to
arithmetic quantum unique ergodicity, see §5.

Theorem 2.9 (Einsiedler, Lindenstrauss [20]). Let v be either ∞ or a finite prime,
and let Gv be a semisimple algebraic group over Qv with Qv-rank one. Let Av be a
Qv-split torus in Gv and let L be an S-algebraic group (S a finite set of places for
Q as above). Let � < Gv × L be a discrete subgroup so that |� ∩ {e} × L| < ∞.
Supposeμ is anAv-invariant,L-recurrent probability measure on�\Gv×L, and that
for a.e. Av-ergodic component μξ the entropy hμξ (Av) > 0. Then a.e. Av-ergodic
component is homogeneous.

The case Gv = SL(2,R) was proved in [39] and was used to prove arithmetic
quantum unique ergodicity (see §5).

It would be interesting to prove a version of Theorem 2.9 where Gv is replaced
by a higher rank algebraic group, e.g. SL(3,Qv), andAv any algebraic embedding of
Q∗
v → Gv . This seems like a feasible undertaking, but would require new ideas.

2.2.3. It seems desirable to have a general conjecture similar to Conjecture 2.4 where
additional invariance is replaced by recurrence. The following seems not completely
implausible:

Conjecture 2.10. Let S be a finite set of places for Q, and GS = ∏
v∈S Gv an S-

algebraic group and � < GS discrete as above. Fix v ∈ S and let Av be a rank
one Qv-split torus. Let L < GS be a closed subgroup commuting with Av such that
|Av ∩ L| < ∞. Supposeμ is anAv-invariant,L-recurrent probability measure. Then
there is a AvL-invariant Borel set X′ of positive μ-measure so that at least one of the
following holds:

1. There are closed subgroups Ã ≥ Av and L̃ so that (i) Ã and L̃ commute and
have compact intersection6, (ii) for every x ∈ X′ both L̃.x and Ã.x are closed
and furthermore Ã.x has finite Ã-invariant measure, (iii) μ|X′ is Ã-invariant,
(iv) the L-recurrence of μ|X′ is dominated by Ã · L̃.

2. There is a closed subgroup L̃ < GS commuting with Av such that for a set of
positive μ-measure of x ∈ X′ we have that L̃.x is closed, and the L-recurrence
of μ|X′ is dominated by L̃.

6Note that L̃ may be trivial.
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If true, this conjecture implies many (if not all) cases of Conjecture 2.4, in particular
Conjecture 2.1.

2.2.4. In the notations of the above conjecture, let a be an element in Av which does
not generate a bounded subgroup7 of Av . Let

G+
a = {g ∈ Gv : a−ngan → e as n → ∞}

G−
a = {g ∈ Gv : anga−n → e as n → ∞}
G0
a = CGv(a).

In the paper [20] we give some nontrivial information on anAv-invariant,L-recurrent
probability measure μ for Av,L as in the conjecture, under the additional conditions
that μ is Uv-recurrent for some Qv-algebraic subgroup Uv ≤ G−

v such that

1. Uv commutes with L,

2. the Uv recurrence of μ is not weakly dominated by any proper Av-normalized
algebraic subgroup of Uv ,

3. for any g ∈ G+
v , there is a u ∈ Uv so that ugu−1 �∈ G0

vG
+
v .

The exact conclusions we derive about μ in this case is somewhat technical but in
particular they imply Theorem 2.9. Note that one consequence of these conditions is
that hμ(Av) > 0 (see §3).

2.3. Joinings

2.3.1. Let (X,μ) and (Y, ν) be two measure spaces, and suppose that A is some
locally compact group that acts on both (X,μ) and (Y, ν) in a measure preserving
way. A joining between (X,μ) and (Y, ν) is a measure ρ on X × Y whose push
forward under the obvious projection toX and Y are μ and ν respectively, and which
is invariant under the diagonal action of A on X × Y .

One example of a joining which always exists is taking ρ = μ × ν (the trivial
joining). If φ : X → Y is a measure preserving map which is A equivariant (i.e.
a.φ(x) = φ(a.x) for all a ∈ A and a.e. x ∈ X) then ρ = (Id × φ)∗μ is a nontrivial
joining between (X,μ) and (Y, ν). Note that this joining is supported on the graph
of φ. Let (Z, η) be another measure space on which A acts preserving the measure.
(Z, η) is a factor8 of (X,μ) if there is an A equivariant measurable map ψ : X → Z

so that η = ψ∗μ. Any common factor of (X,μ) and (Y, ν) can also be used to give a
nontrivial joining called the relatively independent joining.

Typically the most interesting case is studying the joinings of a space (X,μ) with
itself (called self joinings).

7I.e. a subgroup with noncompact closure.
8It may be more consistent with standard mathematical terminology to call (Z, η) a quotient, but factor is the

standard term in ergodic theory.
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2.3.2. We now consider joinings between locally homogeneous spaces �\GS on
which we have an action of a higher rank diagonalizable group. Even though we
currently do not have a complete understanding of invariant measures in this context,
we are able to give a complete classification of joining between two such actions in
many cases.

Theorem 2.11 (Einsiedler, Lindenstrauss [18], [17]). Let S be a finite set of places
for Q, andGi = ∏

v∈S Gi,v for i = 1, 2 two S-algebraic semisimple groups, �i < Gi
be lattices9, and mi Haar measure on �i\Gi normalized to have total mass one. Let
A = ∏

v∈S′ Av with each Av a Qv-split torus and S′ ⊆ S satisfying rankA ≥ 2. Let
τi (i = 1, 2) be embeddings of A into Gi with the property that

1. τi(A) is generated by the subgroups τi(A) ∩H where H runs through the Qv

simple normal subgroups of Gi,v (v ∈ S).
2. For both i = 1, 2, there is no S-algebraic group L and an S-algebraic homo-

morphism φ : Gi → L so that φ(�i) is discrete and rank(φ � τi(A)) ≤ 1.

Then any ergodic joining between (�1\G1,m1) and (�2\G2,m2) is homoge-
neous10.

The assumptions of the theorem imply that the action of A on (�i\Gi,mi)
(i = 1, 2) is ergodic, and so any joining can be written as the integral of ergodic
joinings. The second assumption in Theorem 2.11 regarding the non-existence of
rank one factors is clearly necessary. There is no reason to believe the same is true
regarding the first assumption.

A special case of the theorem is when Gi are simple algebraic groups over Qv ,
v either a finite prime or ∞, and τi any algebraic embeddings of (Q∗

v)
k to Gi , k ≥ 2.

In this case the two assumptions regarding τi are automatically satisfied. This case
has been treated in [17] using the methods developed by M. E. and A. Katok in [13] (to
be precise, only v = ∞ is considered in [17] , but there are no difficulties in extending
that treatment to Qv for any v). The proof of the more general Theorem 2.11 requires
also the results in [20].

2.3.3. A different approach to studying joinings was carried out by B. Kalinin and
R. Spatzier in [32] using the methods developed by A. Katok and R. Spatzier in [33],
[34]. A basic limitation of this technique is that e.g. for actions of split algebraic tori
on semisimple or reductive algebraic groups they are able to analyze joinings only
if the joining is ergodic not only under the action of the full acting group A but also
under the action of certain one parameter subgroups of A. Typically, this is a fairly
restrictive assumption, but for joinings which arise from isomorphisms as discussed

9I.e. discrete subgroups of finite covolume.
10A joining is in particular a measure on �1\G1 × �2\G2 invariant under the diagonal action of the group A.

Properties of invariant measures such as ergodicity, homogeneity etc. are in particular equally applicable to
joinings.
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in §2.3.1 this assumption is indeed satisfied11. This has been used by B. Kalinin and
R. Spatzier to classify all measurable isomorphisms between actions of Rk on �i\Gi
(i = 1, 2) with Gi a Lie group, �i < Gi a lattice and the action of t ∈ Rk on �i\Gi
is given by right translation by ρi(t), ρi a proper embedding12 of the group Rk in Gi
whose image is Ad-diagonalizable over C under some mild conditions on the action
of ρi(Rk) on �i\Gi .

2.3.4. We end our discussion of joinings by noting that extending these joining results
to the general context considered in Conjecture 2.4 is likely to be difficult; at the very
least it would directly imply Conjecture 2.5.

To see this, let p, q be two multiplicative independent integers,m Lebesgue mea-
sure on R/Z and μ any other continuous probability measure on R/Z invariant and
ergodic under the action of the multiplicative semigroup S generated by p and q.
Let ρ denote the map (x, y) → (x, x + y) from R/Z × R/Z to itself. Then since m
is weakly mixing for S, the measure m× μ is ergodic for S and so ρ∗(m× μ) is an
ergodic self joining of the action of S on (R/Z,m). What we have seen is that a coun-
terexample to Furstenberg’s Conjecture 2.5 would give a nonhomogeneous ergodic
self joining of (R/Z,m), which can be translated to a nonhomogeneous ergodic self
joining of the group action considered in §2.1.3.

One can, however, classify joinings of the actions of commuting endomorphisms
of tori with no algebraic projections on which the action degenerates to the action of a
virtually cyclic group up to this problem of zero entropy factors. This has been carried
out for actions by a group of commuting toral automorphisms satisfying a condition
called total nonsymplecticity by B. Kalinin and A. Katok [31] using an adaptation of
the methods of A. Katok and R. Spatzier. In [16] the authors deal with general actions
of commuting toral automorphisms (without the total nonsymplecticity condition).

2.4. Historical discussion

2.4.1. In 1967 Furstenberg proved that any orbit of the multiplicative semigroup
{pkql}k,l∈Z+ on R/Z for p, q multiplicatively independent integers is either finite
or dense and conjectured Conjecture 2.5 apparently at around the same time. This
conjecture seems to have appeared in print only much later (and by other authors
quoting Furstenberg). Furstenberg’s work was extended to the case of automorphisms
of tori and other compact abelian groups by D. Berend (see e.g. [5]).

The first substantial result towards Conjecture 2.5 was published in 1988 by
R. Lyons [46], who proved it under the assumption that μ has completely positive
entropy for the action generated by the single element p (in particular, μ is ergodic
for the single transformation x �→ px mod 1). D. Rudolph [62] showed for p, q
relatively prime that it is sufficient to assume that hμ(p) > 0; this is still the best

11The same observation in the context of toral automorphisms was used by A. Katok, S. Katok and K. Schmidt
in [36].

12I.e. the preimage of compact sets is compact.
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result known in this case. The restriction that p, q were relatively prime was lifted by
A. Johnson [29]. As Rudolph explicitly pointed out in his paper his proof significantly
simplifies if one assumes that μ is ergodic under x �→ px mod 1. Other proofs of
this result were given by J. Feldman [24] and B. Host [26] (B. Host actually proves
a stronger result that implies Rudolph’s). We also note that Host’s proof employed
recurrence for a certain action which does not preserve the measure, and was one of
the motivations for Theorem 2.9.

2.4.2. The first results towards measure classification for actions of diagonalizable
groups on quotients of Lie groups and automorphisms of tori were given by A. Katok
and R. Spatzier [33], [34]; certain aspects of their work were clarified in [30]. Their
proof replaces Rudolph’s symbolic description by more geometric concepts, and in
particular highlighted the role of conditional measures on invariant foliations on which
a subaction acts isometrically. In most cases Katok and Spatzier needed to assume
both a condition about entropy and an assumption regarding ergodicity of these subac-
tions. Removing the extra ergodicity assumptions proved to be critical for arithmetic
and other applications. M. E. and Katok [12], [13] and E. L. [39] developed two com-
pletely different and complementary approaches to proving measure rigidity results
in the locally homogeneous context without additional ergodicity assumptions. Both
of these techniques were used in [14]. We note that in [39] essential use was made of
techniques introduced by M. Ratner to study unipotent flows, particularly her work
on rigidity of horocycle flows [56], [54], [55]. Ratner’s measure classification theo-
rem [57] and its extensions, such as [58], [48], are also used in these three approaches.

In the context of action by automorphisms on tori no ergodicity assumption was
needed by Katok and Spatzier under an assumption they term total nonsymplecticity.
A uniform treatment for the general case, using entropy inequalities which should be
of independent interest, was given by the authors in [16]. Host [27] has a treatment
of some special cases (and even some non commutative actions) by other methods.

2.4.3. We have restricted our attention in this section solely to the measure classi-
fication question, but it is interesting to note that already in 1957, J. W. S. Cassels
and H. P. F. Swinnerton-Dyer [8] stated a conjecture regarding values of products of
three linear forms in three variables (case n = 3 of Conjecture 4.1) which is equiv-
alent to Conjecture 4.4 regarding behavior of orbits of the full diagonal group on
SL(3,Z)\ SL(3,R), and which can be derived from Conjecture 2.1. It seems that the
first to observe the connection between Furstenberg’s work and that of Cassels and
Swinnerton-Dyer was G. A. Margulis [47].

3. Brief review of some elements of entropy theory

In this section we give several equivalent definitions of entropy in the context of
actions of diagonalizable elements on locally homogeneous spaces, and explain the
relations between them.
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3.1. General definition of entropy

3.1.1. Let (X,μ) be a probability space. The entropyHμ(P ) of a finite or countable
partition ofX into measurable sets measures the average information of P in the fol-
lowing sense. The partition can be thought of as an experiment or observation whose
outcome is the partition element P ∈ P the point x ∈ X belongs to. The information
obtained about x from this experiment is naturally measured on a logarithmic scale,
i.e. equals − logμ(P ) for x ∈ P ∈ P . Therefore, the average information or entropy
of P (with respect to μ) is

Hμ(P ) = −
∑
P∈P

μ(P ) logμ(P ).

One basic property of entropy is sub-additivity; the entropy of the refinement P ∨Q =
{P ∩Q : P ∈ P ,Q ∈ Q} satisfies

Hμ(P ∨ Q) ≤ Hμ(P )+Hμ(Q). (3.1)

However, this is just a starting point for many more natural identities and properties
of entropy, e.g. equality holds in (3.1) if and only if P and Q are independent.

The ergodic theoretic entropy hμ(a) associated to a measure preserving map
a : X → X measures the average amount of information one needs to keep track
of iterates of a. To be more precise we need to start with a fixed partition P (either
finite or countable with Hμ(P ) < ∞) and then take the limit

hμ(a,P ) = lim
N→∞

1

N
Hμ

(N−1∨
n=0

a−nP
)
.

To get independence of the choice of P the ergodic theoretic entropy is defined by

hμ(a) = sup
P :Hμ(P )<∞

hμ(a,P ).

The ergodic theoretic entropy was introduced by A. Kolmogorov and Ya. Sinai and
is often called the Kolmogorov–Sinai entropy; it is also somewhat confusingly called
the metric entropy even though X often has the additional structure of a metric space
and in that case there is a different (though related) notion of entropy, the topological
entropy (see §4.2.2), which is defined using the metric on X.

3.1.2. Entropy has many nice properties and is manifest in many different ways. We
mention a few which will be relevant in the sequel.

A partition P is said to be a generating partition for a and μ if the σ -algebra∨∞
n=−∞ a−nP (i.e. the σ -algebra generated by the sets {an.P : n ∈ Z, P ∈ P }) sepa-

rates points, that is forμ-almost everyx, its atom with respect to thisσ -algebra is {x}.13

13Recall that the atom of x with respect to a countably generated σ -algebra A is the intersection of all B ∈ A
containing x and is denoted by [x]A.
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The Kolmogorov–Sinai theorem asserts the nonobvious fact that hμ(a) = hμ(a,P )
whenever P is a generating partition.

Entropy is most meaningful when μ is ergodic. In this case, positive entropy
hμ(a) > 0 means that the entropy of the repeated experiment grows linearly, i.e.
every new iteration of it reveals some new information of the point. In fact, one
can go to the limit here and say that the experiment reveals new information even
when one already knows the outcome of the experiment in the infinite past. Similarly,
zero entropy means that the observations in the past completely determine the present
one. If μ is an a-invariant but not necessarily ergodic measure, with an ergodic
decomposition μ = ∫

μE
x dμ(x),

14 then

hμ(a) =
∫
hμE

x
(a) dμ(x), (3.2)

i.e. the entropy of a measure is the average of the entropy of its ergodic components.

3.2. Entropy on locally homogeneous spaces

3.2.1. Let G = ∏
v∈S Gv be an S-algebraic group, � < G discrete, and set X =

�\G. The Lie algebra of GS can be defined as the product of the Lie algebra of
the Gv , and the group G acts on its Lie algebra of G by conjugation; this action is
called the adjoint representation and for every a ∈ G the corresponding Lie algebra
endomorphisms is denoted by Ad a. Fix an a ∈ G for which Ad a restricted to the
Lie algebra of each Gv is diagonalizable over Qv . We implicitly identify between
a ∈ G and the corresponding map x �→ a.x from X to itself.

The purpose of this subsection is to explain how the entropy hμ(a) of an
a-invariant measure μ relates to more geometric properties of X. A good refer-
ence for more advanced results along this direction is [48, Section 9] which contains
an adaptation of results ofY. Pesin, F. Ledrappier, L. S.Young and others to the locally
homogeneous context.

3.2.2. Fundamental to the dynamics of a are the stable and unstable horospherical
subgroupsG−

a andG+
a introduced in §2.2.4. BothG−

a andG+
a are unipotent algebraic

groups and the Lie algebras ofG−
a (resp.G+

a ) are precisely the sums of the eigenspaces
of the adjoint Ada of eigenvalue with absolute value less than (resp. bigger than) one.
For any x ∈ X the orbits G−

a .x and G+
a .x are precisely the stable and unstable

manifolds of x. We will also need the group

G0
a = {g ∈ G : the set {anga−n, n ∈ Z} is bounded}.

Under our assumptions G0
a can be shown to be an algebraic subgroup of G, and

if 1 is the only eigenvalue of Ad a of absolute value one, G0
a = CG(a). This sub-

groupG0
a together withG−

a andG+
a give a local coordinate system ofG, i.e. there are

14This decomposition has the property that μE
x is ergodic and for a.e. x, the ergodic averages of a function f

along the orbit of x converge to
∫
f dμE

x .
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neighborhoods V − ⊂ G−
a , V + ⊂ G+

a , and V 0 ⊂ G0
a of e for which V +V −V 0 is a

neighborhood of e inG and the map from V + ×V − ×V 0 to V +V −V 0 is a bijection.

3.2.3. SupposeX is compact. If P is a finite partition with elements of small enough
diameter, then the atoms of x with respect to A = ∨∞

n=1 a
−nP is a subset of V −V 0.x

for all x ∈ X as x and y are in the same A-atom if and only if an.x and an.y are
in the same partition element of P for n = 1, 2, . . . . In particular, they must be
close-by throughout their future, which can only be if the V +-component of their
relative displacement is trivial. Similarly, the atom of x with respect to

∨∞
−∞ a−nP

is a subset of V 0.x for all x ∈ X.
Thus even though P might not be a generator, the atoms of the σ -algebra generated

by a−nP for n ∈ Z are small, with each atom contained in a uniformly bounded subset
of a single G0

a-orbit. G0
a possesses a metric invariant under conjugation by a, and

this implies that a acts isometrically on these pieces of G0
a-orbits. Such isometric

extensions cannot produce additional entropy, and indeed a modification of the proof
of the Kolmogorov–Sinai theorem gives that

hμ(a,P ) = hμ(a) for all a-invariant measures μ. (3.3)

In the non-compact case there is a somewhat weaker statement of this general form
that is still sufficient for most applications.

3.2.4. Positive entropy can be characterized via geometric tubes as follows. Let B
be a fixed open neighborhood of e ∈ G, and define Bn = ⋂n

k=−n akB. A tube around
x ∈ X = �\G is a set of the form Bn.x for some n. Then for a as in § 3.2.1, it can be
shown using the Shannon–McMillan–Breiman theorem that if B is sufficiently small,
for any measure μ with ergodic decomposition

∫
μE
x dμ(x)

hμE
x
(a) = lim

n→∞
− logμ(Bn.x)

2n
for μ-a.e. x. (3.4)

In particular, positive entropy of μ is equivalent to the exponential decay of the
measure of tubes around a set of points which has positive μ-measure, and positive
entropy of all ergodic components of μ is equivalent to the same holding for a conull
subset of X. We note that (3.4) is a variant of a more general result of Y. Brin and
A. Katok [7].

3.2.5. Positive entropy can also be characterized via recurrence. Forμ, a as above the
following are equivalent: (i) hμE

x
(a) > 0 for a.e. a-ergodic component μE

x , (ii) μ is
G−
a -recurrent, and (iii) μ is G+

a -recurrent (see e.g. [39, Theorem 7.6]).

3.2.6. A quite general phenomenon is upper semi-continuity of entropy hμ(a) as a
function ofμ in the weak∗ topology15. Deep results ofYomdin, Newhouse and Buzzi

15A sequence of measuresμi converges in the weak∗ topology toμ if for every compactly supported continuous
function f one has that

∫
f dμi → ∫

f dμ.
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establish this for general C∞ diffeomorphisms of compact manifolds, but in our
context establishing such semi-continuity is elementary, particularly in the compact
case. For non-compact quotientsX = �\G and a sequence of a-invariant probability
measures we might have escape of mass in the sense that a weak∗ limit might not be a
probability measure. In that case entropy might get lost (even if some mass remains).
However, if we assume that the weak∗ limit is again a probability measure then upper
semi-continuity still holds in this context. The case where the whole sequence is
supported on a compact set is discussed in [14, Cor. 9.3]. The general case follows
along similar lines, the key step is showing that there is a finite partition capturing
almost all of the ergodic theoretic entropy uniformly for the sequence, cf. §3.2.3.

4. Entropy and the set of values obtained by products of linear forms

4.1. Statements of conjectures and results regarding products of linear forms

4.1.1. In this section we consider the following conjecture:

Conjecture 4.1. Let F(x1, x2, . . . , xn) be a product of n linear forms in n variables
over the real numbers with n ≥ 3, and assume that F is not proportional to a homo-
geneous polynomial with integer coefficients. Then

inf
0 �=x∈Zd

|F(x)| = 0. (4.1)

We are not sure what is the proper attribution of this conjecture, but the case n = 3
was stated by J. W. S. Cassels and H. P. F. Swinnerton-Dyer in 1955 [8]. In that same
paper, Cassels and Swinnerton-Dyer show that Conjecture 4.1 implies the following
conjecture of Littlewood:

Conjecture 4.2 (Littlewood (c. 1930)). For any α, β ∈ R,

lim inf
n→∞ n ‖nα‖ ‖nβ‖ = 0,

where for any x ∈ R we denote ‖x‖ = minn∈Z |x − n|.
We let Fn denote the set of products of n linear forms in n-variables, considered

as a subvariety of the space of degree n homogeneous polynomials in n-variables, and
PFn the corresponding projective variety with proportional forms identified. For any
F ∈ Fn we let [F ] denote the corresponding point in PFn.

4.1.2. The purpose of this section is to explain how measure classification results
(specifically, Corollary 2.3) can be used to prove the following towards the above two
conjectures:
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Theorem 4.3 (Einsiedler, Katok, Lindenstrauss [14]). 1. The set of products [F ] ∈
PFn for which inf0 �=x∈Zn |F(x)| > 0 has Hausdorff dimension zero.

2. The set of (α, β) ∈ R2 for which lim infn→∞ n ‖nα‖ ‖nβ‖ > 0 has Hausdorff
dimension zero.

Even though Conjecture 4.1 implies Conjecture 4.2, part 2 of Theorem 4.3 does
not seem to be a formal consequence of part 1 of that theorem. The proofs, however,
are very similar. Related results by M. E. and D. Kleinbock in the S-arithmetic context
can be found in [15].

4.1.3. As noted by G. A. Margulis [47], Conjecture 4.1 is equivalent to the following
conjecture regarding the orbits of the diagonal group onXn = PGL(n,Z)\ PGL(n,R)
(cf. Conjecture 2.1 above):

Conjecture 4.4. Let A be the group of diagonal matrices in PGL(n,R), and Xn as
above. Then for any x ∈ Xn its orbit under A is either periodic (closed of finite
volume) or unbounded16.

The equivalence between Conjecture 4.1 and Conjecture 4.4 is a consequence of
the following simple proposition (the proof is omitted):

Proposition 4.5. The product of n linear forms

F(x1, . . . , xn) =
n∏
i=1

(�i1x1 + · · · + �inxn)

satisfies inf0 �=x∈Zn |F(x)| ≥ δ if and only if there is no ((g)) ∈ A.((�)) where � =
(�ij )

n
i,j=1 and a nonzero x ∈ Zn so that

‖xg‖n∞ < det(g)δ.

In particular, by Mahler’s compactness criterion, (4.1) holds if and only if A.((�))
is unbounded.

The map F �→ NG(A).((�)),NG(A) being the normalizer ofA inG = PGL(n,R)
gives a bijection between PGL(n,Z) orbits in PFn and orbits of NG(A) in Xn. Note
thatNG(A) is equal to the semidirect product ofAwith the group of n×n permutation
matrices.

4.1.4. In a somewhat different direction, G. Tomanov [71] proved that if F is a
product of n linear forms in n variables, n ≥ 3, and if the set of values F(Zn) is
discrete, then F is proportional to a polynomial with integer coefficients. Translated
to dynamics, this statement reduces to a classification of all closed A-orbits (bounded
or unbounded) which was carried out by Tomanov and B. Weiss in [72].

16I.e. does not have compact closure.
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4.2. Topological entropy and A-invariant closed subsets of Xn

4.2.1. Corollary 2.3 regarding A-invariant measures on Xn which have positive er-
godic theoretic entropy with respect to some a ∈ A implies the following purely topo-
logical result towards Conjecture 4.4 (this theorem is essentially [14, Theorem 11.2]):

Theorem 4.6. Let Y be a compact A-invariant subset of Xn. Then for every a ∈ A
the topological entropy htop(Y, a) = 0.

Theorem 4.3 can be derived from Theorem 4.6 by a relatively straightforward
argument that in particular uses Proposition 4.5 to translate between the orbits of A
and Diophantine properties of products of linear forms (and a similar variant to relate
orbits of a semigroup of A with the behavior of lim infk→∞ k ‖kα‖ ‖kβ‖).

4.2.2. We recall the definition of topological entropy, which is the topological dy-
namical analog of the ergodic theoretic entropy discussed in §3.1: Let (Y, d) be a
compact metric space and a : Y → Y a continuous map17. Two points y, y′ ∈ Y are
said to be k, ε-separated if for some 0 ≤ � < k we have that d(a�.y, a�.y′) ≥ ε. Set
N(Y, a, k, ε) to be the maximal cardinality of a k, ε-separated subset of Y . Then the
topological entropy of (Y, a) is defined by

H(Y, a, ε) = lim inf
k→∞

logN(Y, a, k, ε)

k
,

htop(Y, a) = lim
ε→0

H(Y, a, ε).

We note that in analogy to §3.2.3, for the systems we are considering, i.e. a ∈ A

acting on a compact Y ⊂ Xn there is some ε(Y ) so that

htop(Y, a) = H(Y, a, ε) for ε < ε(Y ).

4.2.3. Topological entropy and the ergodic theoretic entropy are related by the vari-
ational principle (see e.g. [25, Theorem 17.6] or [35, Theorem 4.5.3])

Proposition 4.7. Let Y be a compact metric space and a : Y → Y continuous. Then

htop(Y, a) = sup
μ
hμ(a)

where the sup runs over all a-invariant probability measures supported on Y .

Note that when μ �→ hμ(a) is upper semicontinuous (see §3.2.6), in particular if
a ∈ A (identified with the corresponding translation on Xn) and Y ⊂ Xn compact,
this supremum is actually attained by some a-invariant measure on Y .

17For Y which is only locally compact, one can extend a to a map ã on its one-point compactification Ỹ fixing
∞ and define htop(Y, a) = htop(Ỹ, ã).
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4.2.4. We can now explain how Theorem 4.6 can be deduced from the measure
classification results quoted in §2

Proof of Theorem 4.6 assuming Corollary 2.3. Let Y ⊂ Xn be compact, and a ∈ A
be such thathtop(Y, a) > 0. Then by Proposition 4.7 there is an a-invariant probability
measure μ supported on Y with hμ(a) > 0. Let

Sr = {a ∈ A : ‖a‖, ‖a−1‖ < er}.
Since A is a commutative group

μr =
∫
Sr

(a′.μ) dmA(a′)

(wheremA is Haar measure onA) is also a-invariant, and in addition it follows directly
from the definition of entropy that ha′.μ(a) = hμ(a) for any a′ ∈ A. Using (3.2) it
follows that hμr (a) = hμ(a).

Let ν be any weak∗ limit point of μr . Then by semicontinuity of entropy,

hν(a) ≥ lim inf
r→∞ hμr (a) > 0

and since Sr is a Folner sequence in A we have that ν is A-invariant. Finally, since Y
is A-invariant, and μ is supported on Y , so is ν. But by Corollary 2.3, ν cannot be
compactly supported – a contradiction. �

5. Entropy and arithmetic quantum unique ergodicity

Entropy plays a crucial role also in a completely different problem: arithmetic quan-
tum unique ergodicity. Arithmetic quantum unique ergodicity is an equidistribution
question, but unlike most equidistribution questions it is not about equidistribution of
points but about equidistribution of eigenfunction of the Laplacian. A more detailed
discussion of this topic can be found in [40] and the surveys [63], [65] as well as the
original research papers, e.g. [61], [39].

5.1. The quantum unique ergodicity conjecture

5.1.1. Let M be a complete Riemannian manifold with finite volume which we
initially assume to be compact. Then since M is compact, L2(M) is spanned by the
eigenfunctions of the Laplacian� onM . Let φn be a complete orthonormal sequence
of eigenfunctions of � ordered by eigenvalue. These can be interpreted for example
as the steady states for Schrödinger’s equation

−i ∂ψ
∂t

= �ψ

describing the quantum mechanical motion of a free (spinless) particle of unit mass
on M (with the units chosen so that h̄ = 1). According to Bohr’s interpretation
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of quantum mechanics μ̃n(A) := ∫
A

|φn(x)|2 dmM(x) is the probability of finding a
particle in the state φn inside the setA at any given time,mM denoting the Riemannian
measure onM , normalized so thatmM(M) = 1. A. I. Šnirel′man,Y. Colin deVerdière
and S. Zelditch [69], [9], [75] have shown that whenever the geodesic flow on M is
ergodic, for example ifM has negative curvature, there is a subsequence nk of density
one on which μ̃nk converge in the weak∗ topology tom, i.e. μ̃n become equidistributed
on average. Z. Rudnick and P. Sarnak conjectured that in fact if M has negative
sectional curvature, μ̃n become equidistributed individually, i.e. that μ̃n converge in
the weak∗ topology to the uniform measure mM .

5.1.2. As shown in [69], [9], [75] any weak∗ limit μ̃ of a subsequence of the μ̃i is
the projection of a measure μ on the unit tangent bundle SM of M invariant under
the geodesic flow. This measure μ can be explicitly constructed directly from the φi .
We shall call μ the microlocal lift of μ̃. We shall call any measure μ on SM arising
in this way a quantum limit. A stronger form of Rudnick and Sarnak’s conjecture
regarding μ̃n is the following (also due to Rudnick and Sarnak).

Conjecture 5.1 (Quantum unique ergodicity conjecture [61]). Let M be a compact
Riemannian manifold with negative sectional curvature. Then the uniform measure
mSM on SM is the only quantum limit.

There is numerical evidence towards this conjecture in the analogous case of 2D
concave billiards by A. Barnett [3], and some theoretical evidence is given in the
next two subsections, but whether this conjecture should hold for general negatively
curved manifolds remains unclear.

5.2. Arithmetic quantum unique ergodicity

5.2.1. Consider now the special case of M = �\H, for � one of the following:

1. � is a congruence sublattice of PGL(2,Z).

2. D is a quaternion division algebra over Q, split over R (i.e.D(R) := D⊗ R ∼=
M(2,R)). Let O be an Eichler order inD.18 Then the norm one elements in O
are a co-compact lattice inD(R)∗/R∗. Let � be the image of this lattice under
the isomorphism D(R)∗/R∗ ∼= PGL(2,R).

We shall call such lattices lattices of congruence type over Q.

5.2.2. If � is as in case 1 of §5.2.1, then M = �\H has finite volume, but is not
compact. A generic hyperbolic surface of finite volume is expected to have only
finitely many eigenfunctions of Laplacian in L2; consequently Conjecture 5.1 needs
some modification to remain meaningful in this case. However, a special property

18A subring O < D is said to be an order in D if 1 ∈ O and every for β ∈ O its trace and its norm are in Z.
An order O is an Eichler order if it is the intersection of two maximal orders.
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of congruence sublattices of PGL(2,Z) congruence is the abundance of cuspidal
eigenfunctions of the Laplacian (in particular, the existence of many eigenfunctions
inL2) on the corresponding surface, and so Conjecture 5.1 as stated is both meaningful
and interesting for these surfaces. The abundance of cuspidal eigenfunctions follows
from Selberg’s trace formula [66]; see [41] for an elementary treatment.

We remark that for congruence sublattices of PGL(2,Z) the continuous spectrum
of the Laplacian is given by Eisenstein series; equidistribution (appropriately inter-
preted) of these Eisenstein series has been established by W. Luo and P. Sarnak [44]
and by D. Jakobson [28].

5.2.3. The lattices given in §5.2.1 have the property that for all but finitely many
primes p, there is a lattice �p in PGL(2,R)× PGL(2,Qp) so that

�\ PGL(2,R) ∼= �p\ PGL(2,R)× PGL(2,Qp)/Kp (5.1)

with Kp = PGL(2,Zp) < PGL(2,Qp). For example, for � = PGL(2,Z) one can
take �p = PGL(2,Z[1/p]) (embedded diagonally in PGL(2,R)× PGL(2,Qp)).

5.2.4. The isomorphism (5.1) gives us a map πp : �p\H × PGL(2,Qp) → �\H.
The group PGL(2,Qp) acts on �p\H × PGL(2,Qp) by right translation, and using
this action we set for every x ∈ �\H

Tp(x) = πp

((
p 0
0 1

)
.π−1
p (x)

)
;

this is a set of p + 1 points called the p-Hecke correspondence. Using this corre-
spondence we define the p-Hecke operator (also denoted Tp) on functions on �\H

by

[Tp(f )](x) = p−1/2
∑

y∈Tp(x)
f (y).

The Hecke operators (considered as operators on L2(M)) are self adjoint operators
that commute with each other and with the Laplacian, so one can always find an
orthonormal basis of the subspace of L2(M) which corresponds to the discrete part
of the spectrum consisting of such joint eigenfunctions. Furthermore, if the spectrum
is simple (as is conjectured e.g. for PGL(2,Z)), eigenfunctions of the Laplacian are
automatically eigenfunctions of all Hecke operators. These joint eigenfunctions of
the Laplacian and all Hecke operators are called Hecke–Maass cusp forms.

5.2.5. We define an arithmetic quantum limit to be a measure μ on SM which
is a quantum limit constructed from a sequence of Hecke–Maass cusp forms (see
§5.1.2). The arithmetic quantum unique ergodicity question, also raised by Rudnick
and Sarnak in [61] is whether the uniform measure on SM is the only arithmetic
quantum limit. Some partial results towards answering this question were given
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in [61], [38], [74], [64]. Assuming the Riemann hypothesis for suitable automorphic
L-functions, T. Watson [73] has shown that the only arithmetic quantum limit for both
types of lattices considered in §5.2.1 is the normalized volume measure. In fact, to
obtain this conclusion one does not need the full force of the Riemann hypothesis
but only subconvexity estimates on the value of these L-functions at 1/2, which are
known for some families of L-functions but not for the ones appearing in Watson’s
work. Assuming the full force of the Riemann hypothesis gives a rate of convergence
of the μ̃k to the uniform measure that is known to be best possible [45].

Using measure classification techniques one can unconditionally prove the fol-
lowing:

Theorem 5.2 (Lindenstrauss, [39]). Let M be �\H for � one of the lattice as listed
in §5.2.1. Then ifM is compact the arithmetic quantum limit is the uniform measure
mSM on SM (normalized to be a probability measure). In the noncompact case, any
arithmetic quantum limit is of the form cmSM some c ∈ [0, 1].

It is desirable to prove unconditionally that even in the non-compact case mSM is
the only arithmetic quantum limit. A weaker version would be to prove uncondition-
ally that for any sequence of Hecke–Maass cusp forms φi and f, g ∈ Cc(M) with
g ≥ 0 ∫

f (x) |φi(x)|2 dm(x)∫
g(x) |φi(x)|2 dm(x)

→
∫
f dm(x)∫
g dm(x)

.

5.2.6. We briefly explain how measure rigidity results are used to prove Theo-
rem 5.2. Let φi be a sequence of Hecke–Maass cusp forms on �\H, and let μ
be the associated arithmetic quantum limit, which we recall is a measure on SM
which is essentially �\ PGL(2,R). Using the isomorphism (5.1) and in the nota-
tions of §5.2.3, one can identify μ with a right Kp-invariant measure, say μ′, on
�p\ PGL(2,R) × PGL(2,Qp). Using the fact that φi is an eigenfunction of the
Hecke operators and some elementary fact regarding the regular representations of
PGL(2,Qp) one can show that μ′ is recurrent under PGL(2,Qp) (see Definition 2.7).

Building upon an idea of Rudnick and Sarnak from [61], J. Bourgain and E. L. [6]
have shown that any ergodic componentμE

x ofμwith respect to the action of the group

a(t) =
(
et 0
0 e−t

)
(equivalently, any ergodic component ofμ′ with respect to the action

of the group a′(t) = (a(t), e)) has positive entropy (in fact, hμE
x
(a) ≥ 2/9). One

can now use Theorem 2.9 for PGL(2,R) to deduce that μ′ and hence the arithmetic
quantum limit μ is proportional to the Haar measure.

The entropy bound of [6] is proved by giving a uniform bound for every x in a
compactK ⊂ �\ PGL(2,R) on the measure of geometric tubes around x of the form
μ(Bk.x) < cB,K exp(−4k/9), with Bk as in §3.2.4. This bound holds already for
appropriate lifts of the measures μ̃n, and depends only on φn being eigenfunctions
of all Hecke operators (but does not use that they are also eigenfunctions of the
Laplacian).
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5.2.7. Using the same general strategy, L. Silberman and A. Venkatesh have been
able to prove arithmetic quantum unique ergodicity for other �\G/K , specifically for
G = PGL(p,R) (p > 2 prime) and � a lattice arising from an order in a division
algebra of degree p over Q (for p = 2 this gives precisely the lattices considered in
part 2 of §5.2.1). While the strategy remains the same, several new ideas are needed
for this extension, in particular a new micro-local lift for higher rank groups [68],
[67]. Silberman has informed us that these methods can be used to establish analogs
of Theorem 5.2 in some three-dimensional hyperbolic (arithmetic) manifolds; to the
best of our knowledge such extensions are not known for any higher dimensional
hyperbolic manifolds.

5.3. A result of N. Anantharaman. We conclude this section by discussing some
very recent results of N. Anantharaman which shed some light on quantum limits
in full generality (and not just in the arithmetic context). It can be deduced from
her paper [1] that if M is a compact manifold with negative sectional curvature then
every quantum limit has positive ergodic theoretic entropy. In the case of surfaces
of constant curvature −1 Anantharaman actually proves that for any δ > 0 any
quantum limit has a positive measure of ergodic components with ergodic theoretic
entropy ≥ (d − 1)/2 − δ; in this normalization the ergodic theoretic entropy of the
uniform measure mSM is d − 1.

An exposition of some of her ideas as well as a different but closely related ap-
proach, both applied to a simpler toy model, can be found in [2] by N. Anantharaman
and S. Nonnenmacher.

Note that in contrast to [6], this method inherently can only prove that some ergodic
components have positive entropy. In the nonarithmetic situation it seems very hard
to show that all ergodic components have positive entropy; indeed, this is false in the
toy model considered in [2] as well as for an appropriately quantized hyperbolic toral
automorphism [23].

6. Entropy and distribution of periodic orbits

Let G be a semisimple R-split algebraic group, � < G a lattice, and A an R-split
Cartan subgroup of G [53]. Then there are always infinitely many periodic A orbits
in �\G. Uniform measure on these orbits give examples of A-invariant measures
with zero entropy. It is surprising therefore that entropy plays a key role in our
understanding of distribution properties of such compact orbits. The results described
in this section are joint work of the authors with P. Michel and A. Venkatesh [21] and
are also described from a somewhat different viewpoint in [50] in these proceedings.
Unless otherwise stated, proofs of all the statements below can be found in [21].
Periodic orbits of R-split Cartan subgroups have also been studied elsewhere. We
mention in particular the papers [52] by H. Oh where finiteness theorems regarding
these orbits are proved and [4] where Y. Benoist and H. Oh prove equidistribution of
Hecke orbits of a fixed A-periodic orbit.
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6.1. Discriminant and regulators of periodic orbits. For concreteness, we restrict
to the case G = PGL(n,R), � = PGL(n,Z) and A < G the group of diagonal
matrices. Later, we will also allow � to be a lattice associated to an order in a division
algebra D over Q of degree n with D ⊗ R ∼= M(n,R) (e.g. for n = 2 a lattice as in
part 2 in §5.2.1).

6.1.1. We wish to attach to every periodic A orbit in Xn = �\G two invariants:
discriminant and regulator. Before doing this, we recall the following classical con-
struction of such orbits:

Let K be a totally real extension of Q with [K : Q] = n. Let OK be the integers
of K , and let I � OK be an ideal. Chose an ordering τ1, . . . , τn of the n embeddings
of K in R, and let τ = (τ1, . . . , τn) : K → Rn. Then τ(I ) is a lattice in Rn, hence
corresponds to a point ((gI )) ∈ Xn. If α1, . . . , αn generate I as an additive group we
can take gI = (τj (αi))

n
i,j=1. For any v ∈ Rn we let diag(v) be the diagonal matrix

with entries v1, v2, . . . , vn. If α ∈ O∗
K then I = αI and

((gI )) = diag(τ (α)).((gI )).

diag(τ ( · )) embeds O∗
K discretely in A, and Dirichlet’s unit theorem gives us that

O∗
K/ {±1} is a free Abelian group with n − 1 generators. It follows that ((gI )) has

periodic orbit under A. Two ideals I, J � OK are equivalent if I = αJ for some
α ∈ K; in this case diag(τ (α)).((gI )) = ((gJ )) hence A.((gI )) = A.((gJ )) iff I ∼ J .
The number of equivalence classes of ideals is denoted by CK and is called the class
number of K; given τ we see that there are CK distinct periodic A-orbits associated
with OK .

A small variation of this construction allowing a general order O < OK and I a
proper ideal of O gives all periodic A-orbits.

6.1.2. LetD be the algebra of all n×n (not necessarily invertible) diagonal matrices
over R. Let x = ((g)) be a point with periodic A-orbit. Define �A,g := � ∩ gAg−1.
Then since x is periodic, g−1�A,gg is a lattice in A. To �A,g we can also attach
a subring Q[�A,g] in M(n,R) in an obvious way. Let �A,g = g−1(Q[�A,g] ∩
M(n,Z))g; this ring can be shown to be a lattice in D (considered as an additive
group).

We define the regulator reg(x) of a periodic x ∈ Xn for x = ((g)) to be the volume
of A/(g−1�A,gg) and the discriminant disc(x) by

disc(x) = mD(D/�A,g)
2.

Note that reg(x) is simply the volume of the periodic orbit A.x. This defines both
of these notions up to a global multiplicative constant corresponding to fixing a Haar
measure on A and D respectively. This normalization can be chosen in such a way
that disc(x) is an integer for every A-periodic x and so that for ((gI )), gI as in §6.1.1
for I � OK , the discriminant and regulator of ((gI )) coincide with the discriminant
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and regulator of the number field K . The regulator and discriminant of a periodic
orbit are related, but in a rather weak way: in general for any periodic orbit A.x,

log disc(x) � reg(x) �ε disc(x)1/2+ε.

If e.g.K has no subfields other than Q the lower bound on reg(x) can be improved to
c′n[log disc(x)]n−1, which is tight. However, if K , I and x = ((gI )) are as in §6.1.1,
CK reg(x), i.e. the total volume of all periodic A orbits coming from ideals in OK , is
closely related to the discriminant:

disc(x)1/2−o(1) ≤ CK reg(x) ≤ disc(x)1/2+o(1).

Properly formulated (the easiest formulation is Adelic) a similar relation holds also
for periodic A orbits coming from non-maximal orders O < OK .

6.2. Some distribution properties of periodic orbits. We would like to prove state-
ments regarding how sequences of periodic orbits are distributed. Care must be taken
however as even for the simplest cases such asX3 it is not true that for any sequence of
A-periodic points xi ∈ X3 with disc(xi) → ∞ the orbitsA.xi become equidistributed.
Let μA.xi be the unique A-invariant probability measure on A.xi . One problem, for
n = 3 or more generally, is that it is possible to construct sequences xi such thatμA.xi
converge weak∗ to a measure μ with μ(Xn) < 1. However, as remarked by Margulis
the following is a consequence of Conjecture 4.4:

Conjecture 6.1. For any fixed compactK ⊂ Xn, n ≥ 3, there are only finitely many
periodic A-orbits contained in K .

Using Corollary 2.3 and what we call the Linnik principle (see §6.3) we prove the
following towards this conjecture:

Theorem 6.2 ([21]). For any fixed compact K ⊂ Xn, n ≥ 3, for any ε > 0, the total
volume of all periodicA-orbits contained inK of discriminant ≤ D is at mostOε(Dε).

In contrast, for n = 2, for any ε one can find a compact Kε ⊂ X2 so that the total
volume of all periodic A-orbits contained in K of discriminant ≤ D is � D1−ε.

Theorem 6.2 directly implies that for any ε > 0 and n ≥ 3 the number of totally
real numbers fieldsK of degree [K : Q] = n and discriminant disc(K) ≤ D for which
for some ideal class there is no representative of norm ≤ ε disc(K)1/2 is � Dε, giving
a partial answer to the third question posed in the introduction.

The same method gives the following in the compact case:

Theorem 6.3 ([21]). Let � be a lattice in PGL(n,R) associated with a division
algebra over degree n over Q and η > 0 arbitrary. For any i let (xi,j )j=1,...,Ni be a
finite collection of A-periodic points with distinct A-orbits such that

Ni∑
j=1

reg(xi,j ) ≥ max
j
(disc(xi,j ))

η.



1754 Manfred Einsiedler and Elon Lindenstrauss

Suppose that there is no locally homogeneous proper subset of �\G containing in-
finitely many xi,j . Then

⋃
i,j A.xi,j = �\G.

6.3. The Linnik principle. In the proofs of Theorems 6.2 and 6.3 a crucial point is
establishing that a limiting measure has positive entropy under some a ∈ A, which
allows one to apply the measure classification results described in §2. Positivity of
the entropy is established using the following proposition, which links entropy with
the size (regulator) of a periodic orbit (or a collection of periodic orbits) compared
to its discriminant(s). We give it below for some lattices � in G = PGL(n,R), but
this phenomenon is much more general. We call this relation between orbit size and
entropy the Linnik principle in honor of Yu. Linnik in whose book [43] a special case
of this relation is implicit.

Proposition 6.4 ([21]). For every �, let A.x�,j (j = 1 . . . N�) be a finite collection
of (distinct) periodic A-orbits in �\ PGL(n,R) with � either PGL(n,Z) or a lattice
corresponding to an order in a division algebra of degree n over Q. Let μ(�) be the
average of the measures μA.x�,1, . . . , μA.x�,N� weighted by regulator. Suppose that

N�∑
j=1

reg(x�,j ) ≥ max
j
(disc(x�,j ))

η.

and that the μ(�) converge weak∗ to a probability measure μ. Then for any regular19

a ∈ A, there is an ca,n > 0 (which can be easily made explicit) so that

hμ(a) ≥ ca,nη. (6.1)

If disc(x�,j ) = disc(x�,j ′) for all �, j, j ′ then (6.1) can be improved tohμ(a) ≥ 2ca,nη.

The key observation lies in the fact that for any compact K ⊂ �\G if x and
x′ ∈ K are periodic with discriminant ≤ D then either x = a.x′ for some small
a ∈ A or d(x, x′) > CD−2 where C = C(K) depends on K (if disc(x) = disc(x′)
then d(x, x′) > CD−1 hence the improved estimate in this case). This fact is used
together with the subadditivity of Hμ(�)( · ) (see §3.1.1) to show that hμ(a) ≥ ca,nη.

6.4. Packets of periodic orbits and Duke’s theorem. Another completely different
way to establish positive entropy for limiting measures is given by subconvex estimates
on L-functions.

Theorem 6.5 ([21]). Let K(�) be a sequence of totally real degree three extensions
of Q, C(�) the class number of K(�), and τ(�) : K(�) → R3 a 3-tuple of embeddings.
Let A.x1,�, . . . , A.xC(�),� be the periodic A orbits corresponding to the ideal classes

of K(�) as in §6.1.1. Let μ(�) = 1
C(�)

∑
i μA.xi,� . Then μ(�) converge in the weak∗

topology to the PGL(3,R) invariant probability measure mX3 on X3.

19I.e. with no multiple eigenvalues.
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Subconvexity estimates of W. Duke, J. Friedlander and H. Iwaniec [11] imply that
for certain test functions f , the integrals

∫
X3
f dμ(�) converge to the right value (i.e.∫

X3
f dmX3). The space of test functions on which this convergence can be established

from the subconvex estimates of Duke, Friedlander and Iwaniec is far from dense, but
is sufficiently rich to show that any limiting measure of μ(�) is a probability measure
(i.e. there is no escape of mass to the cusp) and that the entropy of every ergodic
component in such a limiting measure is greater than an explicit lower bound. Once
these two facts have been established, Theorem 2.2 can be used to bootstrap entropy
to equidistribution.

Theorem 6.5 is a generalization to the case n = 3 of the following theorem of
Duke, proved using earlier and related subconvexity estimates of Duke and Iwaniec:

Theorem 6.6 (Duke [10]). LetK(�) = Q(
√
D�) be a sequence of real quadratic fields

and μ(�) an average of the corresponding measures on A-periodic orbits in X2 as
above. Then μ(�) converge weak∗ to mX2 .

We note that Duke also gives an explicit rate of equidistribution of the μ(�).
There is an alternative, ergodic theoretic, approach to this theorem that dates

back to Yu. Linnik and B. F. Skubenko. Skubenko [70], building on work of Linnik
[43], used this approach, which is closely related to techniques discussed in §6.3,
to prove Theorem 6.6 under a congruence condition on the sequence D� (see [43,
Chapter VI]). In [22] we show that a variation of this method can actually be used to
give a complete proof of Theorem 6.6 using only ergodic theory and some properties
of quadratic forms.
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